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This Version: <http://odrl.net/ODRL-08.pdf>

Previous Versions: <http://odrl.net/ODRL—07.pdf>

Editor: Renato Iannella <renato@iprsystems.com'>

0 Status

This document is an early draft and a work-in-progress and may be

updated and/or replaced by other documents at any time.

The intention is to promote this draft document amongst multiple

communities interested in the expression of Digital Rights

Management statements and semantic interoperability across these
communities.

ODRL will be standardised via an appropriate. open, and non—

competitive organisation with an open process for the future

maintenance of the standard. ODRL has no license requirements and is

available in the spirit of “open source" software.

Comments are welcome to the editors from all interested parties.

Change Bars indicate modifications from Version 0.7 |

1 Overview

Digital Rights Management (DRM) involves the description. layering,

analysis, valuation, trading and monitoring of the rights over an

enterprise's assets; both in physical and digital form; and of tangible

and intangible value. DRM covers the digital management of rights —

be they rights in a physical manifestation of a work (eg a book), or be

they rights in a digital manifestation of a work (eg an ebook). Current

methods of managing, trading and protecting such assets are

inefficient, proprietary, or else often require the information to be

wrapped or embedded in a physical format [I-llGGS].

A key feature of managing online rights will be the substantial

increase in re-use of digital material on the Web as well as the

increased efficiency for physical material. The pervasive Internet is

changing the nature of distribution of digital media from a passive

one way flow (from Publisher to the End User) to a much more

interactive cycle where creations are re-used. combined and extended

ad infinitum. At all stages. the Rights need to be managed and
honoured with trusted services.
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Current Rights management technologies include languages for

describing the terms and conditions, tracking asset usages by
enforcing controlled environments or encoded asset manifestations.

and closed architectures for the overall management of rights.

The Open Digital Rights Language (ODRL) provides the semantics for

DRM in open and trusted environments whilst being agnostic to
mechanisms to achieve the secure architectures.

1.1 The Bigger It is envisaged that ODRL will “plug into" an open framework that

Picture enables peer-to—peer interoperability for DRM services. (See
[ERICKSON] for an overview of this area). However, ODRL can also be

used as an mechanism to express rights statements on its own and to

plug into existing DRM architectures, for example, the Electronic Book

Exchange [EBX] framework.

The editors consider that traditional DRM (even though it is still a

new discipline) has taken a closed approach to solving problems. That

is. the DRM has focused on the content protection issues more than the

rights management issues. Hence, we see a movement towards “Open

Digital Rights Management" (ODRM) with clear principles focused on

interoperability across multiple sectors and support for fair—use
doctrines.

The ODRM Framework consists of Technical, Business, Social, and

Legal streams as shown in Figure 1.

ODRM Framework

@@Ri_l5J

 
Figure 1 . ODRM Framework

The ODRM Technical stream consists of an Architecture (ODRA),

Trading Protocol (ODRT) and Protection (ODRP) mechanisms with

ODRL clearly focused on solving a common and extendable way of
expressing Rights assertions within this Architecture.

The ODRM Architecture exists in other forms that are specific to other

communities needs, such as Privacy metadata. Hence. ODRA can be
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achieved by abstracting and reusing such architectures to enable

trusted metadata expressions about digital assets.

1.2 About this This document, along with its normative references, includes all the

Specification specification necessary for the implementation of interoperable ODRL

applications.

The key words must. must not, required, shall, shall not, should, should

not, recommended, may, and optional in this specification are to be

interpreted as described in [RFC2119] which defines the significance

of each particular requirement.

Examples used in this document are for demonstration purposes only.

2 ODRL

ODRL complements existing analogue rights management standards

by providing digital equivalents. and supports an expandible range of

new services that can be afforded by the digital nature of the assets in

the Web environment. In the physical environment, ODRL can be used

to enable machine—based processing for Rights management.

ODRL is a standard vocabulary for the expression of terms and
conditions over assets. ODRL covers a core set of semantics for these

purposes including the rights holders and the expression of

permissible usages for asset manifestations. Rights can be specified for

a specific asset manifestation (format) or could be applied to a range of
manifestations of the asset.

2.1 Scope ODRL is focused on the semantics of expressing rights languages.

ODRL can be used within trusted or untrusted systems for both digital

and physical assets. However. ODRL does not determine the

capabilities nor requirements of any trusted services (eg for content

protection, digital/physical delivery. and payment negotiation) that

utilises its language. Clearly, however. ODRL will benefit rights

transactions over digital assets as these can be captured and managed

as a single transaction. In the physical world. ODRL expressions would

need an accompanying system with the distribution of the physical
asset.

ODRL defines a core set of semantics. Additional semantics can be

layered on top of ODRL for third-party value added services.

ODRL does not enforce or mandate any policies for DRM, but provides

the mechanisms to express such policies. Communities or

organisations. that establish such policies based on ODRL. do so based

on their specific business or public access requirements.

ODRL depends on the use of unique identification of assets. This is a

very difficult problem to address and to have agreement across many

sectors and is why identification mechanisms and policies of the assets
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is outside the scope of ODRL. Sector-specific versions of ODRL may
address the need to infer information about the asset manifestation

from its unique identifier.

ODRL model is based on an analysis and survey of sector specific
requirements (models and semantics), and as such. aims to be

compatible with a broad community base. ODRL aims to meet the

common requirements for many sectors and has been influenced by

the ongoing work and specifications/models of the following groups:

<indecs> [INDECS]

Electronic Book Exchange [EBX]
IFLA

DOI Foundation [D01]

ONIX International [ONIX] |
MPEG

IMS

Dublin Core Metadata Initiative [DCMI]

Propagate Project [PROPAGATE] |

ODRL proposes to be compatible with the above groups by defining an
independent and extensible set of semantics. ODRL does not depend

on any media types as it is aimed for cross-sector interoperability.
 

2.2 Foundation ODRL is based on a simple, yet extensible, model for rights
Model management which involves the clear separation of Parties. Assets.

and Rights descriptions. This is shown in Figure 2.

Figure 2. ODRL Foundation Model
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The Rights entity consists of Usage. Constraint, Narrow, and

RightsHolder which together enable the expression of digital rights |
over the identified Asset and their Rights Holders (parties). The

Parties’ Role with respect to their entitlements can also be expressed. |

The description of the Party and Asset entities is outside the scope of

ODRL. What is in scope is that these entities must be referenced by

using unique identification mechanisms (such as [URI], [D01]. [ISBN]
etc).

The Asset entity (sometimes referred to as a Work. Content. Creation,

or Intellectual Property). is viewed as a whole entity. If the Rights are

assigned at the Asset's subpart level, then such parts would require to

also be uniquely identifiable. However. ODRL can specify constraints

on subparts of the asset.

The Rights entity also consists of an Administration entity that

captures the responsible parties and valid dates of the Rights
expression.

Complete and formal semantics for the ODRL Foundation Model

properties and attributes are specified in Section 3.] "Foundation

Semantics“ on page 12.

2.2.1 Example The ODRL Foundation Model can be expressed using XML. A pseudo-

example is shown below:

<rights>
<asset>

<uid idscheme="URl">http://byeme.com/myasset.pdf</uid>
</asset>

<usage>

<usage-iype>

<oonstraint> </constraint>

</usage-!ype>
<usage-type>

<constraint> </constraint>

</usage-!ype>

</usage>
<narrow> <lnarrow>

<rightsholder>

<party>

<ro|e> </ro|e>

</party>

</rightsho|der>
<admin>

<party> </party>
<datetime> .. </datetime>

</admin>

<Irights>
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Complete and formal syntactical examples are given in Section 4

"Syntax" on page 22.

2.3 Rights Usage ODRL supports the expression of Rights Usages. This is the recognised

Model set of allowable usage rights over the Asset. This is shown in Figure 3.

ODRL-Fountiallonlllodelrzllavro
ll..'

/

0.: ODRL-FoundationlnodeI::Constraint

ODRL-FaundatlonI»lodeI::Usage 1,.‘

' ODRL-Foundation!ulodel::Asset

 
 

 

   
 

 E
A A A

Mod‘ Annotate

magnu-

Figure 3. ODRL Usages Model

The Usage entity consists of an aggregation of three abstract entities:

0 Use — indicates a set of usages in which the Asset can be consumed

(realised with: Display, Print, Play, Execute).

0 Transfer - indicates a set of usages in which the rights over the
Asset can be transferred (realised with: Sell, Lend. Give).

0 Reuse — indicates a set of usages in which the Asset (or portions of

it) can be re-utilised (realised with: Modify, Copy, Annotate).

 
 

  

  

A Usage must be associated with one or more Assets. A Usage can be

associated with zero or more Constraints. For any rights expression,

all Usages are "and—ed" together including their constraints.

Important Note A Usage Right that is not specified in any Rights Expressions is not

granted. That is, no assumptions should be made in regard to Usage

Rights if they are not explicitly mentioned.

Additionally, all Usages can be subject to an “Exclusivity" attribute
that indicates if the constraint is exclusive or not.

Complete and formal semantics for the ODRL Usage Model properties

and attributes are specified in Section 3.2 "Usage Semantics" on
page 13.
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2.3.1 Example The ODRL Usage Model can be expressed using XML. A pseudo-

example is shown below in which the identified asset has display,

print (with constraints). and annotate rights.

<usage>
<asset>

<uid idscheme="UR|“>http://byeme.comlmyasset.pdf</uid>
</asset>

<display/>
<print>

<constraint> </constraint>

</print>
<annotate/>

</usage>

Complete and formal syntactical examples are given in Section 4

"Syntax" on page 22.

2.4 Rights ODRL supports the expression of Rights Constraints. This is the

Constraint recognised set of restrictions on the usage rights over the Asset. This is

Model shown in Figure 4.

0".

ODRL-FoundationllodelzzconstraintI 1
° ODRL-Foundationlilodel::Usage

MMuid

A ‘ il5d1en1e ‘
A

resolution

@

Figure 4. ODRL Constraints Model

 

© IPR Systems Pty Ltd. 2000 7 of 31

Petitioner Apple Inc. — Exhibit 1002, p. 4007



Petitioner Apple Inc. - Exhibit 1002, p. 4008

 

The Constraint entity consists of an aggregation of six abstract entities:

0 User - indicates a set of constraints which limits usage to identified

user(s) (realised with: Individual, Group).

0 Device — indicates a set of constraints which limits usage to

physical devices (realised with: Network. CPU, Screen. Storage.

Printer, Memory).

0 Bounds - indicates a set of constraints which limits usage to a fixed

number or extent (realised with: Count, Range. IP Address).

0 Temporal — indicates a set of constraints which limits usage to
temporal boundaries (realised with: Date Time, Accumulated.

Interval).

0 Spatial — indicates a set of constraints which limits usage to spatial

boundaries (realised with: Country).

0 Aspect — indicates a set of constraints which limits usage to distinct

features of the asset (realised with: Quality, SubUnit, Format).

Additionally, all Constraints can be subject to an “Exclusivity"
attribute that indicates if the constraint is exclusive or not.

A Constraint is associated with one Usage. If a Constraint appears at

the same level as a number of Usages. then the Constraint applies to

all of the Usages. Constraints can also have zero or more other

Constraints. For Usages with multiple constraints, all contraints must

be “and-ed" together and no conflicts should arise. An error must be

generated if the latter is true.

Important Note Any Constraint that is expressed but can not be performed by the

consuming system, must not be granted. That is, if a system does not

understand how to guarantee that a specified constraint be honoured

it must not grant the Usage right at all. |

Complete and formal semantics for the ODRL Constraint Model

properties and attributes are specified in Section 3.3 "Constraint

Semantics" on page 16.

2.4.1 Example The ODRL Constraint Model can be expressed using XML. A pseudo-

example is shown below in which the display usage right is

constrained to a particular network within an identified IP address
range.

<disp|ay>
<constraint>

<network>

<constraint>

<ipaddress start='111.222.333.1" end ="111.222.333.255" I>
<constraint>

</network>

</constraint>

</disp|ay>

Complete and formal syntactical examples are given in Section 4
"Syntax" on page 22.
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2.5 Rights Narrow ODRL supports the expression of Narrowing of Rights. This is the

Model ability to specify if the current Rights can be modified (narrowed or

removed) when re~issuing the Rights expression. This is shown in |

Figure 5.

0DRL-FoundalionMode|::Narrow " ODRL-FoundalionModel::Usage

ODRL-FoundationModel:zconstraint

Figure 5. ODRL Narrow Model

The Narrow entity is an aggregation of one other existing entity:

0 Constraint - indicates any constraints that the Narrow rights must
conform to.

 
Complete and formal semantics for the ODRL Narrow Model

properties and attributes are specified in Section 3.4 "Narrow

Semantics" on page 20.

2.5.1 Example The ODRL Narrow Model can be expressed using XML. A pseudo-

example is shown below in which sell and lend transfer rights exist for

the identified asset and narrow rights are applicable and are also

constrained to a particular country.

<rights>
<asset>

<uid idscheme="URl'>http://byeme.com/myasset.pdf</uid>
</asset>

<usage>
<se||/>

<Iend/>
<narrow>

<constraint>

<country>
<uid idscheme="|SO3166"> AU </uid>

</country>
</constraint>

</narrow>

</usage>

</righls>

Complete and formal syntactical examples are given in Section 4

"Syntax" on page 22.

2.6 RightsHolder ODRL supports the identification of Rights Holders. This is the

Model recognised Party, their (optional) Role. and any set of rewarding
In
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mechanisms for the usage of the Asset for the Rights Holder. This is |
shown in Figure 6.

.. ODRL-FoundaiioniflodelzzParty
ODRL-FoundationModei::Rightsflolder

ODRL-FoundationMode|::Role 
Figure 6. ODRL Rights Holder Model |

The RightsHolder entity is an aggregation of one abstract and one

existing entity:

0 Money - indicates a set of financial rewards associated with the

usage of an Asset (realised with: Fixed, Percentage).

0 Party - indicates the Rights Holder and the role they play.

One or more Parties must be identified with the RightsHolder

expression. The Role of the Party may also be indicated.

Complete and formal semantics for the ODRL RightsHolder Model

properties and attributes are specified in Section 3.5 "RightsHolder

Semantics" on page 21.

2.6.1 Example The ODRL RightsHo1der Model can be expressed using XML. A

pseudo-example is shown below in which two identified Rights

Holders (parties) share the financial rewards with 90% to the Author
and 10% to the Publisher.

<rightsho|der>
<party>

<uid idscheme="X500“>c=FOO;o=Federa| Library;ou=Registry;
cn=Maria Brown</uid>

<roie>Author</roIe>

<percentage va|ue="90" currency="AUD"/>
</party>

<party>

<uid idscheme="X500”> c=FOO;o=Federal Library;ou=Registry;
cn=Bye Me Inc</uid>

<role>Publisher</role>

<percentage vaiue='10" currency="AUD"/>
</party>

<lrightsholder>
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Complete and formal syntactical examples are given in Section 4

  
 

 

 
  

 

"Syntax" on page 22.

2.7 Rights ODRL supports the Administrative information about the Rights

AdminiSl|'ali0n expression. This is shown in Figure 7.
Model

0

Figure 7. ODRL Administration Model

The Administration entity is an aggregation of three other existing

entities and one new entity:

0 Party — indicates who is responsible for maintenance of this Rights

expression and the (optional) role they play. |

0 Date Time — indicates the valid date range for the Rights

expression.

0 Issue Date - indicates the date/ time that the Rights expression was
issued.

0 UID - a unique identification number for the Rights expression

Complete and formal semantics for the ODRL Administration Model

properties and attributes are specified in Section 3.6 "Administration

Semantics" on page 21.

2.7.1 Example The ODRL Administration Model can be expressed using XML. A

pseudo-example is shown below in which the Rights expression is

managed by the identified party (the Rights Cataloguer) and is valid

for a two year period.

<rights>
<admin>

<party>

<uid idscheme="X500”> c=FO0;o=Federa| Library;ou=Registry;
cn=Maria Brown</uid>

<ro|e>Rights Cata|oguer</role>

</pa;-ty>
<issuedate> 2000-12-31 </issuedate>

<datetime start="2001-01-01" end="2001-12-31'/>

<uid idscheme='URl"> http://byeme.com/mybook-rights.xm|</uid>
</admin>

</rig.hts>
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Complete and formal syntactical examples are given in Section 4

"Syntax" on page 22.

3 Semantics

This section details the semantics of all the properties and attributes
used in the ODRL Models.

3.1 Foundation

  

  
    
 

 
 

 
 

 
 

   
    
 

 

 

 

 

  
  
  

 

Semantics

Rights '

The digital expression of intellectual property rights
over an asset

cardinality
Content (entities) usage

rightsholder |
administration

asset

narrow

Usage Rights

%
Definition V A defined set of actions or operations allowed over

an asset

cardinality
Content (entities) use

transfer

reuse

Rights Holder |

%ilshtsholder
Any party that holds any form of Rights over the
asset

cardinality
Content (entities)

I

Asset

Definition Any object (digital or physical) ofvalue which rights
can be assigned

Must be uniquely identifiable
cardinality
Content (entity) uid - unique identifier |
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Party |

rights may be assigned over assetsT

Content (entities) uid - unique identifier

role - role played by the party

The unique identification number/code for the
entity

Comment The uid may be applied to assets, parties,
constraints and admin entities.

cardinality
Content idScheme - encoding scheme used for the unique
(attribute) identifier value

I

Role |

 
 

 
  
 

 

 

 

UID

 

   
 

 

 

  
 

 

 
The role played by the Party

Comment The role values may be selected from existing
vocabulary schemes. For example:

0 marc - MARC Code List for Relators [MARC]
0 onix - ONIX International Contributor Role

Code List [0 NIX]

cardinality
Content idScheme - identifies the vocabulary scheme used
(attribute) for the role value

 

  
 
 

 
 

 
  

   

 
 

3.2 Usage
Semantics

Use

A set of Usage rights pertaining to the end use of an
asset

Comment This entity is abstract and used to group common
Rights Usages.

cardinality
Content (entities)
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Use: Display

 

 

 

display

The act of rendering the asset onto a screen or visual
device

Cardlnallty
Cenlenl (entitles) 

 
  

   

  

 

 

 

Use: Print

Im
Definition The act of rendering the asset onto paper or hard

copy form

cardinality
 

Use: Play

  i
The act of rendering the asset into audio/video form

cardinality
   

 

 
 

 

 
 

 

Use: Execute
 

 The act of rendering the asset into machine-readableform

cardinality
 

ldenllfier
A set of Usage rights pertaining to the transfer of
ownership of an asset

Comment This entity is abstract and used to group common
Rights Usages

cardinality
Content (entities) sell

lend

give

  

Transfer

  

 
  

 

 

 

Transfer: Sell

 
The act of allowing the asset to be sold for exchange
of value

cannnamy
cenaaesi   
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Transfer: Lend

  

 

 

temporary use then returnedT

cardinality
Content (entities) constraint (mandatory)

(without exchange of value)

 

 
  

Transfer: Give

 

 
 

 

 

 

Reuse

  
Definition A set of Usage rights pertaining to the re-utilisation

of an asset

Comment This entity is abstract and used to group common
Rights Usages.

cardinality
Content (entities) modify

copy
annotate

 
  

 
 

 

 

 
 

Reuse: Modify

  

 The act of changing pans of the asset creating a newasset

cardinality
 

 
  

Reuse: Copy

  

 
reuse into another assetT

Identifier

asset creating a new assetT

  
  

Reuse: Annotate
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3.3 Constraint

Semantics

Constraint

  
 

A restriction that applies to the Usage of an asset

cardinality
Content (entities) user

device

bounds

temporal

spatial

 
 
  

 
 

 
   

 

  
 

 

 
 

aspect

 
User

Any human or organisation
Comment This entity is abstract and used to group common

. Constraints

cardinality
Content (entities) individual

group

 

  

 

 

 

 
User: Individual

 

  

  

  
   

   
  
  

  
   

  
   
 

User: Group

1%

of individuals

I
Device

T
Comment This entity is abstract and used to group common

Constraints

Content (entities) network

cpu
screen

storage

printer

memory
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Device: Network

  

  
 

S
S

Range can also be used to limit the network.

cardinality

 
  

    

 
 

  

  
 

  

 

Device: CPU

An identifiable system with a central processing
unit (CPU)

Cardinality
Content (entity) uid - unique identifier

 
S

S

 

Device: Screen

 

 

 

 

  
Device: Storage

  

  

  
  

 

Device: Printer

 

  
Device: Memory
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Bounds |

The numeric limits within which any entity can
function

Comment This entity is abstract and used to group common
Constraints.

cardinality
Content (entities) 

Bounds: Count [

 
A numeric count indicating the number of times the
corresponding entity may be exercised

Comment For example. the Print usage may be constraint with
a count of 1 to 10 meaning that the asset can be
printed once or up to 10 times. If there is no “start”
or "end" value, then the count is open-ended.
Integer. Floats must be supported. Note. “start”
must always be less than or equal to “end” and one
must always be present.

Cardinality _ optional

Content start - the beginning of the count (inclusive)

lamibutesl end - the end of the count (inclusive)

Definition A numeric range indicating the min/max values of
the corresponding entity that the constraint applies
[0

For example. this is used to specify that only pages
numbered 1 to 10 may be printed (using the subunit
entity). lfthere is no “min” or “max” value. then the

range is open-ended. Integer, Floats and negative
numbers must be supported. Note, "min" must
always be less than or equal to "max" and one must
always be present.

Cardinality

  

  
  
  

 
 

 

   
Bounds: Range

 
   
   

  
  
   
 

Content min - the beginning of the range (inclusive)

(attributes) max - the end of the range (inclusive)
Bounds: IP

Address

 A network IP address range
Comment There must be "start" and “end” values specified.

The IP address format must be supported (Eg
xxx.xxx.xxx.xxx).

Cardinality
Content . start - the beginning of the range (inclusive)

(attributes) end - the end of the range (inclusive)
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Temporal

 

 
m
 The time limits within which any entity can function

Comment This entity is abstract and used to group common
Constraints. [ISO860l] Date format must be

supported for all values.

Catdinaiity
Content (entities) Date Time

Accumulated

Interval

    
  

  
   

  

 
Temporal: Date

  

  

  
  

 
 

  
  

Time

ET
T

If there is no “start” and/or "end" value, then therange is open-ended.

Content start - the beginning of the range (inclusive)

end - the end of the range (inclusive)
Temporal:

Accumulated

   iiiemiiiei
neiniion
caiiiiiiaiiiy

  
  
   

Temporal: Interval

  

 
Recurring period of time in which rights can be
exercised

Catdinaiity
Content

  
   

Spatial

 

Any geographical range or extent
Comment This entity is abstract and used to group common

Constraints.

Cardinatity
Content (entities)
 

Spatial: Country

   

  
 

m
T

specified by the [ISO3166] Scheme.
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Aspect

 

 
 Any distinct feature of the Asset

Comment This entity is abstract and used to group common
Constraints

Cardinaltty
Content (entities) Quality

SubUnit

Format

 
  

  
  

  

  

 
 

Aspect: Quality

 

 
 
 Specification of quality aspects of the asset

C°“““a'"Y
Content tonality - the bit-depth

(attributes) resolution - the pixel size

 

 
 

 
    
 

color - the number of colors
 

 

Aspect: SubUnit
 

 
 
 Specification of any sub—part of the asset

Comment The values for the unittype attribute should be from
a well known vocabulary and the source clearly
identified.

Cardinality
Content unittype (attribute)

constraint (entity)

 

  
 

 
 

 

 
 

 

 

Aspect: Fonnat

 

Specification of format(s) of the asset

Comment The values are taken from the Internet Media Type
[IMT] list.

Cardinality

3.4 Narrow

Semantics

Narrow

 

 
%

Content (entities) 
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3.5 RightsHo|der
Semantics

   
  

  
  

 

Money

 Rewards in the form of financial payments
Comment This entity is abstract and used to group common

Reward types for Rights Holders |

cardinality
Content (entities) Fixed

Percentage

Money: Fixed

 
 A fixed monetary value

Comment The total of the Fixed values for a single asset must
not exceed the Retail Price.

cardinality
Content amount - the value of the payment (an positive

(attributes) integer to two decimal places)

currency - the currency for the amount (use
[ISO4217] codes)

Money:
Percentage

 
  

  
  

 

 
 A proportion of the value of the asset

Comment The total of the Percentage values for a single asset
must not exceed 100%.

cardinality
Content value - a number from 0 to 100 inclusive

(attributes)  currency - the currency for the amount (use
[ISO4217] codes)

3.6 Administration

  

  
 
 

 

 

 

Semantics

Administration

 
Administrative information about the Rights
expression

cardinality
Content (entities) party

datetime

uid

issuedate
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Administration: Iissue Date

The date the Rights expression was issued/ released

Comment [lSO860l] Date format must be supported for all
values.

Cardinal"!

  
  

  
4 Syntax

ODRL can be expressed in [XML] (see [DTD] in Appendix A and [XML

SCHEMA] in Appendix B for formal definitions). However, it is also

conceivable that ODRL could be expressed in other syntaxes.

ODRL is XML Namespace aware as its primary target is use with other

content description and management systems. The ODRL XML
Namespace URI for this version is:

http://odr1.net/0.8/ |

The final Version 1.0 ODRL XML Namespace URI will be:

http://odrl.net/1 .0/

NOTE: These URIs should be considered experimental until the ODRL

specification is formalised by an appropriate body and the new URI is |
assigned.

ODRL uses XML XLink [XLINK] to refer from XML fragments to other
fragments. This is used to express the relationship between the core

ODRL entities such as Asset, Reward, and Usage. Such elements can be
identified with the standard ID attribute then referred to via XLink's

href attribute. Note. only the “xlink:href" attribute is required to be

recognised to support ODRL expressions.

It is important to recognise that as the ODRL expressions become more

complicated, the need to partition and express linkages (using XLink)

becomes paramount in order to have manageable and reusable rights

expressions. The linking mechanism allows for quite complex

expressions to be generated whilst preserving the interpretability of

the overall rights language.

All elements can also have optional Name and Remark elements for

human-readable documentation. If the human language needs to be

specified for any elements, then the use of the “xml:lang" attribute is
recommended.

The XML syntax will be explained via a serious of Use Cases covering

different content sectors (ebooks, image, audio. video).
 

4.1 Ebook Use Corky Rossi (an author) and Addison Rossi (an illustrator) publish

Case #1 their ebook via "EBooksRUS Publishers". They wish to allow

consumers to purchase the ebook which is restricted to a single CPU

only and they are allowed to print a maximum of 2 copies. They will
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also allow the first 5 pages (SubUnits) of the ebook to be viewed online
for free.

The revenue split is $AUD 10.00 to the Author. $AUD 2.00 to the
Illustrator and $AUD 8.00 to the Publisher.

Massimo DiAngelo from "EBooksRUS Publishers" is responsible for

maintaining the Rights metadata which has a policy of one year

validity on all its metadata.

The XML encoding of this in ODRL would be:
<?xml version="1.0"?>

<rights xmlns="http://odrl.net/0.8I" |
xmlns:xlink="http://www.w3.org/1999/x|ink">

<admin>

<party>

<uid idscheme='DO|'>doi://10.9999/EP/mdiangelo-001</uid>

<role>Rights Manager</role>

</party>
<datetime star1="2000-07-01" end=”2001-06-30'/>

</admin>

<asset |D="001">
<uid idscheme='DOI'>doi://10.9999/EB/rossi-0001</uid>

<name> How to Wash Cats </name>

</asset>

<usage lD="002">
<asset xIink:href="#001"l>

<rightsholder x|ink:href="#003"/>

<disp|ay>

<remark> Constrain to a particular CPU only </remark>
<constraint>

<cpu/>
</constraint>

</display>

<print>

<remark> Can only Print 2 Copies </remark>
<constraint>

<count start="0' end="2"/>

</constraint>

</print>

</usage>

<rightsholder lD="003'>

<party>
<uid idscheme='DOl">doi://10.9999/EP/crossi-001</uid>

<role>Author</role>

<fi xed amounl='10.00" currency="AUD'/>

</party>

<party>
<uid idscheme='DO|">doi://10.9999/EP/arossi-001</uid>
<role>||lustrator</role>
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<flxed amount='2.00' currency="AUD"/>

</party>
<party>

<uid idscheme='D0l'>doi://10.9999/EP/ebooksrus-01</uid>

<ro|e>PubIisher</role>

<fixed amout="8.00" currency="AUD"/>

</party>

</rightsholder>

<usage lD="004°>
<asset x|ink:href="#001'/>

<remark> Allow the first 5 pages to be viewable </remark>

<disp!ay>
<constraint>

<subunit unittype="page'>
<constraint>

<range start='1' end ="5'/> |
</constraint>

</subunit>

</constraint>

</display>

</usage>

</rights>

4.2 Ebook Use ByeMe.Com is a distributor of ebooks. The ODRL expression below

Case #2 indicates that they have Sell rights for the identified ebook assets. The

next Usage right is constrained to a particular individual (Mary

Smith). Mary can also only print the HTML format of the asset for one

to a maximum of 100 times. Mary is also limited to a maximum

accumulated time of 10 hours of Display rights every 4 days.
<?xml version="1.0"?>

<rights xmlns="http://odrl.net/0.8/" |
xm|ns:x|ink='http://www.w3.org/1999/xlink">

<asset lD="001">

<uid idscheme="URl'>http://byeme.com/mybook.pdf</uid>

<uid idscheme=“URl">http://byeme.com/mybook.htmI</uid>
</asset>

<rightsho|der |D="002"> I
<party>

<uid idscheme="X500">c=ZZ;o=Bye Me;cn=R Owner</uid>

<roIe idscheme="marc"> dst </role> |
</party>

</rightsho|der> |
<usage>

<remark> This usage associates the Distributor with the Sell rights
of the assets </remark>

<asset x|ink:href="#001'/>

<n'ghtsho|der xlink:href="#002"/> |
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<sell/>

<Iusage>

<usage |D='003>
<asset x|ink:href="#001"/>

<display>
<oonstraint>

<individuaI> e

<uid idscheme="X500' >c=ZZ;o=People Directory;

cn=Mary Smith</uid>
</individua|>

<accumulated> P1 OH </accumu|ated>

<intervaI> P4D </intervaI>

</constraint>

</disp|ay>

<print>
<constraint>

<format>text/htm|</format>
<oount start="1' end='100'/>

</constraint>

</print>

</usage>

</rights>

4.3 Ebook Use The ebook for an “Electronic Book Exchange” voucher is entitled

Case #3 “XML: A Manager's Guide" by "Kevin Dick". The rights owner is

Addison-Wesley.

The Distributor of this book is a company called “XYZ". They have

rights to Sell up to 5000 copies of the book. The have “Narrow” rights
for Sell.

The licensed end user for this book is “John Doe". He has rights to

view the book for 30 days before the end of 2004. He can print up to 5

copies on a “trusted printer" before the end of the year 2004. He can

print up to 5 pages between page 1 and 100 every week — up to a total

of 100 pages — on a “conventional printer" - before the end of 2004. He

can also extract 5000 bytes every week up to a total of 1,000,000 bytes

onto the Clipboard before the end of 2004. He has a right to Give the

book away after one year of the usage starting.
<?xm| version="1.0"?>

<rights xm|ns="http://odrl.net/0.8/"

xmlns:xIink=''http://www.w3.orgI1999/xIink'' .
xmlns:ebx="http://ebxwg.org/voucher/1 .0/">

<admin>

<remark> Info about the Voucher </remark>

<datetime start="2000-06-07' end='2001-06-07"/>

</admin>

<asset |D="Ebook-0001'>

<remark> The product ID info </remark> 
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<uid idscheme="lSBN"> 0201433354 </uid>

<name> XML: A Managers Guide </name>
<lasset>

<rightsho|der ID='RH-PUB-1">

<remark> The Rights Holder (publisher) info </remark>
<pany>

<uid idscheme="URL"> http://www.aw|.com/ </uid>

<name> Addison-Wesley </name>
<role> Publisller </role>

</pany>

</rightsholder>

<usagelD=“USE-DIST-1">

<remark> Usage Rights for the Distributor </remark>
<asset x|ink:href="#Ebook-0001"/>

<n'ghtsho|der>

<remark> The Rights Holder (distributor) info </remark>
<party>

<uid idscheme="CG~ID"> ABDC-1234 </uid>

<name> XYZ </name>

<role> Distributor </roIe>

</party>

<Irightsho|der>

<se|l>

<constraint> <count start="0' end ="5000"/> </constraint>
<narrow/>

</sel|>

<remark> Distributor also has Narrow rights over the End User
rights </remark>

<narrow x|ink:href=”EU-00001"/>

</usage>

<usage |D='EU—00001">

<remark> Usage Rights for a typical End User</remark>
<asset xlink:href="#Ebook-0001"/>

<constraint>

<remark> All usages are Licensed to Mr Doe </remark>
<datetime start=“1999-10-13'/>

<individua|>

<uid idscheme="Lic-lD"> 92840-AA9-39849-00 </uid>
<name> John Doe</name>

</individua|>

</constraint>

<disp|ay>
<remark> View the work for 30 day period until 2004 </remark>
<constraint>

<accumulated> P30D </aocumulated>

<datetime end="2004-12-31"/>
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</constraint>

</display>

<print>

<remark> Print the work up to 5 times on a trusted printer
until 2004 </remark>

<constraint>

<count start="0' end ="5"/>

<printer>

<uid idscheme="ABC"> MyTrustedPrinter|D </uid>

</printer>
<datetime end="2004-12-31'/>

</constraint>

</print>

<print>

<remark> Print up to 5 pages in any week period - between the

pages 1 and 100 - up to a total of 100 pages - on a
conventional printer - until 2004 </remark>

<constraint>

<subunit unittype="ebx:page">
<constraint> <count end = "100"/> </constraint>

</subunit>

<subunit unittype="ebx:page">
<constraint>

<count end = "5"/>

<range min= "1’ max = "100'/>
<interval> P7D </interval>

</constraint>

</subunit>

<printer>

<uid idscheme = "ABC'> AnyPrinterlD </uid>
</printer>
<datetime end='2004-12-31"/>

</constraint>

</print>

<copy>

<remark> Extract 5000 Bytes onto the Clipboard every
week - up to a total of 1,000,000 Bytes - until 2004 </remark>

<constraint>

<memory/>

<subunit unittype=“ebx:byte">
<constraint>

<count end ="5000”/>

<interval> P7D </interval>

</constraint>

</subunit>

<subunit unittype='ebx:byte'>
<constraint>

<count end ="1,000,000'/>
</constraint>

</subunit>
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<datetime end="2004-12-31"/>

</oonstraint>

</copy>

<remark> All the ebook to be given away (after one year) </remark>
<give>

<oonstraint>

<datetime start="2000-10-13'/>

</constraint>

</give>

</usage>

</rights>

4.4 Image Use To do...
Case

4.5 Video Use To do...

Case

4.6 Audio Use To do...
Case

5 References
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0 [DCMI] Dublin Core Metadata Initiative

<http://purl.org/DC/>

0 [D01] Digital Object Identifier
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0 [EBX] Electronic Book Exchange
<http://www.ebxwg.org/>

0 [IFLA] Functional Requirements for Bibliographic Records
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<http://www.xe.netlgen/iso4217.htrn>
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<http://www.w3.org/TR/xmlschema-1/>

Position Papers:

0 [ERICKSON] Toward an Open Rights Management

Interoperability Framework, John S Erickson.
<http2//www.oasis-open.org/cover/ericksonRT19990624.pdf>

I [I-IIGGS] The Nature of Knowledge and Rights Management

Systems, Peter I-Iiggs.
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Appendix: A ODRL DTD (Normative)

<!ELEMENT rights (admin? I asset+ | usage+ | rightsholder‘ | name? | remark? | |
narrow‘ )>
<'A‘|'l’LIST rights xmlnszxlink CDATA #REQU|RED

xmlns CDATA #REQUIRED >
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<!ELEMENT name (#PCDATA )>
<!ELEMENT remark (#PCDATA )>

<!ELEMENT admin (name? I remark? Iparty‘ I datetime? I issuedate? I uid?)> I

<!ELEMENT party (name? I remark? I uid+ I role? I percentage? I fixed? )> |

<!ELEMENT uid (#PCDATA )>
<!ATTLIST uid idscheme CDATA #REQU|RED >

<!ELEMENT role (#PCDATA )>
<!ATTLIST role idscheme CDATA #IMPLIED >

<!ELEMENT issuedate (#PCDATA )>

<!ELEMENT asset (uid+ I name? I remark? )>
<!A'lTLIST asset xlinkzhref CDATA #lMPL|ED

ID CDATA #IMPLIED >

<!ELEMENT usage (asset‘ I display‘ I rightsholder‘ I print‘| play‘ I execute‘ I sell‘
I lend‘ I give‘ I modify‘ I annotate‘ I copy‘ I constraint‘ I name? I remark? )>
<!AT|'L|ST usage xlinkzhref CDATA #lMPLlED

ID CDATA #IMPLIED >

<!ELEMENT print (name? I remark? I constraint‘ )>

<!ELEMENT display (name? I remark? I constraint‘ )>

<!ELEMENT play (name? I remark? I constraint‘ )>

<!ELEMENT execute (name? I remark? I constraint‘ )>

<!ELEMENT sell (name? I remark? I constraint‘ )>

<!ELEMENT lend (name? I remark? I constraint‘ )>

<!ELEMENT give (name? I remark? I constraint‘ )>

<!ELEMENT modify (name? I remark? I constraint‘ )>

<!ELEMENT annotate (name? I remark? I constraint‘ )>

<!ELEMENT copy (name? I remark? I constraint‘ )>

<!ELEMENT constraint (accumulated‘ I interval‘ I datetime‘ I country‘ I quality‘ I

count‘ I range‘ I ipaddress‘ I subunit‘ I individual‘ I group‘ I format‘ I cpu‘ I |
network‘ I screen‘ I storage‘ I memory‘ I printer‘ I name? I remark? )>

<!ELEMENT individual (uid+ I name? I remark? Iconstraint‘ )>

<!ELEMENT group (uid+ I name? I remark? | constraint‘ )>

<!ELEMENT cpu (uid+ I name? I remark? I constraint‘ )>

<!ELEMENT network (uid+ | name? I remark? I constraint‘ )>

<!ELEMENT screen (uid+ | name? I remark? | constraint‘ )>

<|ELEMENT storage (uid+ I name? I remark? I constraint‘ )>

<!ELEMENT memory (uid+ I name? I remark? I constraint‘ )>
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<!ELEMENT printer (uid+ | name? I remark? | constraint‘ )>

<!ELEMENT count EMPTY>
<!A1TLlST count and CDATA #lMPLlED

start CDATA #IMPLIED >

<!ELEMENT range EMPTY>
<!ATTL|ST range min CDATA #lMPL|ED

max CDATA #IMPLIED >

<!ELEMENT ipaddress EMPTY>
<!ATTLlST ipaddress end CDATA #REQU|RED

start CDATA #REQU|RED >

<!ELEMENT datetime EMPTY>
<!ATTL|ST datetime end CDATA #lMPL|ED

start CDATA #IMPLIED > I
<!ELEMENT accumulated (#PCDATA )>

<!ELEMENT interval (#PCDATA )>

<!ELEMENT country (uid+ | name? | remark? | constraint‘ )>

<!ELEMENT quality EMPTY>
<!ATTLlST quality resolution CDATA #|MPL|ED

color CDATA #|MPLlED

tonality CDATA #IMPLIED >

<!ELEMENT subunit (name? | remark? | constraint‘ )>
<!A1TL|ST subunit unittype CDATA #REQU|RED >

<!ELEMENT fonnat (#PCDATA )>

<!ELEMENT rightsholder(party+ |fixed' 1 percentage‘ | name? | remark? )>
<!ATTLIST rightsholder ID CDATA #IMPLIED

x|ink:href CDATA #IMPLIED >

<!ELEMENT fixed (name? I remark? | party+ )>
<!ATTLiSTfixed currency CDATA #REQU|RED

amount CDATA #REQU|RED > |

<!ELEMENT percentage (name? | remark? | party+ )>
<!ATTLIST percentage currency CDATA #REQUlRED

value CDATA #REQUlRED >

<!ELEMENT namow EMPTY>

<!ATTL|ST narrow xlinkzhref CDATA #IMPLIED > |

Appendix: B ODRL XML Schema (Non-Normative)

NOTE: The XML Schema will become Normative when the XML

Schema becomes a W3C Recommendation. Version 0.9 of ODRL will

contain the XML Schema based on its current "Candidate

Recommendation" status.
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wide Area Information Server concepts
Brewster Kah1e

Thinking Machines
11/3/89

Version 4, Draft

wide Area Information servers answer questions over a network feedin
information into persona1 workstations or other servers. As persona
workstations become sophisticated computers. much of the ro1e of finding,
se1ecting, and presenting can be done 1oca11y to tai1or to the users

interests and preferences. This paper describes how current techno1ogy can
be used to open a market of information services that wi11 a11ow user s

workstation to act as 1ibrarian and information co11ection agent from a
1arge number of sources. These ideas form the foundation of a ]O1nt
proJect_between App1e Computer. Thinking Machines, and Dow Jones. This
document is intended for those that are interested in the theoretica1

concepts and imp1ications of a broad—based information system.

The paper is broken up in three parts corresponding to the three com onents
of the system: the user workstation, the servers, and the protoco1 t at
connects them. whereas a workstation can act as a server, and a server can
request information from other servers, it is usefu1 to break up the

functiona1ity into c1ient and server ro1es. A fina1 section in theappendix out ines re1ated systems. »

Ideas for this have come from Char1ie Bedard. Frank1in Davis, Tom
Erlickson, Car1 Fe nman, Danny Hi11is, the Seeker group, Jim sa1em, Gitta
Sa1omon, Dave Smit , Steve Smith, Craig Stanfi11, and others. I am acting
as scribe. ‘Comments_are we1come (brewster@think.com). .
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I. Introduction _ ' _
II. The workstation's Ro1e in wAIs

A. Accessing Documents with Content Navigation
3. Dynamic Foiders Find Information for the User
C. Using Information Servers _
D. other User Interface Possibi1ities

E. Advantages of Remote and Loca1 Fi1tering
F. Loca1 Caching of Documents
G. Loca1 scoring of Competing servers
H. Bud eting the User's Time and Money
III. T e server's Ro1e in wAIs

A. Probing Information Servers .
B. Examp1es of Information Servers
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D. Servers t at Rate other server
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F. Markets and Hierarchies: Using si1icon Va11ey
G. How server Companies can Make Money
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A. open Protoco1s Promotes wider Acceptance
B. Hardware Independence _
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wais-concepts

I. Introduction

Distributing know1edge was first done with human memory and ora1 tradition,
1ater by manuscript, and then by paper books. whi1e paper distribution is
sti11 efficient distribution mechanism for some information, e1ectronic'
transmission makes sense for other. This project attempts to insta11 an
e1ectronic "backbone" for distribution_of information. some information is
a1ready distributed e1ectronica11y whether it is rinted before it is
consumed or~not. This project attempts to make eeectronic networks the-
distribution technique for more types of information by exp1oiting new
techno1ogy and standardizing on an information interchange protoco1.

The problems that are being addressed in the design of this system inc1ude
human interface issues, merging of information of many sources, finding
app1icab1e sources of information, and setting up a framework for the ra id
pro1iferation of information servers. ACCeSS1ng private, group, and pub ic
information with one user mode1 imp1emented on personal workstations is
attempted to a11ow users access to many sources without 1earning
specia1ized commands. A system for finding information in the sea of
.possib1e sources without asking every question of every source can be

gccpmpgished by searching descriptions of sources and se1ecting the sourcesy an .

An open protoco1 for connecting user interfaces on workstations and server -
computers is critica1 to the expansion of the avai1ab1e information '
servers. The success of this system 1ies in a "critica1 mass" of users and
servers. This protoco1, then, cou1d be used on any e1ectronic network from -
digita1 networks to phone 1ines. -

For the information owners to make their data avai1ab1e over a server, they
must be easy to start, inexpensive to operate, and profitab1e. one

possib1e approach wou1d be to provide software at a 1ow price that wi11e1p those with information ho dings to put their data on an e1ectronic
network. The power of the current persona1 workstations is enough to y
enab1e sophisticate information servicing capabi1ities. Charging for,
services can be done in a number of ways that do not entai1 setting up
1arge bi11ing operations. In this way, it is easy to set up, operate, and 2
charge for information services.

The key ideas that the wAIS system are that information services shou1d be
easi1y and free1y distributed, that the power of the current workstations
can provide sophisticated too1s as servers and consumers, and that
e1ectronic networks shou1d be exp1oited to distribute information.

II. The workstation's Ro1e in wAIS

The persona1 workstation has grown to be a sophisticated computer that can
store hundreds of books worth of information, mu1tiprocess, and communicate
over a variety of networks. The advanced capabi1ities of the workstation
are used to find appropriate information for the user by contacting.

probing, and negotiating with information servers. The exp1osion ofavai1a 1e information may change the way we use computers since the usua1
approaches to information on workstations may not grow to make the new ‘
information environment understandab1e. The proposed mechanism invo1ves
finding information with one mechanism ca11ed "Content Navigation" whether
the data is 1oca1 or remote, avai1ab1e immediate1 or over time. This
section detai1s what a workstation might do to co 1ect and present
information from a variety of sources.

A. Accessing Documents with Content Navigation

current1y, the common way to find a document (or fi1e) is the "Finder" on
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the Macintosh or most other machines. This tree structure requires the
user to remember where s/he has put each fi1e. This approach works when a
user is fami1iar with the fi1e organization. It is a1so computationa11y
efficient. To aid those that have forgotten the exact 1ocation many

systems have some way to 1ocate fi1es anywhere in the structure based ont e fi1ename ("Find Fi1e" on the the Mac, and "find" on Unix machines).
The number of potentia1 fi1es increases as the disk space become 1ess
expensive and networks 1et users access remote fi1es. At some point, when
the number of fi1es becomes 1ar e, this organization can become unwie1dy
because of the amount the user as to remember; Another technique that is

current1y pofiu1ar is to augment documents with static HyperText 1inks 1,2.‘e1p users move through 500 Megabyte CD-ROMS of data without
being overwhe1med. HyperText systems a11ows the author to provide "paths"
through the document. The Hypercard system, from App1e. a1so has a simp1e
content searching mechanism that he1ps navi ate without those 1inks.

HKperText 1inks give the author another too to guide the user and augmentt e capabi1ities of the fi1e system.

A different technique that wou1d a11ow access to a large co11ection of
documents based on document content and simi1arity can be ca11ed "content
Navigation." with this too1, documents are retrieved by starting with a
question in Eng1ish. A sing1e 1ine, or head1ine, wou1d describe possib1e
documents that are appro riate. These documents can be viewed. or used to
further direct the searc by asking for "more documents 1ike that one".
Each document on the disk (or some other source) is then scored on how we11
it answers the question and the top scoring documents are 1isted for the
user. since fu11 natura1 language processing is current1y impossib1e, each
document type, be it and newspaper artic1e or a spread sheet, must have
some simp1e measure to determine how re1evant it is to the question asked.
For text documents a usefu1 and powerfu1 measure is to count the number of
words in common between the question and the text. This we11 known

.technique of Information Retrieva11 can be augmented with different
weighting schemes for different words or_constructions. other types of
information might be retrieved with specific question formats.

Thus, documents can be found by asking the "navigator" for documents that
contain a set of words. Those documents that share the most words with the
question wi11 come back at the top of the 1ist (have the best "score"). In
this system the "answer" to a question is not a sing1e document, rather it
is an ordered 1ist of candidate documents. ‘ '

Content navigation is not new; NexT and Lotus have imp]emented systems for
- persona1 computers,2 many text database systems on mini-computers,.and the

Dowouest system using a super—computer. In genera1, there is no
standardization yet on how these systems shou1d be queried and used.

B. Dynamic Fo1ders Find Information for the User

content navigation takes a question and returns an ordered 1ist of possib1
re1evant documents. The question can be further refined by giving feedbac
as to how re1evant the documents were. The resu1ts of a question can be
seen as cousin to the fi1e fo1der in that it contains a 1ist of documents.
In rea1ity, the answers to a questions might not be a "copy" of a document,
but a "reference" or pointer to a document. These question and answer
sessions can be saved just 1ike a fi1e fo1der can be saved. saving a
session a1so frees the machine to find answers when the user in not
Iooking. This capabi1it becomes important when some of the questions take
time to answer because t e data might be far away or difficu1t to answer.

Thig section discusses one way to think of a saved question: a DynamicF0 er. ~ . '

"D namic Fo1ders" are a cross between a database query and a Macintosh
fo der that can give us great power in defining questions and probing
databases. Text database queries respond with a 1ist of pointers to "hit
artic1es", in the form of tit1es or head1ines, that might interest the -
user. At that point, the entire artic1e can then be retrieved, if desired.
A Dynamic Fo1der, simi1ar1y, has a question that is used to retrieve
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'head1ines. Further a Dynamic Fo1der can be saved and viewed 1ater. Since

a fo1der is a a1so structure that ho1ds documents so that they can be
viewed 1ater, a Dynamic Fo1der is a fo1der that has a question associated

. with it.. In that way a dynamic view acts 1ike a database query in
co11ecting pointers to interesting documents and 1ike a fo1der in that it
can be c1osed and opened at different times. A Dynamic Fo1der's question
or "charter" acts as instructions to an active a ent as to what what shou1d
be put in the fo1der. This charter gives the fo der a mission to keep

.itse1f fu11 of a propriate pointers to fi1es or documents. This charter
mi ht be as simp e as “a11 fi1es on m persona1 disk that have a .c
su fix", or a11 mai1 received in the iast day. In some circumstances, it‘
is important for a Dynamic Fo1der to contain pointers to a part of a fi1e
rather than to an entire fi1e. Treating parts of fi1es as first c1ass
documents is important in systems that group many independent documents in
one fi1e, such often done with e—mai1 or news artic1es. In this way,
"documents" and "fi1es" are s1ight1y different.

A Dynamic Fo1der's contents wi11 change when the charter has changed, at
fixed interva1s, or when externa1 events happen. The user interface shou1d
indicate how current the folder is if it does not a1ways appear up to date.
Idea11y, when a user changes the charter of a Dynamic Fo1der. the contents

4 wou1d ref1ect this instant1y. This is fiossib1e'for 1oca1 searches and someremote searches. ~sometimes, however, c anges in the avai1ab1e documents
.can not be ref1ected immediate1y. This is the case when indexing the
contents of new fi1es can take a whi1e and is done in the background. some
fo1ders shou1d be updated periodica11y to ref1ect new documents in remote
databases. For examp1e, a fo1der that uses the New York_Times shou1d be
rechecked every day for new artic1es- other updates to fo1ders cou1d be
done based on events happening such as a new document being stored on the
1oca1 disk. This cou1d cause a11 appropriate fo1ders to see if that fi1e
is appropriate to add to the contents.

C. Using Information Servers

Information servers sit on_a network and answer questions. A server,
whether 1oca1 or remote, has some database that can be queried and
retrieved from. These servers can be easi1y accessed by a workstation overa
a network with a standard_protoco1 (see“the Protoco1 section) using the-
content Navigation too1 to state queries and the Dynamic Fo1ders to ho1d
and coordinate the responses. In this way, a user's sources of information
can be seam1ess1y expanded past the contents of the workstation without an
extra conceptua1 burden on the user. Part of the "charter" of a Dynamic
Fo1der, then, is the servers that it shou1d use. This combination of too1s
extends the reach of the user whi1e maintaining a consistent view of
information. The capabi1ities of the servers wi11 be discussed more in the
server section, but it is important to see at this point that the
workstation can be negotiating with a 1arge number of 1oca1 and remoteservers.

D. other User Interface Possibi1ities

The "Dynamic Fo1der" is just one way to portray the resu1ts of a question.
other visua1 and aura1 possibi1ities have been suggested inc1udin draw

from newspapers. books, 1ibrarg she1ves, and sound recordings. T issection touches on these possi i1ities.

Presenting information in newspaper format has been tried at the MIT Media
Lab (NewsPeek). This approach shows not on1y a one-1ine head1ine, but a1so
the writer, date, p1ace, and first few paragraphs of the artic1eL This
format expresses importance by the size of the head1ine typeface, the
organization of the artic1es on the page, and the amount of text inc1ude on
the first page. Advertisements a1so have a place in such a presentation. ..

using a book or a 1oose-1eaf binder meta hor has been exp1ored by the
Hearst group at Afipie. In th1S mode1. tfie inside f1ap of the book is used
to describe the c arter of the book. A tab1e of contents is the head1ines
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that can be retrieved. Further. the book can have sections t9 it separated
by tabs. An index fits natura11y into this modei. The Dynamic Foider is a
version of this idea.

Borrowing from e—mai1 programs, 1isting the possibi1ities in order of
importance has been the technique used by Thinking Machines and NexT for
dispiaying candidates. seiectin an artic1e brought the text to another
window. This interface sty1e a1?ows the user to mark "good" documents to
further refine the question. This approach is c1ose1y re1ated to the
Baby1, Rmai1, and Zmai1 mai1 hand1er programs(ref?).

showing the source of documents geo raphica11y was suggested by TomErickson of App1e. In this approacg, a wor1d map can e used to show areas
of interest. .This might be a good wa to initiate browsing if geo raphica1
re1evance is an important factor to t e user. The number of artic es
‘concerning or originating from an area can be dispiayed convenientiy.

Presenting documents 1ike books on a she1f isia fami1iar metaphor_td

1ibrarians. Information about the age of the book, how frequentiy it hasbeen used, its size, if it is a picture book or monograph or pamp 1et, when
it was pub1ished (b the a e of the font) are easi1y athered with this

presentation. Grabbing a geek and 1ooking at it, or ookinfi on the she1ves
c1ose by are natura1 reactions in this metaphor. I do not now of any
attempts to disp1ay information in this way.

Generating a recording of a person reading the top articies can be usefu1
.for commuters. with simp1e skip forward and back capabiiities, this might

be an effective way to deiiver a custom newspaper to someone driving a car.
This idea11y wouid be done with a CD p1ayer, but a cassette cou1d be used.

The Dynamic Foider is just one possib1e presentation idea. This area wi11
be an interesting area.for research and prototypes. ' - ' ~

E. Advantages of Remote and Loca1 FiTtering

when a user subscribes to a remote server, the user can get a comp1ete copy
of the database unfiitered, or can instruct the server to fi1ter the

.documents remote1y. Printed newspapers are deiivered who1e whether a11 of
it is re1evant or not. with eiectronic distribution, one can imagine a
user asking for a11 sports artic1es but not the business artic1es.«AA query

is a form of fi1ter that works at the server. A broad auery wi11 retrievea 1arge number of documents that can.be further fi1tere on the persona1

gorhstagion. The system and protocois can hand1e fiitering at either orot en 5. -

Loca1 fi1tering can done by the content navigation on the 1oca1 disk afterthe documents ave been retrieved. The qua1ity of this fiitering wi11
depend on the qua1it of the content navigator on the 1oca1 workstation.
The filtering might be ab1e to use knowiedge about the user that is
impracticai to de1iver to a server. Loca1 fiitering gives the user the
most f1exibi1ity, but it cou1d entai1 too much communication or too much
disk space. How much fiitering wi11 be done on the 1oca1 workstation has
tradeoffs that must be made on a server-b -server basis. If the fi1tering
is done 1oca11 . then the workstation migbt have a subscription to a server
that periodica¥1y retrieves the newest artic1es.

Remote fiitering can reduce the communications bandwidth as we11 aspossib1y-offer etter fiitering. A server can have better fiitering
capabiiities because it can be database specific as opposed to the _
workstation's navigator that must be quite genera1. Remote fiitering, Just
1ike an interactive query, in initiated by using a question.

As communications, stora e, and 1oca1 computation costs change reiative to
each other, different fi tering structures might make sense.
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F. Loca1 caching of Documents

Documents that have been retrieved from a server are stored 1oca11y on the
persona1 workstation in a cache. A cache is a computer architecture term
meaning fast, short term storage that he1ps speed up access by remembering
common y used entries. In this context, a cache wou1d store documents that
the user has seen or might want to see so that access to those documents
wou1d be faster and easier. A fundamenta1 property of computer caches is
that the use of the cache on1y makes access faster rather than changing any
functiona1it . In certain circumstances, it might be usefu1 to re1ax thisconstraint, but this wi11 be seen be1ow.. Most interactive queries wi11
on1y use the cache and 1oca1 fi1es because the cache wi11 be up-to—date on
its information subscriptions. The cache is very important to make queries
interactive even though data may have come from remote servers.

The document cache wou1d be stored 1oca11y but is shared between a11
Dynamic Fo1ders. In this way, an artic1e retrieved for one reason cou1d be

used in another fo1der without requiring two copies. «A centra1 reposigoryic es ut

not to over1oad the storage. A quota might be a11ocated to the cache, and
a cache manager wou1d make decisions about what shou1d stay and what shou1d
go. Sometimes the user shou1d be consu1ted, and other times it can be done
automatica11y. The cache mana er shou1d keep header information on how
each document in the cache suc as: (1) what server the document came from,
(2) how big it is, (3) if it was 1ooked at by the user, (4) when it was ‘
retrieved, (5) what fo1ders point to it, (6) if the user asked to keep it
permanent1y, (7) what the user thought about it . (8) how hard is it to
retrieve it again, (9) how to retrieve it again. if at a11. If a document
has been de1eted from the cache, but it is sti11 being referenced by a
Dynamic Fo1der, the header information shou1d be preserved enough to be.
a 1e to retrieve the document again. In this way, de1eting a document is
not a catastrophe.

since a cache can hold many of the artic1es seen by a user, the cache is
usefu1 in answering retrieving documents based on ‘I read an artic1e once
about..." (In a study of 1ibraries users of scientific journa1s, about 60%
of the artic1es read were found by browsing, and about 30% were from
remembering that they saw it before and they wanted to know more).
supporting this type of question is important for a wAIs interface. The
cache can he1p here by storin a11 the documents that the user has read.
If the cache can not store a1 of them then it can be instructed as to what
type of documents it shou1d keep on hand.

G. Loca1 Scoring of competing Servers

since a Dynamic Fo1der can get its data from many servers, it must merge
this data and present it in a meaningfu1 way to the user. whi1e servers
that rate other servers can he1p determine which server's answers shou1d be
valued (see the ***ratings section), these servers on1y rate the server as
a who1e and not the individua1 documents. Furthermore, the artic1e cou1d

be very good, just not appropriate to the question. one way to order theresponses presented to t e user cou1d be based on a "score" that is
assigned to each response by the server. Each server might, for instance,
judge the appropriateness of its response to the question on a sca1e of
1-10. These 1ists from mu1tip1e sources cou1d be merged in that order
(weighted b the ratings of the servers) and presented to the user.
Unfortunate y, since a server wou1d want its data to be used, it has every
incentive to rate a11 artic1es with at 10. Thus, determining how much to
trusfi the server's scores wi11 improve the se1ection of documents presentedto t e user.

one possib1e soiution to this prob1em is to have 1oca1 scores for servers
to augment what the server says. Therefore, if a server a1ways says "this
answer is worth 10" and the user never finds it usefu1, then the persona1
workstation can 1ower the trustworthiness of that server's estimation of
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itse1f. saying 10 a11 the time is the equiva1ent to cryin wo1f; if it
does it too often, then users wi11 stop 1istening. In suc a scenario,
then, a11 responses from that server cou1d be degraded by 30% before it is
used to merge in with the other database's res onses. on the other hand,
other databases may underrate themse1ves and_s ou1d be boosted. This 1oca1
scoring can be used to indicate a user's satisfaction with a database andcou1d e used by others to he1p in rating it. Further, this 1oca1 score
cou1d be used to determine if the server is worth subscribing to or keeping
its artic1es in the cache.

H. Budgeting the User's Time and Money

since the users workstation wi11 be spending the users money to contact
some servers, a system of accountin and budgetin must be insta11ed so
that users get the most va1ue for tgeir money. T e trade-offs of time and
money can be tricky to try to represent, so a simp1e system shou1d be
attempted first. The under1ying premise is that the computer knows how
much it cost to use different services. This can be easy if a service
charges for connect time. If a service is reached with a 1ong distance
phone ca11, however this rate cou1d be difficu1t. (Maybe a server shou1d
be set up that knows how much the phone companies charge for different
ca11s.) Further, if a server charges based on the question, there must be
a way for the protoco1 for 1imiting the amount spent.‘

some queries are_goin 'to_be very important to happen_quick1y or they are
of no use. working t is into the interface can be tricky. '

Ideas towards automatic budgeting are sti11 quite primitive. They invo1veg1oba1 1imits per month, or 1imits per Dynamic Fo1der, etc. Shou d the
' workstation enforce the 1imits? who can override the 1imits? we need.ideas on this one.

III. The server's Ro1e in wAIS

_servers sit on networks and answer questions. successfu1 servers wi11 have
some expertise or service that others find usefu1 whether it is primary
information, information about other servers, or a service; A fi1e server,
a printer, and a human trave1 agent can a11 be viewed as forms of servers.
This section describes how servers might be used in a wide Area Information
servers system.

A. Probing Information servers

Finding documents (or more genera11y,'information) on one's persona1 disk
is important, but finding re1evant information on remote systems wou1d

.extend the usefu1ness of persona1 computers. Current1y, most remote
database accesses are not integrated with the workstation mode1 using a
"g1ass termina1" interface which does not use the power of the workstation.
some servers 1ook 1ike extensions of the fi1e system and do integrate
natura11y (such as sun NFS and App1eshare) but do not provide ways .
documents based on content. one of the major goa1s of the wAIs project is
to integrate wide area requests in a natura1 way with 1oca1 area requests.
This section wi11 describe how different information servers cou1d be
integrated into this mode1.

Using.the Dynamic Fo1der, the user creates 1asting questions that can
co11ect answers over time from a variety of sources. The charter of a

Dynamic Fo1der inc1udes what sources shou1d be used, which might inc1ude
t e 1oca1 disk, 1oca1 specia1 purpose information servers (such as
dictionaries etc), App1eshare fi1e servers, and remote databases or wAIS
(see the Examp1es of Information servers section).

A wide area information server is a computer which provides information on
a particu1ar theme to other computers. servers sit on a network, such as
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the phone system, the Internet, or x.2S, accept connections from other
servers or users in order to answer questions in a standard format.

Each information server can be queried at the time the charter is updated,
or it can be periodica11y o11ed for new information. Newspaper servers,for instance, shou1d be po?1ed to find new artic1es. whi1e dictionary
servers shou1d~on1y be queried once because repeated1y asking the samequestion is point1ess. Thus, the user's workstation eeps informationabout each server.‘

whi1e a map, a spread sheet, an air1ine ticket, or music might be the
appropriate rep1y to a specific query, the initia1 question is stated in
Eng1ish. A charter (or question) about "Beethoven's chora1 works" might
resu1t in an artic1e from the encyc1opedia server, a schedu1e of concerts
from the newspaper server, and recordings from a music server. Depending
on the networ 5 used, some responses might be impractica1 to retrieve, but
the architecture a1Jows for any type of information exchange. - g -

A D namic Fo1der can a1so be used as an information server to other
wor stations. This simp1e form of server can enab1e others to share .

information easi1y. This capabi1ity shou1d be put into the user interface
to encourage peop e to exchange information. A Dynamic Fo1der cou1d be"exported" or made avai1ab1e to those that know a out it, or "advertised"
by adding it to a directory of services. If it is entered into-a directory
(which is just another information server) then an Eng1ish description of
the fo1der shou1d be inc1uded.

An information server is probed by putting it in the sources section of the
fo1der's charter. These servers can be varied in size, content, and
1ocation. Using content navigation and Dynamic Fo1ders we have an metaphor
for accessing many types of information servers.

B. Examp1es of Information Servers

Information servers, in the broadest sense, answer questions on a
particu1ar subject on some network. E1ectronic networks have been used for.
years to distribute information in this way. some of the servers that are~
avai1ab1e.on 1oca1 area networks have been: .

Fi1e serving
Printers , V _
Compute servers (such as supercomputers)FAX ~

Mai1 services and archives
Bboard services
Modem poo1s “
Shared databases "

Text searching and automatic indexingCD-ROM servers

ConferencingDictionary ookup
User's Iocations (finger)
Scanners/OCR .
35mm S1ide output .

wide area networks open ug other possibiiities for other services. some
services wi11 be offered ecause they are expensive to offer on a 1oca1
basis, because it requires some 5 ecia1 expertise or machinery, or because
it is used infreguent1y on a 1oca basis. Examp1es of wide area services

ered: current newspapers and periodica1s Movie and Tv
schedu1es with reviews Bu11etin boards and chat 1ines Archive searching
through pub1ic databases Hobby specific information (ie sports scores or
new1etteFS) Maii Order Shogping services Banking services Ta1k services.bboard, and part 1ine sty es Directory information (both on1ine sources
and Ye11ow Pages scientific papers Government databases. such as patents,
congressiona1 record, and 1aws.
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Library catalogs (eg. OCLC)
weather predictions and maps
Usenet and Arpanet articles
Maps with driving directions included‘
Software distribution

Remote conferencing
voice mail .

Music and video archives
Pizza ordering

what services will be popular or commercially successful can only be
guessed. '

c. Navigating through the "Directory of services"

The Directory of servers is an information server maintains a database of

available servers and how they are contacted. Like the white pages of the
phone system the directory should be easy and cheap to use and include
ever one. Equall important, this directory is easy to add to. Thus.
peop e with‘sometKing interesting to offer are encouraged to add their
service to the directory.

A directory entry, however, should give enough information to understand
what the service is and how to connect to it. This entry is similar to a
yellow-pages entry in the phone book since the goal is to advertise the
service. A directory entry includes: (1) Description of server in English,
(2) the parent server if it is a subsidiary of a larger server, (3) related
servers, (4) public encryption key. and (5) contact information-including
networks and contact points, (6) cost information. A local workstation
would keep extra information such as: (1) locally determined "score"
reflecting usefulness (2) subscription information (if any), (3) user

This information would be used to help determine when and if the server
should be contacted, and how the responses should be handled.

Navigating in the sea of servers to find new servers can be done using the
content navigation technique. In this way a question on classical music
would retrieve documents as well as director entries. This could be done

by storing the directory entries on the local disk (in the cache) and
accessing it just like ocal documents based on the appropriateness of the
description. Thus retrieving the document would show all the directory _
information. In that way. a user that is unaware of a certain server would
be presented with a description of that server with a listing of its hits
for the current question so that s/he could effectively evaluate its
potential value of the server. If the server is added to the list of
servers for that viewer, then it would be queried in the future.
Maintaining an up-to-date list of services in the cache naturally falls out
of content navigation and Dynamic Folders model because a directory of
services viewer would have the charter to keep itself up-to-date on
directory changes, and can be probed usin content navigation. The
directory of services viewer would list t e remote directory server or
servers in the sources slot. That way, the directory is kept locally andis fast to access.

Cost and availability information can help guide the workstation to alert
its user to new choices of databases. If a new server appears in the
directory that is cheaper than the current server, then it could be .
suggested as an alternative server. This can be complicated to do well.
but the benefits of not having the user cull through new directory listings
can warrant work in this direction. As Stewart Brand said, "one of the
problems with a market based system is that you are always shopping!"
Hopefully, the workstation can do some of the mindless part of comparingservers.

Directories are classically owned and serviced by the_communications
companies. In this role, the communications company is an unbiased party
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that profits from the use of the system as a whole. Further.
communications companies generally take on a teaching role to get users
familiar with the system and aid those with problems. This has been true
with AT&T with the telephone, the different phone companies with the 900
numbers, and the Network Information center for the Ar anet. whether the
communications companies take over this role or not, t e directory must be
supported by some organization or organizations that profit from the use of
the'system.

D. Servers that Rate other servers

with a lar e number of servers, it would be nice to know which ones are
sponsored y crooks, and which ones are gems. The directory of information
servers necessarily accepts all applications for inclusion, just as the
white pages do. unlike the white pages, however, is a description (or
advertisement) of the server is included which can be misleading with the"

result that users are charged for contacting fraudulent servers. some
y independent servers that rate or grade other

servers. These servers can serve somewhat the same roles as Consumer
Reports, Better Business Bureau. and movie reviewers. -This section
describes what rating services might do within the WAIS system.

‘Just as people use movie reviewers to help them select what movies to see,
rating services can help in the selection of quality servers. Servers that
provide "grades" or reviews of other servers will become useful as the ~
number of servers grow. These ratings can come in many forms such as a
numeric grade, formatted reviews that can be used with filters, or a free
form discussion. Thresholds can be used by different users to ensure that
a server is proven before it is used. This threshold might best be used in

-conjunction with the cost so that even-worthless, but free databases mightbe tried. 7

. These rating services can come from professional servers or from friends.”
A user does not have to subscribe to just one rating service. since a
combination might be more useful. Combining information from multiple

‘ratings is an interesting topic for exploration. Creating the ratings
server with personal ratings could also be automated somewhat since, each
user's workstation keeps track of how frequently a server‘has been found
useful. This information, or any other, can be exported so that other
people can select servers that are commonly used. - -

Numeric ratings of servers can be merged into the user interface by helping
order the documents suggested to the user. Therefore, for some user,
articles from the wall Street Journal might et better scores than a
similar article in the People's Enquirer. Tfiis information could also be.
displayed by the color of the headline, for instance, so that unrated
services would not be overly penalized.

Just as movie goers start to trust a reviewer that has agrees with them on

past movies, users will trust rating services that they agree with.selecting a rating service based on this criteria can ave some interesting
effects. The rating services that a user has agreed with the most willsingle themselves out automatically. Users wit similar tastes would then
find each other. with such an arrangement, one could be lead to find other
servers just because other users have liked it whether it is logicall
related to the common servers or not. This is an automated form of t e “if
you like this book. then you will like this other book" system. Further,
if two users like many of the same things, then they might want to meet.

A generation of server speculators can also arise. Since servers are aid
based 0" People using them. a ratings server will want people to use t em
often. If'agreeinfi with userfs past evaluations is criteria for using §ratings service, t en predicting what people will like will be a lucrative
business. If a server turns out to be right, then it will be used more.
Th1S tYDe Of Speculation 15 Closely related to the stock market advisers
that have become notable of late. A difference would be that this form of
speculation is trying to predict what will be interesting to people.
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E. The Role of Editors

one of the conclusions from the NewsPeek personal newspaper project at MIT
(I hear) was that editors still had a place in the electronic age by ;.
reviewing and selecting certain articles as important. unlike the rating
services, an editor grades specific articles as whether they are important.
These grades are similar in many ways to the rating services and might be
able to be merged.

A Dynamic Folder mi ht have a charter.like: "any article from the front
page of the New Yor Times" which is a command to use what the editor
suggests the top articles are. Like the rating services, this can be
independent of the sources of the articles and combine the information from
multiple sources. ‘ 4

.A form of editor server would be if users kept track.of their favorite
articles and put them in a Dynamic Folder and ekported it for others. This
way, many favorite servers might emerge and articles could be selected
based on friend's suggestions.

Automatically figuring out what the user thought of a document is tricky.
clues as to what the user thought of it are: (1) how many folders point-to
it, (2) if the user read it, how much of it, and for how long, (3) has the
user ever taken any information from it to be used in other documents, (4)
has the user ever referenced it. .

This type of information could greatly im rove users ability to deal with
the flood of available information. Eurt ermore, throwing away all the
thoughts a user has about a.document is denying others of that mental-effort.

F. Markets and Hierarchies: Using silicon valley

currently there are several online information providers and many online
information "brokers". Brokers provide the connections between the
workstations and the information roviders (such as PC4link and
Compuserve).' sometimes these bro ers have services of their own such as
electronic mail and bulletin board services. These brokers try provide a
complete information environment by providing access to servers. This
'structure forces a new information server to be connected to many brokers
to have their product used since man users only use a few brokers.. The
airline reservation program Eaasy Sa re, for example, is available on 20 of
these broker networks. The approach of wAIS is to have an open system of
interconnection between users and servers where the brokers can act as a
server, but is not an all encompassing information environment. with an
open 5 stem we have a "market" of information servers rather than a

contro led environment or a "hierarchy"1 . Such a structure could open up
the field to many more servers and more sophisticated front—ends.‘

A market based approach would only standardize on the interchange formats
leaving different companies free to store and service queries in any way
deemed efficient. ‘The user interfaces; similarly, are free to evolve to
fit users needs. since the protocol is not "terminal oriented" (as most
systems are today), it frees the computers on either side to be
sophisticated in serving the user.

Rapid evolution of a technology can happen in a market system if the
structure is designed well. As long as the protocols are flexible enough
to start with, and a procedure for changing the protocol is established,_
then the components will evolve independently by companies seeking to gain
a competitive edge. ~

silicon valley is an egample of a market based system that led to rapidevolution of ardware in the 1970's and software in the 1980's. ‘AS the
needs of the customers became understood and defined, larger companies that
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had good marketing and service reputations cou1d make the profitab1e
components without the he1p of the p1ethora of sma11 companies.
Information servers is an innate1y niche-based market given the diverse
information needs of the opu1ation. Furthermore, the industry is more
1ike a service industry t an a manufacturing one because of the continua1
need for updates and new information. For these reasons, the si1icon
va11ey structure can he1p in the rapid evolution of this market.

The key is to have enough users to make the servers profitab1e. since,
sma11 companies can not wait long before investment turns to profit,
achieving ear1y income is important to get the system started. A "critica1
mass" of users might form if the first interfaces were inexpensive or free.
and a few usefu1 servers were avai1ab1e.

G. How Server Companies Can Make Money

If the wAIs system is to take off, then server companies must be ab1e to
make money. Companies that offer servers can make money by bi11ing users

direct1 , using credit cards, or by using 900 numbers to have the phonesystem gi11 the users. Direct bi1 ing is difficu1t to set u and can be
expensive to operate, but 1arge providers might want to do t is. Credit
card bi11ing has been a popu1ar one for information providers. This
enab1es any network to connect the user to the server and then the user is
charged for use of the server. Typica11y, the first transaction with a
server is a negotiation of how payment wi11 occur and the a11ocation of a
password for future transactions. This cou1d be automated in the wAIs
system so that the workstation cou1d know how much the costs wi11 be and‘

keep a tota1 of everything spent. A risk with the credit card system is
that a credit card number in the hands of a crook can enab1e him to make

fraudu1ent charges. with the potentia11y 1arge number of WAIS systems,
this might prove dangerous. -Ratings services might be ab]e to he1p weed
out the fraudu1ent information providers (if any).

Another approach is to use a phone com any service over 900 numbers. when

a company is assigned one of these numbers, ca11ers are charged per minuteof phone conversation and these charges appear on the phone i11 every
month. Typica11y the phone company gets 50% of the revenue from this and
the charges range from 5.10 to $2 per minute (PacBe11 gets $.25 for the
first minute and $.20 thereafter). This approach e1iminates the need to»
have a negotiation of credit card information and 1imits some of the risks
of disc1osing a credit card number. on the other hand, the charge for
bi11ing is high. Another 1imitation is that one must use the phone system
to connect with the server. ‘ -

i In any case, there is very 1ow overhead in starting a server and earning
money. 411 one needs is a phone, a computer, and some desirab1e
information. This is crucia1 to the success of the system.

A11 methods of bi11ing are 1ike1y to be used and shou1d be supported by the
wAIs interfaces. _

IV. The Protoco1's Ro1e in wAIs

”... they have a11 one ianguage; and this is on1y the beginning of what
they wi1 do; and nothing that they propose to do wi11 now be impossib1efor them"

' Genesis 11:6,

To connect a workstation to a server requires a communication network and a
1anguage to ta1k. The communications network can be anythin that a11ows
computers to communicate such as modems, Internet, or digita phone _
networks.’ A protoco1 is the 1anguage used to re1ate questions and receive
answers between the workstations and servers. This section describes some
of the issues invo1ved in this protoco1. '
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A. open Protocols Promotes wider Acceptance

It is important to the success of this system to have an open protocol that
allows users to connect with servers. Several models for how to create an
open standard have been tried, such as: have a company own it and license
it (Adobe, for instance), have a universit develop it (x windows, for
instance), have a standards organization biess it (common Lisp, for
instance), and simply make the specification available and declare is open
(IBM PC, for instance). Each approach has advantages and disadvantages.
The key point is that certain attributes be adhered to.

-1. The companies that are developing the protocol must be open to using
existing standards, and not feeling that new protocols should be protected.

2. A system for enhancements to the standard should be set up. Standards
committees are often used for this.

3: The standard should be able to transmit data in a.variety of formats.
There are many emerging multi-media standards. A good standard will be
able to transmit these information standards. . .v

4. The query part of the protocol should be able to accept different
formats of queries. Queries might, eventually, have multimedia _ _
expressions. _These should be free to evolve with periodic standardization.

S, The query must have some method to transmit cost restrictions and
time-outs._ It should also be able to handle query forwarding while '
avoiding circularities. .

An idea for a query language is to use English that is restricted by the
constructs that are understood by the servers. As systems become more .
complicated, they can handle more English constructs. In this way, future»
server systems can get more information from a query and produce more
appropriate responses, simpler systems might use the words in the query
without parsing the structure of the query. This approach would allow the
servers to change, while the not changin the human interface and the -
protocols. The English language approac has.been very successful for
untrained users of the Dow Jones Dowouest system. '

The overall success of this system largel depends on how well these
protocols work and how they are made avai able. There is a standard that

could solve part of the problem: NISO z39.50—1988. This standard can helE‘ with connecting to servers, delivering queries, and getting responses bac
It does not specify the query language or the format of the retrieved-
records. other standards may be able to aid other communications needs.

8. Hardware Independence

Since this system depends on an open protocol rather than a particular.

implementation, the workstation, servers, and communications 5 stems canal be made up of various hardware technologies that would evo ve in time.
This independence fosters an-appro riate use of all hardware pieces, and a
freedom to compete to produce the est components. '

Each personal workstation platform has attributes that are appropriate to
exploit differently. These can be used to make tailored user interfaces.
Further. a competition for the best caching and selection criteria should
emerge which will hopefully settle into a good general standard. As

’personal workstations start to handle audio and video, these can be’
retrieved with the wAIS system if the bandwidth is available.

Nintendo, for instance, makes a home computer that connects to the
television that is installed about 25% of all American homes. They are
providing information services to 150,000 Japanese households using this
technology. This might be an attractive front-end to a wAIS system.

The server computers will range from personal workstations to
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supercomputers. Most databases are under 1 gigabyte so they can be stored
andbprocessed with a persona1 workseetgon undess theee are a vegy 1argenum er 0 users. Supercomputers wi e use in app ications w ere t ere.

is a 1arge amount of data or there are a very 1ar e number of users. ’Supercomputers can offer superior query hand ing y doing extensive work on
each query.

The communications systems used shou1d be any that are 1oca11y avai1ab1e.
The bandwidth re uirements for text can be satisfied with current phone
systems using mo ems. As advances in bandwidth and connectivity emerge,
such as x.2S. ISDN, and InterNet; then the range of offerings from the
information providers shou1d go up;

Since no component is centra1ized, this s stem is free to be estab1ished
anywhere in the wor1d. other more~centra¥ized systems, such as Minite1,
have had difficu1ty in expanding outside of France. This system_shou1d
encourage independent regions to set up a compatib1e system because of the
avai1abi1ity of software for servers and workstations. .

C. Protecting the User's Privacy

"E1ectrica1 information devices for_universa1, tgrannica1 womb-to-tombsurvei11ance are causing a very serious di1emma etween our c1aim to
privacy and the community's need to know." ‘_ _

Marsha11 McLuhan, Media is the Message

To encourage users to trust their persona1 machines with their data and
interests, we must be sure to rotect peop1e's sense of privacy. As - .
machines start to 1earn more agout their users and start to contact other - ‘ ’ ;
machines on their user's beha1f. the dangers to rivacy are significant. . ' -
There are technica1 as we11 as 1ega1 issues invoqved. This section wi11
.cover the technica1 issues in protecting privacy (any good ref for the
1ega1 side?).

There is no easy way to protect a persona1 workstation if an intruder can
get at the keyboard. since the workstation acts on beha1f of the user the
potential damage that cou1d be done by a crook at the contro1s would be '
worse than is current1y possib1e. since users wi11 be 1eaving their
computer on a11 the time so that it can contact servers and be used by
other servers, we 1ose the securit of the computer being off at night.
one way around this might be to ab¥e to turn off input from the user whi1e
1eaving the computer on to contact servers over the network. If a user

’knows that she is never around at night or on weekends, then this.profi1e
might he1p 1ead the system to not trust off hour use and require a
password. The assumption so far in persona1 computers is that the machine
stays in a secure physica1 environment and a11 protection must be directed
to network connections. This is not a safe 1ong term so1ution, and shou1d
be thought through carefu11y.~ .

‘Other risks are invo1ved when dea1ing with networks. There are prob1ems
with intruders, s ies, and forgers. An intruder wi11 try to read, modify,
or destro data t at the user did not intend to 1eave accessib1e. spies’
wi11 watc the traffic from a user to determine the servers contacted and
the content of the messages. A forger wi11 copy password information to
act 1ike a different user.

Network intruders can be prevented from reading unwanted data by the user
on1 exporting certain Dynamic Fo1ders to become servers for the outside
wor d. A question is whether we want "group" access as we11 as "wor1d"
access as in the Unix fi1e system or some other 1ayered approach. A _
Dynamic Fo1der on1y contains pointers to information. If the information
is on the 1oca1 disk, shou1d that be accessibie by a remote machine?
Shou1d those fi1es be protected from being read? ‘If the information came
from a remote database, shou1d the requester be required to get it from the
source even if a copy is on site? what are the copyright issues here?
spies can watch communications networks and co11ect passwords and credit
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card data if this information is sent in c1ear text (not encrypted) as we11as read the data. A pub1ic key system makes sense in this ap ication
because the directory information can inc1ude a key. Pub1ic ey_systems

are those that everyone can 1ock a message (encrypt)_for a recipient. but
on1y the reci ient can read it. Presuma 1y the Eub1ic key system wou1d beused in estabgishing a connection and a specia1 ey for t e conversation
wou1d be estab1ished. current pub1ic key systems are too com ute intensive
to be used for 1arge vo1umes of data. A conversation key cou d be used
with DES or some other encryption system that is easier to compute (usrEZ
software has a roduct that runs at 30k characters/second on a MacII).
Adoption of sucfi a system ear1y in the wAIs deve1opment wou1d ensure that
this type of protection is assumed in modern information systems.

Forgers can be foi1ed with a system of authentication. Authentication is
important when the charges are high or when the system is used for ordering
goods. one so1ution is to use a pub1ic key signature system that‘is~easy
to imp1ement using the pub1ic key system (ref the Pub1ic Key papers). A
signature is passed so that on1y the sender cou1d have created it.

.. V. Conc1usion: why WAIS wi11 Change the wor1d

Historica11y, when the distribution of information became easier or 1ess

expensive, and exp1osive growth in 1earning occurred. wide area .
information servers are a new way to distribute information. since anyone
with a persona1 computer, a phone, and some information can be a server,
peop1e are free to create and distribute their work in ways that paper
distribution made impractica1. The current e1ectronic databases, in
genera1, do not have a standard for interchange. Just as the rai1roads
were owned and contro11ed by re1ative1y few peop1e current database brokers
contro1 access and hence the production of data. The highwa system was
not owned by an one and the incrementa1 cost to start a new business was

businesses f1ourished part1y because of this. WAIS
s stems, simi1ar1y. have very 1ow initia1 costs and 1ow distribution costs
w ich can pave the way to many servers in a short time.

Since the wAIs system is founded on computer to computer communications,
new servers that just 1earn from other servers and roduce usefu1
information or ana1ysis can become profitab1e. Suc a server cou1d be
thou ht of as "smart" and the better servers wi11 1earn from other servers
and rom its own mistakes. Thus a distributed "smart" inte11igence can beformed.

Bsoard systems have not produced any astounding works of 1iterature. I
suggest, because it is difficu1t to reference o1der.works. If o1der works
were easy to find and reference. then peop1e wou1d be more inc1ined to make
better entries. Better entries wou1d get more references and be used more.
No BBoard systems. that I know of, make this easy. since editors, content
searching, and archiving are a11 fundamenta1 parts of the WAIS
architecture, we stand a better chance of high qua1ity works being
produced." ‘ "

A 1arge server, or sage, has a ro1e in this distributed system because it
can infer corres ondences between many pieces of information. Further,-
1arge servers wi 1 have many users that it can 1earn from. Users wi11
teach a server what is important just by using the server. Thus a 1arge
server wi11 be the p1ace that great new ideas wi11 be created based on 1ots
of existing information. This new form of inte11igence, that is formed out
of many participating peop1e and machines, is an exciting prospect.

VI. Re1ated Documents

Blip Cu1ture Hypermedia, Harry Ches1ey, App1e.
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cata1yzing a Market of wide Area Information servers, Brewster Kah1e.

wige Area Information server Demonstration, Brewster Kah1e and char1ieBe ard.

E1ectronic Markets and E1ectronic Hierarchies, Thomas Ma1one CACM June
1987. ~

Introduction to Modern.Information Retrieva1, Gera1d sa1ton, corne11.
McGraw H111. . ‘

'Para11e1 Free—text search on the connection Machine, stanfi11 and_Kah1e
CACM Dec 1986.

VII. Appendix: Comparisons to Existing systems

There are a1ways precedents to any system, this one inc1uded. some are
academic and some are commercia1; some are computer oriented and some are
human services; some are specia1 purpose and some are genera11y usefu1.

. A. compuserve;(of co1umbus ohio, 1-800-848-8199) is a phone based service
with about 1000 services with 500,000 PC subscribers. It inc1udes BBoards,
hobby services, home shopping, emai1, mu1tiuser on1ine games, etc.
Interesting1y, they have contracted with the government to accept Export
License App1ication transactions and other user interface functions. They

.have "Persona1 Newspaper".products and de1iver data from many pub1ishers.‘ They own a 1ot of t

4ATT and Baby Be11s. They are bui1ding sophisticated user interfaces for
e under1ying communication system, but are afraid of

the Pcs and MACS.

Compuserve is owned b H&R B1ock and charges by the minute. "They hand1e

their own bi11ing. T ey have recent1y bought most of their competitors(The Source. Access, Software House of Cam ridge, and Co1Tier-Jackson of
Tampa F1orida) and are makin a fortune. They turned a profit in 4th
quarter fisca1 1985 and by t e end of fisca1 1986 it recorded a profit of
$1.7 mi11ion on $100 mi11ion revenues and 300,000 users.

Compuserve is the c1osest mode1 and can be easi1y accessed with the wAIS_
system. on the other hand, wAIs he1ps you find the database you are
interested in, does not use a termina1 interface (you use your PC with a11

"of its speed), and wAIS offers subscriptions to services where your PC wi11
keep itse1f informed automatica11y. Most important1y, wAIs is not "owned"
by anyone and is free to grow independent1y from a centra1ized company,

(For more technica1 information I have a book of their services, Thinking
Machines has an account, and I have a series of artic1es describing their
business activities.) B. Minite1; in France is an outgrowth of the phone
company. As an_a1ternative to phone books, users were offered termina1s
for their homes. Many peop1e took the termina1. By a11 reports it has been
a very popu1ar system. A 1986 news report said: "The directory for Minite1
services is now the size of a phone directory for a sma11 city, evidence
that Minite1 is a success." George Nahon, managing directory of
Inte1matique: "Then need to create a market of users emerged as a,
prerequisite for a service." one reports specu1ated that France has put
about $500 miJ1ion into the system by 1986.

Their interface is a termina1 type interface and the servers are both human
and machine. [Europe is the most exciting continent for information
services. It seems that they take this very serious1y, whi1e the US
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government has yet to take the bold steps o investment and _ -
standardization.] C. NetLib; is a free Unix utility for distributing files
through the email. Anyone that has access to the servers via electronic
mail can make inquiries and file requests. This system currentl has about
100 (a guess) collections world-wide and is growing. In 1987, a out 10,000
requests per month were serviced. The bulk of the offerin s are software
programs rather than raw data. since no charges are made or queries or
requests this system is used by academics and researchers. ATT and Argonne

_ labs are supporting this work.

The automatic repl system (remote-machine-to—local-machine rather than
remote-machine-to- ocal-human interface) in NetLib is similar to the wAIS
system. wAIs, however. is not centered solely around EMail as a transport
layer; it uses the phone system as well for interactive use. Also, wAIs
would help find databases that are relevant and handle the queries and ‘
requests throu h a more Tuser friendly" interface. (For more on NetLib see
Distribution 0 Mathematical software via Electronic Mail in Communications
of the ACM May 1987) D. Switzerland system; Still assessing this system.

E. Lotus and NexT tekt system Both Lotus and NexT have text searching
systems that are similar to Thinking Machine's Dow Jones system, but are
based on local data (LAN based). Since disks hold close to 1 gigabyte

- these days, and the entire CM at Dow Jones holds 1 gigabyte, we are close
in scope but not performance. on the other hand, a PC will serve its 20
users adequately and the new dail -information can be effectively.
distributed from Dow Jones and ot er places. Lotus seems to be getting
into the information distribution business and is writing software to
process that data locally.

These companies see themselves as critically involved in this area. I
believe cooperating with them is in our best interest.’

F. Information Brokers Many companies act.as brokers to other information
providers. often these services will offer electronic mail and bulletin

boards. These Erivate systems rarel communicate with each other. "The
systems that I now of are listed be ow. If anyone has any information on
these or other companies. please tell me. - . -

AppleLink(Personal Edition) 1-800-227-6364De hi 1-800-544-4005
1-800-435-7342
1-800-433-3683

getting info
. getting info

Dia com, Inc. I -

GE Information Services getting info

This company services the fortune 500 companies with network and processing
services using Honeywell and IBM mainframes. They lease lines from ATT and
provide an environment for their customers including network services and
value added filtering and massaging of data.

GEnie ‘ 1-800-638-9636. .
IBM Information Network 1-800-IBM—2468 ext 100
INet 2000/TravelNet 1-800-267-8480 «
Inet - 1-800-322-INET
NwI 1-800-624-5916

getting info

bad number

Quantum Computer Services since 1985, privately held, "multimillion.
dollars" official commodore info service. Has been supported by commodore."

PC-link ' 1-800-458-8532 IBM PC product
Q-Link 1-800-392-8200 Commodore productv
America online - Mac product

snet 1-800-272-SNET Dept AA
The Source . 1-800-336-3366
starText ' 1-817-390-7905
Travel+Plus 1-800-544-4005-

1-713-323-3000 '

1-800-779-1111 Dept 31
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1-914-694-6266

1-612-265-9230

Minite1 services
omnet/SCIENCEnet

other systems that I wou1d ]ike to find out more about: Ho11and system,
Prodigy, Knight Ridder, Audio Tex, A1r1ine Reservations system, Hospita1
ordering S stem, verity, Persona1 Newspaper (Media 1ab), Information Lens
(Media Lab , SuperText.

G. Hypertext Hypertext and WAIS share many attributes for accessing textua1
,information. In some sense, WAIS is an attempt at a 1arge-sca1e hypertext

system by a11owing 1inks to be deduced at run-time and across many
databases stored in many places. since servers provide pointers to
documents, a pointer to a document can be put in a document and retrieved
at a 1ater time. Thus document pointers can be thou ht of as a crude form

of hypertext 1ink. This form of deducing hypertext inks through contentnavigation might 1ead to interesting pat s t at are tai1ored to a _
particu1ar user. Automatic systems wi11 never rep1ace the va1ue of having
users suggesting 1inks. suggested 1inks can be added direct1y to the
documents (as in most hypertext systems) or then can be made avai1ab1e in a
distributed manner throu h the favorites databases. In this way, usersthat found certain artic?es to be simi1ar or usefu11y viewed to ether can
put them in a fo1der and export it as a database. one might asg, “Does
anyone have these documents grou ed in a server, and if so, what other
documents are in that server." T ese databases cou1d then be used by others
as evidence that they be1ong together. By combining many peop1e's‘
groupings, one can navigate through 1arge number of documents in.
potentia11y interesting ways in a hypertext sty1e.

1 Ne1son, Ted. Literary Machines.

2 Hypercard by App1e (ref?)

1_Sa1ton. Gera1d. Introduction to Modern Information Retrieva1, Mccraw
H111. 1989. - ‘

2 N$§T ca11s theirs the Digitai Librarian, and Lotus ca11s theirs Mege11ansp. . . 4 ~

1 Ma1one, Thomas, et a1. E1ectronic Markets E1ectronic Hierarchies, CACM
June 1987 vo1ume 30, number 6.
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Deposit, Registration and Recordation in
an Electronic Copyright Mangement
System

by Robert E. Kahn
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ABSTRACT

This document proposes the development of a testbed for deposit, registration and
recordation of copyright material in a computer network environment. The testbed will

involve the Library of Congress and provide for electronic deposit of information in any of
several standard formats, automated submission of claims to copyright, notification of
registration and support for on-line clearance of rights in an interactive network. "Digital
signatures" and "privacy enhanced mail" will be used for registration and transfer of
exclusive rights and other copyright related documents. Electronic mail-will be used for
licensing of non-exclusive rights with or without recordation. Verification and authentication
of deposits can be carried out within the testbed using the original digital signatures. A
system of distributed redundant "Repositories" is assumed to hold user deposits of
electronic information. The testbed provides an experimental platform for concept
development and evaluation, a working prototype for system implementation and a basis
for subsequent deployment, if desired.

I INTRODUCTION AND BACKGROUND

Deposit, registration and recordation of copyright material and its associated claims to
rights have generally been handled manually. Over the past two decades, the economics

._ of information technology has enabled an electronic foundation for such material and
.- claims. The key elements of this foundation are the personal computers, workstations,

computer networks‘ and peripheral devices such as scanners, printers and digital storage
systemswhich have now become sufficiently powerful and cost effective to be put into
widespread use. It is now essential that the underlying systems used to manage copyright
be conformed to be compatible with the promise of this new computer networking
environment. This paper addresses several essential steps that should now be taken to
facilitate that process.

In the current manual system, claims to copyright are registered with the Copyright Office,
Library of Congress. Deposits are accepted and stored in physical form including "tapes
and diskettes as well as paper and other substances. Notification of registration is also
made in physical form." In addition, documents transferring copyright ownership and other
documents pertaining to copyright may be submitted to the Copyright Office for
recordation. While an on-line record of recent registrations and recordations may be
accessed at the Copyright Office, there is only limited external dissemination of this
information in electronic form for access at remote sites.
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This approach requires considerable physical storage at the Library of Congress for
deposited materials which can only increase over time. Materials stored in physical form
will slowly degrade unless deposited in digital media in which case the contents may be
reproduced subsequently without loss of infonnation but at some cost for duplication. Even
if it is available digitally, much, if not most, of this material will not generally be accessible
on-line from any source. Rights to use the information in a computer network environment
cannot usually be acquired easily or quickly, even if the identity of the rightsholder is
accurately known. Fortunately, these limitations can also be overcome with the use of

= information technology and only minor modification to the current manual system.

COMPONENTS OF THE PROPOSEDSYSTEM

This document proposes building a testbed to develop and evaluate key elements of an
electronic copyright management system. These elements include: -

a. Automated copyright registration and recordation

b. Automated transactional framework for on-line clearance of rights

c. Privacy enhanced mail and digital signatures to facilitate on-line
transactions ‘

d. Methodology for deposit, registration, recordation and clearance

Current registration and recordation activities of the Library of Congress would be
maintained and enhanced. in the proposed testbed. It provides for repositories and
recordation systems both within and without the Library of Congress, which would serve as
agents for authors and other copyright owners which seek to register works with the
library. In addition, the testbed provides for automated rights clearance, outside of but
linked to the library, which would accelerate permissions and royalty transfers.between
users and rightsholders. '

> Electronic Copyright Management Testbed

A testbed is proposed to develop and evaluate these concepts and to obtain experience in
the implementation and operation of an experimental system (see Figure 1). The proposed
testbed consists of a Registration and Recording System (RRS), a Digital Library System

-. (DLS) and a Rights Management System (RMS). The RRS will be operated by the Library
of Congress and will permit automated registration of claims to copyright and recordation
of transfer of ownership and_ other copyright related documents. The RRS would also
provide evidence of "chain of title." The DLS will be a distributed system involving authors,
publishers, database providers, users, and numerous organizations both public and

‘private. It will be a repository of network accessible digital information and contain a
powerful network based method of deposit, search and retrieval. The RMS will be an
interactive distributed system that grants certain rights on-line and permits the selective
use of copyright material on the network. A
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Information may be stored in the DLS, located within the DLS and retrieved from the DLS

using any of several mechanisms such as file transfer, electronic mail or agents such as
Knowbot programs. Material may be imported into the DLS from other independent

systems, from paper and other sources or exported from the DLS to other independent
systems, to paper or to other materials such as CD-ROM, DAT, and microcassettes. The

electronic copyright management system described in this document would be directly
linked to the DLS.

The testbed would contain a digital storage system connected to an applications gateway
' (which is, in turn, connected to multiple communication systems including the Internet) to

which documents would be submitted. The storage system would constitute an

experimental repository for information. The applications gateway would be designed to
support multiple access methods including direct login. The RRS and RMS would be

servers connected to the Internet. Initially, they would be on a common ‘machine, but they
could later be easily separated. After development, the RRS would be relocated to the

«Library of Congress or its designated agent prior to being placed in operation. After initial

implementation, the repository and the RMS would be replicable at other sites. ‘

Electronic Bibliographic Records

- An electronic bibliographic record (EBR) is created by the user for each digital document
submission and supplied with the document for registration. The EBR is also suitable for

use in cataloging and retrieval. The EBR may be supplied to other systems without the
actual document but with a pointer to it. The EBR must contain a unique name for the

document per author. if a name is provided that has already been used by the same

author, it will be rejected with an explanation. An acknowledgment of deposit will be

returned to theuser along with a unique numerical identifier and a retrieval pointer to the
document, and, in the event of a claim to copyright, a certificate of registration from the
RRS. '

Claims Registration

When the EBR indicates a claim to copyright, the RRS will be supplied a copy of the EBR

by the repository along with a digital signature (to be described shortly) that can be used to
verify the accuracy of a deposit at a later time. The actual work would remain in the

repository. The digital" signature consists of a few hundred bytes of data and is

approximately the size of the EBR. it should allow the authenticity of the retrieved

document to be formally established at any time for legal _and other purposes.\ .

Repositories

The RRS need not be collocated with a repository. It is expected that an operational RRS
would be operated by the Library of Congress. The repositories-=would be operated by the

Library of Congress as well as other organizations or individuals. Deposits .in certain
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qualified repositories will constitute deposit for public record purposes. The Library of
Congress will maintain its own repository of selected deposits. -

Although a set of distributed repositories is envisioned for a widely deployed system, the
proposed testbed will only have a single repository for experimentation. The repositories
would be established in such a way as to insure the survival of the deposited information
with perhaps different degrees of confidence (much like the treasury, banks and brokerage
houses, for example). Certain information would probably not be deposited for purposes of
registration and might be stored at the users local site or in a commercial repository.
Highly valued information could be stored in rated repositories (5-star down to 1-star) with
varying degrees of backup and corresponding costs. The most critical-information, as
determined by Copyright Office regulations, might be stored at the Library of Congress or
the National Archives as a safeguard. The structure of such a system of repositories
should be developed as part of the project. -

- I The advantages of a distributed repository system are:

’1. Large amounts of physical storage is not required to be made available at
the Library of Congress.

2. Access to the original. documentation is guaranteed by the DL_S to the
confidence level selected by the user's choice of repository (again like the
banks).

3. Repositories serve as interfaces to the users, thus offloading and insulating
any central servers and systems such as the RRS from potentially large user
loadings and specialized customer service requests.

4. Access to the RRS in transaction mode is available only to authorized
repositories and RMSs that are qualified to use the RRS in that mode. An

' individual author, a collective licensing organization, a government or
corporate entity or others may run an RMS. Authors and other copyright
owners, as well as users may also connect directly to the RRS through a
separate interactive user interface.

. The Computer Network Environment

There are three specific actions of concern in a network environment. One is the

movement of information already contained in a computer network environment thereby
greatly facilitating the creation of multiple copiesin multiple machines in fractions of a
second. The second is the importation of external information, such as print material or
isolated CD—ROM based material, which must first be scanned or read into the system
before it can be used. The third is export of internal network based information to paper
using digital printers or facsimile machines or copied to separable media such as tape or
DAT for external transport to others. Some of these actions, such as local use on paper in
very small quantities, may or may not be covered by fair use provisions. However, rion fair I
use actions would require approval ‘of rig htsholders.

In addition to the above three actions, there is a fourth action that is facilitated by the
computer network environment. Information in digital form has the property of being easily

- manipulated on a computer to produce derivative works. Such derivative works can also
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be easily moved about in a computer network environment and be subject to further
manipulation by other parties. The technology makes it possible for parallel and concurrent
manipulation of such infonnation to result in an exponential proliferation of such derivative
works.

Rights Management System

The four actions described above form a basis for a rights management system. In
general, there will be many such systems operated by rightsholders or their agents for
required permissions on either an exclusive or non-exclusive basis for a given type of
action. To locate an RMS, a user requires the existence of a domain server that knows

about the network names and addresses of all RMS servers. Transactions involving rights
may be handled by direct exchange on-line between the user system and the

corresponding RMS. Typically, this exchange would occur rapidly on-line, and we refer to
this as the interactive clearance of rights. Privacy enhanced electronic mail would be

available for exclusive licenses and other transfers of rights. Non-exclusive licenses might
be handled by regular electronic mail.

Transfer of copyright ownership would usually involve recordation in the RRS and could

conceivably be handled automatically by the RMS on behalf of the rightsholder and the
user to facilitate matters. The confirmation from the RRS would also be passed back to the
rightsholder and user directly or via the RMS using privacy-enhanced mail. Various

enabling mechanisms in the normal screen-based computer interface could be developed
and invoked by a user to achieve rapid clearance. If included in the user interface, this

capability would have theeffect of creating an instant electronic marketplace for such
information.

Recordation is defined to mean the official keeping of records of transfers of copyright
‘ownership and other documents pertaining to copyright by the Copyright Office, Library of
Congress. For legal purposes, proof of official registration of claims and recordations will
be provided by the Copyright Office (via the RRS). Other registrations (at repositories) and
non-exclusive licenses (via RMSs) will be certified by privacy enhanced mail. It will be up

. to the parties to such registrations and recordations to maintain electronic records of their

transactions. These could also be stored within the DLS. I

Identification Systems

The electronic copyright management system actually requires several types of domain
servers. First, documents can be easily retrieved via the DLS if the citation is accurately
known or through one or more search and browsing processes otherwise.‘ However, the

mapping of a bibliographic pointer (to the designated repository) into its network name and
address may require a separate server. Second, the above mentioned domain server for
RMSs is needed. Third, the date and time that transactions have been requested and
taken may need to be formally validated. An electronic notary and time server would
provide such a capability as part of the privacy enhanced mail system.

Retrieval, Appearance and Submission of Documents
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public part of a pair of keys could use it to prepare a message which would remain
confidential until the person knowing the private key used it to decrypt the message. The
public keys could be listed in public directories without any special protection since

knowing them did not help anyone decrypt messages encrypted using the public key. This
feature makes it far simpler to manage key distribution since the public part need not be
protected .

Three researchers at MIT, Rivest, Shamir and Adelman developed a pair of functions
meeting the requirements specified by Diffie and Hellman. These functions are now known

as the RSA algorithms (from the last names of the inventors).

Digital Signatures

Since either key of a public key cryptography pair can be used to perform the initial
encryption, an interesting effect can be achieved by using the secret key of the pair to

encrypt messages to be sent. Anyone _with access to the public key can decrypt the
message and on doing so successfully, knows that the message must have been sent by
the person holding the corresponding secret key. The use of the secret key acts like a
"signature" since the decryption only works with the matching public key.

Buyers could send digitally signed messages to sellers and the sellers could’ verify the
identity of the sender by looking up the public key of the sender in a public directory and
using it to verify the source of the message by successfully decrypting it. '

Privacy- Enhanced Mail (PEIM)

Public key cryptography can be combined with electronic mail to provide a flexible way to
send confidential messages or digitally signed messages or both. in actual practice, a :
combination of public key, conventional secret key and another special function called 1

cryptographic hashing is used to implement the features of privacy- enhanced mail. The
public key algorithms require a substantial amount of computing power compared to
conventional secret key algorithms. The older secret key algorithms, such as the Data
Encryption Standard (DES) developed by the National Institutes of Standards and

Technology (NIST), are much more efficient. Consequently, confidential messages are
typically encrypted using a conventional secret key which, itself, is sent, encrypted in the
public key of the recipient. Thus, only the recipient can decrypt the conventional secret key
and, eventually, decrypt the message.

To send'digital|y- signed messages, each message is run through a "hashing" algorithm
which produces a compressed residue which is then encrypted in the private key of the
sender. The message itself is left in plain text form. The recipient can apply the same

hashing algorithm and compare the compressed residue against the one that was sent

(after decrypting it with the sender's public key). ‘

One of the basic problems with this application of public key cryptography is knowing
whether the public key found in the directory fora given correspondent is really that

correspondent's key or a bogus one inserted by a malicious person. The way this is dealt
within the Privacy- Enhanced Mail system is to create certificates containing the name of
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the owner of the public key and the public key itself,’ all of which are digitally signed by a
well- known issuing authority. The public key of the issuing authority is widely publicized so
it is possible .to determine whether a given certificate is valid. The actual system is more
complex because it has a hierarchy of certificate issuers, but the principles remain the
same.

Notarization _

Using digital signatures, itis possible to establish an on- line notarization service which

' accepts messages, time— stamps them and digitally signs them, then returns them in that
' form. If the person desiring notarization digitally signs the message at the time it is sent to
the notarizing service, then it will be possible, later, to establish that the person requesting
the notarizing had the documentlmessage in question at the time it was notarized. One
can imagine that the originator of a message might have it notarized for the record and the-

‘ recipient might independently do so. By this means, for instance, evidence of a contract's

-~ : existence in the hands of each party at particular times might be established. '

' VERIFICATION, AUTHENTICATION AND CERTIFICATION _

The verification process uses stored digital signatures to ascertain whether a given copy is
identical to the version which was originally deposited. -lf any portion of the copy differs
from the original,-the verification process will fail. Authentication or fonnal certification of

' deposits may be provided to a requesting party in traditional ways or via electronic mail.
Privacy enhanced mail would be used to certify the authenticity of a deposit, as well as to
certify registration and recordation records, for legal purposes.-

The deployment of an electronic deposit, registration and recordation capability for use in a
computer network environment would greatly facilitate and accelerate the move to a

network base for information creation and dissemination. The system would be compatible
with the currentmanual. system and would support the ability of the Library of Congress to-
provide automatedregistration and recordation services. It would provide a foundation for

\ -. straightforward and easy expansion and evolution and provide a direct linkage for the
Library of Congress to the DLS. It would provide a prime working example for all other
kinds of activities where claims registration and rights management come into play.

. Verification’ and authentication of copiesof deposits may be perfonned electronically using
digital signatures. Formal certification of deposits, as well as registration and recordation
records, ‘using privacy enhanced mail may be provided for legal purposes. A testbed which
demonstrates the relevant concepts and ideas can be implemented within a two to three
year period with initial limited use within a year. - ‘ '

Robert E. Kahri, Ph.D.
.President . I
Corporationyfor National Research Initiatives
Suite 100

1895 Preston white Drive
Reston, VA 22091-5434

\
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AN OPEN ARCHITECTURE FOR A DIGITAL LIBRARY SYSTEM ~

I ' AND

A PLAN FOR ITS DEVELOPMENT‘

Robert E. Kahn and Vinton G. Cerf
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Summary

This volume describes an open architecture for an important new kind of national information
infrastructure which we call the Digital Libragy System (DLS). The architectural framework
includes the DLS functional components, the methodology by which the participating systems
communicate with each other, and active, mobile software components, called Knowbots,
which perform services for the users. Subsequent volumes will address detailed technical
aspects of the architecture such as the design of Knowbots and the protocols required to bind
the DLS components together. This research was carried out by the Corporation for National
Research Initiatives to specify the overall structure and function of a DLS and to provide a basis
forsubsequent creation of an experimental system to evaluate the concept with real users.

The term "library" conjures a variety of different images. For some, a library is a dim and dusty.
place filled with out-of-date texts of limited historical interest. For others, it is a rich collection
of archival quality infonnation which mayhinclude video and audio tapes, disks, printed books,
magazines, periodicals, reports and newspapers. As used in this report, a library is intended to
be an extension of this latter concept to include material of current and possibly only transient
interest. Seen from this new perspective, the digital library is a seamless blend of the
conventional archive of current or historically important information and knowledge, along
with ephemeral material such as drafis, notes, memoranda and files of ongoing activity.

In its broadest sense, "a DLS is made up of many Digital Libraries sharing common standards
and methodologies. It involves many geographically distributed‘ users and organizations, each
-of which has a digital library which contains information of both local and/or widespreadinterest.

Each user in the DLS manages his information with a Personal Library System (PLS) uniquely
. tailored to his needs. A PLS has the ability to act as a stand-alone system for its user, but under‘
normal conditions it will be connected into a rich network of public, personal, commercial,
organizational, specialized and national digital libraries.

The DLS provides each user with the capability to use other cooperating digital libraries and
provides the necessary search, retrieval and accounting capabilities to support ready access to
local and network-based infonnation. The various digital libraries and the associated access to
network based capabilities are integral parts of the Digital Library System. Convenient access
to local and remote information, without regard for its location, is an essential goal of the
system design.

' The initial application of the DLS will be retrieval of specific documents for which a user may
be able to supply only an imprecise description. For this purpose, we assume each retrieval
request has a known target document which the user cannot describe or locate with precision,
but can recognize when retrieved. Natural language and visual aids are used to assist the user in
this process. However, the possible uses of a DLS are extensive and several innovative
applications, discussed in the document, will be explored during the course of the project.
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The potential utility for the Digital Library System technology is extremely high if agreement
can be reached on appropriate standards and the relevant parties participate on a national scale.
The efforts of multiple organizations such as computing equipment suppliers, publishers and
other information providers and communications companies are needed to achieve the goals of
the project. If successful, the results of this research offer. the distinct possibility of enhancing
productivity and should stimulate others to develop a vast array of new information products
and services. The societal implications of success are very significant,

This document presents one practical path to the creation of such a capability. The benefits of
this work depend on the outcome of the scientific research proposed herein. A plan is outlined
for the development of an experimental digital library system which depends upon the active
involvement of both the research community and the suppliers of equipment and services. The
Corporation for National Research Initiatives looks forward to ‘playing a leadership role in
exploring the feasibility of this concept.
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1. Introduction

‘This volume describes an open architecture for the development of a Digital Library System.
The many users of such a system, even those with only limited or even no knowledge of
information technology, can benefit enormously from quick and easy access to the information
it contains. Its initial users will be drawn from the research community. However, the system
is designed to accommodate a broad class of users (researchers and all others) in productive use
ofthe digital library.

The Digital Library System design allows individual organizations to include their own material
in the Digital Library System or to take advantage of network based information and services
offered by others. It includes data that may be intemal to a given organization and that_which
crosses organizational boundaries. This document presents a plan to develop such a system on '
an experimental basis with the cooperation of the research community. Finally, it addresses the
application of a Digital Library System to meet a wide variety of user ‘needs.

The productivity gains from having access to a Digital Library System are easily as large as
those derived from intemal combustion engines and electric motors in the early part of this
century. ‘Just as a car on an interstate highway is vastly more effective than one on a rutted dirt
road, computer-based information "vehicles" can be made dramatically more effective given the
proper operating environment. Computer and communications technology has made it possible
for old fashioned, slow retrieval methods to be replaced by virtually instantaneous electronic
retrieval. Each user of this technology _can anticipate enormous potential benefit, but we lack
the natural infrastructure to support this capability on a widespread basis today. This absence
of infrastructure represents both a barrier and an opportunity of dramatic proportions.

1.1 A Perspective

Let us assume it is now 2003 and a little over a decade and a half has passed since the work
which led to the development of a new national Information Infrastructure was started. The
reality has surpassed early technological visions in unexpected ways although some of the more
esoteric research ideas are still the subject of active investigation. To understand the profound .
nature of the revolution which has resulted from the establishment of this new infrastructure,
we must reach back into history to trace the roots of human information processing.

In the early history of man, we had only an oral tradition with which to maintain our increasing
fimd of knowledge and recollection of history. Fathers handed down to sons the oral tradition
of the tribe. The capture and rendition of this knowledge was a time-consuming process
requiring frequent repetition to avoid its loss. With the invention of writing, we were able to
speed up the process of information capture and simplify its reproduction. The price we paid to
obtain maximum benefits for this improvement was a need to teach a larger community to readand write.

With the invention of paper and, especially with Gutenberg's invention of the printing press, the
time and cost required to reproduce information was reduced dramatically. The invention of
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Petitioner Apple Inc. — Exhibit 1002, p. 4061'



Petitioner Apple Inc. - Exhibit 1002, p. 4062

the typewriter brought personal printing within reach of a mass market, but the modification of
printed documents to reflect changes and new ideas was still a laborious process which often
required the re-typing and/or reprinting of the entire document. -

Then dry-process reproduction methods were discovered and subsequently fashioned into
copier products. This brought rapid reproduction ofiprinted material to a mass market at an
affordable cost. Once again, the time from the creation of.a document to having multiple
copies available for distribution dropped dramatically.

Computers brought yet another increment in flexibility and speed to the task of recording and
sharing human knowledge. In the mid-to-late 1960's,-time-sharing applications and networking,
along with CRT displays, made it far less costly to prepare and alter documents before
committing them to paper or other permanent media. Computer-supported text editing grew '
even more accessible and affordable with the emergence of microprocessors in word processors
and then personal computers. By the early 1980's, most documents were prepared using word
processing software running on personal computers.

An adjunct development, the computer-controlled laser printer, brought an additional level of
convenience and flexibility to the recording of human knowledge. At very little cost, it was
possible to produce fully formatted, multi-font documents with-the same degree of revisability
as one had with earlier, single-font systems. Products were developed which pennitted, the '
integration of imagery and graphics in digital form along with the textual components of
documents. These products were called, collectively, "desktop publishing systems."

In the, late 1960's and throughout the 1970's, the sharing of mainframe resources _and
information through networking was a popular method for distributing the cost of gathering and
maintaining special information bases. Among the many such infonnation services developed
during that period, the bibliographic retrieval systems were among the most popular. _ Services
such as the National Library of Medicine's MEDLINE, Lockheed's DIALOG and the
Bibliographic Retrieval Service (BRS) became important reference tools for a variety of users.
In the legal community, Mead Data's Lexis and Nexis databases became important resources
supporting the preparation and evaluation of legal cases. These tools provide full text in
addition to citations to their researchers. ‘ H

The practitioners of Library Science, like many others dealing with increasing amounts of
information, turned to computer-based methods for assistance. The Library of Congress, the
Research Libraries Group at Stanford, the National Library of Medicine and the Online
Computer Library Center, Inc., joined together in a project to exchange infonnation between
their databases. This was called the Linked Systems Project.

Other infonnation services, ‘focused around the concept of remotely-accessible, on-line
databases, emerged in this period. These included the Dow Jones/News Retrieval Service, the
Data Resources, Inc.,'economic databases, the Thomas Register of companies and products, and

‘ hundreds of special databases reachablethrough Compuserve and The Source. These services,
together, probably did not generate more than $300M/year by 1985; but there was a growing

DRAFT DRAFT DRAFT DRAFT 6 DRAFT DRAFT DRAFT DRAFT

Petitioner Apple Inc. — Exhibit 1002, p. 4062



Petitioner Apple Inc. - Exhibit 1002, p. 4063

interest in access to infonnation in this computer-processible form. Most of the infonnation
service providers were desired technology which would make more uniform the varied
environment in which they had to work.

Networking, along with time-sharing and personal computing combined to fomi the technical

support base for another important technology: electronic messaging. This technology emerged
in the computer science research community in the 1970's and in the public domain in the
1980's. Electronicmessaging fiuther reduced the potential time delay for propagation of
documents by allowing them to be sent electronically to the appropriate recipients. By the early

, 1990's, standards had been established and business relationships forged which permitted the
interoperation of public and private electronic messaging services. The development and

. deployment of Integrated Services Digital Networking facilities, which emerged slowly in the
marketplace, reached an average penetration of 30-35% by 1994. The bulk of this penetration
was in the commercial -sector where over 70% of businesses had some form of electronic

messaging service installed, while residential use had reached only about 15% of the market by
that time. By the year 2000, this class of telecommunications had reached about 95% of the

business market and about 35% of the residential market. Much of the early usage in the
business market was attributable to "electronic data interchange" or "EDI" applications. In
these applications, business documents (purchase orders, confirmation, shipping manifests and
the like) were exchanged electronically along with electronic funds transfers.

The ‘availability of a prototype Digital Library System (DLS) in‘l992, with its innovative
approach to intellectual property tracking, opened up a new publishing medium for information
providers. In addition to the traditional book, magazine and newspaper markets and existing
interactive database markets, the new Digital Library publications allowed the user to
selectively view, reorganize and even update the contents for his or her personal use. Certain
literary objects even had the ability to automatically update themselves with fresh information
or to provide references to recent arrivals in the DLS.

Certain fundamental effects of the Digital Library System were the consequence of four distinct
but strongly interacting developments during the 1990's. First, the conventions adopted for the
representation of documentary material in the Digital Library were widely implemented by all
vendors of combined document processing, database and spread sheet software, by vendors of
electronic desktop publishing systems and by public and private libraries around the country.
The existence of such common conventions made it feasible for virtually any personal
computer or workstation to access and use information produced by any other similarly
equipped workstation.

Second, the continuing trend in reduced cost, increased power and memory in portable
computers finally reached the point where real-time speech recognition applications became
cost-effective. This meant that the transcription of voice to text became affordable to the

business community in l997 and to individual users by 2001. This same computing capacity,
along with the development of high resolution, flatscreen, touch sensitive displays, provided a
basis for the recognition and transcription of hand written or pre-printed material as Well.
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Direct interaction with a tablet/display and/or processing of scanned material became an
affordable alternative to manual (i.e., keyboard) transcription.

The ready capture of imagery through high resolution scanning and telemetry added a third leg
to the convenient creation, capture and processing of compound documents. Real-time
manipulation and storage of material was also achieved.

Fourth, the incorporation of digitized sound, recorded or synthesized voice and high definition
video sequences into documents stored in the Digital Library made it possible to combine most
traditional forms of information publication into a common digital format. "Conversion into and

out of the digital forms and into the more traditional media provided bridges to older existing
technologies. The structure and elementary content of printed material were determined during
the scanning process. ‘

The ability to register, store, catalog, search, retrieve and manipulate digital infonnation in the
library, combined with the variety of affordable media conversion capabilities available by the ‘
early 215' Century have led to a revolution in our social, economic and intellectual fiameworks.

Aided by computer-based Knowbots, easily reproduced and distributed computing cycles
augmented human brainpower in the collection, use and creation of infomiation in virtually
every aspect of our lives.

Spurred, in part, by the focus of scientific attention on biology and biochemistry during the
1980's, and by the application of computer-intensive processing to non-invasive medical
evaluations, the technology of the Digital Library System was applied to the capture and storage
of high resolution magnetic resonance imagery (MRI), sonograms, X-ray and other similar
diagnostic information. Increasingly detailed genetic analysis capabilities in combination with
atomic level biochemical simulations have made it possible to carry out patient-specific bio-
and cherno—therapy unthinkable in the past.

Massive amounts of detailed patient history, including the various kinds of digitized imagery,
were stored in Digital Libraries around the country. This information provided a basis-for
epidemiological studies, simulation of experimental therapies, analysis of the population for
various health trends, tissue matching and statistical analyses for predictive or retrospective
purposes. Coupled with the increasing use of computers for the fabrication of prosthetics, the
conduct of surgery and the evaluation of drugs for therapeutic effects, Digital Library Systems ’
are now playing a central role in health care in the,21st century.

Virtually all economic and social transactions are now recorded in Digital Libraries: property
exchanges and documentation of ownership, the creation and dissolution of businesses and

other legal entities, regulations, the judgments of courts and the acts of legislatures, births, .
deaths, marriages and divorces, the filing of intellectual property claims and the publication of
intellectual works of all kinds are registered within the framework. Entertainment and

advertising, product information and actual products, if representable in digital form, are lodged
in and made available through these systems. Blueprints and designs for buildings, and other
kinds of physical components are required to be deposited in Digital Libraries.
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The exploration of information accumulated in Digital Libraries is now an essential part of our
educational and research infrastructure. Computer-based tools for search and retrieval of
information (including documents) are readily available to students at-all levels. The results of

manned and unmanned space exploration are indelibly recorded and made accessible as part of
the system. Similar aggregations of information are accumulated daily from national and
international high energy physics research activities. Economic information, generated and '
captured in the natural course of daily transactions, is sorted, analyzed and mined by tireless
Knowbots making their endless journeys through information space. Malthusian concerns
about data overpopulation are easily solved by a combination of advances in high. density
storage systems and techniques which allow data to die a natural death. "

The users of these systems draw upon natural language and visual capabilities embedded within
them to find the information they need and to put it into a form suitable for further use. This

information,-rich, computer-aided environment has significantly changed our ability to organize
into groups to achieve specific objectives. Our business organizations have taken on a much

more fluid and "horizontal" character, now that the assembling and sharing of information has
been made a natural side-effect of everyday interaction. New infonnation-based products‘ are
introduced daily and are often discovered and used by other programs that serve our needs,
without the need for our personal intervention at all. ‘

Digital Libraries have now become such a pervasive pan of everyday living that it's'hard' to
remember ‘what life was like without them. Like other infrastructure, one never really thinks
about how it works, how it evolved or, how it is maintained, any more than one thinks about
water, electricity, telephones and highways when they are readily available. _

1.2 Technology and Infrastructure

Infrastructure plays a key role in the economic vitality of every nation. Viewed from an
evolutionary perspective, infrastructure develops in response to the creation of new
technologies. For example, the invention of the steam engine and its application in locomotives
led to the development of railroads which, in the U.S., were instrumental in opening up the
American West. Similarly, the hamessing of electricity and the invention of the light bulb
preceded and motivated the development of a national power generation and distribution
system. The invention of the automobile and the capability for its mass production ultimately
led to the national interstate highway system which drove the evolution of suburban America.
The telephone . and the underlying communications technology led to a national
telecommunications infrastructure. '

Few inventions lead to the creation of infrastructure, but every so often, technology appears
which drives this kind of development. Nearly every application which emerges at the heart of
an infrastructure has an aspect of geographic dispersion and connectivity (e.g., telephone,
television, roads, railroads, power generation). However, some technologies can form a kind of
infrastructure without connectivity. Videocassette recorders are a prime example. Their

DRAFT DRAFT DRAFT DRAFT 9 DRAFT DRAFT DRAFT DR-AFT

Petitioner Apple Inc. — Exhibit 1002, 4065



Petitioner Apple Inc. - Exhibit 1002, p. 4066

penetration into the residential market is the basis for the cassette rental business which could
not exist otherwise. '

An important characteristic of infrastructure is simplicity of use. As with electricity, the user's
view of the telephone, television, and automobile is essentially simple, although each of the
underlying systems is quite complex.

Simple standards govemingthe use and application of an infrastructure also contribute to its
utility in the social and economic structure. For instance, while power generation itself can be
complex, ordinary 60 cycle, 120 VAC service is easily described and used to support an
unending array of devices.

Computer technology, especially the personal computer or workstation, has all the
characteristics consistent with infrastructure. PCs and workstations are widely dispersed in the
geographic sense. Like many new technologies, their initial applications displace older
methods of achieving similar objectives (word processing versus typewriters, for example) just
as cars were thought of initially as simply horseless carriages. Once these displacement
applications achieve sufficicnt penetration, though, it is possible to introduce quite new
applications which have no previous counterparts. Moreover, the relatively recent development
and spread of packet communication and intemetting technology adds an important ingredient,
namely connectivity. ' '

These observations suggest that the ingredients are present for the creation of a new information
infrastnicture based on the wide and increasing penetration of computing and communication

A technology into the American social and economic fabric. Although personal computers and
workstations still suffer from user interface complexity, techniques have emerged (e.g., icons,
mice, windows, natural language) which have the potential to simplify the use of computers
considerably. ‘ '

Infrastructure does not happen by accident. It is planned (either well or poorly) and deliberately
created often with the direct involvement of the govemment. It is also preceded by a great deal
of experimentation and research. The development of an information infrastructure will be no

different in this regard. Unlike the industrial revolution which focused on the augmentation of
human manual skills and abilities, computers offer the opportunity to enhance human cognitive
capability and capacity. Over the last 40 years, the evolution of digital electronics,
communication networks and computer-based applications has amply demonstrated the fertile
potential of this technologies. '

What is different at this juncture is that computers and digital storage technology are now
readily accessible at reasonable cost to be applied to personal information tasks. At the home
or office, and even on travel, the availability of computation is becoming pervasive. In the near
future, shirt—pocket—size CD—ROMs (perhaps even writeable versions) will be commonplace.
Use of networks to access remote databases will also continue to grow.
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It is now likely that a substantial portion of the written information we encounter in the U.S.

was, at one time, in computer manipulable form. Much of it has never been in that form, but
the rate of production of information is so high that the more recent material significantly
dominates that which has been produced in the past. Of course, the bulk of this information
arrives as "marks on paper" in part because our information distribution methods are still
dominated by the low cost and convenience of the printed medium. H

Nowhere is the effect of this enonnous influx of primed information more painfully recognized
than in the research world "where rapid access to relevant current and historically important
results may make the critical difference between impasse and breakthrough. Finding relevant
material, and even leaming of its existence, is often a massive challenge. This problem is not
unique to the research domain. It plagues virtually every information-dependent humanendeavor.

Even if much of this information exists, however fleetingly, in computer processible fonn, it
may not be saved or made accessible in that form. It is usually impossible for others to obtain
access to it, even if they know about its existence. The need exists to establish an electronic
information infrastructure to capture and allow this information to be made available (under the
control of its proprietor). Computer and communication technology can be applied to augment
our ability to search for, correlate, analyze and synthesize the available information. We‘
describe such a strategy in this document. Our initial results will make it possible to find and
access copies of relevant documentation rapidly and in digital form, which will be a major
improvement overcurrent practice. Moreover, it will demonstrate an important example’o_f
information infrastructure which can provide the seed for a quantum leap in the way we handle
all forms of information. i

‘As information becomes ‘increasingly accessible and fungible (in the sense that once in digital
form, it can be readily processed by computer), the entire framework for compensating the
creators of intellectual property may have to shift. At present, the basis for intellectual property
protection in the U.S. is Patent and Copyright law. The large scale aggregations of information
found on CD-ROMs and the selective access to infonnation found in on-line databases may
require substantial re-thinking of the ways in which the creators and owners of such information
are compensated for its use. iiiii0

. There are many issues at stake in this area, not the least of which relate to the ease with which
information can be replicated once in digital form and the rapidity with which large quantities
of information can be processed (accessed, transferred, analyzed, integrated, etc.). Concepts of
value and pricing and royalty for use of information could require considerable revision if the
cost of such use is to remain within reason. One does not now pay an author a royalty each
time a book is read. However, a royalty may be earned each time.a song is played in public,
though not in private. If a thousand books are combined on a single CD-ROM and the acquirer
of the CD—ROM only intends to read one of them, what sort of royalty arrangement is
appropriate to compensate the copyright owners? How would compensation be extended for
cases in which electronic copies are provided to users? In fact, the concept of copying or
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duplicating a work may no longer be the essential factor in calculating royalties since far more
complex actions may now be taken on digital information.

These questions are not trivial in nature nor have many workable solutions been proposed thus
far. It is critical that the interplay of various user and provider interests in information be
considered and reflected in the design of the new information infrastructure.

1.3 The Digital Library Project

The digital library project is a broadly based effort to achieve" coherent development of our
national information resources. The existence of an open architecture for Digital Library
Systems will provide the necessary structure for developing rapid access to existing information
resources and for creating new information resources; some will be public, some commercial,
some organizational and some personal. These will all be pieces of a larger composite library
system if they adhere to the open architecture. Just as the highway system required judicious
choices within each" region and coordination at the boundaries, so "will the Digital Library
System.- It can and should evolve to provide a seamless structure of access to information to

encompass, in as far as practicable, the needs of all members of _society.

By making it easier to use existing information resources, more people will utilize them
naturally and hence the size of the user base will grow. The approach outlined here is to allow
the user to stipulate simply what he or she wants to have happen and to let the system take the
necessary actions.. For example, toretrieve and print a specific document, the user ‘would

simply cite it by name. The library system would provide the necessary means for locating the
information, retrieving it, and subsequently billing the user (the user could identify that he
wants to know the cost before printing).

An overall architecture is needed to guide our use of such information in the future. The

Digital Library System represents one practical path to the development of a coherent
information base for the management and retrieval of data. The embodiment of this

architecture and its assorted functions, protocols and standards in tangible experimental system
will be a major contribution to the information infrastructure of the nation.

With the development of Digital Library Systems, enormous opportunities can be foreseen for
creating and selling new products and services and for stimulating very significant increases in
the demand for existing products such as workstations and print servers. One potential new
product is a Personal Library System (PLS) which can manage all of a user's information needs.

Personal and organizational data systems are logical extensions of today's myriad software
packages and numerous services based on them can easily be envisioned. As with word

processing and spread sheets, the use of a PLS within the business community has the potential ‘
to streamline operations and improve productivity. ‘For the research community, the ability to
achieve quick -and easy dissemination of results through electronic publishing will allow source
knowledge to be propagated rapidly. For educational use, convenient and rapid access to
reference material will quicken the educational pace and stimulate individual initiatives in
teaching and learning. '
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To obtain the potential benefits of an information infrastructure, it is essential to promote the
digitization of information and to insure that it becomes computer-accessible. Just as the

widespread proliferation of the video cassette recorder has formed a technology base supporting
an entirely new alternative to broadcasting, cablecasting and motion pictures, the provision of
easy and affordable access to computer processible information leads to interesting -new notions

such as l) "digital—back" publications as counterparts to hardcover and paperback books, 2)
multi-media documents, whose elements may range over a substantial portion of computer-
based publications, and 3) serni—automated retrieval services which can scan very large
quantities of published and unpublished material for relevance to research and analysis.

Satisfying all the demands for access to on-line digital information is an overwhelming task for
any one organization to undertake. Some of this infonnation will be provided by existing
suppliers and some will be created in computer-based form for the first time by new suppliers
to the Digital Library. A significant portion of the material in the user's personal library will be
created by the user or collected from a variety of informal sources such as personal electronic
mail, clippings and intra-organizational memoranda. ’

For the library to be a repository for personal and organizational information, it must havethe

participation of many different ” individuals and groups within each organization. By
collectively engaging the creative energies of the many individuals and organizations in‘the
count:ry, .a critical mass effort can be realized on a national scale. This broadly based
participatory theme is an important aspect of the evolution of the Digital Library System.

The introduction of an information infrastructure is strongly affected by the environment from
which it must emerge. There already exists an array of mass media types‘ (newspapers, -
television, magazines, books) and some fragmentary electronic facilities such as electronic

mail, and computer-based teleconferencing services, on-line financial, bibliographic, technical
and business databases. Alternate technologies for mass publication of digital information are
beginning to proliferate. For example, Compact Disk Read Only Memories (CD-ROMS)
appear to be very attractive for many applications. These include the storage of large quantities
of geographic, topographic and medical imagery (e.g. Defense Mapping Agency databases,
NASA LANDSAT imagery, medical magnetic resonance imagery, etc.) and for large amounts
of text and imagery as might be found in an encyclopedia, Patent and Trademark files, design
documents (architectural, aircraft, ships, integrated circuits, automobiles, etc.) or other
reference volumes.

The development of an advanced information infrastructure must take intoaccount a variety of
‘ existing and likely future interests and capabilities if it is to succeed. -Publishers and authors

must have reasonable incentives to make use of the new infrastructure. Existing libraries and
their users must be able to make use of new technologies. Likewise, the educational system
must be able to acquire and apply the products and services arising from a new information
infrastructure if it is to serve their needs.

As viewed in this volume, the new electronic information infrastructure has a heavy computer-
based aspect to it. Moreover, because the information is likely to be kept in digital form, the
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telecommunications industry (including telephone, television, local and wide-area networks,
cable, fiber and satellite elements) will have an important role to play in support of access,
retrieval and dissemination of digital information. For example, the planned development of
Integrated Services Digital Networks and the longer term Broadband-ISDN could have a

profound impact on the evolution of information infrastructure by providing easily used,
variable rate, switched digital communication facilities. However, the role of the carriers could

change in unforseen ways due to uncertainty in the regulatory arena. '

1.4 Spectrum of the Digital Library System

A large amount of information is already available in computer-based forrn_ but is not easily
accessible; therefore, relatively little use is made of it. Unless one already knows how to access
such information, it may not be obvious even how to get started. Exploring databases for new
information is at best a highly speculative process that is often expensive and unproductive. To

‘the providers of database services, and the suppliers of user equipment, this situation translates
directly into unrealized potential. Moreover, the vast majority of information that a user may
ultimately wish to retrieve surely exceeds the currently available supply by a considerable _'
amount. Without a system for convenient and widespread access to such information by
unsophisticated as well as experienced users, it may never be economical to provide it. Until it
is provided, however, widespread use may be stifled. Here we see a classic chicken-egg
dilemma and hence progress on both fronts moves at a glacial pace. '

The spectrum of possibilities for use of a Digital Library System system ranges .from,the
tangible to the intangible, from the very, specific to the vague and from the visual to the
invisible. We" depict one such range of possibilities by the series of six overlapping circles in
Figure 1. 7 ' ' '

At the right-hand side of the spectrum, we denote fixed format documents intended to be read

by people. These are generally assumed to be prepared for publication and havedeflnite
presentation formats. These documents are stared and retrieved in their presentation form.
They are guaranteed to be reproduced as they were originally created, subject only to scale and
resolution limitations of the print server.
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Figure 1 The Spectrum Of Library Contents

_Fixed Content, flexible format documents, shown just to the left of the fixed presentation
documents in Figure I, require the user or his system to specify how to present the information,
assuming its content remains unchanged. For this class of documentation, the user might wish
the text to be single- spaced, double spaced, margins adjusted, page boundaries adjusted, fonts
changed and so forth. This is in marked contrast with the fixed format documents, where no
substantial visual changes of any kind are permitted. -

In the middle of the figure are shown database queries and data -of the kind collected from
sensors. The system treats sensor data along with database entries as if the were new types of
objects in the library;’this ueatment requires understanding the semantics of objects in ‘the
library for the purpose of analysis and question/answering. When-prestored answers are
available without the need for searching documents, retrieval requests can be satisfied more
quickly. Obviously, it will not be possible to anticipate all such questions in advance.

To the extreme left in Figure l are the two most speculative aspects of the spectrum of the
Digital Library content. Although many attempts have been made to achieve reusable software,
the infrastructure to reach this goal is still largely unexplored. Further, the preparation and
reuse of knowledge structures in the development of intelligent systems is alsohvirgin territory.
This latter subject will be the focus of the second volume in this series.

The ‘initial version of the Digital Library System will be tailored for the domain of printable
documents (the two right hand circles in Figure 1). However, the underlying technology will be
designed to allow evolution to cover the remaining portions of the spectrum. Ultimately, we
see the library system encompassing the entire range of possibilities shown.

Even with this initial restriction on content, the span of possibilities for inclusion in the library
is enormous. In the implementation plan (see Section 4), we discuss how the library system
will be developed aid how the supply of documentation can begin and expand.

Most users subscribe to a given information service to retrieve highly selective pieces of
information. Rarely do they learn to use the full complement of capabilities available on that or
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any other system. Almost all existing on-line informational services support users that connect
via simple alphanumeric terminals or PCs in terminal emulation mode. .Most users are able to
do little more than print a received text string or view it on a screen. The power of -personal
computers is rarely used to exploit further processing of received on—line infomiation. With the
exception of spread sheet programs that accept certain financial data obtained electronically,
and mail systems that allow for forwarding, little or no user processing of received information
typically occurs.

The underlying technology of the Digital Library System allows a user to access any available
document within the entire Digital Library System. Using the PLS, he can modify a document
in any way he chooses, incorporate it in another document, print it,_search it or supply it as
input to another program for further processing or display. Parts of the document can be
extracted and manipulated.

Unlimited access to specific documents raises fundamental issues of intellectual property
protection. A technological approach to this problem is outlined briefly in Section 3.1 of this
report. ’

We plan to explore how to support vague and imprecise retrieval requests for specific printable
documents while insuring that other well-defmed requests are effectively handled as well.
Requests_ for a specific manual, report, or equipment specification might be precise enough for
the system to retrieve straightforwardly. The same might not be true if there was any
uncertainty in the request. For example, if the author or title of a report were unknown, and
only a general description of its subject was available, an intermediate process would be
required to ‘resolve the query further, to ask more questions of the user, or to produce a list of
possible documents for selection.‘ ' '

1.5 A Guide to the System

A schematic description of the Digital Library System is shown in Figure 2. ‘Its components are
Personal Library Systems for the users, Organizational Library Systems for serving groups of
individuals or activities, new as well as existing Databases stored locally and across the
country, Database Servers to handle remote requests, and a variety of system functions to
coordinate and manage the entry and retrieval of data. The system components are assumed to‘
be linked by means of one or more interconnected computer networks.

Local requests for information, if not satisfiable by the local Personal Library, are dispatched to
other, larger or possibly more specialized sources of information available through the network.
A single inquiry may spawn tens to thousands of exchanges among varioushparts of the full
Digital Library System. This could easily happen if the system must first query several
databasesbefore responding to a particular inquiry.
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These exchanges are, for the most part, mediated by Knowbots, which are active intelligent
programs capable of exchanging messages with each other and moving from one system to

another in carrying out the wishes of the user. They may carry intermediate results, search
‘plans and criteria, output format and organization requirementsand other information relevant
to the satisfaction of a user's query.

A Knowbot is typically constructed on behalf of a user at his Personal Library System and
dispatched to a Database Server which interfaces the network to a particular database or set of
databases. To accommodate existing database systems which are not capable of direct

interaction with Knowbots, these servers can assist Knowbots in translating their information
requests into terms which are compatible with the existing database's access methods. In the
future, we expect to witness the development of databases systems with built-in mechanisms

for housing and catering to resident or transient Knowbots, It is possible, and even likely, that
more than one Knowbot may be dispatched either directly from a Personal Library System -or

indirectly as a result of actions taken at a particular Database Server. These various Knowbots
may rendezvous at a common server or all return to the originating workstation for assembly of
the results.

Two important components of the DLS shown in Figure 2, are the Irnport/Export Servers and
the Representation Transformation Servers. The former components are responsible for
accepting new documents into the Digital Library System and for dispatching documents out of
the system. The latter components convert document from one intemal representation to
another. Depending on the nature of the output required, the obtained results may be passed
through ‘a Representation Transformation Server for conversion before being delivered. The
results may be destined for either an originating PLS, a target’ PLS- (or other workstation)
designated in the original query or to an Import/Export Server if the destination is outside the

particular Digital Library System "universe". For example, if the results are to be produced on
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CD-ROM delivered physically to the user, this process will involve passage. of the results out of
the Export Server.

When Knowbots and originating workstations or other intennediate information servers need
assistance in finding information, they invoke Indexing, Cataloging and Referencing Servers by
causing one or more Knowbots or messages from them to be dispatched there. The Indexing,’
Cataloging and Referencing Sewers collectively contain information about the content and

organization of the Digital Library System and help to identify which Database Servers should _
be accessed to respond to particular types of queries. -

The Indexing, Cataloging and Referencing Servers are, in turn, kept up-to-date by the
Registration Server which accepts new information into the‘ Digital Library System. The
Registration Server makes use of Indexing, Cataloging and Referencing Server(s) to detennine
where to store new information. The Registration Server also updates the Accounting Server so
that providers of information can be identified and compensation for the use of infonnation in
the Library can be properly accounted for. Users of the Digital Library are also registered with
the Registration Server and inform_ation about them passed to the Accounting Server, so that
access to information and billing for its use can be supported.

. Records of accesses and results are collected, by means of additional Knowbots, and reported to
an accounting and statistics collection system for subsequent rating or analysis. The results of
accounting collection are passed to abilling and collection system for further action. '

1.6 Applying the Digital Library System

The Digital Library System will only be as effective as the various uses to which it is put. A
few of these will be developed during the DLS project; the remainder will occur over time

through the determination of motivated individuals and organizations. By way of comparison,
it is noted that most of the applications for electricity ca.rne well after its introduction.
However, a few key needs drove its early development such as its use for urban lighting.
Applications using electrical motors came later on.

We canmonly begin to speculate on the many uses of a Digital Library System. However,
several needs seem clearer than others; four of them areoutlined in Section 3. One need is to

examine and prioritize the contents of various publications which have been identified in

advance and are known to be relevant to a given worker's field. A second need is to support
computer-based design activities in which access to prior designs and their context or rationale

is essential. A third need is to support research activities which involved searching for
documents which contain relevant information and extracting critical portions for further and
possibly detailed analysis. A fourth need is to link images and text for diagnosis. Many
additional needs will undoubtedly occur to others.
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2. The Architecture of a Digital Library System

Before describing specific features of the Digital Library System, it will be helpful to review
some of the fundamental assumptions which strongly affect its design. Perhaps the most
dominant of these assumptions are that the system is distributed, heterarchical, hierarchical,
networked and strongly display-oriented. In addition, it must have an ability to interact with
other autonomous Digital Library Systems that do not adhere to its internal standards and
procedures. ’

,The rationale behind the first assumption (distribution), in: part, is that existing digital
information sources are not physically collocated and that, as a practical matter, the Digital
Library System design has to accommodate many geographically distributed components. The
distributed system design does not rule out the centralization or at least concentration of

resources where this meets pragmatic needs for minimizing operating costs, -aggregating
communications facilities, and so on. The important point is that the design forces neither
centralization nor pure decentralization but accommodates both styles.

We assume that users will access the services of the Digital Library from powerful,
geographically distributed and often locally networked workstations. This assumption places
networking at the center of the distributed architecture. Even if all the data content of the
Digital Library were centralized, its users cannot be. ' ‘ '

Distinctions between entirely different (autonomous) library systems leads to at least one level
of hierarchical structure in the architecture. Components which can interact among themselves
using an internal set o_f conventions are distinguishable from the set of components which use
an external conventions. . Distributed, decentralized but hierarchically structured computer
services seem" to be a natural consequence of the organization of the present and foreseeable
marketplace for the use of systems like the Digital Library. Computer services which cross the
jurisdictional boundaries between organizations, or even between divisions or departments of
one organization, require management structures for access control and accounting. Services
which span multiple organizations typically exhibit two or more levels of hierarchical structure
stemming from the necessity to draw boundaries around component operating and management
responsibilities.

Another rationale behind the hierarchical structure of the system is to constrain the scope of the
data management problems so that system growth does not lead to exponential amounts of
database updating and consistency checking activity. Similar motivations often impose
structure on otherwise unstructured telecommunication networks, for example.

The importance of scaling in all dimensions cannot be over-emphasized. The architecture must
scale in sizes and numbers of databases, numbers of users, numbers of components, bandwidth
of underlying data communication, varieties of archived content and variation in presentation
media and access methods. ‘
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By deliberately treating parts of the Digital Library as distinct, networked components, it
becomes possible to simplify implementations and to identify explicit protocol, management
and control interfaces required to carry out the functions of the system. Such structuring also
has the benefit of accommodating potential competition among multiple sources for the
provision of products, services and functions, which in the long run, improves user choices and
enhances the opportimities for growth of the Digital Library System.

The assumption that users will access and use the services of the Digital Library through .
powerful, display-oriented workstations is rooted partly in the observation that personal
computing and graphics-based workstation technologies are rapidly converging. As costs drop,
personal computer users tend to buy increasing capability at the same _cost, rather than spending
less to obtain previously available capabilities. Economics aside, another reason for assuming
the use of high power workstations is the need to support multi-font text, graphics, imagery
and, possibly, other modalities (sound and video for example), if the full range of potential
Digital Library services be supported. .~

Such reasoning does not rule out catering to "disadvantaged workstations," but these are treated

explicitly with the realization that there is a potential loss of fidelity, functionality, or quality of
service when accessing Digital Library services through these less capable devices.

The heterarchical assumption is motivated by the likelihood that more than one such Digital
Library System will emerge as the national and global information infrastructure evolves. In

the past, architectural designs for distributed systems often have been based on the assumption
that there is only a single, monolithic, integrated architecture. Such assumptions usually lead to
serious limitations on interactions between autonomous distributed systems and thus inhibit any
ability for them to coordinate, cooperate and interoperate. Examples of such lack of vision may
be found in many of the private and public electronic mail systems which make no provision for
addressing messages outside the domain of the specific mail system in question. The Digital
Library design specifically contemplates the existence of multiple instances of autonomously
operating Digital Library Systems requiring compatible external interfaces. Each Personal

- Library System will also comprise multiple internal components which need to interact closely.

The second assumption motivating the heterarchical design stems from a belief that useful, self-
contained, workstation-based, personal digital libraries are needed which can interoperate
seamlessly with other internal or external library components of an organizational, regional,
state or national character. The system design supports crosslinks among components at
various levels in the structure and, in fact, makes heavy use of such linkages to achieve efficient
interactions.

2.1 Overview of Major Library System Components

In the sections thatfollow, we will examine each of the major Library System components in
turn, describing their functionality and relationships with other components. Figure 2 illustrates
a'top-level view of the Digital Library System. -The rationale for the order in which these
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components are described is based on following a document [or, more generally, an object as it
makes its way into the Digital Library and is then accessed and used.

The principal components of the system are:

i) Irnport/Export Server

ii) Registration Server

iii) Indexing, Cataloging and Reference Servers
iv) Database Servers

v) Accounting and Statistics Servers

vi) Billing System

vii) Representation Transformation Servers

Aviii) Personal Library System

In addition to these eight basic components, there are two firndamental concepts which are
‘intrinsic to the interaction of these various subsystems. Theseconcepts are Knowbots and
Shared Icon Geography which are discussed in more detail in Section 3. The initial information

in the Digital Library system is assumed to be material which was originally intended to be
printed (including multi-font text, graphics, bitmapped imagery) or otherwise displayed in static
form. In addition to books, reports and periodicals, the system can include other material such
as electronic mail, VLSI designs and organization charts. However, the underlying concepts
will be easily extendable to allow more ambitious kinds of information such as holographs and
digital films. The initial formulation of the system is organized around printable information to
give the project focus and a concrete development target.

2.2 Import/Export Servers

An Irnport/Export Server acts as a primary interface between the Digital Library System and the
outside world. Contributions to and acquisitions for the Digital Library are presented through
an Import Server. The method of interaction with an Import Server forms one of the most

important interfaces in the system. An Import Server will be capable of accepting contributions
to the Library in many forms." Contributions and submissions might arrive as part of an
electronic mail message, as a--CD-ROM, as a magnetic tape, as a PC diskette or even as a
facsimile scan. The common denominator is that the information has been converted to some

definable digital fonn. One of the most important steps in the Digital Library design will be the
determination of how many and which arrival formats will be acceptable. Conversion from
analog to digital fonn, while an important consideration, is outside the scope of the library
project.

The arriving objects (e.g., documents) must come with additional information if they are to be
successfully entered into the DLS. Among other things, the Digital Library needs to know the
origin of the object (bona frdes); the owner of it (especially if any intellectual property rights are
to be accounted for); terms and conditions for use, reproduction and access (including access
control lists on an individual or organizational basis, for instance); descriptive infonnation
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which might aid in retrieval; relation to existing information in the Library (e.g., part of a
periodical series, book series, revision, etc.); and format definition.

Information which is not in a form which can be directly accepted at an Import Server will have

to be prepared by services outside the'Digital'Library (an opportunity for any number of public
agencies or private businesses). Similarly, Import Servers for particular classes of information
might be implemented and operated or sold competitively.

An Import Server extracts the information relevant to registration from the arriving submission,
packages it for processing by a Registration Server, and then forms and launches a Knowbot to

deliver it there. At this point, the simple model is to send all of the information, including the
actual submission, along with the registration Knowbot. This could prove impractical for
significant contributions such as books. An alternative is for the registration Knowbot to carry
only the information needed by a Registration Server and to carry references to the storage
facilities at an Import Server for use when the information is to be transferred and incorporated
into a database or catalogued by an Indexing, Cataloging and Reference Sewer.

An Import/Export Server also provides a basic mechanism for the equivalent of interlibrary
exchange services. It should be possible for several, otherwise distinct, Digital Library Systems
to exchange information, queries, responses and library contents. Analogous to conventional
inter-library loans, this capability is essential if the Digital Library System technology‘ is to, be
independently proliferated to support a variety of products and services. Every effort must be
made to assure that the architecture is free of the assumption that a single system is unique in
the information universe. This does not rule out the need totightly integrate some Digital
Library components into a particular coherent system, but emphasizes the need to tolerate and
accommodate diversity. '

It is not yet clear whether the inter-library exchange facility can be implemented merely as an
electronic message exchange or whether the interaction should also permit more immediate and
direct forms of Knowbot exchange. The latter may require too much context sharing or
accounting/billing and authentication mechanism to be implemented for essentially distinct
Digital Library Systems. Additional research will be required on these matters. For the present,
it is assumed that an electronic message exchange convention will be the basis for interactions
among distinct Digital Library Systems.

All such systems, if they are to interact at all, must share a common name and address space to
support message exchange. This could be provided by relying on international electronic
messaging conventions which include provision of such a common name and address space for
electronic mailboxes. ’

In addition to its import functions, an Import/Export server has the responsibility for exporting
information (objects) from the local library environment to other environments. The latter may
be other libraries or other presentation media (paper, CD-ROM, facsimile, etc.). An object may
be exported either as the result of an action taken by a user (or a Knowbot acting on behalf of a .
user) or as a consequence of a request for service imported from another library system.
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Although the inter-library exchange mechanism is assumed to be based on electronic mail,

other less general but perhaps more efficient choices are possible. Other media conversions

(e.g., to print) may have to be handled in idiosyncratic ways.

2.3 Registration Servers

Registration Server(s) are responsible for 1) receiving messages from or hosting arriving
Knowbots carrying new information (or references to new information) to be added to the

Digital Library, and 2) registering new users, sources of information (databases) or other
components newly added to the system.

One of the most important tasks of a Registration Sewer is to associate a unique identifier with
any new object in the system. Ideally, it should never be necessary to re-use any identifier; thus

the identifiers need to be allowed to increase in length. If identifiers are to be assigned by more
than one Registration Server, methods must be invoked to assure uniqueness (e.g., by prefixing
the object identifiers with Registration Server identifiers). '

A Registration Server reports the existence of a new object to the relevant Digital Library
component. If the object is a new user, this is reported to the Accounting System and to the-

Indexing, Cataloging and Reference Server(s) so that queries regarding that particular user can
be properly answered. New information to be added to the Library is likewise reported to the
Accounting system in the event that charges are to be associated with its access and use. A

Registration Server may also supply a description of the charging algorithm to be used for this

information. This might be as simple as a reference to a standard algorithm or as complex as a
program for computing use charges for the particular item. ‘

If it is readily apparent which database server(s) should house the arriving object, a Registration
Server will so inform the Indexing, Cataloging and Referencing Server(s) and direct the
Registration Knowbot to ferry the data to the appropriate Database Server. Alternatively, if the
information did not come along with the registration Knowbot, a Registration Server can form a
new Knowbot to pick up the information from the Import Server and deliver it to the
appropriate Database Servers.

Registration Servers interact directly with Indexing, Cataloging and Referencing Servers by
providing them with an instance of the object being registered. An Indexing, Cataloging and
Referencing Server detennines which database can house the object (there may be more than
one) and reports this information to the Registration Server. Other items, in addition to

documents, which require registration in the reference database include, inter alia, all intra-
library servers, users and other known Digital Library Systems.

2.4 Indexing, Cataloging and Referencing Servers

The principal function of the Indexing, Cataloging and Referencing Server(s) in the Digital
Library System is to provide global cataloging and indexing services for the reuieval of.Library
content. The system is organized to support multiple, cooperating servers. It is also planned to
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accommodate alternative, specialized Indexing, Cataloging and Referencing Servers within this
architecture to take advantage of new ideas and implementations without requiring the removal

or replacement of existing services.

An important design issue will be the control of potentially open-ended interactions between

Registration Servers and multiple Indexing, Cataloging and Referencing Servers to avoid

network congestion and deal with the resulting multiple copy database update problem. Criteria

for selecting among alternative Indexing, Cataloging and Referencing Servers must be worked
out, if several deal with the same or inter-related infonnation. It is easier to deal with the case

that knowledge about the content of the Digital Library is partitioned non-redundantly among

several multiple servers. For instance, one server might specialize in cataloging and indexing

electronic mail messages, another in books and a third in journals or other periodicals.

Alternatively, if redundancy is to be supported, it might be based on multiple, complete, copies

of identical indexing and cataloging information, rather than overlapping or partitioned

components. Maintaining a consistent set of registration database copies is an interesting
challenge in its own right.

Indexing, Cataloging and Referencing Servers are also used to locate services and users as well

as information in the Digital Library. This function has an analog in the electronic mail domain

in which name servers make it possible to find mailboxes associated with users. Search criteria
for the name servers may be as simple as first and last personal names or complex conditional

expressions, involving job titleand/or function, company name, special interests (if known),
locale and other identifying characteristics.

There are two distinct questions which can be answered by the Indexing, Cataloging and
Referencing Server when it is dealing with Library content:

0 "Here is the data, where should it be stored?"
0 "Here is the kind of data I want, where is it?"

These two functions are, in fact, very similar and require the same, base level input infonnation.
Thus, any tools developed for one function can potentially carryover to the other.

Each Indexing, Cataloginggand Referencing Server" is capable of carrying out a repertoire of
functions which can be invoked by Knowbots arriving at the Server. Knowbots arriving at a

Indexing, Cataloging and Referencing Server will usually be performing one of several specific
tasks: '

0 Cataloging/indexing of a new Library acquisition.

0 Searching for a cataloged or indexed item.

0 Collecting statistics about the content or usage of the Library.

When a new item is registered, a Knowbot is dispatched to a Indexing, Cataloging and

Referencing Server for guidance in cataloging and indexing. The arriving Knowbot carries
with it any key word or other cataloging and index terms that may have been assigned on
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publication (e.g., by the Library of Congress, the journal publisher, the author, etc.). It may also
carry the actual item content so as to support cataloging and indexing algorithms which operate
on the full "text" of the new item. Of course,_the Knowbot also carries information such as the
source (author), copygght owner (if any), International Standard Book Number (or other
identification of this type), publisher, _<_La_t_e, plicg (and time?) of publication. Both published
and unpublished works could be included.

The indexing or cataloging information may vary depending on the nature of the new item. For

example, arriving electronic mail would typically be indexed by origin, E and CC: recipients,
date and time of origin, unigue message identifier, originating mail system, subject matter, and -
depending on the Indexing, Cataloging and Referencing Server, by key words or user-provided
search temts. '

2.5 Database Servers

The design of the Digital Library System is intended to accommodate existing databases and
database services and to provide a fra.rnework for new databases organized around the concept
of Knowbotic information storage and retrieval. Database Servers bridge the gap between
already existing, database services and the Digital _Library System by providing support for .
resident and arriving Knowbots and exchange of inter—Knowbot messages." The principal tasks
of the Database Servers are: ' F

0 To accept and store new information, and

0 To house arriving Knowbots bearing queries

Some Database Servers may only provide the second of these functions as is likely to be the
case if the actual database is managed and updated essentially outside the Digital Library
System context. For database systems which are designed to operate, within the Knowbotic
paradigm of the Digital Library System, the fimctions of the Database Server may actually be
combined with the database system itself. It is possible, of course, that these functions might
still be supported by a separate Database. Server for efficiency reasons.

Another motivation for including the Database Server in the architecture is to utilize new
parallel processing technologies to speed the search and retrieval Process for both new and

existing database systems. Full text databases could be searched in their entirety at very high
speed. Coupled with the Knowbot concept, such special purpose servers could revolutionize
the utility of existing databases. To achieve this goal, it would probably be necessary to
collocate the Database Server and the database system it serves so as to provide an economical A
but very high speed interconnection between the two. For existing databases, such a specialized

_ Database Server would absorb the entire database so as to permit ultra-high speed and novel
searching algorithms to be applied independent of its pre-existing computational base.

Such an intimate link between the Database Server and the database will doubtless require both
technical and business arrangements, particularly in cases where the database is considered to

be proprietary. Where such an anangement proves infeasible, the alternative is to configure the
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Database Server so that it looks to the database as an ordinary user but provides all the of

required framework for interfacing to the Knowbots of the Digital Library System.

2.6 Accounting and Statistics Servers

The function of the Accounting and Statistics Server is to collect and store data relating to the

use of the Digital Library System and to send the accounting portion of it to the Billing Server.

Information collected by the Accounting and Statistics Server includes not only retrieval data

appropriate for billing purposes, but also statistics needed to guide operational decisions.

Examples include information needed to identify capacity problems;-profiles of information use
(e.g., to identify the need to replicate data to reduce delay or increase transaction processing

throughput); and inter-Knowbot message traffic (e.g., to determine when it would be more

efficient for a Knowbot to ‘be resident and ‘exchange messages as opposed to moving Knowbots

between a given pair of sites). I

It is important to note that more than one Accounting and Statistics Server can be incorporated

in the Digital Library both for redundancy and for load sharing. This means that any element of

the Digital Library that produces data of interest to the Accounting and Statistics Server(s) must

.be configured to know to which server the data should be sent. To increase system integrity,

the Accounting and Statistics Servers should be configured to accept data only from the

appropriate sources and to raise alarms when data arrives from an unexpected source.

Obviously, if redundancy is to be used to deal with various potential system failures, more than

one Accounting and Statistics Server needs to be configured to accept data fiom a given source

and these sources need to be configured to report to more than one Accounting and Statistics '

Server. This is a sensitive design area because the cost of sorting through multiple copies of -

accounting data collected at multiple sites is potentially very high.

The principal sources of accounting data are the Database Servers since they have direct access

to querying Knowbots and their inter-Knowbot message traffic. This information is conveyed
on a periodic basis (or based on the quantity of data accumulated) to the Accounting and

Statistics Server. Other important sources of accounting data are the Import/Export Servers

which process inter-library requests. In principle, the accounting for such queries should
originate at the appropriate Database Server, but for inter-library reconciliation, the

Import/Export Servers also capture traffic exchange infomiation and pass this to the.
Accounting and Statistics Server.

The Registration Server is another source of accounting information since the registration of a

new Library object or a new user often has accounting and pricing implications. In effect, most

of the Servers in a Digital Library can be sources of accounting or ‘statistics data, depending on

the charging policy adopted by the operator of the system. An important area for agijeement

between two Libggy Systems will be their inter-librgy pricing and reconciliation practices.

2.7 Billing System
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The Billing System generates invoices for use of the Digital Library System based on
information it gets from the Accounting and Statistics Servers. The Billing System also needs

to capture information about newly registered objects and users and may dothis either through
records sent to the Accounting and Statistics.Servers by the Registration Servers or by direct
exchange with the Registration Servers.

The details still need to be worked out, but it is possible that accounting data can be collected
and delivered as objects like any others in the Digital Library. The mechanics of billing users
and collecting revenues for service are still to be determined. By the time such a system
becomes operational, direct electronic funds transfers may be the preferred collection strategy,
but for the sake of backward compatibility, the system should also be capable of interfacing
with a conventional lockbox service. This also implies that invoices may need to be sent either
electronically (e.g., via Electronic Messaging Services) or on paper (via the postal service).

2.8 Representation Transformation Servers

The design of the Digital Library is posited on the assumption that only a few intemal standard

representations for library objects willbe required. There will be a vast degree of heterogeneity
.in the actual sources of information to be placed in the Library and an equally heterogeneous
collection of recipients with preferences as to the format of retrieved objects.

To avoid the need to build into the Database Servers the ability to accept or generate the entire
panoply of possible object representations, the Digital Library employs Representation
Transformation Servers which can accept a standard library object and convert it into any of
several output representations for delivery to a user. Similarly, objects arriving at the
Import/Export Server which are not in a standard library form_ may be converted at an
appropriate Transformation Server.

It is anticipated that Transformation Services will be a lively area for competition among
vendors of Digital Library products and services. Any number of such servers might operate
within the context of a given Digital Library. Alternatively, the developers of such software
might configure it to run in the context of a Personal Library System (see below) which would
interact externally using standard object representations but could manage conversions_
intemally using software acquired for this purpose or by means of exchanges with a
Representation Transformation Server. Although the standard library representations have yet
to be selected, a variety of potential representations into which or out of which it must be

possible to transfonn already exist and will be used wherever possible.

The Association of American Publishers have adopted a version of the Standard Generalized

Markup Language (SGML) as their preferred representation for the exchange of compound
documents. Compound documents incorporate multi—font text and graphics in addition to raster
or other bit-oriented images. If it is the case that most books and periodicals published in the
U.S. will have an SGML "form at some point in the process of preparation for publication, it
seems reasonable that the Digital Library support this form as one of its internal standards.
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In the international community, particularly in the International Standards Organization (ISO), a
representation known as Office Document Architecture (ODA) is solidifying as an international
standard. The National Science Foundation EXPRES project has adopted a version of ODA as
its preferred representation for compound documents. This choice is compatible with the
X.400 electronic messaging format recommendation of the Consultative Committee on
International Telephony and Telegraphy (CCITT). Indeed, X.400 can accommodate the
transport of either SGML or ODA encoded objects.

A third ‘representation of considerable and growing popularity in the U.S. is PostScript,
developed by Adobe Systems, which comprises an executable language capable of very detailed
descriptions of document presentation, page layout, imagery and fonts.

A fourth representation of potential interest derives from the American National Standards
Institute (ANSI) X.l2C committee which is working on standards for Electronic Data
Interchange (EDI), focusing particularly on business documents such as purchase requests,
purchase orders, bills of lading, invoices and the like. A related set of standards have been

prepared by the ANSI X.9 committee for electronic funds transfer. This representation might
be important to the Personal Library System if it is applied to tracking of personal or
organizational financial transactions. Electronic funds transfer mechanisms might also be
invoked within and between Digital Library Systems for the purpose of achieving royalty or
other compensatory payments for access to and use of the content of these systems.

A fifth representation of increasing importance is facsimile (especially Group III and Group
IV). A large number of documents are now received in that fonn and printed on thermal paper
(or plain paper), but it is not far-fetched to capture this information in digital form for storage in
the Digital Library. In the long-term, one can hope for better character recognition capability so
that facsimile scanned documents can be reconverted to ASCII or some multi-font encoding.

A There are, in addition, a large number of different word processing formats such as those used
by Wordperfect, Wordstar and Microsoft Word, to name just three. There are also numerous
proprietary document representations developed by industry. The Digital Library would relyon
the Representation Transformation Server to deal with these various proprietary document
encodings, translating them as needed into one of the several Digital Library standards.

2.9 I-’erso‘nal Library System

The Personal Library System (PLS) should satisfy two distinct needs in the architecture of the
Digital Library System. The first is to provide a basis for a completely stand alone instance of a
library system which can operate independently from the collection of other Digital Library
Systems or even components of a given DLS. The second is to interact with the other
distributed components of the DLS. Both of these requirements are treated in this section. ‘

Figure 3 illustrates an abstract view of the internal structure of a Personal Library System. The
horizontal layering shown is essentially notional. There is no attempt to portray with any
precision, the vertical relationships among components. ‘
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Figure 3 Personal Library System Structure

  

At the lowest level in the figure are the operating system and associated device and/or network

drivers. It is not necessary for a PLS to be networked but it is increasingly common to find
workstations interlinked on local area nets or at least capable of accessing dial-up
telecommunication facilities. Although for convenience and simplicity they are not shown,
included in the family of device drivers is support for common user interfacing devices such as
keyboards, displays, mice and printers. These devices may eventually include audio input and _
output facilities and special high-resolution color displays to meet the "presentation"
requirements of the contents of the library system.

The operating system will have to be capable of supporting multiple process execution. Many
examples of such systems exist but the design of the Personal Library System does not impose a
requirement to use one particular operating system. Whichever operating systems are selected,
it is essential that they have low overhead support for interprocess communication and large
scale file storage.

Transport protocols are essential when the PLS must operate as part of a larger collection of .
library systems within the DLS. In combination with the appropriate device drivers, the"
Transport Protocols enable the PLS to establish a presence in the rich networking environment
and provide an avenue for access to external library services. Examples of the kinds of
protocols which might be used include DOD TCP/IP/UDP, ISO TP/IP or other packet-oriented,
multi-vendor protocols.

At least three application-related protocols are needed in the PLS if it is tohoccupy a useful
place in a common networking environment. To handle electronic mail -services, the PLS
should supportsome kind of electronic message transport agent (MTA). This might be the
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DOD SMTP (Simple Mail Transfer Protocol), the Multimedia Messaging Protocol (MMP) or
the CCITT X.400 (Mail Handling System) protocol. To support the exchange of Knowbots
between the PLS and DLS components, a "teleponation protocol" is needed. Finally, to
support remote (or even local) message interaction between Knowbots, a "transaction protocol"
is required. The inter-Knowbot messaging accomplished by means of the transaction protocol
is distinct from the electronic mail interaction achieved using the MTA.

There is a two-fold need for the electronic mail capability in the Personal Library System. First,
the PLS should be capable of assisting users in the searching, management and manipulation of
their electronic mail. The PLS organization should attempt to accommodate this "under one
roof;" however it is entirely reasonable for MTA functions to be provided by an electronic mail
server external to the PLS but which the PLS can access to obtain copies of electronic mail
intended for the PLS user. The second reason to have access to electronic mail is to provide an
indirect, non-Knowbotic interface to external Digital Library Services. Distinct Digital Library
Systems may not be able to share a common Knowbot Operating Environment but may want or
need to exchange information. Electronic messaging technology offers one means for
achieving this objective.

The Object Repository is a facility for storing the contents of the Personal Library System. The ”
Object Repository-is supported by the services of the Filing System (File Services in Fig. 3)
which can be fairly conventional, but has its own organizational structure, access control
mechanisms, indexing, storage and retrieval primitives. In the current design, all information
stored in the Personal Library (and, in general, in the Digital Library System) is object oriented.
By this it is meant that the objects have "callable interfaces." Rather than knowing the details of
internal representation of an object, it is enough to be able to call on the object to supply-
various pieces of information (e.g., provide a bit map representation for part of a document,
provide information about the content of the object such as key words, provide infonnation
about the source of an object and so on). The representation returned from such calls does have
to be standardized, to permit Knowbots to manipulate arbitrary objects and their contents. The
motivation for this point of view is similar to the motive for the development of object oriented
languages: simplified and standardized interactions with objects while. allowing substantial
variation in internal representations. For information in prev-existing databases, Database
Servers are used to mediate and provide arriving Knowbots with an object view of the
infonnation. The concept ofKnowbots is explored in more detail in Section 3.

At the present state of design, it appears that both Knowbots and the objects they deal with can
be represented using object-oriented languages. Inter-Knowbot and Knowbot-object messaging
is mediated through the Transaction Protocol. Although it is still not determined, the
prograrmning language support illustrated in Fig. 3 may turn out to be identical for Knowbots
and objects.

There are a number of potential object-oriented languages which might serve for the
representation of objects in the Digital Library System or for the representation of Knowbots.
In the most general case, even Knowbots ought to be storable in the Digital Library as objects.
Examples of existing languages include Smalltalk, Common Lisp, Common LOOPS and C + +.

DRAFT DRAFT DRAFT DRAFT 30 DRAFT DRAFT DRAFT DRAFT

Petitioner Apple Inc. — Exhibit 1002, p. 4086



Petitioner Apple Inc. - Exhibit 1002, p. 4087

The selection of a methodology for building Knowbots and even the detennination whether an

object—oriented language is essential are two of the highest priority research questions for the
Digital Library Project to resolve.

A related representation concept called "hypermedia" or "hypertext" (a term coined by Ted A
Nelson) also needs to be taken into account. Originating with the early work of Engelbart on
the On-Line System (NLS), the notion of threading text together in multiple ways with a variety
of indexing and marking mechanisms has gained currency in the late 1980's. The notion has
been picked up and expanded upon by others (e.g., Xerox with its Notecards experiment and by
Apple with its Hypercard product for the Macintosh).

Ultimately, the Digital Library must implement methods for the creation, maintenance and
extension of a rich collection of infonnation registered in the system. Out of this will come
facilities for easy browsing and association of related information. Whether and how notions

such as hypennedia are reflected in the Knowbotic paradigm .of the Digital Library is one of the
intriguing research areas which will be exposed by the effort to construct and use. an
experimental system. ~ '

The Presentation Services subsystem concems itself with the management of user interaction
facilities and includes such functions as window management; icon, graphics and multi-font
text rendering; linking of displayed constructs with screen coordinates to aid mouse utilization;
and sound synthesis or capture. Most of these capabilities already exist and are assumed to be
available for use in the Digital Library System.

' Together, the Object Repository, Programming Language Support and Protocols subsystems
provide the primary support for the Knowbot Operating'Environment (KNOB) which is
described in Section 3. The KNOE is a collection of software which mediates the creation,
cloning, destruction, scheduling and migration of Knowbots. It provides an interface to the
various underlying support services, including inter-Knowbot messaging, Knowbot
teleportation and access to the Object Repository. Associated with the KNOE is a Natural
Language Support subsystem which is built into the environment to make more efficient the -

processing of natural language by Knowbots. Natural language processing requirements arise
from at least two sources: theucontent of objects in the Library and interactions with users.

Above the level of the KNOE and its associated natural language facilities, the PLS houses a
variety of Knowbots whose functions can be roughly classified into three categories: user
agents, library content and administrative. The Knowbots are illustrated at the top of Fig. 3,
enclosed in ellipses. The ones shown are not intended to be exhaustive but rather to suggest the
kinds of functions which would be present in a stand-alone Personal Library System. Many, if
not all, of these functions would also be needed for a PLS to operate in the even richer
environment of multiple Digital Library Systems (or even one Digital Library System or even
just another Personal Library System).

The document editing Knowbot interfaces with a user, making use of the variety of interaction
support mechanisms discussed earlier. This Knowbot is capable of creating, interacting with
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and altering objects in the Object Repository, presenting them or otherwise rendering ("playing"
in the case of audio output) their contents. The actual implementation of a compound
document editor might involve a number of Knowbots, each with specific expertise in the
manipulation of different classes of infomiation. ‘

The document searching Knowbot has knowledge of the contents of the PLS and is capable of
interacting with the user to determine what infonnation is desired. In the context of the larger
Digital Library, the document searching Knowbot must have access to knowledge about the
nature and whereabouts of non-local information. Such information, contained in the Object
Repository, might range. from precise identification of the location of a document to

information only of other Knowbots to contact to assist with the search. A consequence of
program or user interaction with the document searching Knowbot may be the creation of one
or more new Knowbots which can assist in carrying out the search. '

One of the more interesting concepts in the user interfacing part of the Digital Library is the
notion of "shared icon geography." The idea is to extend the use of icon and window style
interactions to linked three dimensional models of information space which can be shared
across multiple PLSs. Distributed Library contents can be visually represented and can be
organized in a familiar, physical, geographic or topographic fashion. Users‘ might travel from
place to place in this space, selecting objects for examination or organizing them in a new
virtual space. Object representations might be linked or stored in various places in a fictitious
information space. Search Knowbots, aided by Knowbots capable of producing three
dimensional renderings, could organize information in accordance with user requests. Thus, the
information landscape need not be uniform or constant for all users or even for the same user.

Accounting, import/export and transformation Knowbots would provide local services to the
PLS similar to those contemplated in earlier description of principal Digital Library
components with similar names. The accounting Knowbot, for instance, would keep track of
the usage of or reference to personal library contents and, through the usage reporting Knowbot
in the administrative category (see Fig. 3), identify usage for statistical or royalty reporting
purposes.

The user agent Knowbotsvdeal largely with users or on behalf of users and interact with
Knowbots in the library content and administrative categories. The library content Knowbots
assist in the registration of new objects (e.g., documents), deal with searching the local object
repository and capture statistics about the use or content of the library. The indexing and

‘ cataloging Knowbots are responsible for assisting in the search for or the installation of new
objects in the library. As objects are added to the local library, the library cartography Knowbot
keeps track of their presence. If the PLS is used to interact with other components of the
Digital Library System, the cartography Knowbot captures data about the location and nature of
these components and their content. Thus, the cartographic Knowbot can learn where to find
objects or to find information about certain topics.
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The diagnostics and backup Knowbots are tools for initiating special functional checks for

proper system operation or for assuring that information stored in a Personal Library System

can be reliably and redundantly archived.

In its Personal Library System mode, the user» registration Knowbot - is concerned with

validating a local user for purposes of access control and possibly for accounting, especially in

the case of access to information with associated usage fees. In the more general enyironment,

_ the user registration Knowbot may be needed to validate incoming requests for information or

to decide whether to host an arriving Knowbot. The Personal Library System is thus a

microcosm of the larger scale Digital Library System. 4
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3. Knowbots and Their Application

3.1 Overview

A Knowbot is an active program capable of operating in its native software environment.
Knowbots are present in each of the various components of a Digital Library System. They can
be cloned, replicated, created, destroyed, can be resident at a given host system or can move .
from one host machine to another. Knowbots communicate with each other by means of
messages. "

Knowbots act as the primary medium of communication and interaction between various major
components of the Digital Library System. They may even transport other Knowbots.
Generally, a Knowbot may be viewed as a user Knowbot or as a system Knowbot depending on
whether it directly serves an individual user or not.

A user Knowbot will accept retrieval instructions from a user and determine how best to meet
the stated requirements, perhaps by interacting with other Knowbots and ftmctional elements of

the Digital Library System. Knowbots then proceed to acquire the desired information by
accessing the appropriate parts of the library system. In carrying out this task, they may rely on
intelligent. indexing services provided by other Knowbots or perform actual text searching
where needed. ‘

One set of system Knowbots specifically attend to locally available library information. They
take requests from user Knowbots and actually retrieve the documents from storage (or
conversely store them away). Another set of system Knowbots attend to background and
administrative tasks such as diagnostics, backup and accounting.

A class of trusted Knowbots called couriers have the special responsibility to look after
selected objects on behalf of their authors or other owners of rights in the objects. A courier
may be entrusted with responsibility for an entire database or a specific document or only a
portion of it. Public domain documents which may be freely transmitted, used and copied will
not generally require courier services. However, we view this as a special case of a courier
which is passive. For purposes of this discussion, we assume that all documents are entrusted

to couriers and never appear in the library system without an accompanying courier to protect
the owner's rights. The combination of a courier and its accompanying entity (e.g., paragraph,
document, database) is controlled object in the system.

When a controlled object is provided to a user, all access to its contained entity is handled via
its courier. If the owner of the entity originally wished to charge on a per use basis, the courier
will be instructed to report such usage when it actually occurs, or to seek permissiori for use
immediately beforehand and to deny access if it cannot be granted. Should a user wish to
extract a portion of the controlled object, say for inclusion in another document, a new courier
and controlled object would be created to convey the information and to represent the owner's
potential interest in the user's new work.

DRAFT DRAFT DRAFT DRAFT 34 DRAFT DRAFT DRAFT DRAFT

Petitioner Apple Inc. — Exhibit 1002, p. 4090



Petitioner Apple Inc. - Exhibit 1002, p. 4091

Certain Knowbots have a pennanent status within each user's system and are known as resident

Knowbots. Another class of Knowbots may be spawned dynamically for the purpose of
carrying out a specific task and are deleted with the task is done. These are known as transient
Knowbots.

Both resident and transient Knowbots have equal status within the Digital Library System while
they exist. Should a resident Knowbot need to carry out a function at another site, it will cause

a transient Knowbot to be cloned for that purpose. Transient Knowbots can also be used for

system updating and for populating new user systems. In this case, they might be used as
templates for creating permanent resident Knowbots at the destination and then deleted.

Although the details of Knowbot construction and operation are not fully determined, the

structure of a Knowbot will be refined as we explore the design of the Digital Library System.

Initially, however, we envision it to behave somewhat like a cross between a Smalltalk-like

object and an expert system. Thus, we expect to use many of the attributes of object-oriented
programming and rule-based systems initially. As experience with this type of active

programming style develops, we would expect the Knowbot concept to evolve in both structure
and capability.

3.2 The Knowbot Operating Environment .

Knowbots are created, destroyed and otherwise managed by a Knowbot Operating Environment

called a KNOE. The KNOE provides the context in which Knowbots function within a Digital

Library System. It manages the system resources needed to support them and supports inter-
Knowbot communication.

A cross section of the DLS is illustrated in Figure 4. It depicts the KNOE as an annular ring and

the Knowbots as circles or spheres on its periphery. Each PLS is shown as a sector or wedge

containing a portion of the KNOE and some Knowbots. The principal components of the DLS
are also wedges in the figure. .
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Figure 4 A Cross Section of the DLS

Each principal component of the Digital Library System contributes to and participates in the
common Knowbot Operating Environment. Each local KNOE will know about all Knowbots

in its local system and selected Knowbots elsewhere in the common KNOE.

Interactions between Knowbots are mediated by the KNOE. It assists in transporting messages
‘between Knowbots in a given personal system and between systems. The KNOE will validate ‘

and authenticate messages when necessary. In a given local KNOE, any underlying message
passing capabilities of the underlying operating system will be used by the KNOE in providing
its layer of support.

Ideally, the KNOE could itself be created out of resident system Knowbots so that only a~single
architectural style is needed. However, the pragmatics of implementing the system may dictate
that portions be programmed more conventionally. This aspect will be examined carefully
during the early phases. of the program. When detailed design and implementation choices
must be made, whichever strategy (or combination) appears most desirable will be selected.

The resulting system will be designed for easy portability to other hardware and software bases.

The ease of portability will depend on the extent to which the KNOE can be transported. If
most of the KNOE is composed of Knowbots, then only a bootstrap version of the KNOE may

‘be required. This is the minimum requirement on the underlying hardware and operating
system. If the entire KNOE is conventionally programmed, the demands made on the

underlying hardware and software may be larger as well. -

3.3 Knowbots as Agents

Knowbots may themselves be nested or defined recursively by drawing on the capabilities of .
other Knowbots, including themselves. For example, there might be a Knowbot created to
handle compound documents. This, in turn might invoke separate Knowbots for handling text,
images, graphics and even electronic mail (which might itself contain a form of compound
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document). It will'be a design choice as toiwhich Knowbots are visible to the user and which
are hidden, in effect. ‘ '

The top level of Knowbot in the system is called an agent. Initially, three agents are defined in
the system. These are the user agent, the content agent and the administrative agent. Each

agent consists of a set of resident Knowbots and each may request of the KNOE to generate

transient Knowbots to assist with its work. At leut initially, new agent types must be created
outside the system.

The user agent consists of Knowbots for compound document generation and editing, document
search and retrieval, document analysis, import/export, organizational structuring, accounting
and authorization and interfacing with the user. Users deal directly with the user agent and each
of its Knowbots, in turn, deals with the other agents.

The library content agent consists of Knowbots that handle document registration, indexing and
cataloging, object storage and retrieval, storage management and icon geography, accounting
and statistics. In addition, it contains a Knowbot to interface with other agents. The content
agent is a system agent responsible for dealing directly with the object library. It receives input -
requests primarily from the user agent, but users do not communicate directly with it.

The administrative agent is concerned with tasks such 3 user registration, operations,‘
diagnostics, backup and other similar functions such as financial analysis, billing and
collection. Its main function is to support the other agents.

A typical user request for service might proceed as follows. The interface Knowbot would first

determine the user's general intent and then attempt to capture what it believes is a valid user
request. Let us assume the user wishes to retrieve a particular document but can only describe
it generally in natural language. ‘

The interface Knowbot would verify that the request was valid (this is largely research but
simple testscan be used initially) and pass it along to the search and retrieval Knowbot to

formulate a plan for satisfying the request. It might then invoke a strategy Knowbot, or a
domain Knowbot to further refine its plan and then spawn one or more transient retrieval

Knowbots. Each of these Knowbots might interact with other Knowbots to carry out its task.

If the requested document is not likely to be located in the user's personal database,‘but rather

elsewhere in the system, the retrieval Knowbot is dispatched over the intemet to other pans of
the DLS. If the document is local, the Knowbot interacts with the storage and retrieval
Knowbot in the database agent to hand off its specific task. Upon retrieval from the database,

the document is supplied to the retrieval Knowbot representingthe user agent after which it is
ultimately made availableto the user. ‘ '
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3.4 The User Interface

Knowbots have the primary responsibility for crafting the user's view of the library.- The user
conveys what he wants to see and how he would like the information presented. One or more

Knowbots may then collaborate in creating the view.

The interface to the Digital Library System is essentially visual although we do not rule out
other modalities such as sound. Knowbots as well as documents and controlled objects are
depicted as icons and both may move dynamically in certain cases. Each Knowbot is

represented by an iconic, three-dimensional symbol and its name, both of which may vary
depending on the context.

The use of visual as well as logical recursion is intrinsic to the user interface. A Knowbot may
be visible or invisible at the interface depending on its level of abstraction. For example, a
simple search Knowbot which consists of a strategy Knowbot, an execution Knowbot and a

domain Knowbot may be represented to the user as a single virtual Knowbot that does
searching or as some combination of these three. '

Knowbots collaborate to depict distributed objects in the DLS. Messages are used to convey

the necessary information from one Knowbot to another. Multiple users will also be able to
jointly participate in a joint retrieval exercise and maintain consistent views no matter which
user initiates or takes an action.

The object repository may reside at multiple locations, yet the user's view should enable a
single coherent logical representation of the objects independent of their location. Two users
collaborating in the library system should be able to share a combination of their views as a

single coherent and integrated view of the system. We refer to this aspect of the system as
shared icon geography.

One of the more important concepts in the Digital Library Systems is the idea of being able to
share object representations, including the details of iconic presentation, with other parts of the
system. For example, if a user has a Personal Library System which contains a number of

objects, it should be possible to copy the iconic representation of these objects to another
Personal Library so that two users can explore the same object space together. The resulting
"shared icon geography," which includes both the details of iconic presentation and the

‘cartographic relationship among objects, would permit groups of users to work concurrently in
a common information environment, coordinating the joint manipulation, examination and use

of portions of the Digital Library's infomtation space.

A particularly important issue is how to present retrieved information to the user when l) the
amount of it is inherently large or, equivalently, 2) when there are more than a few objects to be
presented. This is fundamentally a research issue. We plan to seek a solution compatible with
the use of shared icon geography. In addition, a simple way must be created to specify parts of
the object space to browse. Electronic messages are a particularly good set'of objects on which
to start. '
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A specific request to "find the message I received 6-8 months ago about the design of the next
generation workstation" may be too imprecise. Even if the system were told it was one or two

pages in length with unknown sender, the Knowbotmay still have to read each and every
message to find the right one, if indeed it still exists (or ever did). If a few hundred messages
should happen to fit the bill, the system might be unable to resolve the issue without first

presenting choices to the user. The key question here is how to present this information most
effectively.

As in the real world, the concept of "place" and "object" have meaning in the information space
of a Digital Library. The iconic representations of places and objects in the. Library are
essentially multi-dimensional although they would be portrayed on a screen as two-dimensional

projections of three-dimensional entities. Users interacting with iconic representations of
objects should be able to use familiar, real-world paradigms to manipulate the objects and
maneuver in the places that populate the Digital Library. '

Objects should be able to convey the notions of containment, emptiness and fullness. It should
be possible to move objects, open and close them, enter them, move about inside of them, move

other objects_ into them and so on. It should be possible to copy all or part of an object,
assuming the user has the appropriate access rights. It should also be possible to designate
portions of objects to be copied and transported elsewhere. This may be achieved by some
combination of highlighting and annotating the appropriate portions of the object. Two very
simple examples are l) selecting bibliographic information from a given text to be incorporated
automatically in a personal data base and 2) collecting information typically found in address
books such as name, address and telephone number.

The sorting and searching activities of Knowbot agents, working on behalf of one or more

cooperating users, may result in the construction of three dimensional views of iconic objects
found in the information space. Some of these representational ideas were originally explored
by N. Negroponte of MIT in the Spatial Database Management System. Others are motivated

by powerful notions of the visualization of active processes and the value of emulating common
sense real-world behavior in the artificial information environment of the Digital Library
System.

The realization of these ideas _will require the application of leading technology in high
resolution, color workstations, as well as research in powerful three—dirnensional static and
dynamic rendering metliods, and techniques used in cinematography and television production
to help "viewers" maintain context in complex visual scenes. To be effective, the user interface

to the Digital Library will have to draw upon internal models of information space and options
for navigating through it, techniques for animation, models of purposeful behavior and notions
of goals and tasks to be accomplished. In short, the strengths of nearly every aspect of
computer science, video—graphics, simulation and a.rtificial intelligence must be marshalled to
achieve the goals of the project.
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3.5 Other Applications of the Digital Library System

Four possible applications of the DLS are described below. These are referred to as the Filter-

Presenter, the Design Database Manager, the Researcher-Analyst and the Diagnostic Imager.
Each of these uses would be implemented as an agent in the system.

The Filter—Presenter aids a user who is normally burdened by too much arriving information in
the ordinary mailstream (e.g., magazines, newspapers, journals and electronic mail). If the
material can be scanned electronically by the Knowbots, the user can be presented with only
those aspects of the documentation he wishes to see. Of course, the user must first supply the
Agent with sufficient guidance to cany out its task (including how he wants to see the results
presented). Many research questions abound.

The filter may be too strong and therefore important items may be missed. Conversely, it may
be too weak and the user will still be overloaded with irrelevant information. Irrelevant

infonnation may also be produced by a strong filter and relevant infomiation missed by a weak
filter, but both cases are much less likely. '

The.Design Database Manager couples a designprogram tonan underlying database of relevant
support infonnation. It can also augment multiple design programs working collaboratively on
a common design. In the case of VLSI design, for example, the elements in the database might
be chip designs that could be used as supplements in a larger design. This could represent work
underway by a team of designers. Or it could include standard designs such as simple
microprocessors which may have limited use otherwise and could be used as pieces in a larger
state-of-the—art chip. The advantage of this approach is that a new microprocessor design is not
needed and users can be expected to be experienced in the use of existing designs for which
software is already available. Altemately, the database manager could know about blueprints
and bow to use them and assist a user in retrieving and interpreting them.

The Researcher-Analyst assists a person who would normally search through large collections
of documentation seeking specific types of information about a particular topic. It might
identify hundreds of possibly relevant items that the user would have no time to explore. This
agent could search all of them and develop information for the user depending on the nature of
his research. For example, if the researcher was concerned about the history of infrastructure,
he might ask the system to locate as many documented examples of early uses of electricity as
possible. This task might nonnally take weeks or months to accomplish manually but the agent
using the library might accomplish it in minutes or less.

The Diagnostic Irnager assists a person to find ways of binding textual or quantitative
information with imagery. A reference to or selection of a given portion of an image or chart
will automatically select the related textual information or vice—versa. This must be done in a

well defined semantic context and not merely a geometric one. .

Medical information needed to assist in patient diagnosis and evaluationcovers an extreme

range of modalities and levels of abstraction. From patient interviews to blood sample analyses
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to X-rays, CAT scans and electrocardiograms, the Diagnostician is confronted with a rich and

often perplexing array of infonnation from which must be distilled an evaluation. In the

context of the Digital Library System, the diagnostic task calls for access to a broad range of
information which may range from specific infonriation about the side effects of various dmgs
and chemicals to treatment protocols to indices of comparative medical imagery. The agent
interacting with the user and accessing and manipulating the digital library content will rely on
the use of Knowbots to transform symptomatic terms or analytic descriptions into appropriate
keys for selecting useful imagery or to aid in searching for relevant treatments.

Finally, it should be noted that the structure of the DLS as a Knowbotic system makes it well
suited for problems and applications that involve process control. A collection of Knowbots
can be spawned to carry out a process control task and the library system architecture can be ~
used to monitor its execution as if one were retrieving information from a more conventional
library. The importance of this concept is noted, but it is not elaborated on further here.

3.6. Systems of Digital Library Systems

If an integral Digital Library System were to be constructed and placed in operation, experience
predicts that evolution will result in other autonomous Digital Library Systems being generated
in the future. The specifics of each system will surely differ from those of the others, and thus .
will arise the need for communication between these different Digital Library Systems. We call
this inter-DLS communication.

4-— INTER-DLS -9 
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Figure 5 The KNOE Bracelet Model

We plan to define a language for inter-DLS communication which enables autonomous

independent Digital Library Systems to interoperate. Most likely, this language will rely
heavily on natural language as if it were supporting a normal user of either system. In this case,
however, the user would be another DLS. The exact form of this language will be developed
early in the project and will enable certain documents and requests to pass between systems.
Inter-DLS communication is illustrated in Figure 5, where each DLS is shown as a separate
bracelet on an intemet-based, distributed substrate.
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While a given DLS may be quite powerful in its own capabilities, the user should expect a more
limited set of capabilities when multiple DLSs are involved. This may be dictated by
administrative or legal restrictions dealing with enforcing copyrights as much as by technical
limitations. For example, we assume Knowbots cannot be passed between autonomous DLSs
and that certain documents may not be permitted to leave one DLS for another in digital form.
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4. Implementation Plan.

The architecture described in the previous section consists of eight significant functional
component types interacting according to a set of protocols and a methodology which is
observed by all the components. A three phase incremental development plan is presented here
to achieve the library system program objectives. We first describe the elements which will be

addressed in phase one which lasts an estimated 24 months, followed in succession by the
second and third phases which last an estimated 24 and 12 months respectively. The activities
in these various phases are described below.

4.1 Phase One

Four major tasks are presently envisioned for phase one. These are l) the Knowbot Operating
Environment, 2) the user interface, 3) populating the initial data bank for testing, and 4) Natural
Language Text Searching. In addition, activities will be pursued in parallel to refine and further
develop the overall system architecture, to explore one or more applications for the DLS and to
consider matters relating to reasonable compensation for digital access and use of intellectual
property.

4.1.1 The Knowbot Operating Environment (KNOE)

The ‘description of the KNOE, the role of Knowbots, and their activities in the KNOB was

presented in Section 3. This task will define the KNOB in detail, will develop a prototype
system and implement three simple but functional Knowbots. Two separate subprojects are
envisioned here to allow for competing views of the KNOE during this preliminary phase of the
effort and to generate a total of six fimctional Knowbots. -

The first of these two efforts, called KNOE-I, will concern itself with the issues of document

creation and entry into the Digital Library System (DLS). It will focus on the user agent side of -
the library system and will implement Knowbots for the Document Editor, the
Importer/Exporter and the Transformation Server. Using this system, documents prepared
according to one standard may be manipulated by users with access to other standards or

merged with documents prepared in other standards. The combined document will appear to the
user as if it were a single properly merged document independent of whether the representation
form of the document is changed or not. In general, the Transformation Server will convert the

internal representation of a document without affecting the representation of the original copy.
It will also insure that suitable notice is taken of the derivation of the work.

The lmporter/Exporter will utilize a conventional database to demonstrate the issues involved

with bringing new material into the Digital Library System or allowing it to migrate outside. It
will also facilitate the incorporation of electronic mail or separate objects in the library system
even if they were originally transmitted or received without any awareness of "the Digital
Library System.
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The second KNOE effort, called KNOE-II, will concern itself with retrieval of documents in the

library system and issues of management of the database itself It will focus on the content of the
library. In particular, it will implement Knowbots for search and retrieval, indexing and
cataloging and a minimal registration function. At the time of initial deposit, each document
will be cataloged and indexed for future retrieval. ‘

The search and retrieval aspect will focus primarily on interactions with the database and with .
the user to a lesser extent. In both of these efforts, experiments with cooperating Knowbots and
multiple KNOE's will be undertaken. Knowbots will move from one operating environment to
another and will cause new Knowbots to appear at the other site by message passing. These
activities will be under the overall supervision and control of the KNOE. Simple document
handling scenarios will be executed.

4.1.2. The User Interface

This effort will implement a prototype visual user interface consisting of a shared icon
geographic view of the contents of the library system and its components. 0 Two components of
the userinterface will be the icon geography system which is responsible for interacting with
the user and the libra.ry cartographic system which maps the relevant contents of the library and
interacts with the object repository. These two systems interact with each other directly.

Initially, the functionality of these systems will be explored and demonstrated. Ultimately, each
will be represented as separate Knowbots within the system, once the concept of Knowbots has
been demonstrated. '

4.1.3 Populating the Database

This effort will address those key aspects of the database having to do with personal,
organizational (inter—organizational) and public information. Initially, the focus will be on
populating an experimental database with objects that are publicly available or of organizational
interest to be used for testing. After the Database Server is developed in phase two, network
connections will be made available to existing databases.‘

We envision this effort will involve use of representation standards already in existence (or
developed in the program, if necessary) and concentrate on collection and creation of an initial

database. The equipment used will include scanners, optical character readers, and facsimile
devices. '

Public Documents - Our initial focus here will be to collect in digital form relevant standard
documents from organizations such as ANSI, CCITT, ISO, IEEE, NBS or governmental agency
pronouncements. '

Organizational - Here we plan to focus on selected. equipmentimanuals that are nominally
available to customers or for internal use. This might cover hardware, software, and procedures
for installation, use and -repair. Eventually it might include brochures, pictures and
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specification sheets as well. Another organizational focus will be to collect and represent vita‘s
of graduate researchers in the«nation's colleges and universities. This will be carried out in

cooperation with the university librarians who will each have responsibility for accurately
representing their own school.

Personal - Finally, to make this effort interesting to the research community and to motivate
some of their work, we plan to include selected research reports issued by the various
universities which are not easily available otherwise. In addition, we shall include selected

scientific and business publications based on their relevance and the willingness of the
publishers to cooperate. Candidates are AAAI, IEEE, Scientific American, and ACM on the

scientific side, and Business Week, Harvard Business Review, Fortune and Forbes on the
business side.

4.1.4 Natural Language Text Search _

This effort will focus on demonstration of the use of natural language for search and retrieval.
Initially, electronic mail will be chosen as a candidate to demonstrate retrieval based on

imprecise English requests. When an object base with actual documentation is ready in the
library, the domain will be expanded to include it as well. '

This task will entail dealing with ungrammatical writing (but will not necessitate building a
theory of such writing) and with understanding quite a bit about messages in general.
Nonetheless, the domain appears to be relatively bounded.

The Natural Language System will be structured so that it draws upon existing state of the art
technology but modifies it so that the system may be handed critical information it needs to do

its job. Ultimately, this information will be provided directly by the Knowbots. In general, the
Natural Language System will know about everyday English words. The system will receive a
lexicon of relevant specialized words and their meanings, along with any.additional helpful
information. The system shall be structured such that new grammars and basic vocabularies
may eventually be -supplied to handle other languages.

In parallel with the above activities we expect several organizations to begin work on the
development of a Personal Library System which provides user access to the library. These
efforts may be simply to interact with the external development efforts, provide one or more
individuals to work on them or begin an internal effort. ~

Throughout phase one ‘we shall -need to maintain, refine and update the architectural
specification of the library system. At critical junctures, preliminary protocol specification
documents will be produced for the critical interfaces between the principal components that
were shown in Figure 2, for representation standards as _well as for normal system capabilities
such as Knowbots. This will be a living document which shall serve as the "sheet music" for
the entire effort. ‘
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During this phase we will explore several possible applications of the Digital Library'System
along the lines indicated in Section 3.3.6. Initial designs for one or more of these efforts will

begin. We shall also explore concepts for handling the reasonable compensation of intellectual

property owners, since fragments of their as well as entire works may be involved.

4.2 Phase Two

In the second phase, we plan to begin development of a Personal Library System based on the

research efforts in the first phase. In addition, we expect several industrial organizations to

actively participate in the process so that a commercial source of the technology will ultimately
be available.

The initial system will be based on a powerful workstation with local disk,‘ scanner, printer and

high resolution display (plus mouse and of course keyboard). Eventually, it will be graphics

capable and be equipped with facsimile, low-cost personal high density storage such as a CD-

ROM, plus an acoustic subsystem (including speech) and video.- '

Research will continue on several fronts. First, the Knowbot research will be expanded to

include exchanges between Knowbots and making Knowbots work in collaboration with the

object base. This effort will include Knowbots with domain expertise and the ability to do

simple domain related problem solving.

The registration Knowbot will be fully developed and outfitted to handle users and services as

well as documents. In addition, it will be expanded to be knowledgeable about an

organizational level as well as a personal level of objects. It will also have a mechanism for

internal collection of accounting information.

Research will also be undertaken to develop a Knowbot which understands organizational

‘structure and documents associated with it. The structure of an organizational library system

will be developed and simple exchanges between organizational and personal Knowbots

explored. The Personal Library System technology will provide the basis for the organizational

system as well; only the contents of the two systems will differ. _“ ‘

The task of database population will continue as a larger and richer set of documents is added to

the object base. We expect this task to focus primarily on the more sophisticated elements of

"the existing documents such as equations, graphics and images. However, additional

documentation will be added as appropriate for the research to be conducted.

The natural language capability for text search will be improved and a user front end will be

incorporated which relies on a common body of natural language software. Experimentation"
with sample retrieval requests will take place interactively.

A Multi-Processor Database Server will be developed to access remote Database Systems.

Initial experiments will be conducted with one or more cooperative suppliers of information.
Candidates are the National Library of Medicine and Dow Jones. The Database Server will
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incorporate much of the Personal Libra.ry System software but be outfitted to operate several

orders of magnitude faster than the personal workstation and support multiple users. The server

will draw directly upon the results of the Personal Library System research and apply it to
multi-processors.

Finally, an effort will be undertaken to focus on some of the practical and administrative

considerations such as tools for billing and collection, diagnostics, back up, etc. Also, those
aspects which allow new capabilities to be added on the system to be reconfigured over time
will be included here.

Sometime during Phase Two, we expect to obtain a working prototype of the initial Digital
Library System and to begin making it available to selected members in the research

community for experimentation and as an object of research itself. In addition, the

development of one or more of the applications will be undertaken.

4.3 Phase Three

The components of the Digital Library System (DLS) will be fully integrated and a quasi-
operational DLS will be created during this phase for research purposes. The existence of the

system will serve to expand the Digital Library System to more users and a larger set of

documentation. We expect to gain operational experience and to incorporate several additional
public and private systems such as NTIS, Westlaw, Lexis/Nexis, Compuserve or Dialog.

An organizational prototype will be created working with one or more groups and experiments
with inter—organization exchanges explored. Examples of inter-organizational exchange
requirements will be developed and simple interactions canied out. These might include access
to manuals, student vita, electronic mail, or open memoranda. Acoustic Input and Output
including speech and other audible sounds will be incorporated into the user interface and

further work on the shared icon geography carried out for dealing with complex representations.
One or more applications will be substantially completed.

Finally, we assume that other concepts for a Digital Library System‘ will emerge and
. compatibility with them will be required. Hence, we will investigate the requirements for inter-

Digital Library System exchanges and will begin experimenting with such in the context of two

autonomous (but homogeneous) Digital Library Systems. '

4.4 Follow-on Plans

At this stage, an experimental Digital Library System will be ftmctioning with a small but
interesting class of documents, an initial application, a nominal class of users and an
expandable architecture. If the system performs effectively, as we expect it will, it is now a
candidate to turn into a genuine piece of infrastructure for the entire research community.

Support will be sought to expand the system and make it more widely available. A number of

possible vehicles exist to do this and we expect to create several promising alternatives for

evaluation. Assuming the financial basis for developing such a system can be madeavailable, V
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NR1 is prepared to assist in building it. If not, the technology base will be available for the
sponsors to pursue the concept by independent sales of equipment for the individual user.

, .u_;‘:'-.
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Status of this Memo

This RFC specifies an Internet standards track protocol for the
Internet community, and requests discussion and suggestions for
improvements. Please refer to the current edition of the "Internet
Official Protocol Standards" for the standardization state and status
of this protocol. Distribution of this memo is unlimited.

Abstract

This document gives an overview and specification of Version 5 of the
protocol for the Kerberos network authentication system. Version 4,
described elsewhere [1,2], is presently in production use at MIT's
Project Athena, and at other Internet sites.

Overview

Project Athena, Athena, Athena MUSE, Discuss, Hesiod, Kerberos,
Moira, and Zephyr are trademarks of the Massachusetts Institute of
Technology (MIT). No commercial use of these trademarks may be made
without prior written permission of MIT.

This RFC describes the concepts and model upon which the Kerberos
network authentication system is based. It also specifies Version 5
of the Kerberos protocol. '

The motivations, goals, assumptions, and rationale behind most design
decisions are treated cursorily; for Version 4 they are fully
described in the Kerberos portion of the Athena Technical Plan [1].
The protocols are under review, and are not being submitted for
consideration as an Internet standard at this time. Comments are

encouraged. Requests for addition to an electronic mailing list for
discussion of Kerberos, kerberos@MIT.EDU, may be addressed to
kerberos-request@MIT.EDU. This mailing list is gatewayed onto the
Usenet as the group comp.protocols.kerberos. Requests for further
information, including documents and code availability, may be sent
to info-kerberos@MIT.EDU.
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Background

The Kerberos model is based in part on Needham and Schroeder's
trusted third-party authentication protocol [3] and on modifications
suggested by Denning and Sacco [4]. The original design and
implementation of Kerberos versions 1 through 4 was the work of two
former Project Athena staff members, Steve Miller of Digital
Equipment Corporation and Clifford Neuman (now at the Information
Sciences Institute of the University of Southern California), along
with Jerome Saltzer, Technical Director of Project Athena, and
Jeffrey Schiller, MIT Campus Network Manager. Many other members of
Project Athena have also contributed to the work on Kerberos.
Version 4 is publicly available, and has seen wide use across the
Internet.

Version 5 (described in this document) has evolved from Version 4
based on new requirements and desires for features not available in
Version 4. Details on the differences between Kerberos Versions 4
and S can be found in [5].
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1. Introduction

Kerberos provides a means of verifying the identities of principals,
(e.g., a workstation user or a network server) on an open
(unprotected) network. This is accomplished without relying on
authentication by the host operating system, without basing trust on
host addresses, without requiring physical security of all the hosts
on the network, and under the assumption that packets traveling along
the network can be read, modified, and inserted at will. (Note,
however, that many applications use Kerberos' functions only upon the
initiation of a stream—based network connection, and assume the

absence of any "hijackers" who might subvert such a connection. Such
use implicitly trusts the host addresses involved.) Kerberos
performs authentication under these conditions as a trusted third-
party authentication service by using conventional cryptography,
i.e., shared secret key. (shared secret key ~ Secret and private are
often used interchangeably in the literature. In our usage, it takes
two (or more) to share a secret, thus a shared DES key is a secret
key. Something is only private when no one but its owner knows it.
Thus, in public key cryptosystems, one has a public and a private
key.)

The authentication process proceeds as follows: A client sends a
request to the authentication server (AS) requesting "credentials"
for a given server. The A5 responds with these credentials,
encrypted in the client's key. The credentials consist of 1) a
"ticket" for the server and 2) a temporary encryption key (often
called a "session key"). The client transmits the ticket (which
contains the client's identity and a copy of the session key, all
encrypted in the server's key) to the server. The session key (now
shared by the client and server) is used to authenticate the client,
and may optionally be used to authenticate the server. It may also
be used to encrypt further communication between the two parties or
to exchange a separate sub-session key to be used to encrypt further
communication.

The implementation consists of one or more authentication servers
running on physically secure hosts. The authentication servers
maintain a database of principals (i.e., users and servers) and their
secret keys. Code libraries provide encryption and implement the
Kerberos protocol. In order to add authentication to its
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transactions, a typical network application adds one or two calls to
the Kerberos library, which results in the transmission of the
necessary messages to achieve authentication.

The Kerberos protocol consists of several sub-protocols (or
exchanges). There are two methods by which a client can ask a
Kerberos server for credentials. In the first approach, the client
sends a cleartext request for a ticket for the desired server to the
AS. The reply is sent encrypted in the client's secret key. Usually
this request is for a ticket—granting ticket (TGT) which can later be
used with the ticket-granting server (TGS). In the second method,
the client sends a request to the TGS. The client sends the TGT to
the TGS in the same manner as if it were contacting any other

application server which requires Kerberos credentials. The reply is
encrypted in the session key from the TGT.

Once obtained, credentials may be used to verify the identity of the
principals in a transaction, to ensure the integrity of messages
exchanged between them, or to preserve privacy of the messages. The
application is free to choose whatever protection may be necessary.

To verify the identities of the principals in a transaction, the
client transmits the ticket to the server. Since the ticket is sent

"in the clear" (parts of it are encrypted, but this encryption
doesn't thwart replay) and might be intercepted and reused by an
attacker, additional information is sent to prove that the message
was originated by the principal to whom the ticket was issued.' This
information (called the authenticator) is encrypted in the session
key, and includes a timestamp. The timestamp proves that the message
was recently generated and is not a replay. Encrypting the
authenticator in the session key proves that it was generated by a
party possessing the session key. Since no one except the requesting
principal and the server know the session key (it is never sent over
the network in the clear) this guarantees the identity of the client.

The integrity of the messages exchanged between principals can also
be guaranteed using the session key (passed in the ticket and
contained in the credentials). This approach provides detection of
both replay attacks and message stream modification attacks. It is
accomplished by generating and transmitting a collision-proof
checksum (elsewhere called a hash or digest function) of the client's
message, keyed with the session key. Privacy and integrity of the
messages exchanged between principals can be secured by encrypting
the data to be passed using the session key passed in the ticket, and
contained in the credentials.

The authentication exchanges mentioned above require read-only access
to the Kerberos database. Sometimes, however, the entries in the
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database must be modified, such as when adding new principals or

changing a principal's key. This is done using a protocol between a
client and a third Kerberos server, the Kerberos Administration
Server (KADM). The administration protocol is not described in this
document. There is also a protocol for maintaining multiple copies of
the Kerberos database, but this can be considered an implementation
detail and may vary to support different database technologies.

1.1. Cross-Realm Operation

The Kerberos protocol is designed to operate across organizational
boundaries. A client in one organization can be authenticated to a
server in another. Each organization wishing to run a Kerberos
server establishes its own "realm". The name of the realm in which a
client is registered is part of the client's name, and can be used by
the end-service to decide whether to honor a request.

By establishing "inter-realm" keys, the administrators of two realms
can allow a client authenticated in the local realm to use its
authentication remotely (Of course, with appropriate permission the
client could arrange registration of a separately-named principal in
a remote realm, and engage in normal exchanges with that realm's
services. However, for even small numbers of clients this becomes
cumbersome, and more automatic methods as described here are
necessary). The exchange of inter-realm keys (a separate key may be
used for each direction) registers the ticket-granting service of
each realm as a principal in the other realm. A client is then able
to obtain a ticket-granting ticket for the remote realm's ticket-
granting service from its local realm. When that ticket-granting
ticket is used, the remote ticket-granting service uses the inter-
realm key (which usually differs from its own normal TGS key) to
decrypt the ticket-granting ticket, and is thus certain that it was
issued by the client's own TGS. Tickets issued by the remote ticket-
granting service will indicate to the end—service that the client was
authenticated from another realm.

A realm is said to communicate with another realm if the two realms
share an inter-realm key, or if the local realm shares an inter-realm
key with an intermediate realm that communicates with the remote
realm. An authentication path is the sequence of intermediate realms
that are transited in communicating from one realm to another.

Realms are typically organized hierarchically. Each realm shares a
key with its parent and a different key with each child. If an
inter-realm key is not directly shared by two realms, the
hierarchical organization allows an authentication path to be easily
constructed. If a hierarchical organization is not used, it may be
necessary to consult some database in order to construct an
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authentication path between realms.

Although realms are typically hierarchical, intermediate realms may
be bypassed to achieve cross-realm authentication through alternate
authentication paths (these might be established to make ’

communication between two realms more efficient). It is important
for the end-service to know which realms were transited when deciding
how much faith to place in the authentication process. To facilitate
this decision, a field in each ticket contains the names of the
realms that were involved in authenticating the client.

1.2. Environmental assumptions

Kerberos imposes a few assumptions on the environment in which it can
properly function:

+ "Denial of service" attacks are not solved with Kerberos. There
are places in these protocols where an intruder intruder can

prevent an application from participating in the proper
authentication steps. .Detection and solution of such attacks
(some of which can appear to be not-uncommon "normal" failure
modes for the system) is usually best left to the human
administrators and users.

+ Principals must keep their secret keys secret. If an intruder
somehow steals a principal's key, it will be able to masquerade
as that principal or impersonate any server to the legitimate
principal.

+ "Password guessing" attacks are not solved by Kerberos. If a
user chooses a poor password, it is possible for an attacker to
successfully mount an offline dictionary attack by repeatedly
attempting to decrypt, with successive entries from a

dictionary, messages obtained which are encrypted under a key
derived from the user's password.

+ Each host on the network must have a clock which is "loosely
synchronized" to the time of the other hosts; this
synchronization is used to reduce the bookkeeping needs of
application servers when they do replay detection. The degree
of "looseness" can be configured on a per-server basis. If the
clocks are synchronized over the network, the clock
synchronization protocol must itself be secured from network
attackers.

+ Principal identifiers are not recycled on a short-term basis. A
typical mode of access control will use access control lists
(ACLS) to grant permissions to particular principals. If a
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stale ACL entry remains for a deleted principal and the
principal identifier is reused, the new principal will inherit
rights specified in the stale ACL entry. By not re—using
principal identifiers, the danger of inadvertent access is
removed.

1.3. Glossary of terms

Below is a list of terms used throughout this document.

Authentication Verifying the claimed identity of a
principal.

Authentication header A record containing a Ticket and an
Authenticator to be presented to a
server as part of the authentication
process.

Authentication path A sequence of intermediate realms transited

Authenticator

Authorization

Capability

Kohl & Neuman

in the authentication process when
communicating from one realm to another.

A record containing information that can
be shown to have been recently generated
using the session key known only by the
client and server.

The process of determining whether a
client may use a service, which objects
the client is allowed to access, and the

type of access allowed for each.

A token that grants the bearer permission
to access an object or service. In
Kerberos, this might be a ticket whose
use is restricted by the contents of the
authorization data field, but which
lists no network addresses, together
with the session key necessary to use
the ticket.
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ciphertext

Client

Credentials

KDC

Kerberos

Plaintext

Principal

Kohl & Neuman
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The output of an encryption function.
Encryption transforms plaintext into
ciphertext.

A process that makes use of a network
service on behalf of a user. Note that
in some cases a Server may itself be a
client of some other server (e.g., a
print server may be a client of a file
server).

A ticket plus the secret session key
necessary to successfully use that
ticket in an authentication exchange.

Key Distribution Center, a network service
that supplies tickets and temporary
session keys; or an instance of that
service or the host on which it runs.
The KDC services both initial ticket and

ticket—granting ticket requests. The
initial ticket portion is sometimes
referred to as the Authentication Server
(or service). The ticket-granting
ticket portion is sometimes referred to
as the ticket-granting server (or service).

Aside from the 3-headed dog guarding
Hades, the name given to Project
Athena's authentication service, the

protocol used by that service, or the
code used to implement the authentication
service.

The input to an encryption function or
the output of a decryption function.
Decryption transforms ciphertext into
plaintext.

A uniquely named client or server
instance that participates in a-network
communication.
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Principal identifier The name used to uniquely identify each
different principal.

Seal To encipher a record containing several
fields in such a way that the fields
cannot be individually replaced without
either knowledge of the encryption key
or leaving evidence of tampering.

Secret key An encryption key shared by a principal
and the KDC, distributed outside the
bounds of the system, with a long lifetime,
In the case of a human user's

principal, the secret key is derived
from a password.

Server A particular Principal which provides a
resource to network clients.

Service A resource provided to network clients;
often provided by more than one server
(for example, remote file service).

Session key A temporary encryption key used between
two principals, with a lifetime limited
to the duration of a single login "session".

Sub-session key A temporary encryption key used between
two principals, selected and exchanged W
by the principals using the session key,
and with a lifetime limited to the duration
of a single association.

Ticket A record that helps a client authenticate
itself to a server; it contains the
client's identity, a session key, a
timestamp, and other information, all
sealed using the server's secret key.
It only serves to authenticate a client
when presented along with a fresh
Authenticator.
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2. Ticket flag uses and requests

Each Kerberos ticket contains a set of flags which are used to
indicate various attributes of that ticket. Most flags may be
requested by a client when the ticket is obtained; some are
automatically turned on and off by a Kerberos server as required.
The following sections explain what the various flags mean, and gives
examples of reasons to use such a flag.

2.1. Initial and pre-authenticated tickets

The INITIAL flag indicates that a ticket was issued using the AS
protocol and not issued based on a ticket-granting ticket.
Application servers that want to require the knowledge of a client's
secret key (e.g., a passwordchanging program) can insist that this
flag be set in any tickets they accept, and thus be assured that the
client's key was recently presented to the application client.

The PRE-AUTHENT and HW-AUTHENT flags provide addition information
about the initial authentication, regardless of whether the current
ticket was issued directly (in which case INITIAL will also be set)
or issued on the basis of a ticket-granting ticket (in which case the
INITIAL flag is clear, but the PRE-AUTHENT and HW—AUTHENT flags are
carried forward from the ticket-granting ticket).

2.2. Invalid tickets

The INVALID flag indicates that a ticket is invalid. Application
servers must reject tickets which have this flag set. A postdated
ticket will usually be issued in this form. Invalid tickets must be
validated by the KDC before use, by presenting them to the KDC in a
TGS request with the VALIDATE option specified. The KDC will only
validate tickets after their starttime has passed. The validation is
required so that postdated tickets which have been stolen before
their starttime can be rendered permanently invalid (through a hot-
list mechanism).

2.3. Renewable tickets

Applications may desire to hold tickets which can be valid for long
periods of time. However, this can expose their credentials to
potential theft for equally long periods, and those stolen
credentials would be valid until the expiration time of the
ticket(s). Simply using shortlived tickets and obtaining new ones
periodically would require the client to have long-term access to its
secret key, an even greater risk. Renewable tickets can be used to
mitigate the consequences of theft. Renewable tickets have two
"expiration times": the first is when the current instance of the
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ticket expires, and the second is the latest permissible value for an
individual expiration time. An application client must periodically
(i.e., before it expires) present a renewable ticket to the KDC, with
the RENEW option set in the KDC request. The KDC will issue a new
ticket with a new session key and a later expiration time. All other
fields of the ticket are left unmodified by the renewal process.
When the latest permissible expiration time arrives, the ticket
expires permanently. At each renewal, the KDC may consult a hot-list
to determine if the ticket had been reported stolen since its last
renewal; it will refuse to renew such stolen tickets, and thus the
usable lifetime of stolen tickets is reduced.

The RENEWABLE flag in a ticket is normally only interpreted by the
ticket—granting service (discussed below in section 3.3]. It can
usually be ignored by application servers. However, some
particularly careful application servers may wish to disallow
renewable tickets.

If a renewable ticket is not renewed by its expiration time, the KDC
will not renew the ticket. The RENEWABLE flag is reset by default,
but a client may request it be set by setting the RENEWABLE option
in the KRE_AS_REQ message. If it is set, then the renew-till field
in the ticket contains the time after which the ticket may not be
renewed.

2.4. Postdated tickets

Applications may occasionally need to obtain tickets for use much
later, e.g., a batch submission system would need tickets to be valid
at the time the batch job is serviced. However, it is dangerous to
hold valid tickets in a batch queue, since they will be on-line
longer and more prone to theft. Postdated tickets provide a way to
obtain these tickets from the KDC at job submission time, but to
leave them "dormant" until they are activated and validated by a
further request of the KDC. If a ticket theft were reported in the
interim, the KDC would refuse to validate the ticket, and the thief
would be foiled.

The MAY—POSTDATE flag in a ticket is normally only interpreted by the
ticket—granting service. It can be ignored by application servers.
This flag must be set in a ticket-granting ticket in order to issue a
postdated ticket based on the presented ticket. It is reset by
default; it may be requested by a client by setting the ALLOW-
POSTDATE option in the XRB_AS_REQ message. This flag does not allow
a client to obtain a postdated ticket-granting ticket; postdated
ticket-granting tickets can only by obtained by requesting the
postdating in the KRB_AS_REQ message. The life (endtime-starttime)
of a postdated ticket will be the remaining life of the ticket-
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granting ticket at the time of the request, unless the RENEWABLE
option is also set, in which case it can be the full life (endtime-
starttime) of the ticket-granting ticket. The KDC may limit how far
in the future a ticket may be postdated.

The POSTDATED flag indicates that a ticket has been postdated. The
application server can check the authtime field in the ticket to see
when the original authentication occurred. Some services may choose
to reject postdated tickets, or they may only accept them within a
certain period after the original authentication. When the KDC issues
a POSTDATED ticket, it will also be marked as INVALID, so that the
application client must present the ticket to the KDC to be validated
before use.

2.5. Proxiable and proxy tickets

At times it may be necessary for a principal to allow a service to
perform an operation on its behalf. The service must be able to take
on the identity of the client, but only for a particular purpose. A
principal can allow a service to take on the principal’s identity for
a particular purpose by granting it a proxy.

The PROXIABLE flag in a ticket is normally only interpreted by the
ticket-granting service. It can be ignored by application servers.
when set, this flag tells the ticket—granting server that it is OK to
issue a new ticket (but not a ticket-granting ticket) with a
different network address based on this ticket. This flag is set by
default.

This flag allows a client to pass a proxy to a server to perform a
remote request on its behalf, e.g., a print service client can give
the print server a proxy to access the client's files on a particular
file server in order to satisfy a print request.

In order to complicate the use of stolen credentials, Kerberos
tickets are usually valid from only those network addresses
specifically included in the ticket (It is permissible to request or
issue tickets with no network addresses specified, but we do not
recomend it). For this reason, a client wishing to grant a proxy
must request a new ticket valid for the network address of the
service to be granted the proxy.

The PROXY flag is set in a ticket by the TGS when it issues a
proxy ticket. Application servers may check this flag and require
additional authentication from the agent presenting the proxy in
order to provide an audit trail.

Kohl & Neuman [Page 14]

Petitioner Apple Inc. — Exhibit 1002, p. 4118



Petitioner Apple Inc. - Exhibit 1002, p. 4119

RFC 1510 Kerberos September 1993

2.6. Forwardable tickets

Authentication forwarding is an instance of the proxy case where the
service is granted complete use of the client's identity. An example
where it might be used is when a user logs in to a remote system and
wants authentication to work from that system as if the login were
local.

The FORWARDABLE flag in a ticket is normally only interpreted by the
ticket-granting service. It can be ignored by application servers.
The FORWARDABLE flag has an interpretation similar to that of the
PROXIABLE flag, except ticket-granting tickets may also be issued
with different network addresses. This flag is reset by default. but
users may request that it be set by setting the FORWARDABLE option in
the AS request when they request their initial ticket-granting
ticket.

This flag allows for authentication forwarding without requiring the
user to enter a password again. If the flag is not set, then
authentication forwarding is not permitted, but the same end result
can still be achieved if the user engages in the AS exchange with the
requested network addresses and supplies a password.

The FORWARDED flag is set by the TGS when a client presents a ticket
with the FORWARDABLE flag set and requests it be set by specifying
the FORWARDED KDC option and supplying a set of addresses for the new
ticket. It is also set in all tickets issued based on tickets with
the FORWARDED flag set. Application servers may wish to process
FORWARDED tickets differently than non-FORWARDED tickets.

2.7. Other KDC options

There are two additional options which may be set in a client's
request of the KDC. The RENEWABLE-OK option indicates that the
client will accept a renewable ticket if a ticket with the requested
life cannot otherwise be provided. If a ticket with the requested
life cannot be provided, then the KDC may issue a renewable ticket
with a renew-till equal to the the requested endtime. The value of
the renew-till field may still be adjusted by site-determined limits
or limits imposed by the individual principal or server.

The ENC-TKT-IN-SKEY option is honored only by the ticket-granting
service. It indicates that the to-be—issued ticket for the end
server is to be encrypted in the session key from the additional
ticket-granting ticket provided with the request. See section 3.3.3
for specific details.

Kohl & Neuman [Page 15]

Petitioner Apple Inc. — Exhibit 1002, p. 4119



Petitioner Apple Inc. - Exhibit 1002, p. 4120

RFC 1510 Kerberos September 1993

3. Message Exchanges

The following sections describe the interactions between network
clients and servers and the messages involved in those exchanges.

3.1. The Authentication Service Exchange

Summary

Message direction Message type Section
1. Client to Kerberos KRB_AS_REQ 5.4.1
2. Kerberos to client KRB_AS_REP or 5.4.2

KRB_ERROR 5 . 9 . 1

The Authentication Service (AS) Exchange between the client and the
Kerberos Authentication Server is usually initiated by a client when
it wishes to obtain authentication credentials for a given server but
currently holds no credentials. The client's secret key is used for
encryption and decryption. This exchange is typically used at the
initiation of a login session, to obtain credentials for a Ticket-
Granting Server, which will subsequently be used to obtain
credentials for other servers (see section 3.3) without requiring
further use of the client's secret key. This exchange is also used
to request credentials for services which must not be mediated
through the Ticket—Granting Service, but rather require a principal’s
secret key, such as the password-changing service. (The password-
changing request must not be honored unless the requester can provide
the old password (the user's current secret key). Otherwise, it
would be possible for someone to walk up to an unattended session and
change another user's password.) This exchange does not by itself
provide any assurance of the the identity of the user. (To
authenticate a user logging on to a local system, the credentials
obtained in the AS exchange may first be used in a TGS exchange to
obtain credentials for a local server. Those credentials must then
be verified by the local server through successful completion of the
Client/Server exchange.)

The exchange consists of two messages: KRB_AS_REQ from the client to
Kerberos, and KRB_AS_REP or KRB_ERROR in reply. The formats for these
messages are described in sections 5.4.1, 5.4.2, and 5.9.1.

In the request, the client sends (in cleartext) its own identity and
the identity of the server for which it is requesting credentials.
The response, KRB_AS_REP, contains a ticket for the client to present
to the server, and a session key that will be shared by the client
and the server. The session key and additional information are
encrypted in the client's secret key. The KRB_AS_REP message
contains information which can be used to detect replays, and to
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associate it with the message to which it replies. Various errors
can occur; these are indicated by an error response (KRB_ERROR)
instead of the KRB_AS_REP response. The error message is not
encrypted. The KRB_ERROR message also contains information which can
be used to associate it with the message to which it replies. The
lack of encryption in the KRB_ERROR message precludes the ability to
detect replays or fabrications of such messages.

In the normal case the authentication server does not know whether
the client is actually the principal named in the request. It simply
sends a reply without knowing or caring whether they are the same.
This is acceptable because nobody but the principal whose identity
was given in the request will be able to use the reply. Its critical
information is encrypted in that principal's key. The initial
request supports an optional field that can be used to pass
additional information that might be needed for the initial exchange.
This field may be used for preauthentication if desired, but the
mechanism is not currently specified.

3.1.1. Generation of KRB_AS_REQ message

The client may specify a number of options in the initial request.
Among these options are whether preauthentication is to be performed;
whether the requested ticket is to be renewable, proxiable, or
forwardable; whether it should be postdated or allow postdating of
derivative tickets; and whether a renewable ticket will be accepted
in lieu of a non—renewable ticket if the requested ticket expiration
date cannot be satisfied by a nonrenewable ticket (due to
configuration constraints; see section 4). See section A.1 for
pseudocode.

The client prepares the KRB_AS_REQ message and sends it to the KDC.

3.1.2. Receipt of KRB_As_REQ message

If all goes well, processing the KRB_AS_REQ message will result in
the creation of a ticket for the client to present to the server.
The format for the ticket is described in section 5.3.1. The
contents of the ticket are determined as follows.

3.1.3. Generation of KRB_AS_REP message

The authentication server looks up the client and server principals
named in the KRB_AS_REQ in its database, extracting their respective
keys. If required, the server pre-authenticates the request, and if
the pre—authentication check fails, an error message with the code
KDC_ERR_PREAUTH_FAILED is returned. If the server cannot accommodate
the requested encryption type, an error message with code
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KDC_ERR_ETYPE_NOSUPP is returned. Otherwise it generates a "random"
session key ("Random“ means that, among other things, it should be
impossible to guess the next session key based on knowledge of past
session keys. This can only be achieved in a pseudo-random number
generator if it is based on cryptographic principles. It would be
more desirable to use a truly random number generator, such as one
based on measurements of random physical phenomena.).

If the requested start time is absent or indicates a time in the
past, then the start time of the ticket is set to the authentication
server's current time. If it indicates a time in the future, but the
POSTDATED option has not been specified, then the error
KDC_ERR_CANNOT_POSTDATE is returned. Otherwise the requested start
time is checked against the policy of the local realm (the
administrator might decide to prohibit certain types or ranges of
postdated tickets), and if acceptable, the ticket's start time is set
as requested and the INVALID flag is set in the new ticket. The
postdated ticket must be validated before use by presenting it to the
KDC after the start time has been reached.

The expiration time of the ticket will be set to the minimum of the
following:

+The expiration time (endtime) requested in the KRB_AS_REQ
message.

+The ticket’s start time plus the maximum allowable lifetime
associated with the client principal (the authentication
server's database includes a maximum ticket lifetime field
in each principal's record; see section 4).

+The ticket's start time plus the maximum allowable lifetime
associated with the server principal.

+The ticket's start time plus the maximum lifetime set by
the policy of the local realm.

If the requested expiration time minus the start time (as determined
above) is less than a site—determined minimum lifetime, an error
message with code KDC_ERR_NEVER_VALID is returned. If the requested
expiration time for the ticket exceeds what was determined as above,
and if the "RENEWABLE-OK" option was requested, then the "RENEWABLE"
flag is set in the new ticket, and the renew—till value is set as if
the "RENEWABLE" option were requested (the field and option names are
described fully in section 5.4.1). If the RENEWABLE option has been
requested or if the RENEWABLE-OK option has been set and a renewable
ticket is to be issued, then the renew—till field is set to the
minimum of:
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+Its requested value.

+The start time of the ticket plus the minimum of the two
maximum renewable lifetimes associated with the principals’
database entries.

+The start time of the ticket plus the maximum renewable
lifetime set by the policy of the local realm.

The flags field of the new ticket will have the following options set
if they have been requested and if the policy of the local realm
allows : FORWARDABLE, MAY-POSTDATE, POSTDATED , PROXIABLE , RENEWABLE .
If the new ticket is postdated (the start time is in the future), its
INVALID flag will also be set.

If all of the above succeed, the server formats a KRB_AS_REP message
(see section 5.4.2), copying the addresses in the request into the
caddr of the response, placing any required pre-authentication data
into the padata of the response, and encrypts the ciphertext part in
the client's key using the requested encryption method, and sends it
to the client. See section A.2 for pseudocode.

3.1.4. Generation of KRB_ERROR message

Several errors can occur, and the Authentication Server responds by
returning an error message, KRB_ERROR, to the client, with the
error—code and e-text fields set to appropriate values. The error

message contents and details are described in Section 5.9.1.

3.1.5. Receipt of KRB_AS_REP message

If the reply message type is KRB_As_REP, then the client verifies
that the cname and crealm fields in the cleartext portion of the
reply match what it requested. If any padata fields are present.
they may be used to derive the proper secret key to decrypt the
message. The client decrypts the encrypted part of the response
using its secret key, verifies that the nonce in the encrypted part
matches the nonce it supplied in its request (to detect replays). It
also verifies that the sname and srealm in the response match those
in the request, and that the host address field is also correct. It
then stores the ticket, session key, start and expiration times, and
other information for later use. The key-expiration field from the
encrypted part of the response may be checked to notify the user of
impending key expiration (the client program could then suggest
remedial action, such as a password change). See section A.3 for
pseudocode.

Proper decryption of the KRB_As_REP message is not sufficient to
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verify the identity of the user; the user and an attacker could
cooperate to generate a KRB_AS_REP format message which decrypts
properly but is not from the proper KDC. If the host wishes to
verify the identity of the user, it must require the user to present
application credentials which can be verified using a securely-stored
secret key. If those credentials can be verified, then the identity
of the user can be assured.

3.1.6. Receipt of KRB_ERROR message

If the reply message type is KRE_ERROR, then the client interprets it
as an error and performs whatever application—specific tasks are
DECESSBFY CO IECOVEI .

3.2. The Client/Server Authentication Exchange

Summary

Message direction Message type Section
Client to Application server KRB_AP_REQ 5.5.1
[optional] Application server to client KRB_AP_REP or 5.5.2

KRB_ERROR 5.9.1

The client/server authentication (CS) exchange is used by network
applications to authenticate the client to the server and vice versa.
The client must have already acquired credentials for the server
using the AS or TGS exchange.

3.2.1. The KRB_AP_REQ message

The KRB_AP_REQ contains authentication information which should be
part of the first message in an authenticated transaction. It
contains a ticket, an authenticator, and some additional bookkeeping
information (see section 5.5.1 for the exact format). The ticket by
itself is insufficient to authenticate a client, since tickets are
passed across the network in c1eartext(Tickets contain both an
encrypted and unencrypted portion, so cleartext here refers to the
entire unit, which can be copied from one message and replayed in
another without any cryptographic skil1.), so the authenticator is
used to prevent invalid replay of tickets by proving to the server
that the client knows the session key of the ticket and thus is
entitled to use it. The KRB_AP_REQ message is referred to elsewhere
as the "authentication header."

3.2.2. Generation of a KRB_AP_REQ message

when a client wishes to initiate authentication to a server, it
obtains (either through a credentials cache, the As exchange, or the
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TGS exchange) a ticket and session key for the desired service. The
client may re—use any tickets it holds until they expire. The client
then constructs a new Authenticator from the the system time, its
name, and optionally an application specific checksum, an initial
sequence number to be used in KRB_SAFE or KRB_PRIV messages, and/or a
session subkey to be used in negotiations for a session key unique to
this particular session. Authenticators may not be re-used and will
be rejected if replayed to a server (Note that this can make
applications based on unreliable transports difficult to code
correctly, if the transport might deliver duplicated messages. In
such cases, a new authenticator must be generated for each retry.).
If a sequence number is to be included, it should be randomly chosen
so that even after many messages have been exchanged it is not likely
to collide with other sequence numbers in use.

The client may indicate a requirement of mutual authentication or the
use of a session-key based ticket by setting the appropriate flag(s)
in the ap-options field of the message.

The Authenticator is encrypted in the session key and combined with
the ticket to form the KRB_AP_REQ message which is then sent to the
end server along with any additional application-specific
information. See section A.9 for pseudocode.

3.2.3. Receipt of KRB_AP_REQ message

Authentication is based on the server's current time of day (clocks
must be loosely synchronized), the authenticator, and the ticket.
Several errors are possible. If an error occurs, the server is
expected to reply to the client with a KRB_ERROR message. This
message may be encapsulated in the application protocol if its "raw"
form is not acceptable to the protocol. The format of error messages
is described in section 5.9.1.

The algorithm for verifying authentication information is as follows.
If the message type is not KRB_AP_REQ, the server returns the
KRB_AP_ERR_MSG_TYPE error. If the key version indicated by the Ticket
in the KRB_AP_REQ is not one the server can use (e.g., it indicates
an old key, and the server no longer possesses a copy of the old
key), the KRB_AP_ERR_BADKEYVER error is returned. If the USE-
SESSION-KEY flag is set in the ap-options field, it indicates to the
server that the ticket is encrypted in the session key from the
server's ticket-granting ticket rather than its secret key (This is
used for user-to-user authentication as described in [6]). Since it
is possible for the server to be registered in multiple realms, with
different keys in each, the srealm field in the unencrypted portion
of the ticket in the KRB_AP_REQ is used to specify which secret key
the server should use to decrypt that ticket. The KRB_AP_ERR_NOKEY
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error code is returned if the server doesn't have the proper key to
decipher the ticket.

The ticket is decrypted using the version of the server's key
specified by the ticket. If the decryption routines detect a
modification of the ticket (each encryption system must provide

safeguards to detect modified ciphertext; see section 6), the
KRB_AP_ERR_BAD_INTEGRITY error is returned (chances are good that
different keys were used to encrypt and decrypt).

The authenticator is decrypted using the session key extracted from
the decrypted ticket. If decryption shows it to have been modified,
the KRB_AP_ERR_BAD_INTEGRITY error is returned. The name and realm
of the client from the ticket are compared against the same fields in
the authenticator. If they don't match, the KRB_AP_ERR_BADMATCH
error is returned (they might not match, for example, if the wrong
session key was used to encrypt the authenticator). The addresses in
the ticket (if any) are then searched for an address matching the
operating-system reported address of the client. If no match-is
found or the server insists on ticket addresses but none are present
in the ticket, the KRB_AP_ERR_BADADDR error is returned.

If the local (server) time and the client time in the authenticator
differ by more than the allowable clock skew (e.g., 5 minutes), the
KRB_AP_ERR_SKEW error is returned. If the server name, along with
the client name, time and microsecond fields from the Authenticator
match any recently-seen such tuples, the KRB_AP_ERR_REPEAT error is
returned (Note that the rejection here is restricted to
authenticators from the same principal to the same server. Other
client principals communicating with the same server principal should
not be have their authenticators rejected if the time and microsecond
fields happen to match some other client's authenticator.). The
server must remember any authenticator presented within the allowable
clock skew, so that a replay attempt is guaranteed to fail. If a
server loses track of any authenticator presented within the
allowable clock skew, it must reject all requests until the clock
skew interval has passed. This assures that any lost or re—played
authenticators will fall outside the allowable clock skew and can no
longer be successfully replayed (If this is not done, an attacker
could conceivably record the ticket and authenticator sent over the
network to a server, then disable the client's host, pose as the
disabled host, and replay the ticket and authenticator to subvert the
authentication.). If a sequence number is provided in the
authenticator, the server saves it for later use in processing

KRB_SAFE and/or KRB_PRIV messages. If a subkey is present, the
server either saves it for later use or uses it to help generate its
own choice for a subkey to be returned in a KRB_AP_REP message.
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The server computes the age of the ticket: local (server) time minus
the start time inside the Ticket. If the start time is later than
the current time by more than the allowable clock skew or if the
INVALID flag is set in the ticket, the KRB_AP_ERR_TKT_NYV error is
returned. Otherwise, if the current time is later than end time by
more than the allowable clock skew, the KRB_AP_ERR_TKT_EXPIRED error
is returned.

If all these checks succeed without an error, the server is assured
that the client possesses the credentials of the principal named in
the ticket and thus, the client has been authenticated to the server.
See section A.10 for pseudocode.

3.2.4. Generation of a KRB_AP_REP message

Typically, a client's request will include both the authentication
information and its initial request in the same message, and the
server need not explicitly reply to the KRB_AP_REQ. However, if
mutual authentication (not only authenticating the client to the
server, but also the server to the client) is being performed, the
KRB_AP_REQ message will have MUTUAL—REQUIRED set in its ap—options
field, and a KRB_AP_REP message is required in response. As with the
error message, this message may be encapsulated in the application
protocol if its "raw" form is not acceptable to the application's
protocol. The timestamp and microsecond field used in the reply must
be the client's timestamp and microsecond field (as provided in the
authenticator). [Note: In the Kerberos version 4 protocol, the
timestamp in the reply was the client's timestamp plus one. This is
not necessary in version 5 because version 5 messages are formatted
in such a way that it is not possible to create the reply by
judicious message surgery (even in encrypted form) without knowledge
of the appropriate encryption keys.) If a sequence number is to be
included, it should be randomly chosen as described above for the
authenticator. A subkey may be included if the server desires to
negotiate a different subkey. The KRB_AP_REP message is encrypted in
the session key extracted from the ticket. See section A.11 for
pseudocode.

3.2.5. Receipt of KRB_AP_REP message

If a KRB_AP_REP message is returned, the client uses the session key
from the credentials obtained for the server (Note that for

encrypting the KRB_AP_REP message, the sub-session key is not used,
even if present in the Authenticator.) to decrypt the message, and
verifies that the timestamp and microsecond fields match those in the
Authenticator it sent to the server. If they match, then the client
is assured that the server is genuine. The sequence number and subkey
(if present) are retained for later use. See section A.12 for
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pseudocode.

3.2.6. Using the encryption key

After the KRB_AP_REQ/KRB_AP_REP exchange has occurred, the client and
server share an encryption key which can be used by the application.
The "true session key" to be used for KRB_PRIV, KRB_SAFE, or other
application-specific uses may be chosen by the application based on
the subkeys in the KRB_AP_REP message and the authenticator
(Implementations of the protocol may wish to provide routines to
choose subkeys based on session keys and random numbers and to
orchestrate a negotiated key to be returned in the KRB_AP_REP
message.). In some cases, the use of this session key will be
implicit in the protocol; in others the method of use must be chosen
from a several alternatives. We leave the protocol negotiations of
how to use the key (e.g., selecting an encryption or checksum type)
to the application programmer; the Kerberos protocol does not
constrain the implementation options.

with both the one-way and mutual authentication exchanges, the peers
should take care not to send sensitive information to each other

without proper assurances. In particular, applications that require
privacy or integrity should use the KRB_AP_REP or KRB_ERROR responses
from the server to client to assure both client and server of their

peer's identity. If an application protocol requires privacy of its
messages, it can use the KRB_PRIV message (section 3.5). The KRB_SAFE
message (section 3.4) can be used to assure integrity.

3.3. The Ticket-Granting Service (TGS) Exchange

Sumary

Message direction Message type Section
1. Client to Kerberos KRB_TGS_REQ 5.4.1
2. Kerberos to client KRB_TGS_REP or 5.4.2

KRB_ERROR 5 . 9 . 1

The TGS exchange between a client and the Kerberos Ticket-Granting
Server is initiated by a client when it wishes to obtain
authentication credentials for a given server (which might be

registered in a remote realm), when it wishes to renew or validate an
existing ticket, or when it wishes to obtain a proxy ticket. In the
first case, the client must already have acquired a ticket for the
Ticket-Granting Service using the AS exchange (the ticket-granting
ticket is usually obtained when a client initially authenticates to
the system, such as when a user logs in). The message format for the
TGS exchange is almost identical to that for the AS exchange. The
primary difference is that encryption and decryption in the TGS
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exchange does not take place under the client's key. Instead, the
session key from the ticket-granting ticket or renewable ticket, or
sub—session key from an Authenticator is used. As is the case for
all application servers, expired tickets are not accepted by the TGS,
so once a renewable or ticket-granting ticket expires, the client
must use a separate exchange to obtain valid tickets.

The TGS exchange consists of two messages: A request (KRB_TGS_REQ)
from the client to the Kerberos Ticket-Granting Server, and a reply

(KRB_TGS_REP or KRB_ERROR). The KRB_TGS_REQ message includes
information authenticating the client plus a request for credentials.
The authentication information consists of the authentication header

(KRB_AP_REQ) which includes the client's previously obtained ticket-
granting, renewable, or invalid ticket. In the ticket—granting
ticket and proxy cases, the request may include one or more of: a
list of network addresses, a collection of typed authorization data
to be sealed in the ticket for authorization use by the application
server, or additional tickets (the use of which are described later).
The TGS reply (KRB_TGS_REP) contains the requested credentials,
encrypted in the session key from the ticket—granting ticket or
renewable ticket, or if present, in the subsession key from the
Authenticator (part of the authentication header). The KRB_ERROR
message contains an error code and text explaining what went wrong.
The KRB_ERROR message is not encrypted. The KRB_TGS_REP message
contains information which can be used to detect replays, and to
associate it with the message to which it replies. The KRB_ERROR
message also contains information which can be used to associate it
with the message to which it replies, but the lack of encryption in
the KRB_ERROR message precludes the ability to detect replays or
fabrications of such messages.

3.3.1. Generation of KRB_TGS_REQ message

Before sending a request to the ticket-granting service, the client
must determine in which realm the application server is registered
[Note: This can be accomplished in several ways. It might be known
beforehand (since the realm is part of the principal identifier), or
it might be stored in a nameserver. Presently, however, this
information is obtained from a configuration file. If the realm to
be used is obtained from a nameserver. there is a danger of being
spoofed if the nameservice providing the realm name is not ‘
authenticated. This might result in the use of a realm which has
been compromised, and would result in an attacker's ability to
compromise the authentication of the application server to the
client.]. If the client does not already possess a ticket—granting
ticket for the appropriate realm, then one must be obtained. This is
first attempted by requesting a ticket-granting ticket for the
destination realm from the local Kerberos server (using the
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KRB_TGS_REQ message recursively). The Kerberos server may return a
TGT for the desired realm in which case one can proceed.

Alternatively, the Kerberos server may return a TGT for a realm which
is "closer" to the desired realm (further along the standard
hierarchical path), in which case this step must be repeated with a
Kerberos server in the realm specified in the returned TGT. If
neither are returned, then the request must be retried with a
Kerberos server for a realm higher in the hierarchy. This request
will itself require a ticket-granting ticket for the higher realm
which must be obtained by recursively applying these directions.

Once the client obtains a ticket-granting ticket for the appropriate
realm, it determines which Kerberos servers serve that realm, and
contacts one. The list might be obtained through a configuration file
or network service; as long as the secret keys exchanged by realms
are kept secret, only denial of service results from a false KerberosSEIVEI .

As in the AS exchange, the client may specify a number of options in
the KRB_TGS_REQ message. The client prepares the KRB_TGS_REQ
message, providing an authentication header as an element of the
padata field, and including the same fields as used in the KRB_As_REQ
message along with several optional fields: the enc-authorization-
data field for application server use and additional tickets required
by some options.

In preparing the authentication header, the client can select a sub-
session key under which the response from the Kerberos server will be
encrypted (If the client selects a sub—session key, care must be
taken to ensure the randomness of the selected subsession key. One

approach would be to generate a random number and XOR it with the
session key from the ticket—granting ticket.). If the sub—session key
is not specified, the session key from the ticket-granting ticket
will be used. If the enc-authorization-data is present, it must be

encrypted in the sub—session key, if present, from the authenticator
portion of the authentication header, or if not present in the
session key from the ticket-granting ticket.

Once prepared, the message is sent to a Kerberos server for the
destination realm. See section A.5 for pseudocode.

3.3.2. Receipt of KRB_TGS_REQ message

The KRB_TGS_REQ message is processed in a manner similar to the
KRB_AS_REQ message, but there are many additional checks to be
performed. First, the Kerberos server must determine which server
the accompanying ticket is for and it must select the appropriate key
to decrypt it. For a normal KRB_TGS_REQ message, it will be for the
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ticket granting service, and the TGS's key will be used. If the TGT
was issued by another realm, then the appropriate inter-realm key
must be used. If the accompanying ticket is not a ticket granting
ticket for the current realm, but is for an application server in the
current realm, the RENEW, VALIDATE, or PROXY options are specified in
the request, and the server for which a ticket is requested is the
server named in the accompanying ticket, then the KDC will decrypt
the ticket in the authentication header using the key of the server
for which it was issued. If no ticket can be found in the padata
field, the KDC_ERR_PADATA_TYPE_NOSUPP error is returned.

Once the accompanying ticket has been decrypted, the user-supplied
checksum in the Authenticator must be verified against the contents
of the request, and the message rejected if the checksums do not
match (with an error code of KRB_AP_ERR_MODIFIED) or if the checksum
is not keyed or not collision—proof (with an error code of
KRB_AP_ERR_INAPP_CKSUM). If the checksum type is not supported, the
KDC_ERR_SUMTYPE_NOSUPP error is returned. If the authorization-data
are present, they are decrypted using the sub-session key from the
Authenticator.

If any of the decryptions indicate failed integrity checks, the
IG2B__AP_ER.R_BAD_INTEGRI'I'Y error is returned.

3.3.3. Generation of KRB_TGS_REP message

The KRB_TGS_REP message shares its format with the KRB_AS_REP
(KRB_KDC_REP), but with its type field set to KRB_TGS_REP. The
detailed specification is in section 5.4.2.

The response will include a ticket for the requested server. The
Kerberos database is queried to retrieve the record for the requested
server (including the key with which the ticket will be encrypted).
If the request is for a ticket granting ticket for a remote realm,
and if no key is shared with the requested realm, then the Kerberos
server will select the realm "closest" to the requested realm with
which it does share a key, and use that realm instead. This is the
only case where the response from the KDC will be for a different
server than that requested by the client.

By default, the address field, the client's name and realm, the list
of transited realms, the time of initial authentication. the
expiration time, and the authorization data of the newly-issued
ticket will be copied from the ticket-granting ticket (TGT) or
renewable ticket. If the transited field needs to be updated, but
the transited type is not supported, the KDC_ERR_TRTYPE_NOSUPP error
is returned.
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If the request specifies an endtime, then the endtime of the new
ticket is set to the minimum of (a) that request, (b) the endtime
from the TGT, and (c) the starttime of the TGT plus the minimum of
the maximum life for the application server and the maximum life for
the local realm (the maximum life for the requesting principal was
already applied when the TGT was issued). If the new ticket is to be
a renewal, then the endtime above is replaced by the minimum of (a)
the value of the renew_til1 field of the ticket and (b) the starttime
for the new ticket plus the life (endtimestarttime) of the old
ticket.

If the FORWARDED option has been requested, then the resulting ticket
will contain the addresses specified by the client. This option will
only be honored if the FORWARDABLE flag is set in the TGT. The PROXY
option is similar; the resulting ticket will contain the addresses
specified by the client. It will be honored only if the PROXIABLE
flag in the TGT is set. The PROXY option will not be honored on
requests for additional ticket-granting tickets.

If the requested start time is absent or indicates a time in the
past, then the start time of the ticket is set to the authentication
server's current time. If it indicates a time in the future, but the
POSTDATED option has not been specified or the MAY—POSTDATE flag is
not set in the TGT, then the error KDC_ERR_CANNOT_POSTDATE is
returned. Otherwise, if the ticket-granting ticket has the
MAYPOSTDATE flag set, then the resulting ticket will be postdated and
the requested starttime is checked against the policy of the local
realm. If acceptable, the ticket's start time is set as requested,
and the INVALID flag is set. The postdated ticket must be validated
before use by presenting it to the KDC after the starttime has been
reached. However, in no case may the starttime, endtime, or renew-
till time of a newly-issued postdated ticket extend beyond the
renew—till time of the ticket-granting ticket.

If the ENC-TKT-IN-SKEY option has been specified and an additional
ticket has been included in the request, the KDC will decrypt the
additional ticket using the key for the server to which the
additional ticket was issued and verify that it is a ticket-granting
ticket. If the name of the requested server is missing from the
request, the name of the client in the additional ticket will be
used. Otherwise the name of the requested server will be compared to
the name of the client in the additional ticket and if different, the
request will be rejected. If the request succeeds, the session key
from the additional ticket will be used to encrypt the new ticket
that is issued instead of using the key of the server for which the
new ticket will be used (This allows easy implementation of user—to-
user authentication [6], which uses ticket-granting ticket session
keys in lieu of secret server keys in situations where such secret
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keys could be easily compromised.).

If the name of the server in the ticket that is presented to the KDC
as part of the authentication header is not that of the ticket-
granting server itself, and the server is registered in the realm of
the KDC, If the RENEW option is requested, then the KDC will verify
that the RENEWABLE flag is set in the ticket and that the renew_till
time is still in the future. If the VALIDATE option is rqeuested,
the KDC will check that the starttime has passed and the INVALID flag
is set. If the PROXY option is requested, then the KDC will check
that the PROXIABLE flag is set in the ticket. If the tests succeed,
the KDC will issue the appropriate new ticket.

whenever a request is made to the ticket-granting server, the
presented ticket(s) is(are) checked against a hot-list of tickets
which have been canceled. This hot-list might be implemented by

storing a range of issue dates for "suspect tickets"; if a presented
ticket had an authtime in that range, it would be rejected. In this
way, a stolen ticket-granting ticket or renewable ticket cannot be
used to gain additional tickets (renewals or otherwise) once the
theft has been reported. Any normal ticket obtained before it was
reported stolen will still be valid (because they require no
interaction with the KDC), but only until their normal expiration
time.

The ciphertext part of the response in the KRB_TGS_REP message is
encrypted in the sub—session key from the Authenticator, if present,
or the session key key from the ticket-granting ticket. It is not
encrypted using the client's secret key. Furthermore, the client's
key's expiration date and the key version number fields are left out
since these values are stored along with the client's database
record, and that record is not needed to satisfy a request based on a
ticket-granting ticket. See section A.6 for pseudocode.

3.3.3.1. Encoding the transited field

If the identity of the server in the TGT that is presented to the KDC
as part of the authentication header is that of the ticket-granting
service, but the TGT was issued from another realm, the KDC will look
up the inter-realm key shared with that realm and use that key to
decrypt the ticket. If the ticket is valid, then the KDC will honor
the request, subject to the constraints outlined above in the section
describing the As exchange. The realm part of the client's identity
will be taken from the ticket-granting ticket. The name of the realm
that issued the ticket-granting ticket will be added to the transited
field of the ticket to be issued. This is accomplished by reading
the transited field from the ticket-granting ticket (which is treated
as an unordered set of realm names), adding the new realm to the set,

Kohl & Neuman [Page 29]

Petitioner Apple Inc. — Exhibit 1002, p. 4133



Petitioner Apple Inc. - Exhibit 1002, p. 4134

RFC 1510 Kerberos September 1993

then constructing and writing out its encoded (shorthand) form (this
may involve a rearrangement of the existing encoding).

Note that the ticket-granting service does not add the name of its
own realm. Instead, its responsibility is to add the name of the
previous realm. This prevents a malicious Kerberos server from
intentionally leaving out its own name (it could, however, omit other
realms’ names).

The names of neither the local realm nor the principal's realm are to
be included in the transited field. They appear elsewhere in the
ticket and both are known to have taken part in authenticating the

principal. Since the endpoints are not included, both local and
single-hop inter—realm authentication result in a transited field
that is empty.

Because the name of each realm transited is added to this field,
it might potentially be very long. To decrease the length of this
field, its contents are encoded. The initially supported encoding is
optimized for the normal case of inter—realm comunication: a
hierarchical arrangement of realms using either domain or x.5oo style
realm names. This encoding (called DOMAIN—X500-COMPRESS) is now
described.

Realm names in the transited field are separated by a ",“. The “,",
"\", trailing "."s, and leading spaces (" ") are special characters,
and if they are part of a realm name, they must be quoted in the
transited field by preceding them with a "\“.

A realm name ending with a ".“ is interpreted as being prepended to
the previous realm. For example, we can encode traversal of EDU,
MIT.EDU, ATHENA.MIT.EDU, WASHINGTON.EDU, and CS.WASHINGTON.EDU as:

"EDU,MIT.,ATHENA.,WASHINGTON.EDU,CS.".

Note that if ATHENA.MIT.EDU, or CS.WASHINGTON.EDU were endpoints,
that they would not be included in this field, and we would have:

"EDU,MIT.,WASHINGTON.EDU"

A realm name beginning with a "/" is interpreted as being appended to
the previous realm (For the purpose of appending, the realm preceding
the first listed realm is considered to be the null realm ("")). If
it is to stand by itself, then it should be preceded by a space ("
"). For example, we can encode traversal of /COM/HP/APOLLO, /COM/HP,
/COM, and /COM/DEC as:

"/COM,/HP,/APOLLO, /COM/DEC“.
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Like the example above, if /COM/HP/APOLLO and /COM/DEC are endpoints,
they they would not be included in this field, and we would have:

“/COM,/HP"

A null subfield preceding or following a "," indicates that all
realms between the previous realm and the next realm have been
traversed (For the purpose of interpreting null subfields, the
client's realm is considered to precede those in the transited field,
and the server's realm is considered to follow them.). Thus, ","
means that all realms along the path between the client and the
server have been traversed. ",EDU, /COM," means that that all realms
from the client's realm up to EDU (in a domain style hierarchy) have
been traversed, and that everything from /COM down to the server's
realm in an x.5oo style has also been traversed. This could occur if
the EDU realm in one hierarchy shares an inter—realm key directly
with the /COM realm in another hierarchy.

3.3.4. Receipt of KRB_TGS_REP message

When the KRB_TGS_REP is received by the client, it is processed in
the same manner as the KRB_AS_REP processing described above. The
primary difference is that the ciphertext part of the response must
be decrypted using the session key from the ticket-granting ticket
rather than the client's secret key. See section A.7 for pseudocode.

3.4. The KRE_SAFE Exchange

The KRB_SAFE message may be used by clients requiring the ability to
detect modifications of messages they exchange. It achieves this by
including a keyed collisionproof checksum of the user data and some
control information. The checksum is keyed with an encryption key
(usually the last key negotiated via subkeys, or the session key if
no negotiation has occured).

3.4.1. Generation of a KRB_SAFE message

When an application wishes to send a KRE_SAFE message, it collects
its data and the appropriate control information and computes a
checksum over them. The checksum algorithm should be some sort of
keyed one—way hash function (such as the RSA-M5-DES checksum
algorithm specified in section 6.4.5, or the DES MAC), generated
using the sub-session key if present, or the session key. Different
algorithms may be selected by changing the checksum type in the
message. Unkeyed or non—collision-proof checksums are not suitable
for this use.

The control information for the KRB_SAFE message includes both a

Kohl & Neuman . [Page 31]

Petitioner Apple Inc. — Exhibit 1002, p. 4135



Petitioner Apple Inc. - Exhibit 1002, p. 4136

RFC 1510 Kerberos September 1993

timestamp and a sequence number. The designer of an application
using the KRB_SAFE message must choose at least one of the two
mechanisms. This choice should be based on the needs of the
application protocol.

Sequence numbers are useful when all messages sent will be received
by one's peer. Connection state is presently required to maintain
the session key, so maintaining the next sequence number should not
present an additional problem.

If the application protocol is expected to tolerate lost messages
without them being resent, the use of the timestamp is the
appropriate replay detection mechanism. Using timestamps is also the
appropriate mechanism for multi-cast protocols where all of one's
peers share a common sub—session key, but some messages will be sent
to a subset of one's peers.

After computing the checksum, the client then transmits the
information and checksum to the recipient in the message format
specified in section 5.6.1.

3.4.2. Receipt of KRB_SAFE message

when an application receives a KRB_SAFE message, it verifies it as
follows. If any error occurs, an error code is reported for use by
the application.

The message is first checked by verifying that the protocol version
and type fields match the current version and KRB_SAFE, respectively.
A mismatch generates a KRB_AP_ERR_BADVERSION or KRB_AP_ERR_MSG_TYPE
error. The application verifies that the checksum used is a
collisionproof keyed checksum, and if it is not, a
KRB_AP_ERR_INAPP_CKSUM error is generated. The recipient verifies
that the operating system's report of the sender's address matches
the sender's address in the message, and (if a recipient address is
specified or the recipient requires an address) that one of the
recipient's addresses appears as the recipient's address in the
message. A failed match for either case generates a
KRB_AP_ERR_BADADDR error. Then the timestamp and usec and/or the
sequence number fields are checked. If timestamp and usec are
expected and not present, or they are present but not current, the
KRB_AP_ERR_sKEw error is generated. If the server name, along with
the client name, time and microsecond fields from the Authenticator
match any recently—seen such tuples, the KRE_AP_ERR_REPEAT error is
generated. If an incorrect sequence number is included, or a
sequence number is expected but not present, the KRB_AP_ERR_BADoRDER
error is generated. If neither a timestamp and usec or a sequence
number is present, a KRB_AP_ERR_NODIFIED error is generated.
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Finally, the checksum is computed over the data and control
information, and if it doesn't match the received checksum, a

KRB_AP_ERR_MODIFIED error is generated.

If all the checks succeed, the application is assured that the
message was generated by its peer and was not modified in transit.

3.5. The KRB_PRIV Exchange

The KRB_PRIV message may be used by clients requiring confidentiality
and the ability to detect modifications of exchanged messages. It
achieves this by encrypting the messages and adding control
information.

3.5.1. Generation of a KRB_PRIV message

when an application wishes to send a KRB_PRIV message, it collects
its data and the appropriate control information (specified in
section 5.7.1) and encrypts them under an encryption key (usually the
last key negotiated via subkeys, or the session key if no negotiation
has occured). As part of the control information, the client must
choose to use either a timestamp or a sequence number (or both); see
the discussion in section 3.4.1 for guidelines on which to use.
After the user data and control information are encrypted, the client
transmits the ciphertext and some "envelope" information to the
recipient.

3.5.2. Receipt of KRB_PRIV message

when an application receives a KRB_PRIV message, it verifies it as
follows. If any error occurs, an error code is reported for use by
the application.

The message is first checked by verifying that the protocol version
and type fields match the current version and KRB_PRIV, respectively.
A mismatch generates a KRB_AP_ERR_BADVERSION or KRB_AP_ERR_MSG_TYPE
error. The application then decrypts the ciphertext and processes
the resultant plaintext. If decryption shows the data to have been
modified, a KRE_AP_ERR_EAD_INTEGRITY error is generated. The
recipient verifies that the operating system's report of the sender's
address matches the sender's address in the message, and (if a
recipient address is specified or the recipient requires an address)
that one of the recipient's addresses appears as the recipient's
address in the message. A failed match for either case generates a
KRB_AP_ERR_BADADDR error. Then the timestamp and usec and/or the
sequence number fields are checked. If timestamp and usec are
expected and not present, or they are present but not current, the
KRB_AP_ERR_SKEW error is generated. If the server name, along with
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the client name, time and microsecond fields from the Authenticator
match any recently-seen such tuples, the KRB_AP_ERR_REPEAT error is
generated. If an incorrect sequence number is included, or a
sequence number is expected but not present, the KRB_AP_ERR_BADORDER
error is generated. If neither a timestamp and usec or a sequence
number is present, a KRB_AP_£RR_MODIFIED error is generated.

If all the checks succeed, the application can assume the message was

generated by its peer, and was securely transmitted (without
intruders able to see the unencrypted contents).

3.6. The KRB_CRED Exchange

The KRB_CRED message may be used by clients requiring the ability to
send Kerberos credentials from one host to another. It achieves this
by sending the tickets together with encrypted data containing the
session keys and other information associated with the tickets.

3.6.1. Generation of a KRB_CRED message

when an application wishes to send a KRB_CRED message it first (using
the KRB_TGS exchange) obtains credentials to be sent to the remote
host. It then constructs a KRB_CRED message using the ticket or
tickets so obtained, placing the session key needed to use each
ticket in the key field of the corresponding KrbCredInfo sequence of
the encrypted part of the the KRB_CRED message.

Other information associated with each ticket and obtained during the
KRB_TGS exchange is also placed in the corresponding KrbCredInfo
sequence in the encrypted part of the KRB_CRED message. The current
time and, if specifically required by the application the nonce, 5-
address, and raddress fields, are placed in the encrypted part of the
KRB_CRED message which is then encrypted under an encryption key
previosuly exchanged in the KRB_AP exchange (usually the last key
negotiated via subkeys, or the session key if no negotiation has
occured).

3.6.2. Receipt of KRB_CRED message

when an application receives a KRB_CRED message, it verifies it. If
any error occurs, an error code is reported for use by the
application. The message is verified by checking that the protocol
version and type fields match the current version and KRE_CRED,
respectively. A mismatch generates a KRB_AP_ERR_BADVERSION or
KRB_AP_ERR_MsG_TYPE error. The application then decrypts the
ciphertext and processes the resultant plaintext. If decryption shows
the data to have been modified, a KRB_AP_ERR_BAD_INTEGRITY error is
generated. '
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If present or required, the recipient verifies that the operating
system's report of the sender's address matches the sender's address
in the message, and that one of the recipient's addresses appears as
the recipient's address in the message. A failed match for either
case generates a KRB_AP_ERR_BADADDR error. The timestamp and usec
fields (and the nonce field if required) are checked next. If the
timestamp and usec are not present, or they are present but not
current, the KRB_AP_ERR_SKEw error is generated.

If all the checks succeed, the application stores each of the new
tickets in its ticket cache together with the session key and other
information in the corresponding Krbcredlnfo sequence from the
encrypted part of the KRB_CRED message.

4. The Kerberos Database

The Kerberos server must have access to a database containing the
principal identifiers and secret keys of principals to be
authenticated (The implementation.of the Kerberos server need not
combine the database and the server on the same machine; it is

feasible to store the principal database in, say, a network name
service, as long as the entries stored therein are protected from
disclosure to and modification by unauthorized parties. However, we
recomend against such strategies, as they can make system management
and threat analysis quite complex.).

4.1. Database contents

A database entry should contain at least the following fields:

Field Value

name Principal's identifier
key Principal's secret key
p_kvno Principal's key version
max_life Maximum lifetime for Tickets
max_renewable_life Maximum total lifetime for renewableTickets

The name field is an encoding of the principal's identifier. The key
field contains an encryption key. This key is the principal's secret
key. (The key can be encrypted before storage under a Kerberos
"master key" to protect it in case the database is compromised but
the master key is not. In that case, an extra field must be added to
indicate the master key version used, see below.) The p_kvno field is
the key version number of the principal's secret key. The max_life
field contains the maximum allowable lifetime (endtime - starttime)

for any Ticket issued for this principal. The max_renewable_life
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field contains the maximum allowable total lifetime for any renewable
Ticket issued for this principal. (See section 3.1 for a description
of how these lifetimes are used in determining the lifetime of a
given Ticket.)

A server may provide KDC service to several realms, as long as the
database representation provides a mechanism to distinguish between
principal records with identifiers which differ only in the realmname .

when an application server's key changes, if the change is routine
(i.e., not the result of disclosure of the old key), the old key
should be retained by the server until all tickets that had been
issued using that key have expired. Because of this, it is possible
for several keys to be active for a single principal. Ciphertext
encrypted in a principal's key is always tagged with the version of
the key that was used for encryption, to help the recipient find the
proper key for decryption.

when more than one key is active for a particular principal, the
principal will have more than one record in the Kerberos database.
The keys and key version numbers will differ between the records (the
rest of the fields may or may not be the same). Whenever Kerberos
issues a ticket, or responds to a request for initial authentication,
the most recent key (known by the Kerberos server) will be used for
encryption. This is the key with the highest key version number.

4.2. Additional fields

Project Athena's KDC implementation uses additional fields in its
database:

Field Value

K kvno Kerberos’ key version
expiration Expiration date for entry
attributes Bit field of attributes

mod_date Timestamp of last modification
mod_name Modifying principal's identifier

The K_kvno field indicates the key version of the Kerberos master key
under which the principal's secret key is encrypted.

After an entry's expiration date has passed. the KDC will return an
error to any client attempting to gain tickets as or for the
principal. (A database may want to maintain two expiration dates:
one for the principal, and one for the principal's current key. This
allows password aging to work independently of the principal's
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expiration date. However, due to the limited space in the responses,
the KDC must combine the key expiration and principal expiration date
into a single value called "key_exp", which is used as a hint to the
user to take administrative action.) '

The attributes field is a bitfield used to govern the operations
involving the principal. This field might be useful in conjunction
with user registration procedures, for site-specific policy
implementations (Project Athena currently uses it for their user
registration process controlled by the system-wide database service,
Moira [7]). or to identify the "string to key" conversion algorithm
used for a principal's key. (See the discussion of the padata field
in section 5.4.2 for details on why this can be useful.) other bits
are used to indicate that certain ticket options should not be
allowed in tickets encrypted under a principal's key (one hit each):
Disallow issuing postdated tickets, disallow issuing forwardable
tickets, disallow issuing tickets based on TGT authentication,
disallow issuing renewable tickets, disallow issuing proxiable
tickets, and disallow issuing tickets for which the principal is the
server .

The mod_date field contains the time of last modification of the
entry, and the mod_name field contains the name of the principal
which last modified the entry.

4.3. Frequently Changing Fields

Some KDC implementations may wish to maintain the last time that a
request was made by a particular principal. Information that might
be maintained includes the time of the last request, the time of the
last request for a ticket-granting ticket, the time of the last use
of a ticket-granting ticket, or other times. This information can
then be returned to the user in the last—req field (see section 5.2).

Other frequently changing information that can be maintained is the
latest expiration time for any tickets that have been issued using
each key. This field would be used to indicate how long old keys
must remain valid to allow the continued use of outstanding tickets.

4.4. Site Constants

The KDC implementation should have the following configurable
constants or options, to allow an administrator to make and enforce
policy decisions:

+ The minimum supported lifetime (used to determine whether the
KDC_ERR_NEVER_VALID error should be returned). This constant
should reflect reasonable expectations of round-trip time to the

Kohl & Neuman . [Page 37]

Petitioner Apple Inc. — Exhibit 1002, p. 4141



Petitioner Apple Inc. - Exhibit 1002, p. 4142

arc 1510 Kerberos September 1993

KDC, encryption/decryption time, and processing time by the client
and target server, and it should allow for a minimum "useful"
lifetime.

+ The maximum allowable total (renewable) lifetime of a ticket

(renew_till - starttime).

+ The maximum allowable lifetime of a ticket (endtime - starttime).

+ Whether to allow the issue of tickets with empty address fields

(including the ability to specify that such tickets may only be
issued if the request specifies some authorization_data).

+ Whether proxiable, forwardable, renewable or post-datable tickets
are to be issued.

5. Message Specifications

The following sections describe the exact contents and encoding of
protocol messages and objects. The ASN.1 base definitions are
presented in the first subsection. The remaining subsections specify
the protocol objects (tickets and authenticators) and messages.
Specification of encryption and checksum techniques, and the fields
related to them, appear in section 6.

5.1. ASN.1 Distinguished Encoding Representation

All uses of ASN.1 in Kerberos shall use the Distinguished Encoding

Representation of the data elements as described in the X.509
specification, section 8.7 [8].

5.2. ASN.1 Base Definitions

The following ASN.1 base definitions are used in the rest of this
section. Note that since the underscore character (_) is not

permitted in ASN.1 names, the hyphen (-) is used in its place for the
purposes of ASN.1 names.

Realm ::= Generalstring

PrincipalName = SEQUENCE {
name—type[O] INTEGER,
name-string[1] SEQUENCE OF Generalstring

}

Kerberos realms are encoded as Generalstrings. Realms shall not
contain a character with the code 0 (the ASCII NUL). Most realms

will usually consist of several components separated by periods (.).
in the style of Internet Domain Names, or separated by slashes (/) in
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the style of X.S0O names. Acceptable forms for realm names are
specified in section 7. A PrincipalName is a typed sequence of
components consisting of the following sub-fields:

name~type This field specifies the type of name that follows.
Pre-defined values for this field are

specified in section 7.2. The name-type should be
treated as a hint. Ignoring the name type, no two
names can be the same (i.e., at least one of the

components, or the realm, must be different).
This constraint may be eliminated in the future.

name-string This field encodes a sequence of components that
form a name, each component encoded as a General
String. Taken together, a PrincipalName and a Realm
form a principal identifier. Most Principa1Names
will have only a few components (typically one or two).

GeneralizedTime

-- Specifying UTC time zone (Z)

KerberosTime ::

The timestamps used in Kerberos are encoded as GeneralizedTimes. An
encoding shall specify the UTC time zone (Z) and shall not include
any fractional portions of the seconds. It further shall not include
any separators. Example: The only valid format for UTC time 6
minutes, 27 seconds after 9 pm on 6 November 1985 is 19B51106210627Z.

HostAddress = SEQUENCE {
addr-type[0] INTEGER,
address[1] OCTET STRING

}

HostAddresses = SEQUENCE OF SEQUENCE {
addr-type[0] INTEGER,
address[1] OCTET STRING

The host adddress encodings consists of two fields:

addr-type This field specifies the type of address that
follows. Pre-defined values for this field are

specified in section 8.1.

address This field encodes a single address of type addr—type.

The two forms differ slightly. HostAddress contains exactly one
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address; HostAddresses contains a sequence of possibly many
addresses.

AuthorizationData = SBQUBNCB or SEQUENCE {
ad-type(0] INTEGER,
ad-data[1] OCTET STRING

ad-data This field contains authorization data to be

interpreted according to the value of the
corresponding ad-type field.

ad-type This field specifies the format for the ad-data
subfield. All negative values are reserved for
local use. Non-negative values are reserved for
registered use.

BIT STRING {
reserved(O).
use-session—key(1),
mutual-required(2)

APOpt ions : :

BIT STRING {
reserved(O),
forwardable(1),
forwarded(2),
proxiable(3),
proxy(4).
may-postdate(5),
postdated(6),
inva1id(7),
renewab1e(8),
initial(9),
pre—authent(10).
hw-authent(11)

TicketF1ags

}

KDCOptions
I)

BIT STRING {
reserved(O),
forwardab1e(1),
forwarded(2),

proxiable(3),
proxy(4).
allow-postdate(5),
postdated(6),
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unused7(7).
renewable(8),
unused9(9),
unused10(10).
unused11(11),
renewable—ok(27),
enc—tkt-in—skey(28),
renew(30),
va1idate(31)

LastReq ::= SEQUENCE OF SEQUENCE {
lr—type[0] INTEGER,
lr-value[1] KerberosTime

lr-type This field indicates how the following lr-value
field is to be interpreted. Negative values indicate
that the information pertains only to the
responding server. Non-negative values pertain to
all servers for the realm.

If the lr—type field is zero (0), then no information
is conveyed by the lr-value subfield. If the
absolute value of the lr-type field is one (1),
then the lr-value subfield is the time of last
initial request for a TGT. If it is two (2), then
the lr-value subfield is the time of last initial
request. If it is three (3), then the lr-value
subfield is the time of issue for the newest
ticket—granting ticket used. If it is four (4),
then the lr-value subfield is the time of the last
renewal. If it is five (5), then the lr-value
subfield is the time of last request (of any
type).

lr-value This field contains the time of the last request.
The time must be interpreted according to the contents
of the accompanying lr—type subfield.

See section 6 for the definitions of Checksum, ChecksumType,
Encryptednata. Encryptionxey, EncryptionType, and KeyType.
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5.3. Tickets and Authenticators

This section describes the format and encryption parameters for
tickets and authenticators. when a ticket or authenticator is
included in a protocol message it is treated as an opaque object.

5.3.1. Tickets

A ticket is a record that helps a client authenticate to a service.
A Ticket contains the following information:

Ticket = [APPLICATION 11 SEQUENCE (
tkt—vno[0] INTEGER,
realm[1] Realm,
sname[2] PrincipalName,
enc-part[3] EncryptedData

)
-- Encrypted part of ticket
EncTicketPart ::= [APPLICATION 31 SEQUENCE {

flags[0] TicketFlags,
key[1] Encryptionxey,
crealm[2] Realm,
cname[3] PrincipalName,
transited[4] TransitedEncoding,
authtime[5] KerberosTime,
starttime[6] KerberosTime OPTIONAL,
endtime[7] KerberosTime,
renew-till[8] KerberosTime OPTIONAL,
caddr[9] HostAddresses OPTIONAL,
authorization-data[1D] AuthorizationData OPTIONAL

)
-- encoded Transited field

TransitedEncoding ::= SEQUENCE {
tr-type[0] INTEGER, -- must be registered
contents[1] OCTET STRING

The encoding of EncTicketPart is encrypted in the_key shared by
Kerberos and the end server (the server's secret key). See section 6
for the format of the ciphertext.

tkt-vno This field specifies the version number for the ticket
format. This document describes version number 5.

realm This field specifies the realm that issued a ticket. It
also serves to identify the realm part of the server's
principal identifier. Since a Kerberos server can only
issue tickets for servers within its realm, the two will
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always be identical.

sname This field specifies the name part of the server's
identity.

enc—part This field holds the encrypted encoding of the
EncTicketPart sequence.

flags This field indicates which of various options were used or
requested when the ticket was issued. It is a bit-field,
where the selected options are indicated by the bit being
set (1), and the unselected options and reserved fields
being reset (0). Bit O is the most significant bit. The
encoding of the bits is specified in section 5.2. The
flags are described in more detail above in section 2. The
meanings of the flags are:

Bit(s) Name Description

0 RESERVED Reserved for future expansion of this
field.

1 FORWARDABLE The FORWARDAELE flag is normally only
interpreted by the TGS, and can be
ignored by end servers. when set,
this flag tells the ticket-granting
server that it is OK to issue a new

ticket- granting ticket with a
different network address based on

the presented ticket.

2 FORWARDED when set, this flag indicates that
the ticket has either been forwarded
or was issued based on authentication

involving a forwarded ticket-granting
ticket.

3 PROXIABLE The PROXIABLE flag is normally only
interpreted by the TGS, and can be
ignored by end servers. The PROXIABLE
flag has an interpretation identical
to that of the FORWARDABLE flag,
except that the PROXIABLE flag tells
the ticket-granting server that only
non— ticket-granting tickets may be
issued with different network
addresses.
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when set, this flag indicates that a
ticket is a proxy.

PROXY

MAY-POSTDATE The MAY-POSTDATE flag is normally
only interpreted by the TGS, and can
be ignored by end servers. This flag
tells the ticket—granting server that
a post— dated ticket may be issued
based on this ticket-granting ticket.

POSTDATED This flag indicates that this ticket
has been postdated. The end-service
can check the authtime field to see
when the original authentication
occurred.

This flag indicates that a ticket is
invalid, and it must be validated by
the KDC before use. Application
servers must reject tickets which
have this flag set.

INVALID

The RENEWABLE flag is normally only
interpreted by the TGS, and can
usually be ignored by end servers
(some particularly careful servers

may wish to disallow renewable
tickets). A renewable ticket can be
used to obtain a replacement ticket
that expires at a later date.

RENEWABLE

This flag indicates that this ticket
was issued using the AS protocol, and
not issued based on a ticket—granting
ticket.

INITIAL

PRE—AUTHENT This flag indicates that during
‘ initial authentication, the client

was authenticated by the KDC before a
ticket was issued. The strength of

the preauthentication method is not
indicated, but is acceptable to the
KDC.

This flag indicates that the protocol
employed for initial authentication
required the use of hardware expected
to be possessed solely by the named

HW—AUTHENT
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client. The hardware authentication
method is selected by the KDC and the
strength of the method is not
indicated.

12-31 RESERVED Reserved for future use.

key This field exists in the ticket and the KDC response and is
used to pass the session key from Kerberos to the
application server and the client. The field's encoding is
described in section 6.2.

crealm This field contains the name of the realm in which the
client is registered and in which initial authentication
took place.

cname This field contains the name part of the client's principal
identifier.

transited This field lists the names of the Kerberos realms that took

part in authenticating the user to whom this ticket was
issued. It does not specify the order in which the realms
were transited. See section 3.3.3.1 for details on how
this field encodes the traversed realms.

authtime This field indicates the time of initial authentication for
the named principal. It is the time of issue for the
original ticket on which this ticket is based. It is
included in the ticket to provide additional information to
the end service, and to provide the necessary information
for implementation of a ‘hot list’ service at the KDC. An
end service that is particularly paranoid could refuse to
accept tickets for which the initial authentication
occurred "too far" in the past.

This field is also returned as part of the response from
the KDC. when returned as part of the response to initial
authentication (KRB_AS_REP), this is the current time on
the Kerberos server (It is NOT recommended that this time
value be used to adjust the workstation's clock since the
workstation cannot reliably determine that such a

KRB_AS_REP actually came from the proper KDC in a timely
manner.).

starttime This field in the ticket specifies the time after which the
ticket is valid. Together with endtime, this field
specifies the life of the ticket. If it is absent from
the ticket, its value should be treated as that of the
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authtime field.

endtime This field contains the time after which the ticket will
not be honored (its expiration time). Note that individual
services may place their own limits on the life of a ticket
and may reject tickets which have not yet expired. As
such, this is really an upper bound on the expiration time
for the ticket.

renew-till This field is only present in tickets that have the
RENEWABLE flag set in the flags field. It indicates the
maximum endtime that may be included in a renewal. It can
be thought of as the absolute expiration time for the
ticket, including all renewals.

caddr This field in a ticket contains zero (if omitted) or more

(if present) host addresses. These are the addresses from
which the ticket can be used. If there are no addresses,

the ticket can be used from any location. The decision
by the KDC to issue or by the end server to accept zero-
address tickets is a policy decision and is left to the
Kerberos and end—service administrators; they may refuse to
issue or accept such tickets. The suggested and default
policy, however, is that such tickets will only be issued
or accepted when additional information that can be used to
restrict the use of the ticket is included in the

authorization_data field. Such a ticket is a capability.

Network addresses are included in the ticket to make it
harder for an attacker to use stolen credentials. Because
the session key is not sent over the network in cleartext,
credentials can't be stolen simply by listening to the
network; an attacker has to gain access to the session key
(perhaps through operating system security breaches or a
careless user's unattended session) to make use of stolen
tickets. '

It is important to note that the network address from which
a connection is received cannot be reliably determined.
Even if it could be, an attacker who has compromised the
client's workstation could use the credentials from there.

Including the network addresses only makes it more
difficult, not impossible, for an attacker to walk off with
stolen credentials and then use them from a "safe"
location.
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authorization-data The authorization-data field is used to pass
authorization data from the principal on whose behalf a
ticket was issued to the application service. If no
authorization data is included, this field will be left
out. The data in this field are specific to the end
service. It is expected that the field will contain the
names of service specific objects, and the rights to those
objects. The format for this field is described in section
5.2. Although Kerberos is not concerned with the format of
the contents of the subfields, it does carry type
information (ad-type).

By using the authorization_data field, a principal is able
to issue a proxy that is valid for a specific purpose. For
example, a client wishing to print a file can obtain a file
server proxy to be passed to the print server. By
specifying the name of the file in the authorization_data
field, the file server knows that the print server can only
use the client's rights when accessing the particular file
to be printed.

It is interesting to note that if one specifies the
authorization-data field of a proxy and leaves the host
addresses blank, the resulting ticket and session key can
be treated as a capability. See [9] for some suggested
uses of this field.

The authorization-data field is optional and does not have
to be included in a ticket.

5.3.2. Authenticators

An authenticator is a record sent with a ticket to a server to

certify the client's knowledge of the encryption key in the ticket,
to help the server detect replays, and to help choose a "true session
key" to use with the particular session. The encoding is encrypted
in the ticket's session key shared by the client and the server:

-- Unencrypted authenticator
Authenticator : := [APPLICATION 2] SEQUENCE {

authenticator—vno[0] INTEGER,
crea1m[1] Realm,
cname[2] PrincipalName,
cksum[3] Checksum OPTIONAL,
cusec[4] INTEGER,
ctime[5] KerberosTime,
subkey[6] Encryptionxey OPTIONAL,
seq-number [7] INTEGER OPTIONAL,
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authorization—data[8] AuthorizationData OPTIONAL
}

authenticator-vno This field specifies the version number for the
format of the authenticator. This document specifies
version 5.

crealm and cname These fields are the same as those described for the
ticket in section 5.3.1.

cksum This field contains a checksum of the the application data
that accompanies the KRB_AP_REQ.

cusec This field contains the microsecond part of the client's
timestamp. Its value (before encryption) ranges from 0 to
999999. It often appears along with ctime. The two fields
are used together to specify a reasonably accurate
timestamp.

ctime This field contains the current time on the client's host.

subkey This field contains the client's choice for an encryption
key which is to be used to protect this specific
application session. Unless an application specifies
otherwise, if this field is left out the session key from
the ticket will be used.

seq-number This optional field includes the initial sequence number
to be used by the KRB_PRIV or KRB_SAFE messages when
sequence numbers are used to detect replays (It may also be
used by application specific messages). When included in
the authenticator this field specifies the initial sequence
number for messages from the client to the server. When
included in the AP-REP message, the initial sequence number
is that for messages from the server to the client. when
used in KRB_PRIV or KRB_sAFE messages, it is incremented by
one after each message is sent.

For sequence numbers to adequately support the detection of
replays they should be non—repeating, even across
connection boundaries. The initial sequence number should
be random and uniformly distributed across the full space

of possible sequence numbers, so that it cannot be guessed
by an attacker and so that it and the successive sequence
numbers do not repeat other sequences.
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authorization-data This field is the same as described for the ticket

in section 5.3.1. It is optional and will only appear when
additional restrictions are to be placed on the use of a
ticket, beyond those carried in the ticket itself.

5.4. Specifications for the As and TGS exchanges

This section specifies the format of the messages used in exchange
between the client and the Kerberos server. The format of possible
error messages appears in section 5.9.1.

5.4.1. KRB_KDC_REQ definition

The KRB_KDC_REQ message has no type of its own. Instead, its type is
one of KRB_AS_REQ or KRB_TGS_REQ depending on whether the request is
for an initial ticket or an additional ticket. In either case, the

message is sent from the client to the Authentication Server to
request credentials for a service.

The message fields are:

AS-REQ ::= [APPLICATION 10] ICDC-REQ
TGS-REQ ::= [APPLICATION 12] ICDC-REQ

ICDC—REQ = SEQUENCE {
pvno[1] INTEGER,
msg-type[2] INTEGER,
padata[3] SEQUENCE OF PA—DATA OPTIONAL,
req-body[4] KDC-REQ—BODY

}

PA-DATA ::= SEQUENCE {
padata—type[1] INTEGER,
padata-value[2] OCTET STRING,

-- might be encoded AP—REQ
}

KDC-RI-3Q—BODY ::= SEQUENCE (
kdc-options[0] KDCOptions,
cnamelll PrincipalName OPTIONAL,

-- Used only in AS-REQ
realm[2] Realm, -- Server's realm

-- Also client's in AS—REQ
sname[3] PrincipalName OPTIONAL,
from[4] KerberosTime OPTIONAL,
ti1l[S] KerberosTime,
rtime[6] KerberosTime OPTIONAL,
nonce[7] INTEGER,
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etype[8] SEQUENCE OF INTEGER, -- EncryptionType,
-- in preference order

addresses[9] HostAddresses OPTIONAL,
enc-authorization-data[10] EncryptedData OPTIONAL,

-- Encrypted AuthorizationData encoding
additional—tickets[11] SEQUENCE OF Ticket OPTIONAL

The fields in this message are:

pvno This field is included in each message, and specifies the
protocol version number. This document specifies protocol
version 5.

msg—type This field indicates the type of a protocol message. It
will almost always be the same as the application
identifier associated with a message. It is included to
make the identifier more readily accessible to the

application. For the KDC-REQ message, this type will be
KRB_AS_REQ or KRB_TGS_REQ.

padata The padata (pre-authentication data) field contains a of
authentication information which may be needed before
credentials can be issued or decrypted. In the case of
requests for additional tickets (KRB_TGS_REQ), this field
will include an element with padata-type of PA—TGS—REQ and
data of an authentication header (ticket—granting ticket
and authenticator). The checksum in the authenticator
(which must be collisionproof) is to be computed over the

KDC—REQ-BODY encoding. In most requests for initial
authentication (KRB_AS_REQ) and most replies (KDC-REP), the
padata field will be left out.

This field may also contain information needed by certain
extensions to the Kerberos protocol. For example, it might
be used to initially verify the identity of a client before
any response is returned. This is accomplished with a
padata field with padata-type equal to PA-ENC—TIMESTAMP and
padata-value defined as follows:

PA-ENC—TIMESTAMP

EncryptedData - - PA-ENC-'I'S—ENC
padata-type
padata-value I1[I

PA-ENC-TS-ENC = SEQUENCE ( .

patimestamp[0] KerberosTime, -- client's time
pausec[1] INTEGER OPTIONAL

)
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with patimestamp containing the client's time and pausec
containing the microseconds which may be omitted if a
client will not generate more than one request per second.
The ciphertext (padata-value) consists of the PA—ENC-TS—ENC
sequence, encrypted using the client's secret key.

The padata field can also contain information needed to
help the KDC or the client select the key needed for
generating or decrypting the response. This form of the
padata is useful for supporting the use of certain
"smartcards" with Kerberos. The details of such extensions

are beyond the scope of this specification. See [10] for
additional uses of this field.

padata—type The padata—type element of the padata field indicates the
way that the padata-value element is to be interpreted.
Negative values of padata—type are reserved for
unregistered use; non-negative values are used for a
registered interpretation of the element type.

req-body This field is a placeholder delimiting the extent of the
remaining fields. If a checksum is to be calculated over
the request, it is calculated over an encoding of the KDC-
REQ-BODY sequence which is enclosed within the req-body
field.

kdc-options This field appears in the KRB_AS_REQ and KRB_TGS_REQ
requests to the KDC and indicates the flags that the client
wants set on the tickets as well as other information that
is to modify the behavior of the KDC. Where appropriate,
the name of an option may be the same as the flag that is
set by that option. Although in most case, the bit in the
options field will be the same as that in the flags field,
this is not guaranteed, so it is not acceptable to simply
copy the options field to the flags field. There are
various checks that must be made before honoring an option
anyway.

The kdc_options field is a bit—field, where the selected
options are indicated by the bit being set (1), and the
unselected options and reserved fields being reset (0).
The encoding of the bits is specified in section 5.2. The
options are described in more detail above in section 2.
The meanings of the options are:

Kohl & Neuman . [Page 51]

Petitioner Apple Inc. — Exhibit 1002, p. 4155



Petitioner Apple Inc. - Exhibit 1002, p. 4156

RFC 1510 Kerberos September 1993

Bit(s) Name Description

0 RESERVED Reserved for future expansion of this
field.

1 FORWARDABLE The FORWARDABLE option indicates that
the ticket to be issued is to have its
forwardable flag set. It may only be
set on the initial request, or in a
subsequent request if the ticket-
granting ticket on which it is based
is also forwardable.

2 FORWARDED The FORWARDED option is only specified
in a request to the ticket-granting
server and will only be honored if the
ticket—granting ticket in the request
has its FORWARDABLE bit set. This

option indicates that this is a
request for forwarding. The
address(es) of the host from which the
resulting ticket is to be valid are
included in the addresses field of the
request.

3 PROXIABLE The PROXIABLE option indicates that
the ticket to be issued is to have its

proxiable flag set. It may only be set
on the initial request, or in a
subsequent request if the ticket-
granting ticket on which it is based
is also proxiable.

4 PROXY The PROXY option indicates that this
is a request for a proxy. This option
will only be honored if the ticket-
granting ticket in the request has its
PROXIABLE bit set. The address(es) of
the host from which the resulting
ticket is to be valid are included in
the addresses field of the request.

5 ALLOW-POSTDATE The ALLOW-POSTDATE option indicates
that the ticket to be issued is to
have its MAY-POSTDATE flag set. It
may only be set on the initial
request, or in a subsequent request if
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the ticket-granting ticket on which it
is based also has its MAY-POSTDATE
flag set.

6 POSTDATED The POSTDATED option indicates that
this is a request for a postdated
ticket. This option will only be
honored if the ticket-granting ticket
on which it is based has its MAY-

POSTDATE flag set. The resulting
ticket will also have its INVALID flag
set, and that flag may be reset by a
subsequent request to the KDC after
the starttime in the ticket has been
reached.

7 UNUSED This option is presently unused.

B RENEWABLE The RENEWABLE option indicates that
the ticket to be issued is to have its
RENEWABLE flag set. It may only be
set on the initial request, or when
the ticket-granting ticket on which
the request is based is also
renewable. If this option is

requested, then the rtime field in the
request contains the desired absolute
expiration time for the ticket.

9-26 RESERVED Reserved for future use.

27 RENEWABLE-OK The RENEWABLE-OK option indicates that
a renewable ticket will be acceptable
if a ticket with the requested life
cannot otherwise be provided. If a
ticket with the requested life cannot
be provided, then a renewable ticket
may be issued with a renew—till equal
to the the requested endtime. The
value of the renew—till field may
still be limited by local limits, or
limits selected by the individual
principal or server.

28 ENC-TKT-IN-SKEY This option is used only by the
ticket-granting service. The ENC-
TKT-IN-SKEY option indicates that the
ticket for the end server is to be
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encrypted in the session key from the
additional ticket—granting ticket
provided.

29 RESERVED Reserved for future use.

30 RENEW This option is used only by the
ticket-granting service. The RENEW
option indicates that the present
request is for a renewal. The ticket
provided is encrypted in the secret
key for the server on which it is
valid. This option will only be
honored if the ticket to be renewed
has its RENEWABLE flag set and if the
time in its renew till field has not

passed. The ticket to be renewed is
passed in the padata field as part of
the authentication header.

31 VALIDATE This option is used only by the
ticket-granting service. The VALIDATE
option indicates that the request is
to validate a postdated ticket. It
will only be honored if the ticket
presented is postdated, presently has
its INVALID flag set, and would be
otherwise usable at this time. A
ticket cannot be validated before its
starttime. The ticket presented for
validation is encrypted in the key of
the server for which it is valid and

is passed in the padata field as part
of the authentication header.

cname and sname These fields are the same as those described for the
ticket in section 5.3.1. sname may only be absent when the
ENC-TKT-IN-SKEY option is specified. If absent, the name
of the server is taken from the name of the client in the
ticket passed as additional-tickets.

enc-authorization-data The enc-authorization-data, if present (and it
can only be present in the TGS_REQ form), is an encoding of
the desired authorization-data encrypted under the sub-
session key if present in the Authenticator, or
alternatively from the session key in the ticket—granting
ticket, both from the padata field in the KRB_AP_REQ.
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realm This field specifies the realm part of the server's
principal identifier. In the AS exchange, this is also the
realm part of the client's principal identifier.

from This field is included in the KRB_AS_REQ and KRB_TGS_REQ
ticket requests when the requested ticket is to be
postdated. It specifies the desired start time for the
requested ticket.

till This field contains the expiration date requested by the
client in a ticket request.

rtime This field is the requested renew—till time sent from a
client to the KDC in a ticket request. It is optional.

nonce This field is part of the KDC request and response. It it
intended to hold a random number generated by the client.
If the same number is included in the encrypted response
from the KDC, it provides-evidence that the response is
fresh and has not been replayed by an attacker. Nonces
must never be re-used. Ideally, it should be gen erated

randomly, but if the correct time is known, it may suffice
(Note, however, that if the time is used as the nonce, one
must make sure that the workstation time is monotonically
increasing. If the time is ever reset backwards, there is
a small, but finite, probability that a nonce will be
reused.).

etype This field specifies the desired encryption algorithm to be
used in the response.

addresses This field is included in the initial request for tickets,
and optionally included in requests for additional tickets
from the ticket-granting server. It specifies the
addresses from which the requested ticket is to be valid.
Normally it includes the addresses for the client's host.
If a proxy is requested, this field will contain other
addresses. The contents of this field are usually copied

by the KDC into the caddr field of the resulting ticket.

additional-tickets Additional tickets may be optionally included in a
request to the ticket-granting server. If the ENC-TKT-IN-
SKEY option has been specified, then the session key from
the additional ticket will be used in place of the server's

key to encrypt the new ticket. If more than one option
which requires additional tickets has been specified, then
the additional tickets are used in the order specified by
the ordering of the options bits (see kdc-options, above).
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The application code will be either ten (10) or twelve (12) depending
on whether the request is for an initial ticket (AS-REQ) or for an
additional ticket (TGS-REQ).

The optional fields (addresses, authorization-data and additional-
tickets) are only included if necessary to perform the operation
specified in the kdc-options field.

It should be noted that in KRB_TGS_REQ, the protocol version number
appears twice and two different message types appear: the KRB_TGS_REQ
message contains these fields as does the authentication header
(KRB_AP_REQ) that is passed in the padata field.

5.4.2. KRB_KDC_REP definition

The KRB_KDC_REP message format is used for the reply from the KDC for
either an initial (AS) request or a subsequent (TGS) request. There
is no message type for KRB_KDC_REP. Instead, the type will be either
KRB_AS_REP or KRB_TGs_REP. The key used to encrypt the ciphertext
part of the reply depends on the message type. For KRB_AS_REP, the
ciphertext is encrypted in the client's secret key, and the client's
key version number is included in the key version number for the
encrypted data. For KRB_TGS_REP, the ciphertext is encrypted in the
sub-session key from the Authenticator, or if absent, the session key
from the ticket—granting ticket used in the request. In that case,
no version number will be present in the EncryptedData sequence.

The KRE_KDC_REP message contains the following fields:

AS—REP ::= [APPLICATION 11] KDC-REP
TGS-REP ::= [APPLICATION 13] KDC-REP

ICDC-REP ::= SEQUENCE (
pvno[0] INTEGER,
msg-type[1] INTEGER,
padata[2] SEQUENCE OF PA-DATA OPTIONAL,
crealm[3] Realm,
cname[4] Principa1Name,
ticket[5] Ticket,
enc—part[6] EncryptedData

)

EncASRepPart = [APPLICATION 25[25]] EncKDCRepPart
EncTGSRepPart ::= [APPLICATION 26] EncKDCRepPart

Enc!CDCRepPart ::= ssounncs (
key[O Encryptionxey,
last-req[1] LastReq,
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nonce[2] INTEGER,
key-expiration[3] KerberosTime OPTIONAL,
flags[4] TicketFlags,
authtime[5] KerberosTime,
starttime[6] KerberosTime OPTIONAL,
endtime[7] KerberosTime,
renew-till[B] KerberosTime OPTIONAL,
srealm[9l Realm,
sname[10] PrincipalName,
caddr[11] HostAddresses OPTIONAL

}

NOTE: In EncASRepPart, the application code in the encrypted
part of a message provides an additional check that
the message was decrypted properly.

pvno and msg-type These fields are described above in section 5.4.1.
msg—type is either KRB_AS_REP or KRB_TGS_REP.

padata This field is described in detail in section 5.4.1. One
possible use for this field is to encode an alternate
“mix-in" string to be used with a string-to—key algorithm
(such as is described in section 6.3.2). This ability is
useful to ease transitions if a realm name needs to change
(e.g., when a company is acquired); in such a case all
existing password—derived entries in the KDC database would
be flagged as needing a special mix-in string until the
next password change.

crealm, cname, srealm and sname These fields are the same as those
described for the ticket in section 5.3.1.

ticket The newly-issued ticket, from section 5.3.1.

enc—part This field is a place holder for the ciphertext and related
information that forms the encrypted part of a message.
The description of the encrypted part of the message
follows each appearance of this field. The encrypted part
is encoded as described in section 6.1.

key This field is the same as described for the ticket insection 5.3.1.

last-req This field is returned by the KDC and specifies the time(s)
of the last request by a principal. Depending on what
information is available, this might be the last time that
a request for a ticket—granting ticket was made, or the
last time that a request based on a ticket—granting ticket
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was successful. It also might cover all servers for a
realm, or just the particular server. some implementations
may display this information to the user to aid in
discovering unauthorized use of one's identity. It is
similar in spirit to the last login time displayed when
logging into timesharing systems.

nonce This field is described above in section 5.4.1.

key—expiration The key—expiration field is part of the response from
the KDC and specifies the time that the client's secret key
is due to expire. The expiration might be the result of
password aging or an account expiration. This field will
usually be left out of the TGS reply since the response to
the TGS request is encrypted in a session key and no client
information need be retrieved from the KDC database. It is

up to the application client (usually the login program) to
take appropriate action (such as notifying the user) if the
expira tion time is imminent.

flags, authtime, starttime, endtime, renew-till and caddr These
fields are duplicates of those found in the encrypted
portion of the attached ticket (see section 5.3.1),
provided so the client may verify they match the intended
request and to assist in proper ticket caching. If the
message is of type KRB_TGS_REP, the caddr field will only
be filled in if the request was for a proxy or forwarded
ticket, or if the user is substituting a subset of the
addresses from the ticket granting ticket. If the client-
requested addresses are not present or not used, then the
addresses contained in the ticket will be the same as those
included in the ticket-granting ticket.

5.5. Client/Server (CS) message specifications

This section specifies the format of the messages used for the
authentication of the client to the application server.

5.5.1. KRB_AP_REQ definition

The KRB_AP_REQ message contains the Kerberos protocol version number,
the message type KRB_AP_REQ, an options field to indicate any options
in use, and the ticket and authenticator themselves. The KRB_AP_REQ
message is often referred to as the "authentication header".

AP—REQ = [APPLICATION 14] SEQUENCE {
pvno[0] INTEGER,
msg-type[1] INTEGER,
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ap-options[2] APOptions,
ticket[3} Ticket,
authenticator[4] EncryptedData

)

APOptions BIT STRING {
- reserved(0),

use—session—key(l),
mutual-required(2)

}

pvno and msg-type These fields are described above in section 5.4.1.
msg-type is KRB_AP_REQ.

ap-options This field appears in the application request (KRB_AP_REQ)
and affects the way the request is processed. It is a
bit-field, where the selected options are indicated by the
bit being set (1), and the unselected options and reserved
fields being reset (0). 'The encoding of the bits is
specified in section 5.2. The meanings of the options are:

Bit(s) Name Description

0 RESERVED Reserved for future expansion of
this field.

1 USE-SESSION-KEYThe USE~SESSION-KEY option indicates
that the ticket the client is

presenting to a server is encrypted in
the session key from the server's
ticket-granting ticket. When this
option is not specified, the ticket is
encrypted in the server's secret key.

2 MUTUAL-REQUIREDThe MUTUAL-REQUIRED option tells the
server that the client requires mutual
authentication, and that it must
respond with a KRB_AP_REP message.

3-31 RESERVED Reserved for future use.

ticket This field is a ticket authenticating the client to the
server.

authenticator This contains the authenticator, which includes the
client's choice of a subkey. Its encoding is described in
section 5.3.2.
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5.5.2. KRB_AP_REP definition

The KRB_AP_REP message contains the Kerberos protocol version number,
the message type, and an encrypted timestamp. The message is sent in
in response to an application request (KRB_AP_REo) where the mutual
authentication option has been selected in the ap-options field.

AP-REP = [APPLICATION 15) SEQUENCE (
pvno[O) INTEGER,
msg-type[1) INTEGER,
enc-part[2] EncryptedData

)

EncAPRepPart ::= [APPLICATION 27] SEQUENCE (
ctime[O] KerberosTime,
cusec[1] INTEGER,

subkey[2] Encryptionxey OPTIONAL,
seq—number[3] INTEGER OPTIONAL

)

NOTE: in EncAPRepPart, the application code in the encrypted part of
a message provides an additional check that the message was decrypted
properly.

The encoded EncAPRepPart is encrypted in the shared session key of
the ticket. The optional subkey field can be used in an
application-arranged negotiation to choose a per association session
key.

pvno and msg-type These fields are described above in section 5.4.1.
msg-type is KRB_AP_REP.

enc-part This field is described above in section 5.4.2.

ctime This field contains the current time on the client's host.

cusec This field contains the microsecond part of the client's
timestamp.

subkey This field contains an encryption key which is to be used
to protect this specific application session. See section
3.2.6 for specifics on how this field is used to negotiate
a key. Unless an application specifies otherwise, if this
field is left out, the sub-session key from the
authenticator, or if also left out, the session key from
the ticket will be used. .

Kohl & Neuman [Page 60]

Petitioner Apple Inc. — Exhibit 1002, p. 4164



Petitioner Apple Inc. - Exhibit 1002, p. 4165

RFC 1510 Kerberos September 1993

5.5.3. Error message reply

If an error occurs while processing the application request, the

KRB_ERROR message will be sent in response. See section 5.9.1 for
the format of the error message. The cname and crealm fields may be
left out if the server cannot determine their appropriate values from

the corresponding KRB_AP_REQ message. If the authenticator was
decipherable, the ctime and cusec fields will contain the values from
it.

5.6. KRB_SAFE message specification

This section specifies the format of a message that can be used by
either side (client or server) of an application to send a tamper-

proof message to its peer. It presumes that a session key has
previously been exchanged (for example, by using the
KRB_AP_REQ/KRB_AP_REP messages).

5.6.1. KRB_SAFE definition

The KRB_SAFE message contains user data along with a collision-proof
checksum keyed with the session key. The message fields are:

KRB-SAFE ::= [APPLICATION 20] SEQUENCE {
pvno[O] INTEGER,
msg-type[1] INTEGER,
safe-body[2l KRB-SAFE-BODY.
cksum[3] Checksum

}

KRB-SAFE-BODY ::= SEQUENCE {
user-data[O] OCTET STRING,

timestamp[1] KerberosTime OPTIONAL,
usec [2] INTEGER OPTIONAL,
seq-number[3] INTEGER OPTIONAL,
s-address[4] HostAddress,
r-address[5] HostAddress OPTIONAL

}

pvno and msg—type These fields are described above in section 5.4.1.
msg—type is KRB_SAFE.

safe-body This field is a placeholder for the body of the KRB-SAFE
message. It is to be encoded separately and then have the

checksum computed over it, for use in the cksum field.

cksum This field contains the checksum of the application data.
Checksum details are described in section 6.4. The
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checksum is computed over the encoding of the KRB-SAFE-BODY
sequence.

user-data This field is part of the KRB_SAFE and KRB_PRIV messages
and contain the application specific data that is being
passed from the sender to the recipient.

timestamp This field is part of the KRB_SAFE and KRB_PRIV messages.
Its contents are the current time as known by the sender of
the message. By checking the timestamp, the recipient of
the message is able to make sure that it was recently
generated, and is not a replay.

usec This field is part of the KRB_SAFE and KRB_PRIV headers.
It contains the microsecond part of the timestamp.

seq-number This field is described above in section 5.3.2.

s-address This field specifies the address in use by the sender of
the message.

r-address This field specifies the address in use by the recipient of
the message. It may be omitted for some uses (such as
broadcast protocols), but the recipient may arbitrarily
reject such messages. This field along with s-address can
be used to help detect messages which have been incorrectly
or maliciously delivered to the wrong recipient.

5.7. KRB_PRIV message specification

This section specifies the format of a message that can be used by
either side (client or server) of an application to securely and
privately send a message to its peer. It presumes that a session key
has previously been exchanged (for example, by using the
KRB_AP_REQ/KRB_AP_REP messages).

5.7.1. KRB_PRIV definition

The KRB_PRIV message contains user data encrypted in the Session Key.
The message fields are:

KRB-PRIV ::= [APPLICATION 21] SEQUENCE {
pvno[0] INTEGER,
msg-type[1] INTEGER,
enc-part[3] Encryptednata

}
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E‘.ncKrbPrivPart ;:= [APPLICATION 23] SEQUENCE {
user-data[0] OCTET STRING,
timestamp[1] KerberosTime OPTIONAL,
usec[2] ‘ INTEGER OPTIONAL,
seq-number[3] INTEGER OPTIONAL,
s-address[4] HostAddress, -- sender's addr
r-address[5] HostAddress OPTIONAL

-- recip’s addr

}

NOTE: In EncKrbPrivPart, the application code in the encrypted part
of a message provides an additional check that the message was
decrypted properly.

pvno and msg-type These fields are described above in section 5.4.1.
msg—type is KRB_PRIV.

enc-part This field holds an encoding of the EncKrbPrivPart sequence
encrypted under the session key (If supported by the
encryption method in use, an initialization vector may be
passed to the encryption procedure, in order to achieve
proper cipher chaining. The initialization vector might
come from the last block of the ciphertext from the

previous KRB_PRIV message, but it is the application's
choice whether or not to use such an initialization vector.
If left out, the default initialization vector for the
encryption algorithm will be used.). This encrypted
encoding is used for the enc-part field of the KRB—PRIV
message. See section 6 for the format of the ciphertext.

user-data, timestamp, usec, s-address and r—address These fields are
described above in section 5.6.1.

seq—number This field is described above in section 5.3.2.

5.8. KRB_CRED message specification

This section specifies the format of a message that can be used to
send Kerberos credentials from one principal to another. It is
presented here to encourage a common mechanism to be used by
applications when forwarding tickets or providing proxies to
subordinate servers. It presumes that a session key has already been
exchanged perhaps by using the KRB_AP_REQ/KRB_AP_REP messages.

5.8.1. KRB_CRED definition

The KRB_CRED message contains a sequence of tickets to be sent and
information needed to use the tickets, including the session key from
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Kerberos

encryption key previously exchanged.

KRB-CRED

}

EncKrbCredPart

}

Krbcredlnfo

':= [APPLICATION 22]
pvno[O)
msg-type[1]
tickets[2]
enc—part[3]

':= [APPLICATION 29]
ticket-info[O]
nonce[1]
timestamp[2]
usec[3]
s-address[4)
r-address[5]

key{O]
prealm[1]
pname[2]
flags[3]
authtime[4]
starttime[5]
endtime[6)
renew—till[7]
srealm[B]
sname[9]
caddr[10]

September 1993

The information needed to use the tickets is encryped under an
The message fields are:

SEQUENCE {
INTEGER,

INTEGER, -- KRB_CRED
SEQUENCE OF Ticket,
Encryptednata

sEQUENcE {
SEQUENCE OF KrbCredInfo,
INTEGER OPTIONAL,
KerberosTime OPTIONAL,
INTEGER OPTIONAL,
HostAddress OPTIONAL,
HostAddress OPTIONAL

SEQUENCE {
Encryptionxey,
Realm OPTIONAL,

PrincipalName OPTIONAL,
TicketFlags OPTIONAL,
KerberosTime OPTIONAL,
KerberosTime OPTIONAL,
KerberosTime OPTIONAL
KerberosTime OPTIONAL,
Realm OPTIONAL,

PrincipalName OPTIONAL,
HostAddresses OPTIONAL

pvno and msg-type These fields are described above in section 5.4.1.
msg-type is KRB_CRED.

tickets

These are the tickets obtained from the KDC specifically
for use by the intended recipient.

Successive tickets are

paired with the corresponding KrbCredInfo sequence from the
enc-part of the KRB-CRED message.

enc-part This field holds an encoding of the EncKrbCredPart sequence

encrypted under the session key shared between the sender
and the intended recipient.
used for the enc-part field of the KRB—CRED message. See
section 6 for the format of the ciphertext.
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nonce If practical, an application may require the inclusion of a
nonce generated by the recipient of the message. If the
same value is included as the nonce in the message, it

provides evidence that the message is fresh and has not
been replayed by an attacker. A nonce must never be re-
used; it should be generated randomly by the recipient of
the message and provided to the sender of the mes sage in
an application specific manner.

timestamp and usec These fields specify the time that the KRB-CRED
message was generated. The time is used to provide
assurance that the message is fresh.

s—address and r-address These fields are described above in section
5.6.1. They are used optionally to provide additional
assurance of the integrity of the KRB-CRED message.

key This field exists in the corresponding ticket passed by the
KRB—CRED message and is used to pass the session key from
the sender to the intended recipient. The field's encoding
is described in section 6.2.

The following fields are optional. If present, they can be
associated with the credentials in the remote ticket file. If left
out, then it is assumed that the recipient of the credentials already
knows their value.

prealm and pname The name and realm of the delegated principal
identity.

flags, authtime, starttime, endtime, renew-till, srealm, sname,
and caddr These fields contain the values of the

corresponding fields from the ticket found in the ticket
field. Descriptions of the fields are identical to the
descriptions in the KDC-REP message.

5.9. Error message specification

This section specifies the format for the KRB_ERROR message. The
fields included in the message are intended to return as much
information as possible about an error. It is not expected that all
the information required by the fields will be available for all
types of errors. If the appropriate information is not available
when the message is composed, the corresponding field will be left
out of the message.

Note that since the KRB_ERROR message is not protected by any
encryption, it is quite possible for an intruder to synthesize or
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modify such a message. In particular, this means that the client
should not use any fields in this message for security—critical
purposes, such as setting a system clock or generating a fresh
authenticator. The message can be useful, however, for advising a
user on the reason for some failure.

5.9.1. KRB_ERROR definition

The KRB_ERROR message consists of the following fields:

KRB—ERROR ::= [APPLICATION 30] SEQUENCE {
pvno[0] INTEGER,
msg-type[1] INTEGER,
ctime[2] KerberosTime OPTIONAL,
cusec[3] INTEGER OPTIONAL,
stime[4] KerberosTime,
susec[5] INTEGER,
error-code[6] INTEGER,
crealm[7] Realm OPTIONAL,
cname[B] PrincipalName OPTIONAL,
rea1m[9] Realm, -- Correct realm
sname[10] PrincipalName, -- Correct name
e-text[11] Generalstring OPTIONAL,
e-data [12] OCTET STRING OPTIONAL

}

pvno and msg-type These fields are described above in section 5.4.1.
msg-type is KRB_ERROR.

ctime This field is described above in section 5.4.1.

cusec This field is described above in section 5.5.2.

stime This field contains the current time on the server. It is

of type KerberosTime.

susec This field contains the microsecond part of the server's
timestamp. Its value ranges from 0 to 999. It appears
along with stime. The two fields are used in conjunction to
specify a reasonably accurate timestamp.

error—code This field contains the error code returned by Kerberos or
the server when a request fails. To interpret the value of
this field see the list of error codes in section 8.

Implementations are encouraged to provide for national
language support in the display of error messages.I

crealm, cname, srealm and sname These fields are described above in
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section 5.3.1.

e—text This field contains additional text to help explain the
error code associated with the failed request (for example,
it might include a principal name which was unknown).

e-data This field contains additional data about the error for use

by the application to help it recover from or handle the
error. If the errorcode is KDC_ERR_PREAUTH_REQUIRED, then
the e-data field will contain an encoding of a sequence of

padata fields, each corresponding to an acceptable pre-
authentication method and optionally containing data for
the method:

METHOD-DATA :: SEQUENCE of PA—DATA

If the error-code is KRB_AP_ERR_METHOD, then the e-data field will
contain an encoding of the following sequence:

METHOD-DATA SEQUENCE {
method—type [o] INTEGER,
method-data[l] ocrzzr smms OPTIONAL

}

method-type will indicate the required alternate method; method-data
will contain any required additional information.

6. Encryption and Checksum Specifications

The Kerberos protocols described in this document are designed to use
stream encryption ciphers, which can be simulated using commonly
available block encryption ciphers, such as the Data Encryption
Standard [11], in conjunction with block chaining and checksum
methods [12]. Encryption is used to prove the identities of the
network entities participating in message exchanges. The Key
Distribution Center for each realm is trusted by all principals

registered in that realm to store a secret key in confidence. Proof
of knowledge of this secret key is used to verify the authenticity of
a principal.

The KDC uses the principal's secret key (in the AS exchange) or a
shared session key (in the TGS exchange) to encrypt responses to
ticket requests; the ability to obtain the secret key or session key
implies the knowledge of the appropriate keys and the identity of the
KDC. The ability of a principal to decrypt the KDC response and
present a Ticket and a properly formed Authenticator (generated with
the session key from the KDC response) to a service verifies the
identity of the principal; likewise the ability of the service to
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extract the session key from the Ticket and prove its knowledge
thereof in a response verifies the identity of the service.

The Kerberos protocols generally assume that the encryption used is
secure from cryptanalysis; however, in some cases, the order of
fields in the encrypted portions of messages are arranged to minimize
the effects of poorly chosen keys. It is still important to choose
good keys. If keys are derived from user—typed passwords, those
passwords need to be well chosen to make brute force attacks more
difficult. Poorly chosen keys still make easy targets for intruders.

The following sections specify the encryption and checksum mechanisms
currently defined for Kerberos. The encodings, chaining, and padding
requirements for each are described. For encryption methods, it is
often desirable to place random information (often referred to as a
confounder) at the start of the message. The requirements for a
confounder are specified with each encryption mechanism.

Some encryption systems use a block—chaining method to improve the
the security characteristics of the ciphertext. However, these
chaining methods often don't provide an integrity check upon
decryption. Such systems (such as DES in CBC mode) must be augmented
with a checksum of the plaintext which can be verified at decryption
and used to detect any tampering or damage. Such checksums should be
good at detecting burst errors in the input. If any damage is
detected, the decryption routine is expected to return an error
indicating the failure of an integrity check. Each encryption type is
expected to provide and verify an appropriate checksum. The
specification of each encryption method sets out its checksum
requirements.

Finally, where a key is to be derived from a user's password, an
algorithm for converting the password to a key of the appropriate
type is included. It is desirable for the string to key function to
be one-way, and for the mapping to be different in different realms.
This is important because users who are registered in more than one
realm will often use the same password in each, and it is desirable
that an attacker compromising the Kerberos server in one realm not
obtain or derive the user's key in another.

For a discussion of the integrity characteristics of the candidate
encryption and checksum methods considered for Kerberos, the the
reader is referred to [13].

6.1. Encryption Specifications

The following ASN.1 definition describes all encrypted messages. The
enc—part field which appears in the unencrypted part of messages in
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section 5 is a sequence consisting of an encryption type, an optional
key version number, and the ciphertext.

EncryptedData ::= SEQUENCE {
etype[0] INTEGER, -- EncryptionType
kVno[l] INTEGER OPTIONAL,
cipher[2] OCTET STRING -- ciphertext

etype This field identifies which encryption algorithm was used
to encipher the cipher. Detailed specifications for
selected encryption types appear later in this section.

kvno This field contains the version number of the key under
which data is encrypted. It is only present in messages
encrypted under long lasting keys, such as principals’
secret keys.

cipher This field contains the enciphered text, encoded as anOCTET STRING.

The cipher field is generated by applying the specified encryption
algorithm to data composed of the message and algorithm—specific
inputs. Encryption mechanisms defined for use with Kerberos must
take sufficient measures to guarantee the integrity of the plaintext,
and we recommend they also take measures to protect against
precomputed dictionary attacks. If the encryption algorithm is not
itself capable of doing so, the protections can often be enhanced by
adding a checksum and a confounder.

The suggested format for the data to be encrypted includes a
confounder, a checksum, the encoded plaintext, and any necessary
padding. The msg-seq field contains the part of the protocol message
described in section 5 which is to be encrypted. The confounder,
checksum, and padding are all untagged and untyped, and their length
is exactly sufficient to hold the appropriate item. The type and
length is implicit and specified by the particular encryption type
being used (etype). The format for the data to be encrypted is
described in the following diagram:

Iconfounder | check I msg-seq | pad I+ --------- —-+ -------- --+ ----------- --+--—--+

The format cannot be described in ASN.1, but for those who prefer an
ASN.1-like notation:

Kohl & Neuman [Page 69]

Petitioner Apple Inc. — Exhibit 1002, p. 4173



Petitioner Apple Inc. - Exhibit 1002, p. 4174

RFC 1510 Kerberos September 1993

CipherText ::= BNCRYPTED SEQUENCE {
confounder[0] UNTAGGED OCTET STRING(conf_length) OPTIONAL,
check[1] UNTAGGED OCTET STRING(checksum_length) OPTIONAL.
msg—seq[2] Msgsequence,
pad UNTAGGED OCTET STRING(pad_length) OPTIONAL

In the above specification, UNTAGGED OCTET STRING(length) is the
notation for an octet string with its tag and length removed. It is
not a valid ASN.1 type. The tag bits and length must be removed from
the confounder since the purpose of the confounder is so that the
message starts with random data, but the tag and its length are
fixed. For other fields, the length and tag would be redundant if
they were included because they are specified by the encryption type.

One generates a random confounder of the appropriate length, placing
it in confounder; zeroes out check; calculates the appropriate
checksum over confounder, check, and msg-seq, placing the result in
check; adds the necessary padding; then encrypts using the specified
encryption type and the appropriate key.

Unless otherwise specified, a definition of an encryption algorithm
that specifies a checksum, a length for the confounder field, or an
octet boundary for padding uses this ciphertext format (The ordering
of the fields in the CipherText is important. Additionally, messages
encoded in this format must include a length as part of the msg-seq
field. This allows the recipient to verify that the message has not
been truncated. without a length, an attacker could use a chosen
plaintext attack to generate a message which could be truncated,
while leaving the checksum intact. Note that if the msg-seq is an
encoding of an ASN.1 SEQUENCE or OCTET STRING, then the length is
part of that encoding.). Those fields which are not specified will be
omitted.

In the interest of allowing all implementations using a particular
encryption type to comunicate with all others using that type, the
specification of an encryption type defines any checksum that is
needed as part of the encryption process. If an alternative checksum
is to be used, a new encryption type must be defined.

Some cryptosystems require additional information beyond the key and
the data to be encrypted. For example, DES, when used in cipher-
block-chaining mode, requires an initialization vector. If required,
the description for each encryption type must specify the source of
such additional information.
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6.2. Encryption Keys

The sequence below shows the encoding of an encryption key:

EncryptionKey ::= SEQUENCE {
keytypelo] INTEGER,
keyvaluell] OCTET STRING

keytype This field specifies the type of encryption key that
follows in the keyvalue field. It will almost always
correspond to the encryption algorithm used to generate the
Encryptednata, though more than one algorithm may use the
same type of key (the mapping is many to one). This might
happen, for example, if the encryption algorithm uses an
alternate checksum algorithm for an integrity check, or a
different chaining mechanism.

keyvalue This field contains the key itself, encoded as an octet
string.

All negative values for the encryption key type are reserved for
local use. All non-negative values are reserved for officially
assigned type fields and interpretations.

6.3. Encryption Systems

6.3.1. The NULL Encryption System (null)

If no encryption is in use, the encryption system is said to be the
NULL encryption system. In the NULL encryption system there is no
checksum, confounder or padding. The ciphertext is simply the
plaintext. The NULL Key is used by the null encryption system and is
zero octets in length, with keytype zero (0).

6.3.2. DES in CBC mode with a CRC-32 checksum (des—cbc-crc)

The des—cbc-crc encryption mode encrypts information under the Data
Encryption Standard [11] using the cipher block chaining mode [12].
A CRC-32 checksum (described in ISO 3309 [14]) is applied to the
confounder and message sequence (msg-seq) and placed in the cksum
field. DES blocks are 8 bytes. As a result, the data to be
encrypted (the concatenation of confounder, checksum, and message)
must be padded to an 8 byte boundary before encryption. The details
of the encryption of this data are identical to those for the des-
cbc—md5 encryption mode.

Note that, since the CRC-32 checksum is not collisionproof, an

Kohl & Neuman [Page 71]

Petitioner Apple Inc. — Exhibit 1002, p. 4175



Petitioner Apple Inc. - Exhibit 1002, p. 4176

RFC 1510 Kerberos September 1993

attacker could use a probabilistic chosenplaintext attack to generate
a valid message even if a confounder is used [13]. The use of
collision-proof checksums is recommended for environments where such
attacks represent a significant threat. The use of the CRC-32 as the
checksum for ticket or authenticator is no longer mandated as an
interoperability requirement for Kerberos Version 5 Specification 1
(See section 9.1 for specific details).

6.3.3. DES in CBC mode with an MD4 checksum (des-cbc-md4)

The des-cbc-md4 encryption mode encrypts information under the Data
Encryption Standard [11] using the cipher block chaining mode [12].
An MD4 checksum (described in [15]) is applied to the confounder and
message sequence (msg—seq) and placed in the cksum field. DES blocks
are 8 bytes. As a result, the data to be encrypted (the
concatenation of confounder, checksum, and message) must be padded to
an 8 byte boundary before encryption. The details of the encryption
of this data are identical to those for the descbc—md5 encryption
mode.

6.3.4. DES in CBC mode with an MD5 checksum (des-cbc-mds)

The des-cbc-md5 encryption mode encrypts information under the Data
Encryption Standard [11] using the cipher block chaining mode [12].
An MD5 checksum (described in [16]) is applied to the confounder and
message sequence (msg—seq) and placed in the cksum field. DES blocks
are 8 bytes. As a result, the data to be encrypted (the
concatenation of confounder, checksum, and message) must be padded to
an 8 byte boundary before encryption.

Plaintext and DES ciphtertext are encoded as B—octet blocks which are
concatenated to make the 64-bit inputs for the DES algorithms. The
first octet supplies the 8 most significant bits (with the octet's
Msbit used as the DES input block's Msbit, etc.), the second octet
the next 8 bits, ..., and the eighth octet supplies the 8 least
significant bits.

Encryption under DES using cipher block chaining requires an
additional input in the form of an initialization vector. Unless
otherwise specified, zero should be used as the initialization
vector. Kerberos' use of DES requires an B-octet confounder.

The DES specifications identify some "weak" and "semiweak" keys;
those keys shall not be used for encrypting messages for use in
Kerberos. Additionally, because of the way that keys are derived for
the encryption of checksums, keys shall not be used that yield "weak"
or "semi-weak" keys when exclusive-0Red with the constant
FOFOFOFOFOFOFOFO.
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A DES key is B octets of data, with keytype one (1). This consists
of 56 bits of key, and 8 parity bits (one per octet). The key is
encoded as a series of 8 octets written in MSB-first order. The bits

within the key are also encoded in MSB order. For example, if the
encryption key is:
(31,132,...,B7,p1,Ba,...,B14,P2,B15,...,B49,p7,Bso,...,B5s,Ps) where
B1,B2,...,B56 are the key bits in MSB order, and P1,P2,...,P8 are the
parity bits, the first octet of the key would be B1,B2,...,B7,P1
(with B1 as the Msbit). [See the FIPS 81 introduction for
reference.]

To generate a DES key from a text string (password), the text string
normally must have the realm and each component of the principal's
name appended(In some cases, it may be necessary to use a different
"mix—in" string for compatibility reasons; see the discussion of
padata in section 5.4.2.), then padded with ASCII nulls to an 8 byte
boundary. This string is then fan-folded and exclusive-ORed with
itself to form an 8 byte DES key. The parity is corrected on the
key, and it is used to generate a DES CBC checksum on the initial
string (with the realm and name appended). Next, parity is corrected
on the CBC checksum. If the result matches a "weak" or “semiweak"

key as described in the DES specification, it is exclusive-ORed with
the constant OOODOOOOOOOOOOFO. Finally, the result is returned as
the key. Pseudocode follows:

string_to_key(string,realm,name) {
odd = 1;
s = string + realm;
for(each component in name) {

s = s + component;
}
tempkey = NULL;
pad(s); /* with nulls to 8 byte boundary */
for(8byteblock in s) {

if(odd == 0) {
Odd = 1;
reverse(8byteblock)

}
else odd = 0:

} tempkey = tempkey XOR Ebyteblock;
fixparity(tempkey);
key = DES—CBC-check(s,tempkey);
fixparity(key);
if(is_weak_key_key(key))

key = key XOR 0xF0;
return(key);
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6.4. Checksums

The following is the ASN.1 definition used for a checksum:

Checksum ::= SEQUENCE {
cksumtypelol INTEGER,
checksum[1) OCTET STRING

}

cksumtype This field indicates the algorithm used to generate the
accompanying checksum.

checksum This field contains the checksum itself, encoded
as an octet string.

Detailed specification of selected checksum types appear later in
this section. Negative values for the checksum type are reserved for
local use. All non-negative values are reserved for officially
assigned type fields and interpretations.

Checksums used by Kerberos can be classified by two properties:
whether they are collision-proof, and whether they are keyed. It is
infeasible to find two plaintexts which generate the same checksum
value for a collision-proof checksum. A key is required to perturb
or initialize the algorithm in a keyed checksum. To prevent
message-stream modification by an active attacker, unkeyed checksums
should only be used when the checksum and message will be
subsequently encrypted (e.g., the checksums defined as part of the
encryption algorithms covered earlier in this section). Collision-
proof checksums can be made tamper~proof as well if the checksum
value is encrypted before inclusion in a message. In such cases, the
composition of the checksum and the encryption algorithm must be
considered a separate checksum algorithm (e.g., RSA-M5 encrypted
using DES is a new checksum algorithm of type RSA-MD5-DES). For most
keyed checksums, as well as for the encrypted forms of collisionproof
checksums, Kerberos prepends a confounder before the checksum is
calculated.

6.4.1. The CRC—32 Checksum (crc32)

The CRC—32 checksum calculates a checksum based on a cyclic
redundancy check as described in ISO 3309 [14]. The resulting
checksum is four (4) octets in length. The CRC—32 is neither keyed
nor collision-proof. The use of this checksum is not recommended.
An attacker using a probabilistic chosen—plaintext attack as
described in [13] might be able to generate an alternative message
that satisfies the checksum. The use of collision-proof checksums is
recommended for environments where such attacks represent a
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significant threat.

6.4.2. The RSA MD4 Checksum (rsa-md4)

The RSA-MD4 checksum calculates a checksum using the RSA MD4

algorithm [15]. The algorithm takes as input an input message of
arbitrary length and produces as output a 128-bit (16 octet)
checksum. RSA-MD4 is believed to be collision—proof.

6.4.3. RSA MD4 Cryptographic Checksum Using DES (rsa-md4des)

The RSA-MD4-DES checksum calculates a keyed collisionproof checksum
by prepending an 8 octet confounder before the text, applying the RSA
MD4 checksum algorithm, and encrypting the confounder and the
checksum using DES in cipher—block-chaining (CBC) mode using a
variant of the key, where the variant is computed by exclusive-ORing
the key with the constant FOFOFOFOFOFOFOFO (A variant of the key is
used to limit the use of a key to a particular function, separating
the functions of generating a checksum from other encryption
performed using the session key. The constant FOFOFOFOFOFOFOFO was
chosen because it maintains key parity. The properties of DES

precluded the use of the complement. The same constant is used for
similar purpose in the Message Integrity Check in the Privacy
Enhanced Mail standard.). The initialization vector should be zero.

The resulting checksum is 24 octets long (8 octets of which are
redundant). This checksum is tamper-proof and believed to be
collision—proof.

The DES specifications identify some "weak keys"; those keys shall
not be used for generating RSA-MD4 checksums for use in Kerberos.

The format for the checksum is described in the following diagram:

+--+--+--+——+--+--+--+--

| des-cbc(confounder+--+--+——+-—+——+--+--+--

+--+-—+—-+--+--+--+--+--+--+--+--+--+--+--+--+——+

rsa-md4(confounder+msg),key=var(key),iv=0) I
+--+-—+--+--+--+--+--+-—+—-+--+--+--+--+--+--+-—+

The format cannot be described in ASN.1, but for those who prefer an
ASN.1-like notation:

rsa-md4-des-checksum ::= ENCRYPTED UNTAGGED SEQUENCE {
confounder[0] UNTAGGED OCTET STRING(8) ,
check[1] UNTAGGED OCTET STRING(16)
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6.4.4. The RSA MD5 Checksum (rsa-mds)

The RSA—MD5 checksum calculates a checksum using the RSA MD5

algorithm [16]. The algorithm takes as input an input message of
arbitrary length and produces as output a 128-bit (16 octet)
Checksum. RSA-M5 is believed to be collision—proof.

6.4.5. RSA MD5 Cryptographic Checksum Using DES (rsa-mdsdes)

The RSA—MD5—DES checksum calculates a keyed collisionproof checksum

by prepending an 8 octet confounder before the text, applying the RSA
MD5 Checksum algorithm, and encrypting the confounder and the
Checksum using DES in cipher-block-chaining (CBC) mode using a
variant of the key, where the variant is computed by exclusive-ORing
the key with the constant FOFOFOFOFOFOFOFO. The initialization
vector should be zero. The resulting Checksum is 24 octets long (8
octets of which are redundant). This Checksum is tamper-proof and
believed to be co1lision—proof.

The DES specifications identify some “weak keys"; those keys shall
not be used for encrypting RSA—M5 checksums for use in Kerberos.

The format for the checksum is described in the following diagram:

+——+—-+—-+--+--+--+--+--

| des-cbc(confounder+--+--+--+—-+--+-—+--+--

+--+--+--+-—+—-+--+--+-—+—-+--+--+~-+——+--+--+--+

rsa-md5(confounder+msg),key=var(key),iv=0) I
+--+--+--+--+——+—-+——+-—+--+--+--+--+--+--+--+--+

The format cannot be described in ASN.1, but for those who prefer an
ASN.1—like notation:

rsa-md5-des—checksum = ENCRYPTED UNTAGGED SEQUENCE {
confounder[0] UNTAGGED OCTET STRING(8) ,
check[1] UNTAGGED OCTET STRING(16)

6.4.6. DES cipher-block chained Checksum (des-mac)

The DES—MAC Checksum is computed by prepending an 8 octet confounder
to the plaintext, performing a DES CBC-mode encryption on the result
using the key and an initialization vector of zero, taking the last
block of the ciphertext, prepending the same confounder and
encrypting the pair using DES in cipher-block-chaining (CBC) mode
using a a variant of the key, where the variant is computed by
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exclusive-0Ring the key with the constant FOFOFOFOFOFOFOFO. The
initialization vector should be zero. The resulting checksum is 128
bits (16 octets) long, 64 bits of which are redundant. This checksum
is tamper-proof and collision-proof.

The format for the checksum is described in the following diagram:

+--+--+--+-—+-—+--+--+—-

| des—cbc(confounder+--+--+-—+--+——+——+-—+--

+——-——+——-~-+-———-+—----+---—-+-—--—+—-—--+—----+

des-mac(conf+msg,iv=0,key),key=var(key),iv=0) I+———--+-——-—+-----+-——-—+-----+-----+---——+-----+

The format cannot be described in ASN.1, but for those who prefer an
ASN.1-like notation:

des—mac—checksum ::= ENCRYPTED UNTAGGED SEQUENCE {
confounder[0] UNTAGGED ocrm STRING(8), .
check[l] UNTAGGED OCTET STRING(8)

}

The DES specifications identify some "weak" and “semiweak" keys;
those keys shall not be used for generating DES-MAC checksums for use
in Kerberos, nor shall a key be used whose veriant is "weak" or
"semi-weak“. ‘

6.4.7. RSA M4 Cryptographic Checksum Using DES alternative
(rsa-md4-des-k)

The RSA-MD4-DES—K checksum calculates a keyed collision-proof
checksum by applying the RSA MD4 checksum algorithm and encrypting
the results using DES in cipherblock-chaining (CBC) mode using a DES
key as both key and initialization vector. The resulting checksum is
16 octets long. This checksum is tamper~proof and believed to be
collision-proof. Note that this checksum type is the old method for
encoding the RSA-M4-DES checksum and it is no longer recommended.‘

6.4.8. DES cipher-block chained checksum alternative (desmac-k)

The DES-MAC-K checksum is computed by performing a DES CBC—mode
encryption of the plaintext, and using the last block of the
ciphertext as the checksum value. It is keyed with an encryption key
and an initialization vector; any uses which do not specify an
additional initialization vector will use the key as both key and
initialization vector. The resulting checksum is 64 bits (8 octets)
long. This checksum is tamper-proof and collision-proof. Note that

Kohl E Neuman [Page 77]

Petitioner Apple Inc. — Exhibit 1002, p. 4181



Petitioner Apple Inc. - Exhibit 1002, p. 4182

RFC 1510 Kerberos September 1993

this checksum type is the old method for encoding the DESMAC checksum
and it is no longer recommended.

The DES specifications identify some "weak keys"; those keys shall
not be used for generating DES-MAC checksums for use in Kerberos.

7. Naming Constraints

7.1. Realm Names

Although realm names are encoded as Generalstrings and although a
realm can technically select any name it chooses, interoperability
across realm boundaries requires agreement on how realm names are to
be assigned, and what information they imply.

To enforce these conventions, each realm must conform to the
conventions itself, and it must require that any realms with which
inter—realm keys are shared also conform to the conventions and
require the same from its neighbors.

There are presently four styles of realm names: domain, X500, other,
and reserved. Examples of each style follow:

domain: host.subdomain.domain (example)
X500: C=US/O=0SF (example)

other: NAMETYPE:rest/of.name=without-restrictions (example)
reserved: reserved, but will not conflict with above

Domain names must look like domain names: they consist of components
separated by periods (.) and they contain neither colons (:) nor
slashes (/).

X.500 names contain an equal (=) and cannot contain a colon (:) »
before the equal. The realm names for X.500 names will be string
representations of the names with components separated by slashes.
Leading and trailing slashes will not be included.

Names that fall into the other category must begin with a prefix that
contains no equal (=) or period (.) and the prefix must be followed
by a colon (2) and the rest of the name. All prefixes must be
assigned before they may be used. Presently none are assigned.

The reserved category includes strings which do not fall into the
first three categories. All names in this category are reserved. It
is unlikely that names will be assigned to this category unless there
is a very strong argument for not using the "other" category.

These rules guarantee that there will be no conflicts between the
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various name styles. The following additional constraints apply to
the assignment of realm names in the domain and X.5OO categories: the
name of a realm for the domain or X.5OO formats must either be used

by the organization owning (to whom it was assigned) an Internet
domain name or X.500 name, or in the case that no such names are

registered, authority to use a realm name may be derived from the
authority of the parent realm. For example, if there is no domain
name for E4o.MIT.EDU, then the administrator of the MIT.EDU realm can
authorize the creation of a realm with that name.

This is acceptable because the organization to which the parent is
assigned is presumably the organization authorized to assign names to
its children in the X.500 and domain name systems as well. If the
parent assigns a realm name without also registering it in the domain
name or X.500 hierarchy, it is the parent's responsibility to make
sure that there will not in the future exists a name identical to the

realm name of the child unless it is assigned to the same entity as
the realm name.

7.2. Principal Names

As was the case for realm names, conventions are needed to ensure
that all agree on what information is implied by a principal name.
The name—type field that is part of the principal name indicates the
kind of information implied by the name. The name-type should be
treated as a hint. Ignoring the name type, no two names can be the
same (i.e., at least one of the components, or the realm, must be
different). This constraint may be eliminated in the future. The
following name types are defined:

name-type value meaning
NT-UNKNOWN 0 Name type not known
NT—PRINCIPAL 1 Just the name of the principal as in

DCE, or for users
NT-SRV-INST 2 Service and other unique instance (krbtgt)
NT-SRV—HST 3 Service with host name as instance

(telnet, rcommands)
NT-SRV—XHST 4 Service with host as remaining components
NT-UID 5 Unique ID

when a name implies no information other than its uniqueness at a
particular time the name type PRINCIPAL should be used. The
principal name type should be used for users, and it might also be
used for a unique server. If the name is a unique machine generated
ID that is guaranteed never to be reassigned then the name type of
UID should be used (note that it is generally a bad idea to reassign
names of any type since stale entries might remain in access control
lists).
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If the first component of a name identifies a service and the
remaining components identify an instance of the service in a server
specified manner, then the name type of SRV-INST should be used. An
example of this name type is the Kerberos ticket-granting ticket
which has a first component of krbtgt and a second component
identifying the realm for which the ticket is valid.

If instance is a single component following the service name and the
instance identifies the host on which the server is running, then the

name type SRV-HST should be used. This type is typically used for
Internet services such as telnet and the Berkeley R commands. If the
separate components of the host name appear as successive components
following the name of the service, then the name type SRVXHST should
be used. This type might be used to identify servers on hosts with
X.500 names where the slash (/) might otherwise be ambiguous.

A name type of UNKNOWN should be used when the form of the name is
not known. when comparing names, a name of type UNKNOWN will match
principals authenticated with names of any type. A principal
authenticated with a name of type UNKNOWN, however, will only match
other names of type UNKNOWN.

Names of any type with an initial component of "krbtgt" are reserved
for the Kerberos ticket granting service. See section 8.2.3 for the
form of such names.

7.2.1. Name of server principals

The principal identifier for a server on a host will generally be
composed of two parts: (1) the realm of the KDC with which the server
is registered, and (2) a two-component name of type NT-SRV-HST if the
host name is an Internet domain name or a multi—component name of

type NT—SRV-XHST if the name of the host is of a form such as X.500
that allows slash (/) separators. The first component of the two- or
multi—component name will identify the service and the latter
components will identify the host. Where the name of the host is not
case sensitive (for example, with Internet domain names) the name of
the host must be lower case. For services such as telnet and the

Berkeley R commands which run with system privileges, the first
component will be the string "host" instead of a service specific
identifier.

8. Constants and other defined values

8.1. Host address types

All negative values for the host address type are reserved for local
use. All non—negative values are reserved for officially assigned
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type fields and interpretations.

The values of the types for the following addresses are chosen to
match the defined address family constants in the Berkeley Standard
Distributions of Unix. They can be found in <sys/socket.h> with
symbolic names AF_xxx (where xxx is an abbreviation of the address
family name).

Internet addresses

Internet addresses are 32-bit (4-octet) quantities, encoded in MSB
order. The type of internet addresses is two (2).

CHAOSnet addresses

CHAOSnet addresses are 16-bit (2-octet) quantities, encoded in M53 *
order. The type of CHAOSnet addresses is five (5).

ISO addresses

ISO addresses are variable-length. The type of ISO addresses is
seven (7).

Xerox Network Services (XNS) addresses

XNS addresses are 48-bit (6-octet) quantities, encoded in MSB
order. The type of XNS addresses is six (6).

AppleTalk Datagram Delivery Protocol (DDP) addresses

App1eTalk DDP addresses consist of an 8-bit node number and a 16-
bit network number. The first octet of the address is the node
number; the remaining two octets encode the network number in MSB
order. The type of AppleTalk DDP addresses is sixteen (16).

DECnet Phase IV addresses

DECnet Phase IV addresses are 16-bit addresses, encoded in LSB
order. The type of DECnet Phase IV addresses is twelve (12).

8.2. KDC messages

8.2.1. IP transport

When contacting a Kerberos server (KDC) for a KRB_KDC_REQ request
using IP transport, the client shall send a UDP datagram containing
only an encoding of the request to port 88 (decimal) at the KDC's IP
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address; the KDC will respond with a reply datagram containing only
an encoding of the reply message (either a KRB_ERROR or a
KRB_KDC_REP) to the sending port at the sender's IP address.

8.2.2. OSI transport

During authentication of an OSI client to and OSI server, the mutual
authentication of an OSI server to an OSI client, the transfer of
credentials from an OSI client to an OSI server, or during exchange

of private or integrity checked messages, Kerberos protocol messages
may be treated as opaque objects and the type of the authentication
mechanism will be: ‘

OBJECT IDENTIFIER =:= {iso (1), org(3), dod(5),internet(1),
security(5), kerberosv5(2)}

Depending on the situation, the opaque object will be an
authentication header (KRB_AP_REQ), an authentication reply
(KRB_AP_REP), a safe message (KRB_SAFE), a private message
(KRB_PRIV), or a credentials message (KRB_CRED). The opaque data
contains an application code as specified in the ASN.1 description
for each message. The application code may be used by Kerberos to
determine the message type.

8.2.3. Name of the TGS

The principal identifier of the ticket—granting service shall be
composed of three parts: (1) the realm of the KDC issuing the TGS
ticket (2) a two—part name of type NT—SRVINST, with the first part
"krbtgt" and the second part the name of the realm which will accept
the ticket-granting ticket. For example, a ticket-granting ticket
issued by the ATHNA.MIT.EDU realm to be used to get tickets from the
ATHENA.MIT.EDU KDC has a principal identifier of "ATHNA.MIT.EDU"
(realm), ("krbtgt", "ATHENA.MIT.EDU“) (name). A ticket-granting
ticket issued by the ATHENA.MIT.EDU realm to be used to get tickets
from the MIT.EDU realm has a principal identifier of "ATHENA.MIT.EDU"
(realm), ("krbtgt", "MIT.EDU") (name).

8.3. Protocol constants and associated values

The following tables list constants used in the protocol and defines
their meanings.
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- - - - - - — — — - - - — --+--———----—-+--——-----—+-----—----------+---------------

Encryption typeletype valuelblock sizeiminimum pad sizeiconfounder size
— - - - - - - - - - — - - —-+----——---——+----——-—--+——----—--—--——--+—---—-—--------

NULL 0 1 0 0
des-cbc-crc 1 8 4 8
des-cbc-md4 2 8 0 8
des-cbc—mdS 3 B 0 8

. . . _ _ . . . _ _ _ _ _ . _ . . _ . . _ . _ _ . _ . . . _-+--..---_----_-_-----+--------—-—--

Checksum type |sumtype value lchecksum size. . . . . . . . . _ _ . _ _ . . . . . . . _ . . . . . _ _ --+_-_-_----_-----_---+_-_-----_-_--

CRC32 1 4
rsa-md4 2 16
rsa-md4-des 3 24
des-mac 4 16
des—mac-k S B
rsa-md4-des-k 6 16
Isa-mdS 7 16
rsa—md5-des B 24

_____________________________ __+---_--__-___---__

padata type Ipadata—type value_____________________________ __+_________________

PA-TGS-REQ 1
PA-ENC—TIMESTAMP 2
PA-PW-SALT 3

_____________________________ --+_---__-__----

authorization data type lad-type value_____________________________ __+__-__--_--___

reserved values 0-63
OSF-DCE 64
SESAME 65

............................. __+_---------_____-_

alternate authentication type |method—type value_____________________________ __+-_______---______

reserved values 0-63
ATT—CHALLENGE-RESPONSE 64

_____________________________ __+___-_--_-_-__

transited encoding type |tr—type value............................. -_+_--------_-_-

DOMAIN-X500-COMPRESS 1
reserved values all others
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message types

KRB_AS_REQ
KRB_AS_REP
KRB_TGS_REQ
KRB_TGS_REP
KRB_AP_REQ
KRB_AP_REP
KRB_SAFE
KRB_PRIV
KRB_CRED

KRB_ERROR

name types

Kerberos September 1993

. . . . . . . . . . . _ --+__-----+_______--_--_______________---___-_-____-

[Value [Meaning or MIT code............ --+_-_____+____-____--_________-_-____--____---_----

5 current Kerberos protocol version number

10 Request for initial authentication
11 Response to KRB_AS_REQ request
12 Request for authentication based on TGT
13 Response to KRB_TGS_REQ request
14 application request to server
15 Response to KRB_AP_REQ_MUTUAL
20 Safe (checksummed) application message
21 Private (encrypted) application message
22 Private (encrypted) message to forward

credentials
30 Error response

0 Name type not knownKRB_NT UNKNOWN
KRB_NT:PRINCIPAL 1

KRB_NT_SRV_INST 2
KRB_NT_SRV_HST

3

KRB_NT_SRV_XHST 4
KRB_NT_UID

error codes

KDC_ERR_NONE
KDC_ERR_NAME_EXP

KDC_ERR_SERVICE_EXP

KDC_ERR_BAD_PVNO

5

Just the name of the principal as in DCE, or
for users

Service and other unique instance (krbtgt)
Service with host name as instance (telnet,
rcommands)
Service with host as remaining components
Unique ID

0 NO error

1 Client's entry in database has
expired

2 Server's entry in database has
expired

3 Requested protocol version number
not supported

KDC_ERR_C_OLD_MAsT_KVNO 4 Client's key encrypted in old
master key

KDC_ERR_S_0LD_MAST_KVNO 5 Server's key encrypted in old

KDC_ERR_C_PRINCIPAL_UNKNOWN
KDC_ERR_S_PRINCIPAL_UNKNOWN
KDC_ERR_PRINCIPAL_NOT_UNIQUE

Kohl & Neuman

master key
6 Client not found in Kerberos database
7 Server not found in Kerberos database

8 Multiple principal entries in
database
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KDC_ERR_NULL_KEY
KDC_ERR_CANNOT_POSTDATE
KDC_ERR_NEVER_VALID

KDC_ERR_POLICY
KDC_ERR_BADOPTION

KDC_ERR_ETYPE_NOSUPP

KDC_ERR_SUMTYPE;NOSUPP
KDC_ERR_PADATA_TYPE_NOSUPP
KDC_ERR_TRTYPE_NOSUPP
KDC_ERR_CLIENT;REVOKED
KDC_ERR_SERVICE_REVOKED

KDC_ERR_TGT_REVOKED
KDC_ERR_CLIENT_NOTYET

KDC_ERR_SERVICE_NOTYET

KDC_ERR_KEY_EXPIRED

KDC_ERR_PREAUTH_FAILED

KDC_ERR_PREAUTH_REQUIRED

KRB_AP_ERR_BAD_INTEGRITY

KRB_AP_ERR_TKT_EXPIRED
KRB_AP_ERR_TKT_NYV
KRB_AP_ERR_REPEAT
KRB_AP_ERR_NOT_US
KRB_AP_ERR_BADMATCH
KRB_AP_ERR_SKEW
KRB_AP_ERR_BADADDR
KRB_AP_ERR_EADVERSION
KRB_AP_ERR_MSG_TYPE
KRB_AP_ERR_MODIFIED
KRB_AP_ERR_BADORDER
KRB_AP_ERR_BADKEYVER

KRB_AP_ERR_NOKEY
KRB_AP_ERR_MUT_FAIL
KRB_AP_ERR_BADDIRECTION
KRB_AP_ERR_METHOD

KRB_AP_ERR_BADSEQ
KRB_AP_ERR_INAPP_CKSUM
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12
13

14

15
16
17
18
19

20
21

22

23

24

25

31

32
33
34
35
36
37
38
39
40
41
42
44

45
46
47
48

49
50
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The client or server has a null key
Ticket not eligible for postdating
Requested start time is later than
end time

KDC policy rejects request
KDC cannot accommodate requested
option
KDC has no support for encryption
type
KDC has no support for checksum type
KDC has no support for padata type
KDC has no support for transited type
Clients credentials have been revoked
Credentials for server have been
revoked
TGT has been revoked

Client not yet valid - try again
later

Server not yet valid - try again
later

Password has expired - change
password to reset
Pre-authentication information
was invalid

Additional pre-authentication
required‘
Integrity check on decrypted field
failed

Ticket expired
Ticket not yet valid
Request is a replay
The ticket isn't for us
Ticket and authenticator don't match
Clock skew too great
Incorrect net address
Protocol version mismatch

Invalid meg type
Message stream modified
Message out of order
Specified version of key is not
available

Service key not available
Mutual authentication failed
Incorrect message direction
Alternative authentication method
required‘
Incorrect sequence number in message
Inappropriate type of checksum in
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message

KRB_ERR_GENERIC 60 Generic error (description in e—text)
KRB_ERR_FIELD_TOOLONG 61 Field is too long for this

implementation

*This error carries additional information in the e-data field. The
contents of the erdata field for this message is described in section
5.9.1.

9. Interoperability requirements

Version 5 of the Kerberos protocol supports a myriad of options.
Among these are multiple encryption and checksum types, alternative
encoding schemes for the transited field, optional mechanisms for
pre-authentication, the handling of tickets with no addresses,
options for mutual authentication, user to user authentication,
support for proxies, forwarding, postdating, and renewing tickets,
the format of realm names, and the handling of authorization data.

In order to ensure the interoperability of realms, it is necessary to
define a minimal configuration which must be supported by all
implementations. This minimal configuration is subject to change as
technology does. For example, if at some later date it is discovered
that one of the required encryption or checksum algorithms is not
secure, it will be replaced.

9.1. Specification 1

This section defines the first specification of these options.
Implementations which are configured in this way can be said to
support Kerberos Version 5 Specification 1 (5.1).

Encryption and checksum methods

The following encryption and checksum mechanisms must be supported.
Implementations may support other mechanisms as well, but the
additional mechanisms may only be used when comunicating with
principals known to also support them: Encryption: DES—CBC-MD5
Checksums: CRC-32, DES—MAC, DES—MAC-K, and DES-MD5

Realm Names

All implementations must understand hierarchical realms in both the
Internet Domain and the X.500 style. When a ticket granting ticket
for an unknown realm is requested, the KDC must be able to determine
the names of the intermediate realms between the KDCs realm and the
requested realm.
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Transited field encoding

DOMAIN-X500-COMPRESS (described in section 3.3.3.1) must be

supported. Alternative encodings may be supported, but they may be
used only when that encoding is supported by ALL intermediate realms.

Pre-authentication methods

The TGS-REQ method must be supported. The TGS-REQ method is not used
on the initial request. The PA-ENC—TIMESTAMP method must be supported
by clients but whether it is enabled by default may be determined on
a realm by realm basis. If not used in the initial request and the
error KDC_ERR_PREAUTH_REQUIRED is returned specifying PA—ENCTIMESTAMP
as an acceptable method, the client should retry the initial request
using the PA—ENC-TIMESTAMP preauthentication method. servers need not
support the PAENC-TIMESTAMP method, but if not supported the server
should ignore the presence of PA-ENC—TIMESTAMP pre—authentication in
a request.

Mutual authentication

Mutual authentication (via the KRB_AP_REP message) must be supported.

Ticket addresses and flags

All KDC's must pass on tickets that carry no addresses (i.e., if a
TGT contains no addresses, the KDC will return derivative tickets),
but each realm may set its own policy for issuing such tickets, and
each application server will set its own policy with respect to
accepting them. By default, servers should not accept them.

Proxies and forwarded tickets must be supported. Individual realms
and application servers can set their own policy on when such tickets
will be accepted.

All implementations must recognize renewable and postdated tickets,
but need not actually implement them. If these options are not
supported, the starttime and endtime in the ticket shall specify a
ticket's entire useful life. when a postdated ticket is decoded by a
server, all implementations shall make the presence of the postdated
flag visible to the calling server.

User-to—user authentication

Support for user to user authentication (via the ENC—TKTIN—SKEY KDC
option) must be provided by implementations, but individual realms
may decide as a matter of policy to reject such requests on a per-
principal or realm-wide basis.
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Authorization data

Implementations must pass all authorization data subfields from
ticket-granting tickets to any derivative tickets unless directed to
suppress a subfield as part of the definition of that registered
subfield type (it is never incorrect to pass on a subfield, and no
registered subfield types presently specify suppression at the KDC).

Implementations must make the contents of any authorization data
subfields available to the server when a ticket is used.
Implementations are not required to allow clients to specify the
contents of the authorization data fields.

9.2. Recommended KDC values

Following is a list of recommended values for a KDC implementation,
based on the list of suggested configuration constants (see section
4.4) .

minimum lifetime 5 minutes

maximum renewable lifetime 1 week

maximum ticket lifetime 1 day

empty addresses only when suitable restrictions appearin authorization data

proxiable, etc. Allowed.
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This appendix provides pseudo-code describing how the messages are to
be constructed and interpreted by clients and servers.

A.1.
reque5t.pvno
request.msg—type

KRB_AS_REQ generation
:= protocol version; /* pvno

message type; /* type

5 */

KRB_AS_REQ ‘/

if(pa_enc_timestamp_required) then
request.padata.padata-type = PA-ENC-TIMESTAMP;
get system_time;
padata-body.patimestamp,pausec = system_time;
encrypt padata-body into request.padata.padata—value

using client.key; /* derived from password */
endif

body.kdc-options
body.cname
body.realm :
body.sname

user's name;
user's realm;

users's preferences;

service's name; /* usually "krbtgt",
"localrealm" */

if (body.kdc-options.POSTDATED is set) then
body.from

else

omit body.from;
endif

body.till requested end time;

requested starting time;

if (body.kdc-options.RENEWABLE is set) then
body.rtime

endif

body.nonce
body.etype
if (user supplied addresses) then

body.addresses
else

random_nonce();
requested etypes;

omit body.addresses;
endif

omit body.enc—authorization—data;
request.req-body

kerberos

body;

requested final renewal time;

user's addresses;

lookup(name of local kerberos server (or servers)):
send(packet,kerberos); 1 '

wait(for response);
if (timed_out) then

retry or use alternate server;
endif
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A.2. KRB_AS_REQ verification and KRB_AS_REP generation
decode message into req;

client := lookup(req.cname,req.realm);
server := lookup(req.sname,req.realm);
get system_time;
kdc_time := system_time.seconds;

if (lclient) then
/* no client in Database */
error_out(KDC_ERR_C_PRINCIPAL_UNKNOWN);

endif
if (!server) then

/* no server in Database */
error_out(KDC_ERR_S_PRINCIPAL_UNKNOWN);

endif

if(client.pa_enc_timestamp_required and
pa_enc_timestamp not present) then

error_out (KDC_ERR_PREAU'1'H_REQUIRED (PA_ENC__TI MESTAMP) ) ,-endif

if(pa_enc_timestamp present) then
decrypt req.padata—value into decrypted_enc_timeetamp

using client.key;
using auth_hdr.authenticator.subkey;

if (decrypt_error()) then
error_out(KRB_AP_ERR_BAD_INTEGRITY);

if(decrypted_enc_timestamp is not within allowable
skew) then error_out(KDC_ERR_PREAUTH_FAILED);

endif

if(decrypted_enc_timestamp and usec is replay)
error_out(KDC_ERR_PREAUTH_FAILED);

endif

add decrypted_enc_timestamp and usec to replay cache;endif

use_etype := first supported etype in req.etypes;

if (no support for req.etypes) then
error_out(KDC_ERR_ETYPE_NOSUPP);

endif

new_tkt.vno := ticket version; /' = 5 */
new_tkt.sname := req.sname;
new_tkt.srealm := req.srealm;
reset all flags in new_tkt.f1ags;
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/' It should be noted that local policy may affect the '/
/' processing of any of these flags. For example, some '/
/' realms may refuse to issue renewable tickets '/

if (req.kdc—options.FORWARDABLE is set) then
set new;tkt.f1ag5.FORWARDABLE;

endif

if (req.kdc-options.PROxIABLE is set) then
set new_tkt.flags.PROxIABLE;

endif

if (req.kdc-options.ALLOW-POSTDATE is set) then
set new_tkt.flags.ALLOW—POSTDATE;

endif

if ((req.kdc-options.RENEW is set) or
(req.kdc-options.VALIDATE is set) or
(req.kdc-options.PROxY is set) or
(req.kdc—options.FORWARDED is set) or
(req.kdc-options.ENC-TKT-IN-SKEY is set)) then

error_out(KDC_ERR_BADOPTION);
endif

new_tkt.session := random_session_key();
new_tkt.cname := req.cname;
new_tkt.crea1m := req.crealm;
new_tkt.transited := empty_transited_field();

new_tkt.authtime := kdc_time;

if (req.kdc-options.POSTDATED is set) then
if (against_postdate_policy(req.from)) then

error_out(KDC_ERR_POLICY);
endif

set new_tkt.f1ags.INVALID;
new_tkt.starttime := req.from;else

omit new_tkt.starttime; /' treated as authtime when
omitted */

endif

if (req,ti1l = 0) then
till := infinity;

else

till = req.till;
endif

new_tkt.endtime = min(till,
new_tkt.starttime+client.max_life,
new_tkt.starttime+server.max_life,
new_tkt.starttime+max_life_for_realm);
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if ((req.kdc—options.RENEWABLE-OK is set) and
(new_tkt.endtime < req.til1)) then

/* we set the RENEWABLE option for later processing */
set req kdc-options.RENEWABLE:
req.rtime := req.til1;

endif

if (req.rtime = 0) then
rtime := infinity;

else
rtime := req.rtime;

endif

if (req.kdc-options.RENEWABLE is set) then
set new_tkt.f1ags.RENEWABLE;
new_tkt.renew-till := min(rtime,
new_tkt.starttime+c1ient.max_rlife,
new_tkt.starttime+server.max_r1ife,
new_tkt.starttime+max_rlife_for_rea1m);

else

omit new_tkt.renew—til1; /* only present if RENEWABLE */
endif

if (req.addresses) then
new_tkt.caddr := req.addresses;

else

omit new;tkt.caddr;
endif

new_tkt.authorization_data := empty_authorization_data();

encode to-be-encrypted part of ticket into OCTET STRING;
new_tkt.enc-part := encrypt OCTET STRING

using etype_for_key(server.key), server.key, server.p_kvno;

/* Start processing the response */

resp.pvno := 5;
resp.msg-type := KRB_AS_REP;
resp.cname := req.cname;
resp.crea1m := req.rea1m;
resp.ticket := new_tkt;

resp key := new_tkt.session;
resp.1ast-req := fetch_1ast_request_info(client);
resp.nonce := req.nonce;
resp.key-expiration := c1ient.expiration;
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resp.f1agB := new_tkt.f1ags;

resp.authtime := new_tkt.authtime;
resp.starttime := new_tkt.starttime;
resp.endtime := new_tkt.endtime;

if (new_tkt.f1ags.RENEwABLE) then
resp.renew-till := new_tkt.renew-till;

endif

resp.rea1m := new_tkt.realm;
resp.sname := new_tkt.sname;

resp.caddr := new_tkt.caddr;

encode body of reply into OCTET STRING;

encrypt OCTBT STRINGresp.enc-part
using use_etype, c1ient.key, c1ient.p_kvno;

send(resp);

A.3. KRB_AS_REP verification
decode response into resp;

if (resp.msg-type = KRB_ERROR) then
if (error = KDC__ERR_PF.EAU'I‘H_REQUIRED (PI-\_ENC_'I‘IMESTAMP) )

then set pa_enc_timestamp_required;
goto KRB_AS_REQ;

endif

process_error(resp);
return;

endif

/* On error, discard the response, and zero the session key */
/* from the response immediately */

key = get_decryption_key(resp.enc-part.kvno, resp.enc-part.etype,
resp.padata);

unencrypted part of resp := decode of decrypt of resp.enc-part
using resp.enc-part.etype and key;

zero(key);

if (common_as_rep_tgs_rep_check5 fail) then
destroy resp.key;
return error;

endif

if near(resp.princ_exp) then
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print(warning message);
endif

save_for_later(ticket,session,client,server,times,flags);

A.4. KRB_As_REP and KRB_TGS_REP common checks
if (decryption_error() or

(req.cname != resp.cname) or
(req realm != resp.crealm) or
(req.sname != resp.sname) or
(req.realm != resp.realm) or
lreq.nonce != resp.nonce) or
(req.addresses != resp.caddr)) then

destroy resp.key;
return KRB_AP_ERR_MODIFIED;

endif

/* make sure no flags are set that shouldn't be, and that */
/* all that should be are set */
if (!check_flags_for_compatabi1ity(req.kdc—options,resp.flags))

then destroy resp.key;
return KRB_AP_ERR_MODIFIED;

endif

if ((req.from = 0) and
(resp.starttime is not within allowable skew)) then

destroy resp.key;
return KRB_AP_ERR_SKEW;

endif

if ((req.from != O) and (req.from != resp.starttime)) then
destroy resp.key;
return KRB_AP_ERR_MODIFIED;

endif

if ((req.til1 != O) and (resp.endtime > req.til1)) then
destroy resp.key;
return KRB_AP_ERR_MODIFIED;

endif

if ((req.kdc-options.RENEWABLE is set) and
(req.rtime != O) and (resp.renew-till > req.rtime)) then

destroy resp.key;
return KRB_AP_ERR_MODIFIED;

endif

if ((req.kdc-options.RENEWABLE-OK is set) and
(resp.flags.RENEWABLE) and
(req.til1 != O) and
(resp.renew—till > req.till)) then

destroy resp.key;
return KRB_AP_ERR_MODIFIED;
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endif

A.5. KRB_TGS_REQ generation
/* Note that make_app1ication_request might have to '/
/* recursivly call this routine to get the appropriate */
/* ticket-granting ticket */

request.pvno := protocol version; /* pvno = 5 */
KRB_TGS_REQ */request.msg-type := message type; /* type

body.kdc-options := users’s preferences;
/* If the TGT is not for the realm of the end-server */
/* then the sname will be for a TGT for the end-realm */
/* and the realm of the requested ticket (body.rea1m) */
/* will be that of the TGS to which the TGT we are ‘/
/' sending applies ‘/
body.sname := service's name;
body.realm := service's realm;

if (body.kdc-options.POSTDATED is set) then
body.from := requested starting time;

else

omit body.from;
endif

body.till := requested end time;
if (body.kdc—options.RENEWABLE is set) then

body.rtime := requested final renewal time;
endif

body.nonce := random_nonce();
body.etype := requested etypes;
if (user supplied addresses) then

body.addresses := user's addresses;
else

omit body.addresses;
endif

body.enc-authorization-data := user-supplied data;
if (body.kdc-options.ENC-TKT-IN-SKEY) then

body additional-tickets_ticket := second TGT;
endif

request.req~body := body;
check := generate_checksum (req.body,checksumtype);

request.padata[0].padata-type := PA—TGs-REQ;
request.padata[0].padata—value := create a KRB_AP_REQ using

the TGT and checksum
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/' add in any other padata as required/supplied '/

kerberos := lookup(name of local kerberose server (or servers));
send(packet,kerberos);

wait(for response);
if (timed_out) then

retry or use alternate server;
endif

A.6. KRB_TGS_REQ verification and KRB_TGS_REP generation
/* note that reading the application request requires first
determining the server for which a ticket was issued, and
choosing the correct key for decryption. The name of the
server appears in the plaintext part of the ticket. */

if (no KRB_AP_REQ in req.padata) then
error_out (KDC_ERR__PADATA_TYPE_NOSUPP) ,-

endif

verify KRB_AP_REQ in req.padata;

/' Note that the realm in which the Kerberos server is
operating is determined by the instance from the
ticket-granting ticket. The realm in the ticket-granting
ticket is the realm under which the ticket granting ticket was
issued. It is possible for a single Kerberos server to
support more than one realm. */

auth_hdr : = KRB_AP_REQ;
tgt := auth_hdr.ticket;

if (tgt.sname is not a TGT for local realm and is not
req.sname) then error_out(KRB_AP_ERR_NOT;US);

realm := rea1m_tgt_is_for(tgt);

decode remainder of request;

if (auth_hdr.authenticator.cksum is missing) then
error_out (KRB_AP__ERR___INAPP_CKSUM) ;

endif

if (auth_hdr.authenticator.cksum type is not supported) then
error_out(KDC_ERR_SUMTYPE_NOSUPP);

endif

if (auth_hdr.authenticator.cksum is not both collision-proof
and keyed) then

error_out(KRB_AP_ERR_INAPP_CKSUM):
endif
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set computed_checksum := checksum(req);
if (computed_checksum != auth_hdr.authenticatory.cksum) then

error_out(KRB_AP_ERR_MODIFIED);
endif

server := lookup(req.sname,realm);

if (!server) then

if (is_foreign_tgt_name(server)) then
server := best_intermediate_tgs(server);

else

/* no server in Database */
error_out(KDC_ERR_S_PRINCIPAL_UNKNOWN);

endif
endif

session := generate_random_session_key();

use_etype := first supported etype in req.etypes;

if (no support for req.etypes) then
error_out(KDC_ERR_ETYPE_NOSUPP);

endif

new_tkt.vno := ticket version; /* = 5 */
new_tkt.sname := req.sname;
new_tkt.srealm := realm;
reset all flags in new_tkt.flags;

/* It should be noted that local policy may affect the */
/' processing of any of these flags. For example, some"/
/' realms may refuse to issue renewable tickets */

new_tkt.caddr := tgt.caddr;
resp.caddr := NULL; /' We only include this if they change */
if (req.kdc-options.FORWARDABLE is set) then

if (tgt.flags.I-‘ORWARDABLE is reset) then
error_out(KDC_ERR_BADOPTION);

endif

set new_tkt.flags.FORWARDABLE;
endif

if (req.kdc-options.FORWARDED is set) then
if (tgt.flags.FORWARDABLE is reset) then

error_out(KDC_ERR_BADOPTION);
endif

set new_tkt.flags.FORWARDED;
new_tkt.caddr := req.addresses;
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resp.caddr := req.addresses;
endif

if (tgt.f1ags.FORwARDED is set) then
set new_tkt.f1ags.FORWARDED;

endif

if (req.kdc-options.PROXIABLE is set) then
if (tgt.flags.PROXIABLE is reset)

error_out(KDC_ERR_BADOPTION);
endif

set new_tkt.f1ags PROXIABLE;
endif

if (req.kdc—options.PROXY is set) then
if (tgt.flags.PROxIABLE is reset) then

error_out(KDC_ERR_BADOPTION);
endif

set new_tkt.f1ags.PROXY;
new_tkt.caddr := req.addresses;
resp.caddr := req.addresses;

endif

if (req.kdc—options.PosTDATE is set) then
if (tgt.flags.POSTDATE is reset)

error_out(KDC_ERR_BADOPTION);
endif

set new_tkt.f1ags.POSTDATE;
endif

if (req.kdc-options.POSTDATED is set) then
if (tgt.flags.POSTDATE is reset) then

error_out(KDC_ERR_BADOPTION);
endif

set new_tkt.flags.POSTDATED;
set new_tkt.flags.INVALID;
if (against_postdate_policy(req.from)) then

error_out(KDC_ERR_POLICY);
endif

new_tkt.starttime := req.from;
endif

if (req.kdc-options.VALIDATE is set) then
if (tgt.f1ags.INVALID is reset) then

error_out(KDC_ERR_POLICY);
endif

if (tgt.starttime > kdc_time) then
error_out(KRB_AP_ERR_NYV);

endif

if (check_hot_1ist(tgt)) then
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error_out(KRB_AP_ERR_REPEAT);
endif
tkt := tgt;

reset new_tkt.flags.INVALID;
endif

if (req.kdc-options.(any flag except ENC—TKT-IN-SKEY, RENEW,
and those already processed) is set) then

error_out(KDC_ERR_BADoPTION);
endif

new_tkt.authtime := tgt.authtime;

if (req kdc-options.RENEw is set) then
/' Note that if the endtime has already passed, the ticket */
/' would have been rejected in the initial authentication */
/* stage, so there is no need to check again here */

if (tgt.£lags.RENEWAELE is reset) then
error_out(KDC_ERR_BADOPTION);

endif

if (tgt.renew-till >= kdc_time) then
error_out(KRB_AP_ERR_TKT_EXPIRED);

endif

tkt := tgt;

new_tkt.starttime := kdc_time;
old_life := tgt.endttime - tgt.starttime;
new_tkt.endtime := min(tgt.renew-till,

new_tkt.starttime + old_life);
else

new_tkt.starttime := kdc_time;
if (req.till = 0) then

till := infinity;
else

till := req.till;
endif

new_tkt.endtime := min(till,
new_tkt.starttime+client.max_life,
new_tkt.starttime+server.max_1ife,
new_tkt.starttime+max_life_for_realm,
tgt.endtime);

if ((req.kdc-options.RENEwABLE-OK is set) and
(new_tkt.endtime < req.till) and
(tgt.flags.RENEWABLE is set) then

/* we set the RENEWABLE option for later */
/* processing */
set req.kdc-options.RENEWABLE;
req.rtime := min(req.till, tgt.renew-till);
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endif
endif

if (req.rtime = 0) then
rtime := infinity;

else

rtime := req.rtime;
endif

if ((req.kdc—options.RENEWABLE is set) and
(tgt.f1ags.RENEWABLE is set)) then

set new_tkt.flaga.RENEWABLE;
new_tkt.renew-till := min(rtime,
new_tkt.starttime+client.max_rlife,
new_tkt.starttime+server.max_rlife,
new_tkt.starttime+max_rlife_for_realm,
tgt.renew-till);

else

new_tkt.renew-till := OMIT;
/* leave the renew-till field out */

endif

if (req.enc—authorization—data is present) then
decrypt req.enc—authorization-data

into decrypted_authorization_data
using auth_hdr.authenticator.subkey;

if (decrypt_error()) then
error__out (KR.B__AP_ERR_BAD_INTEGRITY) ;

endif
endif

new_tkt.authorization_data :=
req.auth_hdr.ticket.authorization_data +

decrypted_authorization_data;

new_tkt.key := session;
new_tkt.crea1m := tgt.crea1m;
new_tkt.cname req.auth_hdr.ticket.cname;

if (realm_tgt_is_for(tgt) := tgt.realm) then
/* tgt issued by local realm */
new_tkt.transited := tgt.transited;else

/* was issued for this realm by some other realm */
if (tgt.transited.tr—type not supported) then

error_out (KDC_ERR_TRTYPE_NOSUPP) ;
endif

new_tkt.transited
:= compress_transited(tgt.transited + tgt.rea1m)

endif
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encode encrypted part of new_tkt into OCTET STRING;
if (req.kdc-options.ENC-TKT-IN-SKEY is set) then

if (server not specified) then
server = req.second_ticket.c1ient;

endif

if ((req.second_ticket is not a TGT) or
(req.second_ticket.client != server)) then

error_out(KDC_ERR_POLICY);
endif

new_tkt.enc-part := encrypt OCTET STRING using
using etype_for_key(second—ticket.key).

second-ticket.key;
else

new_tkt.enc-part := encrypt OCTET STRING
using etype_for_key(server.key), server.key,

server.p_kvno;
endif

resp.pvno := 5;
resp.msg-type := KRB_TGS_REP;
resp.crea1m := tgt.crea1m;
resp.cname := tgt.cname;
resp.ticket := new_tkt;

resp.key := session;
resp.nonce := req.nonce;

resp.1ast-req := fetch_1ast_request_info(client);
resp.f1ags := new_tkt.f1ags;

resp.authtime new_tkt.authtime;
resp.starttime := new_tkt.starttime;
resp.endtime := new_tkt.endtime;

omit resp.key—expiration;

resp.sname := new_tkt.sname;
resp.rea1m := new_tkt.rea1m;

if (new_tkt.f1ags.RENEWABLE) then
resp.renew-till := new_tkt.renew-till;

endif

encode body of reply into OCTET STRING;

if (req.padata authenticator.subkey)
resp.enc-part := encrypt OCTET STRING using use_etype,
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req.padata.authenticator.subkey;
else resp.enc-part := encrypt OCTET STRING

using use_etype, tgt.key;

send(resp);

A.7. KRB_TGS_REP verification
decode response into resp;

if (resp.msg-type = KRB_ERROR) then
process_error(resp);
return;

endif

/* On error, discard the response, and zero the session key from
the response immediately */ '

if (req.padata.authenticator.subkey)
unencrypted part of resp :=

decode of decrypt of resp.enc-part
using resp.enc-part.etype and subkey;

else unencrypted part of resp :=
decode of decrypt of resp.enc-part
using resp.enc-part.etype and tgt’s session key;

if (common_as_rep_tgs_rep_checks fail) then
destroy resp.key;
return error;

endif

check authorization_data as necessary;
save_for_later(ticket,session,client,server,times,flags);

A.8. Authenticator generation
body.authenticator-vno authenticator vno; /* = 5 */
body.cname, body.crealm := client name;
if (supplying checksum) then

body.cksum := checksum;
endif

get system_time;
body.ctime, body.cusec := system_time;
if (selecting sub-session key) then

select sub-session key;
body.subkey := sub-session key;

endif

if (using sequence numbers) then
select initial sequence number;
body.seq-number := initial sequence;

endif
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A.9. KRB_AP_REQ generation
obtain ticket and session_key from cache;

packet.pvno := protocol version; /* 5 */
packet.msg—type := message type; /* KRB_AP_REQ '/

if (desired (MU'I‘UAL__AU'I'HENTICATION) ) then
set packet.ap-options.MUTUAL-REQUIRED;

else

reset packet.ap—options.MUTUAL-REQUIRED;
endif

if (using session key for ticket) then
set packet.ap-options.USE-SESSION-KEY;

else

reset packet.ap-options.USE—SESsIoN-KEY;
endif

packet.ticket := ticket; /* ticket */
generate authenticator;
encode authenticator into OCTET STRING;

encrypt OCTET STRING into packet.authenticator
using session_key;

A.10. KRB_AP_REQ verification
receive packet;
if (packet.pvno != 5) then

either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION);

endif

if (packet.msg-type != KRB_AP_REQ) then
error_out(KRB_AP_ERR_MSG_TYPE);

endif

if (packet.ticket.tkt_vno != 5) then
either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION):

endif

if (packet.ap_options.USE-SESSION-KEY is set) then
retrieve session key from ticket-granting ticket for

packet.ticket.{sname,srealm,enc-part.etype};else

retrieve service key for

packet.ticket.{sname,srealm,enc-part.etype,enc-part.skvno};
endif

if (no_key_avai1able) then
if (cannot_find_specified_skvno) then

error_out(KRB_AP_ERR_BADKEYVER);
else

error_out(KRB_AP_ERR_NOKEY);
endif
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endif

decrypt packet.ticket.enc-part into decr_ticket
using retrieved key;

if (decryption_error()) then
error_out(KRB_AP_ERR_BAD_INTEGRITY);

endif

decrypt packet.authenticator into decr_authenticator
using decr_ticket.key;

if (decryption_error()) then
error_out(KRB_AP_ERR_BAD_INTEGRITY);

endif

if (decr_authenticator.{cname,crea1m} !=
decr_ticket.(cname,crea1m}) then

error_out(KRB_AP_ERR_BADMATCH);
endif

if (decr_ticket.caddr is present) then
if (sender_address(packet) is not in decr_ticket.caddr)

then error_out(KRB_AP_ERR_BADADDR);
endif

elseif (application requires addresses) then
error_out(KRB_AP_ERR_BADADDR);

endif

if (not in_c1ock_skew(decr_authenticator.ctime,
decr_authenticator.cusec)) then

error_out(KRB_AP_ERR_SKEW):
endif

if (repeated(decr_authenticator.(ctime,cusec,cname,crea1m}))
then error_out(KRB_AP_ERR_REPEAT);

endif

save_identifier(decr_authenticator.(ctime,cusec,cname,crealm});
get system_time;
if ((decr_ticket.starttime-system_time > CLOCK_SKEW) or

(decr_ticket.f1ags.INVALID is set)) then
/* it hasn't yet become valid */
error_out(KRB_AP_ERR_TKT_NYV);

endif

if (system_time-decr_ticket.endtime > CLOCK_SKEW) then
error_out(KRB_AP_ERR_TKT;EXPIRED);

endif

/* caller must check decr_ticket.f1ags for any pertinent */
/* details */
return(OK, decr_ticket, packet.ap_options.MUTUAL-REQUIRED);

A.11. KRB_AP_REP generation
packet.pvno := protocol version; /* 5 */
packet.msg-type := message type; /* KRB_AP_REP */
body.ctime := packet.ctime;
body.cusec := packet.cusec;
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if (selecting sub—session key) then
select sub—session key;
body.subkey := sub-session key;

endif

if (using sequence numbers) then
select initial sequence number;
body.seq-number := initial sequence;

endif

encode body into OCTET STRING;

select encryption type;
encrypt OCTET STRING into packet.enc-part;

A.12. KRE_AP_REP verification
receive packet;
if (packet.pvno != 5) then

either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION);

endif

if (packet.msg—type != KRB_AP_REP) then
error_out(KRB_AP_ERR_MSG_TYPE);

endif

cleartext := decrypt(packet.enc-part)
using ticket's session key;

if (decryption_error()) then
error_out(KRB_AP_ERR_BAD_INTEGRITY);

endif

if (cleartext.ctime != authenticator.ctime) then
error_out (Iau3_AP_ERR_Mtrr_1-*AIL) ;

endif

if (cleartext.cusec != authenticator.cusec) then
error_out(KRB_AP_ERR_MUT;FAIL);

endif

if (cleartext.subkey is present) then
save c1eartext.subkey for future use;

endif

if (cleartext.seq-number is present) then
save c1eartext.seq-number for future verifications;

endif

return(AUTHENTICATION_SUCCEEDED);

A.13. KRB_SAFE generation
collect user data in buffer;

/* assemble packet: */
packet.pvno := protocol version; /* S */
packet.msg-type := message type; /* KRB_SAFE */
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body.user-data := buffer; /* DATA */
if (using timestamp) then

get system_time;
body.timestamp, body.usec := system_time;

endif

if (using sequence numbers) then
body.seq-number := sequence number;

endif

body.s-address := sender host addresses;
if (only one recipient) then

body.r-address := recipient host address;
endif '
checksum.cksumtype := checksum type;
compute checksum over body;
checksum.checksum := checksum value; /* checksum.checksum-*/
packet.cksum := checksum;
packet.safe—body := body;

A.14. KRB_SAFE verification
receive packet;
if (packet.pvno != 5) then

either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION);

endif

if (packet.msg-type != KRB_SAFE) then
error_out(KRB_AP_ERR_MSG_TYPE);

endif

if (packet.checksum.cksumtype is not both collision-proof
and keyed) then

error_out(KRB_AP_ERR_INAPP_CKSUM);
endif

if (safe_priv_comon_checks_ok(packet)) then
set computed_checksum := checksum(packet.body);
if (computed_checksum != packet.checksum) then

error_out(KRB_AP_ERR_MODIFIED);
endif

return (packet, PACKET_IS_GENUINE).'
else

return comon_checks_error;
endif

A.15. KRB_SAFE and KRB_PRIV comon checks
if (packet.s-address != O/S_sender(packet)) then

/' O/S report of sender not who claims to have sent it */
error_out(KRB_AP_ERR_BADADDR);

endif

if ((packet.r-address is present) and
(packet.r-address != 1oca1_host_address)) then
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/* was not sent to proper place */
error_out(KRB_AP_ERR_BADADDR);

endif

if (((packet.timestamp is present) and
(not in_clock_skew(packet.timestamp,packet.usec))) or

(packet.timestamp is not present and timestamp expected))
then error_out(KRB_AP_ERR_SKEW);

endif

if (repeated(packet.timestamp,packet.usec,packet.s-address))
then error_out(KRB_AP_ERR_REPEAT);

endif

if (((packet.seq-number is present) and
((not in_sequence(packet.seq-number)))) or

(packet.seq—number is not present and sequence expected))
’ then error_out(KRB_AP_ERR_BADORDER);

endif

if (packet.timestamp not present and
packet.seq-number not present) then

error_out(KRB_AP_ERR_MODIFIED);
endif

save_identifier(packet.(timestamp,usec,s—address),
sender_principal(packet));

return PACKET_IS_0K;

A.16. KRB_PRIV generation
collect user data in buffer;

/* assemble packet: */
packet.pvno := protocol version; /* S */
packet.msg-type := message type; /* KRB_PRIv */

packet.enc-part.etype := encryption type;

body.user—data := buffer;
if (using timestamp) then

get system_time;
body.timestamp, body.usec system_time;

endif

if (using sequence numbers) then
body.seq-number := sequence number;

endif

body.s-address := sender host addresses;
if (only one recipient) then

body.r—address := recipient host address;
endif
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encode body into OCTET STRING;

select encryption type;
encrypt OCTET STRING into packet.enc-part.cipher;

A.17. KRB_PRIv verification
receive packet;
if (packet.pvno != 5) then

either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION);

endif

if (packet.msg-type != KRB_PRIV) then
error_out(KRB_AP_ERR_MSG_TYPE);

endif

cleartext := decrypt(packet.enc-part) using negotiated key;
if (decryption_error()) then

error_out(KRB_AP_ERR_EAD_INTEGRITY);
endif

if (safe_priv_common_checks_ok(cleartext)) then
return(c1eartext.DATA, PACKET_IS_GENUINE_AND_UNMODIFIED);

else

return common_checks_error;
endif

A.18. KRB_CRED generation
invoke KRB_IGS; /* obtain tickets to be provided to peer */

/* assemble packet: */
packet.pvno := protocol version; /* 5 */
packet.msg-type := message type; /* KRB_CRED */

for (ticketslnl in tickets to be forwarded) do
packet.tickets[n] tickets[n].ticket;

ll

done

packet.enc-part.etype := encryption type;

for (ticket[n] in tickets to be forwarded) do
body.ticket—info[n].key = tickets[n].session;
body.ticket—info[n].prea1m = tickets[n].crealm;
body.ticket-info[n].pname = tickets[n].cname;
body.ticket-info[n].f1ags = tickets[n].f1ags;
body.ticket-info[n].authtime = tickets[n}.authtime;
body.ticket-info[n].starttime = tickets[n].starttime;
body.ticket-info[n].endtime = tickets[n].endtime;
body.ticket-infoln].renew-till = tickets[n].renew-till;
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body.ticket-info[n].srea1m = tickets[n].srea1m;
body.ticket—info[p].sname tickets[n].sname;
body.ticket-info[n].caddr tickets[n].caddr;IIII

done

get system_time;

body.timestamp, body.usec := system_time;

if (using nonce) then
body.nonce := nonce;

endif

if (using s—address) then
body.s—address := sender host addresses;endif

if (limited recipients) then
body.r-address := recipient host address;endif

encode body into OCTET STRING;

select encryption type;
encrypt OCTET STRING into packet.enc-part.cipher
using negotiated encryption key;

A.19. KRB_CRED verification
receive packet;
if (packet.pvno != 5) then

either process using other protocol spec
or error_out(KRB_AP_ERR_BADVERSION);endif

if (packet.msg-type != KRB_CRED) then
error_out(KRB_AP_ERR_MSG_TYPE);endif

cleartext := decrypt(packet.enc-part) using negotiated key;
if (decryption_error()) then

error_out (ICRB_AP_ERR_BAD_IN'I'EGRITY) ,-endif

if ((packet.r-address is present or required) and
(packet.s—address != 0/S_sender(packet)) then
/* 0/S report of sender not who claims to have sent it */
error_out(KRB_AP_ERR_BADADDR);endif

if ((packet.r-address is present) and
(packet.r-address != loca1_host_address)) then

/* was not sent to proper place '/
error_out(KRB_AP_ERR_BADADDR);
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endif

if (not in_clock_skew(packet.timestamp,packet.usec)) then
error_out(KRB_AP_ERR_SKEw);endif

if (repeated(packet.timestamp,packet.usec,packet.s-address))
then error_out(KRB_AP_ERR_REPEAT);endif

if (packet.nonce is required or present) and
(packet.nonce != expected-nonce) then

error_out(KRB_APLERR_MODIFIED);endif

for (ticket[nJ in tickets that were forwarded) do
save_for_later(ticket[n],key[n].Principal[n],

server[n],times[n],flags[n]);return

A.20. KRB_ERROR generation

/* assemble packet: */

packet.pvno := protocol version; /* 5 */
packet.msg-type := message type; /* KRB_ERROR */

get system_time;

packet.stime, packet.susec = system_time;
packet.realm, packet.sname := server name;

if (client time available) then

packet.ctime, packet.cusec := client_time;endif

packet.error—code := error code;
if (client name available) then

packet.cname, packet.crealm := client name;endif

if (error text available) then
packet.e-text := error text;endif

if (error data available) then
packet.e-data := error data;endif
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Protection of Data and Delegated Keys in

Digital Distribution

Masahiro Mambo‘, Eiji Okamoto1 and Kouichi Sakurai’

1 School of Information Science, Japan Advanced Institute of Science and Technology
1-] Asahidai Tatsunokuchi Nomi lshikawa, 923-12 Japan

Email: {rnaznbo,olramoto}@_iaist.ac.jp
2 Dept. of Computer and Communication Engineering, Kyushu University

Halcozaki Higashi-ku Fukuoka, 812-81 Japan Email: salrurai@csce.kynshu-u.ac.jp

Abstract. A cryptography is quite eflective in protecting digital in-
formation from unauthorized access. But if 3 receiver of information is
determined after the encryption of the information, e.g. 3 posted eu-
crypted news is withdrawn by an arbitrary user in open networks, we
need an additional mechanism for converting the encrypted information
into a form accessible only to an admissible user. Even though such a
transformation is done by the consecutive execution of decryption of a
ciphertext and re-encryption of a recovered plaiutext, an intermediary
plaintext may be stolen during the re-encryption. In this paper we ex-
amine secure digital distribution systems, information storage system
and information provider system, in which encrypted information is di-
rectly transformed into a ciphertext of an admissible user. We show that
the technique of a proxy cryptosystem is useful for establishing these
distribution systems. Proposed protocols can be constructed base on the
ElGamal cryptosystem or the BSA cryptosystem. Meanwhile, a blind
decryption protocol provides privacy protection with respect to the se-
lection of a. ciphertext to be decrypted. In terms of digital distribution
it also provides a secure information delivery. An information provider
system using a blind decryption protocol possesses a problem such that a
decrypting person computes exponentiation fora message fireely selected
by a requesting person. For such an oracle problem, a solution is known
with use of a transformable signature. In this paper we show another
measure prohibiting the abuse of the blind decryption protocol.

1 Introduction

One of the greatest advantages of an open network, e.g. Internet, is that peo-
ple can obtain a. large amount of information all over the world. In particular,
information created at a local place can be easily read by people living at very
far distance. In such a network digitized information is distributed widely and
freely. During distribution the digital infonnation passes through several sites,
and it is sometimes locally stored in some of these sites. Since the open network
is a. decentralized insecure computer network, the digital information transmit-
ted over the network and locally stored information sh
external threats li
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threat, we should be careful about internal threats. For example, information

stored in a storage of an organization may be copied by a malicious employee,
and leaked out of the organization. It is a very important subject to achieve
security of digital information in a distribution system over the open network.

Of course, cryptography is an effective means for protecting digital informa-
tion from unauthorized access. As long as a cryptosystem used is not broken,
the information is not read by anyone other than that knows a secret. Encrypted
information can be securely transmitted, and put in any storage with keeping its
secrecy. However, the direct use of cryptography is not good enough because a
recipient of ciphertext is often not known in advance in the information distribu-

tion to the public.. An information provider may collect interesting information,
and try to sell it. Collected valuable information is encrypted, but since its recip-
ient is not known at the time of encryption, the encrypted information has to be
converted when its user is determined. The information provider may decrypt its
ciphertext and successively re-encrypt a recovered plaintext for the user. Then
there is a. threat such that a malicious employee and an external entity try to
obtain the intermediary plaintext. Naturally speaking, a creator of digital infor-
mation wants to hide his information until it arrives at a legitimate end user.
Therefore, a secure information distribution mechanism which is appropriate for
the open network should be studied.

In this paper we mainly deal with two types of_distribution systems. One is
an information storage system and the other is an information provider system.

Information storage system: It costs to keep material products in a stor-
age.'Likewise, digital information needs disk space, and one needs to spend a
certain amount of money for a storage facility. Hence, it is imaginable that in-
formation storage business emerges. A small company which lacks of funds for
a storage equipment deposits its own data in a storage keeper, and withdraws
the data from time to time over a. network. In order to prepare for a disaster,
e.g. earthquake or fire, even a large company may use this type of service as
a backup of huge amount of data. If the amount of data a company needs to
keep drastically fluctuates, the company can receive large benefit from the stor-
age service by renting an adequate amount of disk space in each period. The
demand for storage business will definitely increase if the communication cost

becomes lower than the storage cost. In such a business, the owner of the digital
information wants to hide deposited information from the keeper. Moreover, if
a company retrieves information on demand of a user as in thetravel agency
and in the weather forecast company, it needs to show the same information to ' 2
many users. That means it has to convert the information into a form accessible
to admissible users. »

The information storage system is expected to have a great effect not only Au‘
as a business between companies but also inside a company. A company has a the’,
storage section, and files of different sections are stored in the section. It is useful 3 "5.

both as a back up and as normal storage. Since data is gathered in one section, °°m
messages should be protected from steal by dishonest employees. 3 5°:
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Information provider system: One of important problems in the open
network is how to find useful information from large amount of data in the net-
work. Without doubt, we can show our information to the public more easily
than before the open network has been built. But it is still not an easy mat-
ter to find necessary information from the public. Therefore, one can conduct
a business by collecting and providing information over the network. Superdis-
tribution [Mori90], which is a concept on a software distribution system such
as a software company can charge a user for each use of a software, also has
to overcome a problem of providing information attractive enough to users. Al-
though an electronic news system or a shareware program 5Y5?-Em Offers 113 an
opportunity to find useful information, it does not ensure the security of posted
information. Hence, we study a secure information provider system by taking an
electronic news system, a newspaper system and a software distribution system
as examples.

We show that the proxy cryptosystem [M097] is quite effective in construct-
ing secure distribution systems described above. Concrete distribution protocols
can be constructed based on either the RSA cryptosystem [RSA84] or the El-
Gamal cryptosystem [ElG35].

In the meantime, a blind decryption system [SY96, MSO96] provides privacy
protection with respect to the selection of a ciphertext to be decrypted. In terms
of digital distribution it also provides a secure information delivery. But a blind
decryption based on ElGamal cryptosystem has a problem such that a decrypting
person computes exponentiation for any message selected by a requesting person.
This type of protocol‘ abuse is generally called an oracle problem. A person
participating in a cryptographic protocol is exploited by an enemy, and plays
like an oracle to the enemy. The oracle problem in the ElGa.mal blind decryption
is solved in [MSO96] by utilizing the transformability of the ElGamal signature.
In this paper we show a new solution to this problem.

After the introduction, related work is shown in Sect.2. Then two types of
distribution systems are described in Sect.3. Protocol 1 in Sect.3.? is an infor-
mation storage system, and Protocol 2, Protocol 3 and Protocol 4 in Sect.3.3 are
information provider systems. Protocol 4 uses a blind decryption protocol with
a protective mechanism against the abuse by users. Finally, conclusion is givenin Sect.4.

2 Related work

Authorization in open networks has been paid a great attentions for years, and
there are much work related to it, eg. [NS78, VAB91, Neu93]. In their schemes
a. user or a client computer proves that he or it is a really authorized person or
computer. Once a check of user verification is passed, he can receive a service from
a server. We can consider our systems are one kind of authorization protocol.
Even so, our protocols are more devoted to the authorization of the power to
decrypt ciphertext and delegated keys than that to prove an identity of a user.
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Information provider systems are shown in [TIY95]. One of their systems, a

temporary-type system, offers a user a way to use information in on-line basis,
e.g. video on demand. In another system, a permanent-type system, encrypted
information is delivered in advance to a user via MD, CD-ROM and so on.
In both systems a session key is exchanged before information is decrypted.
In our proposed systems the session key exchange is not carried out in each
transmission. Instead, encrypted information is convened into a form a receiver
can read.

In [OT94] an on-line shopping system protecting privacy is proposed, where
three sections, customer section, intermediary section and commodity section,
are established in a catalog sales company. Who buys which goods is kept un-
known as long as not more than two sections collude. In our distribution systems,
we do not need to consider several sections in the same company. The privacy
is protected in our schemes in a sense such that a keeper cannot know the con-
tent of retrieved information in_the information storage system and such that
an intermediary company does not know the content of transferred information
in one of the information provider systems.

Proxy deci-ypt1'on(Proxy decoding): The proxy decryption is a process
in a proxy cryptosystem. The proxy cryptosystem [M097] is a method by which
an. original decryptor D can allow a designated proxy decryptor Pzy to decrypt
a ciphertext of the original decryptor. A proxy p is preliminarily given from
the original decryptor to the proxy decryptor through a secure channel, and
when the original decryptor wants to delegate the decrypting operation to the
proxy decryptor, the original decryptor transforms its ciphertext Ci”) into a
ciphertext Ci’'1’) for the proxy decryptor. Using p the proxy decryptor extracts
a plaintext m from C(P"’7. This decryption by the proxy decryptor is called
proxy decryption. Even the proxy decryptor given p cannot compute a secret
SD of the original decryptor. A process offering the same functionality as the
proxy ‘cryptosystem can be performed by first decrypting a ciphertext Cw) and
then re-encrypting an obtained plaintext under the proxy decryptor's public key.
This obvious re-encryption method is not efiicient enough, and more efiicient
methods are shown in [M097] based on the ElGamal cryptosystem or the RSA
cryptosystem.

Blind decryption(B1ind decoding): The blind decryption is a process by
which a user If possessing a ciphertext Cw) of other user or other organization,
say a company 0, makes 0 decrypt Ciel without telling C which ciphertext U
tries to decrypt. At the same time, 0 can keep hiding its secret value so from
U. In contrast to the blind signature [Cha85] where a digital signature is created
for a document unknown to a signer, the decrypting operation is executed for a
document unknown to a decryptor. The blind decryption is useful for protecting
privacy in software distribution in the following way. A software product is en-
crypted, and the'key is also encrypted by C"s public key. Then a set of pairs of
an encrypted program and a key is delivered to a user. The user selects a favorite

program and recovers it without showing which program he wants to obtain by
conducting the blind decryption protocol with C'.‘The blind decryption tech-
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systelng, a nique has already been used in the fair public-key cryptosystem [Mic92] based
.1jne basis’ on the RSA cryptosystem and in [SY96] based on the ElGamal cryptosystem.
encrypted e The scheme shown in [SY96] can be estimated as a refinement of the Muse);-

and so on, Omura cryptosystem described in [Kob87] in the ElGa.mal cryptosystem. The
decrypted, Massey-Omura cryptosystern is also called Sha.mir’s three-pass message trans- _
.ut in each f mission scheme. The scheme in [SY96] ensures secure message transmission to a

EIl

I

1 a receive; receiver, either.

'5€d- Where 3 Proposed Di ital Distribution S stemsity section g y

is kept un- 3.1 General framework
in systems,

-he Privacy In proposed systems digital information is encrypted by a secret-key cryptosys-
M, the com tem and a ciphertext C is created. We can select any favorite secret-key cryp-
: such that tosystem. A receiver of digital information is informed what kind of secret-key
“formation cryptosystern is used, either in advance or in each transmission.‘ The key used in

the secret-key cryptosystem is randomly generated, and it is processed by the
9 3 pram .- proxy cryptosystem or the blind decryption system, which is based on a public-
d by which key cryptosystem. In order to simplify the description, we do not particularly
to deer-Wt mention authentication methods of messages or users At the same time, we do

given fm‘m not specify a payment protocol, a receipt protocol and a simultaneous bit ex-
amel and change protocol throughout the paper. Since theseprotocols are important by
ti” t1) the their own-, we discuss them in another occasion.

3(9) into a p
0, extracts 3.2 Information storage system
)1’ is called 1 1 h. b . . , ,
ta 3 secret I n t is su section two different frameworks of information storage system are
my as the described. In the first framework a company 0 possessing data uses information
1 cm) and ; storage service conducted by a keeper K K can be an independent company
public key. pr a section of C. In response to a request from a user U, C retrieves requested
re eflicient ‘ information from K, and sends it back to U after converting it in a form such that
It the RSA only U can read. U is given a proxy p for decryption in advance. The following

protocol is constructed under such a framework. This protocol is based on the
b E ElGamal c-ryptosystem. Denote by vc and sc a public key and a secret key of

P1'°_Ce5-‘_‘ Y i C,’ respectively. In the ElGama.l cryptosystem vc = g‘°' mod p, where p is a
ginization, prime, g is _a generator of Z; and sc 6;; Z;_l. If we prepare a generator of Z;
.3 CW3; U ' Et. qlp 1, we can construct the similar protocol using q in place of p — 1 as in19 5c 0m chn91 .

3 i5 Created Protocol 1
cuted for a '

protecting Step 0. (Preliminary)

duct is en- Step 0'1~ (storage) 0 creates C by encrypting its data under a randomly
of pa_i1s‘o.f _ generated key 17:, and encrypts in under 11?. Then ((g' mod p, mug mod

5 a favorite ! P): C): Where 1' E): Z -1. together with a ciphertext number is sent to K.
n obtain by The ciphertext number is used for specifying a corresponding ciphertext
ption tech- among C and K. '
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Step 0-2. (Proxy delivery) C selects a random number u 63 Z;_,, and
computes p = use mod p- 1. p is given to U through a secure channel.
This step needs to be done only once, for example when U registers
himself for C's service. C computes 15"’ mod p — 1 and keeps the result
in a database with the name of the corresponding registered user.

Step 1. (User's request) U asks C to send data. he wants to look at. The
choice is made after checking a list of stored information.

Step 2. (Retrieval request) C sends K a ciphertext number corresponding to
the data he should return to U.

Step 3. (Return from keeper) After receiving the ciphertext number, K re-

turns ((:r1,z;),C), where 1:; = g’ modp and :3 = mug. mod p. If C has
requested to hide the correspondence of a ciphertext in Step 0-] and that in

this step, K returns ((::1,:c2),C) = ((g"+*-" mod p,mvE+"“ mod p),C) after
computing g'g*" mod p and (mv£.)v£."‘ modp for kx ER Z,_1\{0}.
Step 4. (Transformation and return from company) C looks for"u.‘1 mod p—1

of U in the database. C transforms the received (:I:;, 1;) into (::,"d'"°d’ '1) mod
p, :2) and sends (y1,y;,C) = ((::1“_‘"'°d"1) mod p,::g),C) to U. IfC wants
to hide correspondence of a ciphertext in Step 3 and that in this step. C
sends (‘_l]1.,‘_l/2) = (((:c1g"°)(“ "‘°d”") mod p, 173112.‘ mod p),C) to U using
kc En Zp—x\{0}- V
Step 5. (Decryption by user) After receiving ((y1,y;),C), U obtains the key
m by computing yg/yf mod p E m. Using m, L’ decrypts C.

If the database in Step 0-2 becomes very large, C should also put the data
stored in its database into K’s storage in an encrypted form. In this case, U and
C need extra time for retrieving data.

Discussion: Since information K stores is a ciphertext of C, K knows noth-
ing on the plaintext. K does not know who retrieves the information, either.
If C wants to check whether K has returned correct information, C should de-
crypt (::;,:I:;) returned from K in Step 3. As long as a secret of C is not stolen
by a malicious employee, information delivered to a user is not read even in

the intermediary state because a ciphertext keeps an encrypted form during the
distribution.

Instead of returning ('y1,]/3, C) directly to U, C can send this triplet to U via
K. In this case K takes full responsibility for the information delivery. K has to
do retransmission when U claims message is not delivered.

The proxy delivery in Step 0-2, the ciphertext transformation in Step 4 and
the proxy decryption in Step 5 are based on the steps of the proxy cryptosystem.
Protocol 1 can also be constructed based on the RSA cryptosystem. Please refer
to [M097] for the proxy cryptosystem based on the RSA cryptosystem.

In the above framework users receiving information do not belong to the
company. In contrast, every transactions are conducted inside a company C in
the following framework. C organizes a storage service in its keeping section K,
and employees of C are users of the information storage service. In this framework
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a user U of the storage service encrypts his information by his own public key uu.
Encrypted information is transmitted to K, and stored in it. Upon request from
U, K returns encrypted information to U. Inside a company employees may
be required to share some of their information with keeping security against
external and internal threat. Essentially, we can use the method in Protocol 1

for the secure data transmission. Suppose a user U1 with a public key 111/1 wants
to share with another user U2 information stored in K. Step 4 and Step 5 of
Protocol 1 are performed by U1 and U1, respectively. That is, U1 with a secret key-1 _1
51,1 transforms (21,:c1(= mug, mod 12)) into (ac,'‘ '"°d’ ) mod 12,21) and sends
(y1,y2,C) = ((.-:1“ ‘"‘°d"'1) mod p,z2),C) to U; possessing p = usy1 modp - 1.
U1 computes ya/yf mod p E m.

U; can share her information with U1 without securely delivering another
proxy to U1. U; can use the proxy pl given by U1. U1 calculates (zf‘"’ mod
P.=2(= "W1"/2 mod Pl) and Sends (ynyz. C) = ((3i"‘"'"’ mod P.-'=2).C) *0 U1- U:

can obtain m. by computing yz/yi"-"‘-’lm°d"1) mod p E ya/y§’—lm°d"1) mod
p E m. If such a data delivery frequently occurs, U1 should keep p“ mod p — 1
in his own database.

3.3 Information provider system

In open networks, there should be sites collecting information, then people can
relatively easily find necessary information without browsing around the net-
work. We discuss three information provider systems. As the first system, we
examine how to bring encryption into a news system mentioned in the introduc-

tion. In this system each user can get information from a site he belongs to. In
other two systems a company 0 plays the role of a site collecting information. In
the latter two systems a person who releases information to the site of C either

allows C to get access to the information after a conversion process, or directly
executes a decryption protocol with a user U without allowing 0 to read the
information.

A proposed news system employs the method shown in Protocol 1. There are

sites S1,S1, . . . of the news system. A user U1 posts a news to asite, say S1, to
which she connects. The posted news is distributed-to all of relevant sites, and
retrieved by a user U2 from a site, say S3, to which he connects. Let 55,- E3 Z;_1
and -vs.-(= 9"“ mod p) be secret and public keys of S.-, respectively.

Protocol 2

Step 0. (Preliminary)

Step O-1. (Proxy delivery between sites) Each site shares a proxy with
each sites it connects to. S; prepares a proxy ps.-5,-(= us,-55; mod p — 1)
as described in Protocol 1 and gives it to S5 through a secure channel. S;
securely stores us_,- and pg,-2,. mod p — 1, and S5 securely stores p5,-5_.,- in
a database with the name of the corraponding site. Suppose there are
connections between S1 and S1 and between S; and S3, then 51 possesses
‘U2 and pgfs, modp — 1, S; possesses p5151, :1; and p353 modp — 1,
and S3 possesses 105353 in their databases. '
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Step 0-2. (Registration of users) When a user U5 wants to participate in
the news system, she obtains a proxy froin one of sites, say S‘. S; prepares
Pswr:(= uugss. mod p-— 1) as described in Protocol 1 and gives it to Up.
through a secure channel. 5'. and U. securely store -um, and psgm, in a
database with the na.rne of the corresponding site or user, respectively.
Suppose U1 and U2 connects with S; and S3, respectively. Then U1 and
U; store psml a.nd p53y2 in the database, respectively. S1 and 53 store
um and fly; in the database, respectively.

Step 1. (Posting) U1 — 51: U1 creates C by encrypting a part or whole
of her article under a randomly generated key m, and encrypts rn under a
public key 1:51 of S1 to which she connects. Then ((:1,:r:;),C) = ((g" mod
p,mv§1 rnod p),C), where r 6;; Z -1, is delivered to S1.
Step 2. (Distribu_tion) S1 distributes the posted information by converting
it to a ciphertext for its neighbor sites. Other sites also execute conversion
successively.

(u;,‘ rnodp—1)
Step 2-1. 51 —-o S2: S1 computes y; = :1 mod p, and sends
'((3I1.1I2.(= =2)l:C) ‘° 52- A
Step 2-2. 52 —-+ S3: S2 computes a1 = y§P“s'P"5’m°dP_1) modp E
g(v-u;,'us:asm§,';;m°dP‘1) modp E g(”‘”’;;s=“‘°"P‘1) mod p, and sends
((a1,ag(= y;)),C) to S3.

Step 3. (Retrieval) S3 —o U2: When a user wa.nts to read encrypted posted
information, he sends a request to a site he connects to. Upon request from_. _

U;, S; converts a ciphertext ((011, :22, C) into ((,61(= a(1"'”u”’m°dp 1)), fi,(=
a;)),C)._ Created ((,B1,[32),C) is delivered to U2.
Step 4. (Decryption by user) U; obtains the key 11: by computingflg/fif""" mod
p E 111. Using m, U; can decrypt C.

In order not to expose the plaintext, exponents in Step 2-2 and Step 3 must
be computed at first. In Step 0-1, 51 and 5; have created proxies. In place of
these sites it is possible its partners 5; and S3 create proxies. Basically, sites
having many neighbor sites should create a proxy and give the same proxy to its
neighbor sites. Then these sites do not need to perform conversion many times
for the same ciphertext.

In the following protocol a free reporter R writes articles and asks a news-
paper company 0 to buy them. These articles are buically encrypted, and only
their headline can be read. 0 buys the article from R when there _is at least
one request for purchase, or there are enough amount of requests for purchase.
Once C buys the article. C can sell it to subscribers who have requested to In
read them. Denote by (v,-,s,~) a pair of public and secret keys of 1' E {C,R, U}. -» Frog], .
v,- = g" mod p, where s,~ 63 Z‘_,. encrypfl
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Protocol 3

Step 0. (Preliminary)

Step 0-1. (Collection) R creates a program and partially encrypts it
by a secret-key cryptosystem under a randomly generated key m. A

computed ciphertext is C. R also encrypts the key m using 11¢. (21, :1) =

(g" mod ‘p, mv;_.“' mod p), where r 6;; Z _;. Then ((z1,:r;),C) is sent to
Step 0-2. (Proxy delivery) 0 selects a random number 1:. ER Z,_, and
gives u to U as a proxy p(= -u) through a secure channel. This step
needs to be done only once, for example when U becomes a subscriber
of C’s newspaper. C computes u— sc mod p — 1 and keeps the result in
a database with the name of the corresponding registered user.

Step 0-3. (Partial information retrieval) U sees a headline of news of C
and selects a program he wants to read.

Step 1. (User's request) U requests an article he wants to read.
Step 2. (Request for blind decryption) 0 sends :1 of the requested article to
R.

Step 3. (Return Erom programmer) After receiving :1, R computes y1 =
3;" mod p(E g.""' mod p), and returns y; to C.
Step 4. (Transformation) C’ receives yl. (aha-3) = (y;,:r2) = (g"" mod.
p,m-u}_.“' mod p) is a ciphertext of C. C can decrypt it if ‘C’ wants. If C
needs to hide the correspondence of the blind decryption and the article

bought from R, R gives ((g"‘("""°) mod p, mv;"(H'k°) mod p),C) to U after
computing alvff modp and a;vf,°b° mod p for kc En Z,-1\{0}.

G calculates .62 = a;a(1"—‘°) modp E mug‘ mod p, and ((,6’1,fi;),C) =
((a1,_B;),C) = (('u};)' mod p,mv§" mod p),C) is delivered to U.
Step 5. (Decryption by user) If obtains the key at by computing /3;/Bf mod i
p E m. Using m, U can decrypt C.

Discussion: In this protocol C can compute 771. But it is diflicult for a third
party to extract it from communicated messages. 11 does not fail to get money
for his article because C cannot decrypt articles without executing Step 2 and
Step 3. These steps can incorporate the blind decryption technique if C wants
to hide its choice of article. Meanwhile, as easily observed, information provider
system can be executed together with the information storage system.

In the next protocol we exemplify the information provider system by a
program distribution. Distributed programs are created by programmers P, and

encrypted. A user U registered to C chooses a program from a program list.
When U decides to buy a progra.m,'U executes a blind decryption protocol
[SY96, MSO96] with P. Then he has permission for the use of the program. In
this protocol C charges P for the use of its web site, and does not participate in
the blind decryption protocol. '
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As studied in [MSO96] the blind decryption based on ElGama] cryptosystem
has a problem that a decrypting person P computes a” mod p for any message

- a selected by a requesting person. Protocol 3 also has such an oracle problem,
where a. decrypting person is R. This problem is solved in [M3096] by utilizing
the transformability of the ElGamal signature. In this paper we show another
solution to the oracle problem. In the following protocol P with a. public and

secret key pair (vp(= 9"’ mod p), 5;: E Z'_1) prepares a random number tp such
that tp 6;; Z;_, and tp ¢ sp. Then P computes Tp = g" mod p. Tp and tp are
public and secret keys of P additional to vp and 31:. is a cryptographically
secure hash function.

Protocol 4

Step 0. (Preliminary)
Step 0‘-1. (Collection) P creates a. program and partially encrypts it by a
secret-key cryptosystem under a randomly generated key in. A computed
ciphertext is C. P also encrypts the key m. using ‘Up and Tp. (21, 2;, :3) =
(g" mod p, mv} mod p, mT; mod p), where r en Z,-1. P computes the
following signature 5. After selecting w En Z,_1, h(g"’ mod Pa (‘up/Tr)"
modp) = e is generated. 3 is determined by s = w — e-r mod p — 1.
((z1,z;,z3,:::4,z5),C) is sent to C, where 2:. = s and 25 = e.
Step 0-2. (Retrieva.l of encrypted information) U watches a list of pro-
grams exhibited by C and selects a program he needs. U downloads
((21, :g,z3,z,,z5),C) from C. He checks the verification equation :5 =
h(g"zf‘ mod p, (-up/Tp)“(z;/23)“ mod p). Kit is not satisfied, he re-
quests a valid triplet to C. If satisfied, he proceeds to Step 1.

Step 1. (Request for blind decryption) U chooses a 63 Z;_1, and computes

(yum) =| (z,°-l'"°d"” mod P. (22/2a)(“"’“°""“) mod?)
5 (g(v-a‘ rnodp—-1) modp’g(rqT1(jp—lp)m0dp-1)modp). (guys) is sent to P_
a is kept secret by U.

Step 2. (Return from programmer) P first checks whether a congruence

yg" "'0 = ye mod p satisfies or not. If the check fails, P does not respond.
Otherwise, P computes zl = y{’' mod p, and returns z, to C.
Step 3. (Decryption by user) After receiving z1, U computes a1 :: zf mod p.
Then he has (a1,a-2) = (q1,:L‘2)(E (11; mod p,mv’,; ‘mod U obtains the
key 11: by calculating azafl mod p E m. Using m, U decrypts C.

Discussion: Protocol 4 provides a secure message delivery to a receiver. The
receiver can be determined after encryption. As stated in Sect.2, the protocol de-
scribed above is closely related to the Sha.mir’s three-pass message transmission
scheme.

Because of the blind decryption protocol, U can hide which program he is

going to buy. Nonetheless, P does not fail to get money for his software product
by charging each execution of the blind decryption protocol.

As in information storage systems, communicated‘ messages are kept in an
encrypted form. Thus it is similarly difficult for C and a third party to extract
a message from the communicated messages.
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E

ptosystem Meanwhile, it is considered to be difficult to create a pair (1/1.‘_l/3) satisfying ‘ _
mess; e the verification con ruence in Ste 2 for a selected in without knowin the secretsiy g 5 P S

3 problem, 5, and tp. Therefore, P is unlikely to compute exponentiation for a message
,y utilizing selected by U. In Protocol 4 two public keys ‘Up and Tp are used for detecting

,w mother theda§useEoéthe blind decryption protoco? A sirriilar technique is used in thepublic and .- mo 1 ed 1 arnal cryptosystem shown in Dam91 .
_ 3,5,“, such P may try to relate a. requested pair (y1,_1/5) with ciphertexts he has placed

and tp are _ on the site of C by choosing his secret tp as an output of a function f taking
graphically _ I a message m as input. By checking yg” "(Mn E ye mod p for a message m, he

A can find whether the requested pair corresponds with the message m. In this

sense, privacy is slightly violated. However, if tp has only one preimage, he can-
" not checks more than two messages because Tp compatible with P's secret tp

_’ _ is made public. In case tp has many preimages m’s, he can check the correspon-
'Pt5 "' by 3 deuce to in B ~ 1; k h ' d

ted any messages. at e cannot now t e precise correspon ence among
' cgmzu) _ many messages. From this observation we believe the proposed method offers an
1' 3’ 3 " , acceptable level of privacy.

“put? thf We can apply the countermeasure in Protocol 4 to Protocol 3. In this case,
'(:"’1/ P) Protolcorl 3 are modified as follows. In Step 0-1. (:r:1,:r:2,z3,:r:4,:r5) = (g" mod
-" ' p,m~ac"' mod p, mug mod p,w - er mod p — 1.e) is delivered to C. C verifies it

_ , by checking 25 = h(g“:r:f‘ mod p, (123/'Tn)‘°"'(:r.';/23):’ mod p). In Step 2, C
hst of pro- r ___ ,_ vc(a...m°d __I) _, _
downloads Sends ($1.32) = (31 , P mod p, (:2/:3)“ "'°dP"1) modp) to R. Veri-

lation I5 = 5 fication of (21,535) is executed in Step 3 as in Step 2 of Protocol 4. Only when
med, he re_ verification is passed, R proceeds to the next step.

i‘°°“‘P“"°‘ I 4 ConclusionI
l

. sent to P. In this paper we have studied several information distribution systems, informa-  

 
 
 
 
 

 
 
 

 

E tion storage system and information provider system, which keep the secrecy of
congruence transmitted data and delegated keys in open networks. These distribution sys-

ot ,.eSp°nd_ 5 term are based on either the proxy cryptosystem, the blind decryption system
_! or both of them. The presented information provider systems can be combined

= 1? mod P_ with the information storage system explained in Protocol 1. Because digital
obtains the 1 information preserves an encrypted form in an intermediary organization in the

- proxy cryptosystern and communicated messages are independent of a cipher-
text to be decrypted in the blind decryption system, digital information is not

i
_ i

=€¢lV€r- The i read until it arrives at an end user as long as secret keys are not compromised.
P1'°'v°C_"1f'1°‘ i We have also shown a new method to prevent the abuse of the blind decryp- L
l'8Il=’-111155101! i tion protocol. By this new method users cannot obtain an exponentiated value

_ _ I for a message they have selected. Privacy of users participating in this protocol
3313-31 he is l is preserved at an acceptable level.

‘are product I

: kept in an
y to extract
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Proxy Cryptosystems: Delegation of the Power to
Decrypt Ciphertexts
 

Masahiro MAMBOl and Eiji OKAMOTO‘, Members

SUMMARY In this paper it new type ofpublic-key cryptosys-
tem. proxy cryptosystent. is studied. The proxy cryptosysterrt til-
lows an original decryplor to transform its ciphertext to a ci-
phertcxt for a designated decryptor. proxy decryptor. Once the
ciphenext transformation is executed, the proxy decryptor can
compute a plaintext in place of the original decryptor. Such
a cryptosystem is very useful when an entity has to deal with
large amount of decrypting operation. The entity can actually
>pect.i~up iite tiwtyptittg upetuiiutt iiy autitutizitig tttuiiipie ptuxy
decryptors. Concrete proxy cryptosystcms are constructed for the
ElGamal cryptosystem and the RSA cryptosystem. A straightfor-
ward construction of the proxy cryptosystem is given as follows.
The original dccryptor decrypts its ciphcrtext and re-encrypts an
obtained plaintext under a designated proxy tlecryptor‘s public
key. Then the designated proxy decryptor can read the plain-
text. Our constructions are more ellicient than such consecutive
execution of decryption and re-encryption. Especially, the com-
putational work done by the original decryptor is reduced in the
proxy cryptosystems.
Itey wards: proxy e.r_vpta.t'y.rIem, proxy, proxy dzcrypror. cipher-
rexr transformation

1. Introduction

Digitized information in computer networks is copied
very easily. lf information is encrypted. one cannot ob-
tain the content from the copied message. Addition-
ally. if an access control mechanism is employed with
the use of user authentication protocol, an inadmissible
entity cannot even make an access to digital informa-
tion. Cryptography related techniques. typically cryp-
tography itself in the former application. provides us
an elTective way to limit users who makes an access to
digital information. One ofcryptographies. public-key
cryptography. which has been intensively studied after
the advent of [4], is useful in an open network for trans-
mitting information only to a specified person. in the
public-key cryptography a key 2: is made public while
a compatible key 5 is kept secret by its owner. This is
why it is suitable for the open network. it is hard in a
computational complexity sense to determine a secret 5
even when an attacker knows a public value 1-. In the
similar context. if there exits at pair (S./)_l, where it is
hard to compute 5 even with the knowledge of p. and
a possessor ofp can decrypt a ciphertext which is orig-

Manuscript received March 25. I996.
Manuscript revised July I5. I996.

‘The authors are with the School of lnformation Sci-
ence. Japan Advanced lnstitttte of Science and Technology.
lshiltawa-ken. 923-42 Japan.

innlly encrypted under ‘ll. then such a pair can be used
for authorizing a user for getting an access to the en-
crypted digital information. Such delegation is required
in the following occasions.

Suppose an organization, e.g. research company or
government, plans to conduct a survey. and one section
is assigned to this job. From the privacy reason, ques-
tionnaires returned from people are encrypted under a
public key 1; ofthe organization. or ifthe questionnaire
is very long, it should be encrypted by a secret-key cryp-
tography and a key used in the secret-key cryptography
is encrypted by a public-key cryptography. A president
of the organization wants members of a section to de-
crypt the questionnaires and to analyze the survey. But
he has no intention to show a secret s of the organiza-
tion to them. Because it breaches the security assump-
tion ofthe pttblic-key cryptography. Moreover. the pres-
ident should limit the access only to the members ofthe
section in order to keep the user's privacy. The presi-
dent may decrypt the ciphertexts and simply transmit the
decrypted questionnaires to the members. Then the pri-
vucy could be violated. So. the president should encrypt
the decrypted questionnaires under a public key of the
members before the transmission. However. an attacker

may try to see decrypted iniennediate plaintexts. Such a
threat is not totally overcome in this re-encryption ap-
proach. On top of that. the processes in this approach
is a bit cumbersome, and a more direct and eflicient
method to allow a new access should be studied.

Other example is file access. Suppose tt user has a
file in a publicly reachable directory or in a directory
which is private but possibly illegally accessed by oth-
ers. In order to keep the secrecy ofthe file she encrypts
it under her public key, or as mentioned above, both
the secret-key cryptography and the public~kcy cryptog-
raphy are used to encrypt the file. Then the access to the
file is limited to her. In some occasion. the user wants

to temporarily permit other user to access to the file.

She first transforms the encrypted file to the form such ‘
that only a new user can read it. and after some time’,
the original owner revokes the access permission. Like
in the above example. such it trttnsformzttion is achieved
by the combination ofdecryption and re-encryption, but
we should avoid such it transformation from the follow-

ing reason. A file handling system or an editor program
often olTers us an automatic logging system. Under such

 

Supplied by The British Library - "The world's knowledge"

Petitioner Apple Inc. — Exhibit 1002, p. 4235

-._._.__.._.._-__..._:_~.____._.?.__*_.%+ ___.._



Petitioner Apple Inc. - Exhibit 1002, p. 4236

MAMBO and OKAMOTU: PROXY (‘av PTOSVSTEMS: DELEGATION oi ‘rm. l'0WF.l1 To t)E(‘R\‘PT (‘IPHERTEXTS

circumstances. even if we remove a decrypted plaintext.

we may forget to remove its backup file. That indicates
we are not totally sure whether an attacker obtains no
information at all as long as we recover a plaintext from
a ciphertext in a transit point. Furthermore. it is prefer-
able that the transformation be as simple as possible.

In this paper a cryptosystem called proxy cryptosys-
tem. which is well suited to the situations above. is stud-
ied. The proxy cryptosystem allows an original decryp-
tor to delegate its decrypting operation to stldesignated
decryptor. proxy decryptor. Concrete proxy cryptosys-
tems are presented for the ElGamal cryptosystemfs]
and the RSA cryptosystem [ M]. In the proposed scheme
the computational work is less than that in consecutive
execution of decryption and re-encryption.

This paper is organized in the following way. After
this introduction. related work is explained in Sect.2.
lnen foiiowing the expianatiou on cumiiiiuus of pick}
cryptosystems in Sect. 3. three concrete proxy cryptosys-
tems are proposed in Sect.4. In Sect.5 the efiiciency
of the proposed scheme is discussed. and two kinds of
revocation methods are described. in addition to that.

how to deal with multiple proxy decryptors is studied.
Finally conclusions are given in Sect. 6.

2. Related Work

A privacy homomorphism introduced in [l3] as cited in
[I] is an encryption function such that the operation of
its outputs for several unknown input plaintexts results
in indirect operation of these plaintexts. With the use
of this encryption function. a function of plaintexts is
evaluated without the knowledge of the plaintexts and

a decryption function corresponding to the encryption
function. and an encrypted value ofthe output ofthe
function is obtained. The privacy homomorphism is
useful for securely evaluating a function while hiding
the plaintexts. In our situation the function evaluation
is not performed. and an authorized person can obtain
the plaintext as the original user can.

By a directly transformed link encryption proposed
in [9]. one connected to a node can securely send a mes-
sage to a person connected to other node through a com-
puter network equipping a secure data-link layer. The
computer network is composed of intermediate nodes
and terminals to which a user has access. The user at

a terminal encrypLs a message under a key of a node to
which the terminal connects. The ciphertext is directly
transformed in each node into other form ofciphertext

encrypted under a key of the next node. A trusted center
generates all original keys of nodes and terminals. and
computes one key for each node from both the origi-
nal key of the node and that of the next node. Each
node is given only this derived key. and the original
key of the node is kept secret by the center. Without
transforming the encrypted data into a plaintext. direct
transformation is performed in this link eneryption by

S5

utilizing the derived key. Diminishing the opportunity
to expose the plaintext in intermediate nodes makes the
data transmission very secure. Nevertheless, this method
does not deal with a situation like ours. where a-tiser

diverts his ciphertext to the other user. Moreover, all
communications between users require nodes and ter-
minals performing transformation. Since keys for the
transformation used in intermediate nodes are unknown

to users, a receiver of a ciphertext cannot compute a di-
vcned ciphertext a communication partner can directly
read. Instead. the receiver may compute a ciphertext
which would be transferred through the network. and
whose plaintext would be extracted at a commun_ica-
tion partner side. To make this possible, the receiver of
a ciphertext has to either decrypt the ciphertext and re-
encrypt an obtained plaintext for the terminal. or com-
pute a secret for ciphertext transformation from the user
to the terminal and h:.".:'.~: like 2 .'-.c:‘.e in the !‘_‘.".‘.‘.-"_‘!'l‘.

with the use of the computed secret. The latter mea-
sure is closely related to our scheme, but it has not
been clearly discussed in [9]. Additionally, although
the idea of avoiding to recover a plaintext in transit
and the transformation performed in a node are quite
similar to ours. a node cannot read a message in [9].
while an original decryptor can do so in our method._

Veriliable implicit asking, e.g. in [8]. or server-
aided secret computation. e.g. in [I7]. has some_thir}t_g
to do with our topic. It has a very interesting and
practical framework where a relati\'ely powerless'devii:'e
executes with the assistance of powerful auxiliary die‘-

vicels) a polynomial time computation which exceeds
the power ofthe device. For example, a smart card com-
municates with a computational center. and it execuies
a large amount of computation with the aid of it. in
this type of computation the powerless device converts
its own secret into other values by using random num-

bers. The powerful device receives the converted'value_s
and performs computation for assistance. After rer:'ei5_/l-
ing the results ofthe computation done by the potvt-,'r_ft_l_l
device, the powerless device does the final computation
and obtains a final result. The assistant powerful de-
vice cannot compute the final result by itself because
it does not know the random numbers used in conver-
sion. ll’ it could. it would derive the secret ofthe power-
less device. As pointed out in [I6] the powerful device
sometimes finds the final result after the protocol exe-
cution. For example. a digital signature computed by
server-aided computation will be known to the powerful
device. Even in this case. it is not the powerful device

but the powerless one that computes the final result. in
the proxy cryptosystem the final result is computed ‘by
the proxy decryptor or by both the original and projiy
decryptors. Hence methods for verifiable implicit
ing are not appropriate enough for our situation. ._

Proxy signatures proposed in [7] is .1 tool to ‘de|.-
egate signing operation to a designated person‘, pfo._(y
signer. A proxy signature for partial delegation is spe-
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cially important since this type of proxy signature is
more eflficient than signing twice. once by an original
signer and once by a proxy signer. ln this signature
a proxy signer cannot compute a secret of an original
signer from a given proxy. Similarly a secret ofan orig-
inal decryptor is not computed from a given proxy in
the proxy cryptosystem. The signing operation is dele-
gated in the proxy signature while the decrypting oper-
ation is delegated in the proxy cryptosystem. The proxy
cryptosystem can be combined with the proxy signature.
Email is an example ofsttch an application as described
in [7].

3. Conditions of Proxy Cryptosystem

In proxy cryptosystem an original decryptor asks a
proxy decryptor to carry out decryption. A ciphenext
is created either by the original decryptor or by an en-
cryptor other than the original decryptor. In the latter
case. the encryptor sends the created ciphertext to the
original decryptor.

In the proxy signatures[7] an original signer can
determine the identity of the proxy signer who has cre-
ated a given proxy signature. Even when the proxy sig-
nature is created by a person who is passed the proxy
from an authorized proxy signer, the original signer
considers that it has been created by the originally au-
thorized proxy signer. Proxy signatures leave an ev-
idence of signing operation. in this sense the proxy
signer bears full responsibility on signatures created
from his proxy. Unlike the proxy signatures, an origi-
nal decryptor has no way to detect an illegal access to a
plaintext. A decryptor to which the original decryptor
has never released permission but is given a proxy can
decrypt a ciphertext without endangering itself. Great
care should be taken for selecting faithful proxy decryp-tors.

A normal cryptosystem is called ti proxy cryptosys-
tem if the following conditions are satisfied. Let Cl”)
be a ciphenext for a user U.

Conditions of proxy cryptosystem:

(i) (Transformation) Given a ciphertext Cw’ for
an original decryptor D. only the original decryp-
tor or only hoth the original decryptor and a cre-
ator of Ci") can transform Cw’ into a ciphertext
Cip’ for a proxy decryptor P.

(ii) (Authorization) Given a ciphertext Cm’ of a
plaintext m.1n is computed either from a proxy p.
or from information computed from p in polyno-
mial time. Without this information. m cannot be

polynomially extracted from Cl").

Although no detecting method for illegal release
of a proxy has been found until now. the original de-
cryptor can have from the condition (i) control over the
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access to the plaintext by the proxy decryptor or possi-
bly by others who tire given p or information derived
from p. The condition (ii) ensures an original decryptor
that a decryptor authorized with it proxy can decrypt a - -
transfonned ciphertext. ’-

As mentioned in the introduction. Cl”) can -be
transformed into Clp) by first decrypting a ciphertext <
and then re-encrypting an obtained plaintext under
the proxy decryptor‘s public key. This re-encryption '-
method satisfies the conditions of the proxy cryptosys- ~
tern. Obviously the re-encryption method is not efficient.
and II more eflicient method should be constructed.

4. Proposed Proxy Cryptosystems

Two proxy cryptosystems for the ElGamal cryptosys-
tem and one for the RSA cryptosystem are shown in
this section. In Sects.4.l and 4.2, two proxy cryptosys-
tems are constructed for the ElGamal cryptosystem. It
is not impossible to construct many different forms of
proxy cryptosystems for one normal cryptosystem.

4.l Proxy Cryptosystem for ElGamal Cryptosystem

Let 1: and s be a public key and a private key ofan orig-
inal decryptor. respectively. and v -_—- g‘ mod p. where
s ER Zp_,\{0}. T is an additional public key of
the original decryptor. L 63 Z,,_,\{t)] is a secret key
of the original decryptor. satisfying T E y‘ mod p. p
is a prime number whose length is taken greater than
Sl2bits. g is a generator for Z;.

[Protocol 1]

Step I. (Proxy generation) An original decryptor
computes p = :—tT mod p- 1, where! is randomly
generated from Z,_.\{0}.

Step 2. (Proxy delivery) The original decryptor
gives p to a proxy decryptor in a secure way.

Step 3. (Proxy verification) The proxy decryptor .
checks 3 congruence such that

1: E g"'1'T mod p. (I)

If (p, '1‘) passes this congruence. the proxy decryp-
tor accepts it as a valid proxy. Otherwise. it rejects
it and requesL~; the original decryptor a valid one.
or it stops this protocol.

Step 4. (Encryption) A document m is encrypted
into (1.31). where r E" Z -,\{l)_}, 1- = g’ moclp
and y = 1m"' mod 11.

Step 5. (Cipherlcxt transformation) The original
decryptor transforms the (I. y) into ('u!.:r.'. y). where
U‘ = :r"(E T’) mod p.

Petitioner Apple Inc. — Exhibit 1002, p. 4237

 



Petitioner Apple Inc. - Exhibit 1002, p. 4238

MAMBO and OKAMOTO: PROXY CRVPTOSYSTEMS: l)E|.EGATlON OF THE POWER TO DECRYPT CIPHERTEXTS

Step 6. (Decryption by proxy decryptor) The proxy
decryptor computes

ll/l-1"p7"Tl ("W")/(y")"(T")T mod P

m(ii/(g”TT))" mod p
(from the congruence (1))

III

E m. mod p.

In the application for questionnaire described in
the introduction the amount ofcomputational work of
the president is reduced by the following approach.

Step I‘. (Proxy generation. delivery and verificn-
tion) The original proxy decryptor. the president of
a research company. generates p as described above,
and gives the same /1 to multiple proxy decryptors.r ._- ...._...a.. .L............. 1........i_--, _ . ._.. ,
ttlcluucla VI :1 DU§ull\JH unis-uyu In nu...»-i mg. n. .. --

cure ivay. Each proxy decryptor checks the validity
of given /2.

Step 2'. (Encryption) A document m is encrypted
into (m,:i:,y). where r 63 Z —i\{0}, w = 7" mod
p, I = g’ mod p and y = mu" mod p. (w,:i:,y) is
sent to the research company.

Step 3‘. (Forwarding) Each ciphenext (w, :e. y) sent
to the research company is transferred without any
modification to one decryptor in a group of proxy
decryptors.

Step 4‘. (Decryption by proxy decryptors) Based
on the computation in step 6 of Protocol l. trans-
ferred (ii.-,:i:,y)'s are decrypted in parallel by mul-
tiple proxy decryptors.

Due to parallel decryption, this type of decryption is
taster than decryption by a single person. Moreover.
the president is exempt from performing the ciphenext
transformation.

The above method does not allow the president to
prohibit members ofthe survey section. who is not des-
ignated as a proxy decryptor. to decrypt a ciphertext.
Admissible proxy decryptors in a whole group of proxy
decryptors can be restricted by allowing proxy decryptor
to conduct a ciphertext transformation. Further discus-
sion is given in Sect.5.

When a three-component ciphertext is received. the
original decryptor can choose one out of three cases.
Either the original decryptor decrypts the ciphertext by
itself. the proxy decryptor decrypts it in place of the
original decryptor or both the original and Ploxy de-
cryptors decrypt it. in the first and third cases where the
original decryptor decrypts the ciphertext. the security
ofthe ElGamal cryptosystem is increased by the fol-
lowing procedure. The original decryptor first checks
u: E 1' mod p. and if the check is passed. it calculates
funher y/:i:" mod 7:. Otherwise. it outputs nothing. This
is the exactly the procedure uf the cryptosystem secure
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against indifferently chosen ciphertext attacks proposed
in [2]. in the similar context. our approach is applica-
ble to the cryptosystem secure against adaptively chosen
ciphertext attacks described in [20]. Appendix A gives
the algorithm of the original cryptosysiem[20] and its
modification into the proxy cryptosystem.

In stead of making T public. both the original and
proxy decryptors can treat it as a secret value among
them. In this case, a sender of an encrypted email can:
not compute a ciphenext for the proxy decryptor alone
any more. and the proxy decryptor requires assistance
by the original decryptor.

Security considerations: Similar to the proxy sig-
nature scheme for partial delegation[7]. the security of
Protocol l resides in the difficulty ofcomputing p sat-
isfying a congruence g"TT E vmod p, given T and
v. Modified ElGi-imal signature schemes for a signa-

ture a. a random number K and a public key_v gig;
scribed in [19] and [I5] are based on a congruence
_q" 2 vKl""""°“”l mod p with q satisfying q]p — 1 and
g” E -u""K"' mod 17, respectively. The congruence for
Protocol 1 can be reduced to the congruence of these
modified ElGamal signature schemes for a constant mes-
sage. I. To authors‘ knowledge no crucial attack against
these modified ElGamal signature schemes has been re-
ported up to now.

As described in Sect. 5 ditierent t's can be assigned

to multiple decryptor. In such a case two proxy decryp-
tors may try to find s by the following method.

Step l. Two proxy decryptors bring their proxies.
/)1 (E s—t1T; iuod 12-1) and [72 (E .9-t-,7‘-1 mod p-
1). ‘ ‘

Step 2. i‘( and i2 are chosen from Z,,_,\{0} until
and 1'; are found satisfying pi +iiTi mod p -125
P2 + i'2Tg mod p -1.

Step 3. A congruence g“+"T' E 1! mod p_is
checked for ii obtained in the former step. If the
check succeeds. true 5 is /I1 + ‘l1T1 mod p— 1. Otl_1- '
erwise. go to step 2.

Such it birthday attack is not enough effective in gen- -»
eral because the step 2 is passed after about 1.17./p_—'1
choices are made. If 7‘. and/or T2 have large c'o!rr"i-
mon divisors with p-1, {(_q"")"' mod p|i; 6 Z,,_.\{0}]
and/or {(gT")l"' mod ‘pliz E Z -1\{0}} become a small
set. and the above attack may be feasible. in order to
avoid such an attack, one should select Twhich does
not have large common divisors with p- I, or T which
satisfies gcd(T,p—l) = I. An alternative and better way
is that p is selected such that (p -1)/2 is also a prime.

or g is selected as h -« mod p for a large q satisfying
q'p v- 1 and a primitive root ll of Z;.

When multiple decryptors are involved. a proxy
decryptor may attempt to compute other proxy, i.e. to
compute pg from (p1.Ti,T-_i.i'.p). This is the problem

i :"
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ofsignalure forgery pointed out above, and no serious
attack is known.

(On transformation) Under the assumption on the
difficulty of Difiie-Hellman problem. DH problem. it is
hard to compute w = 1"’ modp from (as, y) without
the knowledge of t, which is the secret of the original
decryptor.

Even though the proxy decryptor has the proxy p.
it is hard for the proxy decryptor to compute 11:. This
is because both s and L are unknown values in a con-

grucnce p E s — LT mod p - 1. Computing 3 of this
congruence. in other words t. means breaking the mod-
ified ElGamal signature schemes[l5].[l9j.

(On authorization) The proxy decryptor can ex-
tract rn by following step 6 of Protocol I. On the
other hand. a third party observes only (g,T,p.w,:t:,y).
(T. w) is additional to the ElOamal cryptosystem. and
(T,.-n,w) is simply the values processed in the Dif’fie-
Hellman key agreement between a user possessing a: and
the other possessing T. t ofT is Chosen independently
ofy and the message m so that (T, u.-) does not releases
information on m.

4.2 Another Proxy Cryptosystem for ElGamal Cryp-
tosystem

in this section another proxy cryptosystem applied for
the ElGamal cryptosystem is shown. in the following

protocol, .9 ofv is randomly selected from Z;_,.

[Protocol 2]

Step I. (Proxy generation) An original decryptor
computes p = 511 mod p — 1. where d is randomly

generated from Z,}., ..

Step 2. (Proxy delivery) The original decryptor
gives p to a proxy decryptor in a secure way.

Step 3. (Encryption) A document 111 is encrypted
into (::,y), where r E Z _;\{0}. .1: = g" mod p and
y =: mu" mod 17.

Step 4. (Ciphertext transformation) The origi-
nal decryptor transforms the (.1:,y) into (ti.-,y) or
(w,;t:,y) where w = 2" mnrl p and ed E 1 mod p-
1.

Step 5. (Decryption by proxy decryptor) The proxy
decryptor computes

(mt-’)/g“""' mod p

m(v/g')' mod p

3//w”

rn mod p.

Proxy verification process is not included in Proto-
col 2. lfthe original decryptor reveals E = _q‘ tuod p in
step 2. the proxy decryptor can confirm that (p.E) sat-
isftes v .1 E" mod 1-». But such a pair can be computed
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without the knowledge of .9. see Lemma l. Addition-
ally E is not used for decryption in step 5. Thus the
verification of proxy is not required in this protocol.

lf an improper e is used in the ciphertext trans-
formation. the proxy decryptor cannot recover a proper
plaintext. The same trouble occurs in Protocol I. The
original decryptor should behave properly in ciphertext
transfomtation.

Security considerations:

Lemma 1: The intract-ability of the problem of com-. .
puting 3 given (_q‘ mod p,g" mod p._g"' mod p, p, p,g),.
wlierer En Z _1\{0}. .s,e.d G3 Z'_,,/is sd mod 17-]
and ed '5 luiodp - 1, is equivalent to that of the‘

problem of computing 5 given (g“ mod p,p,g), where-
s 63 Z;_,.
Proof: It is trivial that ifthc discrete logarithm problemin 1-nlund VH3 rnirnnr at-nlnlnwt it enluad TIRA .-\v\uu-u-itn.., .........., ...v .. ..-. '........-... .., ..-.. . ...- ..'..r.......

reduction is proved as follows.

First select /2 En Z,j_,. Then compute I5‘ =I

(g‘)"’ mod p, using the given 9‘ tnudp and the se-

lected p. Select r ER Z,,..i\{0}. and feed (g' mod ‘pp-
y" mod p. 5'' mod p, p) in an oracle for solving the
former problem. s is returned from the oracle and the
difiiculty ofsolving two problems is proven to he equiv?
alent.

Lemma 2: The intratctability of the problem of corri-
puting ‘III (E g" mod p) given (g‘ mod p, g’ mod p, p.

p,g), where 1' en Z,.1\{0}. s,e,d 6;; Z; 1, p E
sd modp - l and ed 5 1 mod p — 1, is equivalent.
to that of the problem of computing w given (E (E
.9‘ mod pita’ mod 17:17.9). Where 1' ER 213- i\l0} and

6 ER Z;_1.
Proof: lfthe latter Diffie-Hellman problem [4] is solved,
the former problem is solved by first computing E =l

(g‘)"_ mod p. Then feed (E,g" mod p,p,g) in aoracle.

if the former problem is solved, the DH prob?‘
lem is solved by lirst generating a random numbeif_
p 63 Z;_,. Then compute 9°” mod p, and feed
(g"" mod p,g’ mod p, p.p,g) in an oracle for the former
problem.

Therefore. the diiliculty of these two problems are
equivalent. '

(On transformation) Since :1 is randomly selected.
e is considered to be a random number. An attacker‘

does not know /2. Hence, it is hard for an attacker to‘:
transform .2 into to.

The DH problem is regarded as hard. and it is
knmt-n[3].[l0] that under a certain condition it is
equivalent to the discrete logarithm problem. There-
fore. from the Lemma 2 even the proxy decryptor given
p cannot compute w for ciphertext transformation.

(On authorization) The proxy decryptor can ex-
tract in. by following step 5 of Protocol 2. On the other
hand. a third party observes only (g,p,w.:t:,y). ‘III is
additional to the ElO:tmal cryptosystem. it is hard for
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the third party to compute a correct d ofthe proxy de-
cryptor corresponding to tb‘ without the knowledge of
e. and the third party cannot extract 1n.

Unlike in Protocol l, the proxy decryptor can corn-

p_t_tte a pair (p’,F.) satisfying p’ .‘=' pt-imodp — 1 and
Ed E p - 1. with these values. (w,y) is transformed
into (uF.y). and m is extracted with the knowledge of
p’ by the same procedure in step 5 of Protocol 2. lfthe
legally authorized decryptor gives other decryptor only
p’ and keeps E in secret. the second proxy decryptor has
to wait until the legal proxy decryptor transforms the ci-
phertext (w,y) into (105. y). In this way the authorized
proxy decryptor can further delegate its decrypting op-
eration to other decryptors. Such a chain ofdelegation,
which does not occur in Protocol 1, can be useful for

an implementation in a hierarchical organization.
As in an ordinary cryntosvstem. a proxy cryptosys-

tem has a problem of illegal access. A proxy decryptor
may give its proxy to an unauthorized decryptor. In
the proxy signature schemes a created proxy signature
is different for each proxy signer. and an original signer
can identify a corresponding proxy signer from a cre-
ated proxy signature. This indicates even if a proxy
signer gives his proxy to other users, a signature created
by the delegated user is identified as a signature of the
original proxy signer. In contrast, an original decryp-
tor is unable to detect the illegal access in the proxy
cryptosystem. Let us consider two types of illegal ac-
cesses. One is an access by an person who is given p by
the proxy decryptor but not by the original decryptor.
The other is an access by a person who possesses a new
proxy p’ described above. The latter undetected illegal
access is unique in the proxy cryptosystem. The orig-
inal decryptor cannot distinguish or even detect both
decryptions. So, a person attempting illegal access do
not care which proxy. a proxy p or a newly generated
p’, he receives. He cannot be identified with the use
of any one ofthem. Moreover-, as easily observed, one
can compute the original proxy p from a pair (p’,F2),
and vice versa. This means the possession of (p’,E) is
equivalent to the possession of p.

Meanwhile, an illegally authorized decryptor does
not have a stronger privilege than an original decryptor.
The illegally authorized decryptor cannot recover the ci-
phcrtest without the ciphertext transformation from the
original ciphenext (::,y) to the ciphertext (u.-,y) for the
proxy decryptor.

4.3 Proxy Cryptosystem for RSA Cryptosystem

The following is a proxy cryptosystem for the RSA
cryptosystem. An original decryptor selects two primes
p and q. and computes n = pq. (e,,n) and (.~:.p. q)
are a public key and a secret ltey of the original de-
cryptor. respectively, satisfying gcd(s,A(n)) = 1, e_..s E
1 mod A(n). )t(-) is the Carmichael function.
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[Protocol 3]

Step I. (Proxy generation) An original decryptor
computes p = sd mod A(n), where d is randomly

generated from zgm.

Step 2. (Proxy delivery) The original decryptor
gives /2 to a proxy decryptor in a secure way.

Step 3. (Encryption) A document m is encrypted
into :: by :c = m" mod 11.

Step 4. (Ciphertext transformation) The origi-
nal decryptor transforms the .1: into n; by m =
-.1:' mod n, where ed -3 1 mod A(n).

Step 5. (Decryption by proxy decryptor) The proxy.
decryptor computes

wp E (me.e)(admodA(n)) mod n V“ A mm
m(cdc,amodA(n)) mod n
m mod ‘ll.lll

As in Protocol 2. the proxy verification process is
not included in this protocol.

Security considerations:

Lemma 3: if a rnndom nttmbcr f En Z,.\{0} relu-
tivcly primc to A(rt) can be generated within a poly-
nomial ttumber of trials of ‘II, the itttructability of the
problem of computing m given (m‘- mod n, m'''‘ mod
'n.,e,,n), where e,.,e and rt meet the condition of the
RSA cryptosystem, is equivalent to that. of the prob-
lem of computing in given (m‘- mod rt, e,,rt).
Proof: If the latter RSA problem is solved, the former
is solved immediately.

lf the former problem is solved, the RSA prob-
lem is solved by first generating f from Z,,\{0} at
random. Then (m"--)/ mod n is computed. and feed
(m“' mod n, m'’-’ mod rt,c,,n) into an oracle for the
former problem. If the oracle does not output anything
or output an incorrect answer, repeat the above process‘ “ " "
by generating another f. This procedure is repeated
until the oracle outputs a correct m.

In general. the number of integers relatively prime '
to an integer N is 6N/:2 in average. This means f

should be selected roughly lrr’/6l '__~.v l].64l = 2 times
in average. Usually, the RSA primes. p and 1}, need
to satisfy several security conditions, e.g. p — 1 has
a large prime factor. Assume that p -— 1 = 2;‘: and
q — 1 = 'Z¢i for primes 13 and 0 s.t. |;3| '5 It‘/|. Then

‘zit:-)= _ ff»-lllci-1) ,. 1
'“ t2s+nt2»7+u—1 = 4'

ber of trials for generating f is within polynomial of
rt. Lemma 3 indicates that two problems have the same

degree ofdilficulty under a certain condition.
(On transformation) A third party and a proxy de-

cryptor do not know e for transformation. Even given
a group of (m'- ntod n,m“-‘ mod n). the third party

In both cases the nutri-
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with no knowledge on 0 cannot execute the ciphertext
transformation. For the third party this problem can
be regarded as a problem to solve the RSA cryptosys-
tem without knowing hoth a secret value 2 and a pub-
lic value d. In order to illegally transform a cipher-
text. the proxy decryptor faces a problem to compute
(m")' mod n. for a given m" mod 11 from (c_.,n._p) and
a set of (-m;’’ mod ‘/1, ntf" mod rt) for a certain amount
of i. The degree of the difficulty of this problem is not
totally clear, but this problem has not been solved untilnow.

(On authorization) As explained in Lemma 3. a
third party has to solve the RSA problem in Protocol
3. So, as long as the RSA problem is not violated. the
proposed scheme is considered to be secure.

5. I.‘tI:..l...--. Dunn: Davnfgfiggp and Auyfhnrijnfinn-.4...»---u." - ....-J -.- ..

of Multiple Deeryptors

In this section properties of the proposed proxy cryp-
tosyslems are examined.

Efliclency: The amount of computational work
needed in the ordittary and the proxy version of El-
Carnal cryptosystem is shown in Tables I, 2 and 3.
Since the operation in Protocol 3 is similar to that in
Protocol 2 except the inverse operations, the evaluation
of computational work of Protocol 3 is omitted. The
amount ofcomputational work ofthe proposed schemes
is roughly estimated by the number of [pl-bit exponen-
tiations modulo p. lnvllPl) denotes the computational
work. of taking inverse modulo |_v|-bit integer.

Table I shows the amount of computational work
required in a consecutive execution of decryption and
re-encryption.

Table 2 and Table 3 show the amount of compu-
tational work required in Protocols l and 2. In these
tables. total (case l) shows values in a case such that an

original decryptor does not decrypt the ciphenext. and
total (case 2) shows values in a case such that an orig-
inal decryptor decrypts the ciphertext. The computa-
tional work of proxy generation and proxy verification
is shown below Table 2 and Table 3. Since the genera-

tion and verification ofproxies are performed only when
:1 proxy is given to a proxy decryptor at the first time.
this computational work per one ciphenext transfor-
mation becomes negligible as the number of decrypted
messages increases.

In Protocol I the total amount of computational

work is about 3!/6+lnv(|p[) (= 3+( I3/6+2lnv(|p|))) in
the case l and about 5+ 2lnv(]p|) (= 3+ (2-3-2lnv(|p|)))
in the case 2. In both cases Protocol 1 requires less
amount ol'total computational work than the consecu-
tive execution of decryption and re-encryption does. i.e.
6+ 2lnv(|p|) (= 4 + (2 + 2lnv(|pl))).

In Protocol 2 the total amount of computational

work is about 4+ lnv(|p|) (= 3+ (l + lnv(lp|))) in the
case I and about 5 + 2ll'|V(|[)ll (= 3-1-(2—2lnv(|p_?'l)) in
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Table I

encryption method based on ElUL|m'.Il cryptosystem.

Encrytion Deer tion
Total 4 2+ 2ln\-(ipl)

l Sender 2

2 Original decryptor 2
Proxy decryptor

  
 

  

  

|+ lnv(|p|)
l+ lnv(|p|)  

Table 2 Computational work of the proxy cryptosystern I'or
ElG:tmnl cryptosystem (Protocol l).

 
Encryption Decryption

(Trnns|'ormati_o_t_'t)
Total (Case ll‘ 7’6+ ln\/(lpl)
Total (Case 2)’ l3/6 + 2lnv( p)
Sender

Original decryptor I I + lnvllpll

‘I Proxy decryptor T,’5-+- l‘.'.'.'(;,.i; ' ‘

Proxy generation: Almost 0. Proxy verification: 2

Table 3 Computational work of the proxy cryptosystem for
ElGumal cryptosystem (Protocol 2).

 

 

 Encryption Decryption
(Transformation)  

  

 
 

Total (Case I)‘ l+ lnv(|p|)
 

 

  

Sender

Originai decryptor I
Proxy decryptor

l + lnv(lP|)
I + Invtlpl)  

Proxy generation: Almost 0. Proxy verification: No method

' Total (case I): Original decryptor does not decrypt
the ciphenext.

' Total (case 2): Original decryptor decrypts the ciphenext.

the case 2. Protocol 2 also requires less amount of total
computational work than the consecutive execution of
decryption and re-encryption does.

. A proxy decryptor needs to execute in Protocol 2
the same amount ofcomputation as in the re-encryption
method, and the proxy decryptor needs to perform a
slightly more computation, i.e. l/6, in Protocol I than
in the re-encryption method. Even so. the original de-
cryptor's process costs I lp|-bit exponentiation modulo
p, whereas 2 lp|-bit exponentiations modulo p are re-
quired in consecutive processing of decryption and re-
encryption. Such tt property is well suited to a situation
such that an original decryptor receives many cipher-
texts and delegates their decryptions to multiple decryp-
tors. e.g. survey. Concerning the computational work.

(‘ornputational work of the decryption and re- .

the proxy signature and the proxy cryptosystem have
the following relation. The computational work in ver-
ification operation is mainly reduced in the proxy sig-
nature and the computational work in ciphertext trans-
formation is mainly reduced in the proxy cryptosystem.
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Signing operation in the proxy signatureand decrypt-
ing operation in the proxy cryptosystem require almost
the same amount ofcomputational work as an original
signer and an original decryptor require, respectively. so
that many signatures are created and many ciphertexts
are decrypted by delegating signing power and dect'ypt-
ing power to multiple proxy signers and multiple proxy
decryptors.

Revocation: There are two ways to prohibit proxy
decryptor's access to the ciphertext after the ciphertext
transformation is executed:

0 To revoke the proxy ofthe proxy decryptor, which
leads to prohibition of any further access to cipher-
texts of the original decryptor.

c To disqualify the proxy decryptor for the access to
:1 ept-rifim-I riphrrlpvl

The first method is achieved by changing the public
key of the original decryptor. and accordingly update
all proxies of proxy decryptors whom the original de-
cryptor considers as qualified. There is a very simple
method [7] to update proxies through an insecure chan-
nel. Thereby the owner of the proxy decryptor does
not need to visit the original decryptor again, in other
words no secure channel is needed. This protocol is
shown in Appendix B.

The second method is useful only when the proxy
decryptor makes an access to the message for the first
time. or when the proxy decryptor has not stored the
decrypted message at the earlier access and tries to get
an access to the ciphertext again. In this revocation,

the original decryptor selects a t_ransformed ciphertext
(w, 2:, y), and computes :1." = :r. - g" mod p (E g’ mod p)

and y’ = 11-1)? mod p (E nut" mod p), where F is a ran-
domly selected number and r’ _=_ r +F l.l't0Ll p- 1. Since
r of w (E T’ mod 11) and r’ are independent, the proxy
decryptor cannot compute m from the updated cipher-
text (w, u:’,y’). Once the form ofa ciphertext is changed.
an original decryptor is sure that the encrypted message
is not read by a further access.

Authorization of multiple decryptors: In some
cases, e.g. in file access, an original decryptor wants to
restrict an access group in a group of proxy decryptors.

The original’ decryptor may authorize multiple
proxy decryptors with difi'erent proxies for this pur-
pose. ln Protocol l_. the original decryptor gives each
proxy decryptor D; a proxy p’,« = 3 — t,»'1} mndp — 1
with a distinct t,-. A transformed ciphertext for a group
G of proxy decryptors is ({w,-|D,- E C.‘}.:r.-_y)_ where
u-j = 1:‘! E mod p. The proxy decryptor D,» with /1,-
treats (tc,~.:r.y) as its ciphertext. and executes decryp-
tion. This method is not enough efficient in tenns ofthe
message length and the amount of computational work
since both ofthem are proponional to 0({). where f is
the number of proxy decryptors.

The original decryptor can authorize multiple

6|

proxy decryptors by combining a proxy cryptosystem
with a selective broadcasting method. In this case. the
multi-dimensional method for 21 secure broadcast com-

munication proposed in [6] is quite useful for reducing
the message length and the amount of computational
work from 0(5) of the above method to 0(m '('/E) of
m-dimensional method. In the rn-dimensional method
a user l.’,-,.-,...,-,,. is assigned to a point (i,.i-),---,z',,,) in
an m-dimensional space, and public values g": mod p.
g‘-': mod p. ---,g"'r-- modp are assigned to the point
(1'i.I'2.--~.1m)-

Step I. (Proxy generation. delivery and verifi-
cation) p.-,,-,...,-_,_ is computed by the original de-
cryptor, and given to D;,.~.,..;__,. /.7,~,,-,...,-M satisfies
p.‘,,-,...,-_, —'= 5 - t.'"'.‘...;mT',',;,...,'m mod P " 3., where
f.',.‘,...,'_" = 1,‘, + t‘.;._, + +1)“ mod p — 1 and
'1",>,.-,....-_" = _r]"I'r""-- mod p. Each D,-,,-,....,__ checks
the validity of given p,~_.-.,....-,,_.

Step 2. (Encryption) A ciphertext (:t:,y) is com-
puted as in step 4 of Protocol I.

Step 3. (Ciphertext transformation) ln order to
transfer (:::,y) to a proxy decryptor D,-,,-,...,-,,,. the

original decryptor computes u.-,-I. = 1")‘ 2 TT, mod
p for all ij corresponding to D,-,.-,...,-___, where T5. =
g“: mod p. A ciphertext to a group G of proxy
decryptors is [{w.-,|w,~J = r":‘ mod p for all i,- cor:
responding to D,-,.-.,...,-,,, E G},::,y). "

Step 4. (Decryption by proxy decryptors) D,~,,-,‘..‘.,-_q.;
obtains m by computing step 6 of Protocol l by
replacing p and T with p,-,;,....-", and T.-,.-,...,-,,_. re-
spectively.

As described in Sect.4.l. a creator ol' a ciphertext can
take charge of the operation for the ciphenext transfor-
mation as follows.

Step 2'. (Encryption) In addition to (1.-,_z/), all

public values 1}). .-— g“: mod p corresponding to a
group of users are selected. and these T.) are raised
to rth power modulo p. A ciphenext to a group

C of proxy decryptors is ({w,’|w,-I = '17!‘ mod p for
all i,- corresponding to D.»,,~.,...,-,_, E G},J:,y).

Step 3'. (Forwarding) The original decryptor sc-
Iects {u-,-1.} for each of D,-._,-.,...,-,,,. and forwards se-
lected {u-',-I} together with (.1;.y_l to D,~,,<,...,-,_‘.

Please refer to [6] for more detail description of the
m-dimensional method.

6. Conclusions

In this paper proxy cryptosystems have been proposed.’
By the proxy cryptosystem an original decryptor can se'_--
curcly transfer its ciphertext to u proxy decryptor. and‘
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it can permit the proxy decryptor to recover the mes-
sage instead of the original decryptor. Many dilTer-
ent constructions for the proxy cryptosystem are pos-
sible for one normal cryptosystem. In this paper two
proxy cryptosystems for the ElGamaI cryptosystem and
one proxy cryptosystem for the RSA cryptosystem have
been described. In these proxy cryptosystems the trans-
fonnation of ciphertexts is more efficient than consec-
utive processing of decryption and re—encryption, and
decrypting operation requires almost the same amount
ofcomputational work as the ordinary decrypting oper-
ation. Therefore. an entity receiving a lot of encrypted
messages can elficiently conduct decryption of these ci-
phertexts by giving the decrypting power to multiple
proxy decryptors.
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Appendix A "A

In [20] a public-key cryptosystem secure against adap-
tively chosen ciphertext attacks is presented. The pro-
tocol is as follows.

Let u and .9 be a public key and a private key

of a decryptor. respectively. and G[1')];...}>(,,)] be a
cryptographically strong pseudorandom string genera-
tor based on the difficulty of computing discrete loga-
rithms in finite fields that outputs a P('l))-bll. message.
where P(r;) is an arbitrary polynomial with P('r/) > 71.
h(-) is a one way hash function.

Algorithms by Zheng and Sheberry:
[Encryption]

Step I. in ER [1.p—'I]. In En [1,p—l]. an

Step 2. r = n’‘'“'* mod p.

Step Z = G(T):]i..p(,’)].

Step 4. (31 = g“' mod p.

Step 5. C2 = 9"" mod p.

Step 6. C3 = (h(m) — k’}T)/kg modp— I.
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Step 7. c. = zem

Step 8. Output (C1,C-;,t.';;,(:.() as a ciphertext.

[Decryption]

Step I. -r" = (n1c-2)‘ mod p.

Step 2. 2 = G(F)l1...p(,,,;.

Step 3.5: = seam.

Step 4. Output fit if g""7') E cfci’ mod p. Other-
wise. output 9).

Modification to proxy cryptosystem: By the
following modification a proxy cryptosyslem secure
against adaptively chosen ciphertext attack is con-
structed. This cryptosystem is based on the proposed
Protocol l. The same modification can be done based
on Protocol 2.

Step 4 in decryption algorithm of an original de-
cryptor: if a message is output, the original de-
cryptor computes an = cfi E g‘‘“ mod p and w: =
c§ E g‘“ mod p. The transformed ciphertext is
composed of (w;,w2,(:;,c-g,(:;,,r:.,).

Step I in decryption algorithm of a proxy de-
cryptor: 1‘ should be computed by F = (clc-2)’
(w,m2)T E (t")"“”" mod p.

Appendix B

An original decryptor and a legal decryptor share a
proxy. so that they can update the proxy even through
an insecure channel where an eavesdropping is possibly
conducted. By the following protocol a proxy of Proto-
col 2 is updated in on-line basis. A proxy of Protocol
I and Protocol 3 is similarly updated [7]. either.

[On-line proxy updating protocol]

Step I. (New public-key creation) An original de-

cryptor selects its new secret 5’ 6;; Z;_, and com-

putes its new public key tr’ by v’ = g" mod p. Then
the original decryptor announces the revocation to
all of related proxy decryptors.

Step 2. (Identification) After the announcement, a
proxy decryptor requests the update of its proxy.
To this end. the proxy decryptor proves its identity
by some identification protocol.

Step 3. (New proxy creation and implicit deliv-
ery) if the original decryptor is convinced of the
identity of the proxy decryptor. it looks for its old
secret proxy variable d in its secret proxy variable
list. It calculates its old proxy p = ds mod p — 1
and her new proxy p’ = cI’s’rrtodp - l. where

:1’ 6;; Z,',_. is selected randomly. Then it can com-
pute )’; = p’ - p mod p -1. 5 is returned to her.
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Step 4. (New proxy construction) Using the re-
ceived information the proxy decryptor calculates
its new proxy p’ simply by p’ = p’+ E mod p - 1.
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Executive Summary

In 1988 Robert Kalm and Vinton Cerf wrote a draft paper (A13) proposing an

architecture and plans for a digital library system. In broad terms, they proposed an

infrastructure intended to link libraries together and to enable people to share information

and documents.

In setting out their proposal, they made important design choices. A crucial choice at the

onset was to base their design on the metaphor of a traditional library. In contrast, digital

rights managementisystems such as those invented in the early 1990s and deployed today

were intended to support digital commerce. These DRM designs were based on the

metaphor of the electronic marketplace'. The difference in choice of design metaphor led

to different goals for what the systems were expected to do, leading in many crucial ways

to essentially opposite design choices.

Traditional libraries in the United States are not commercial organizations. Traditional

libraries are not concerned with regulating the particular uses to which information is put.

Nor are they concerned with meeting the needs of commerce, such as pricing regimes,

licensing arrangements, sales territories, or special deals for students or members of

various groups. The most important legal basis for libraries is Copyright Law. In contrast,

the legal basis for business agreements between parties is Contract Law.

This difference in orientation between A13 and later DRM systems is profound. In the

main, A13 does not focus on the needs of commerce, where parties are often competitive

and sometimes adversarial. For example, A13 does not consider any need for visible

agreements reflecting the interests of parties in commercial transactions. It does not

recognize a need for a threat analysis and arrangements for robust security in system

architecture.

Table 1 summarizes some of the main differences in design choices between Al 3 and

many later DRM approaches.

' For example, see the book 1n!ernetDreanrs:Archetypes, Myths, and Metaphors by Mark Stefik (with a
foreword by Vinton Cerf (one of the authors of A13), published in 1996 by The MIT Press.
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Design Choice in A13
Main design goal. Promote sharing of information. A13

was intended to provide friendlier

services akin to traditional libraries.

Design Choice in DRM systems

Promote a viable system to enable new

business models for the commercial

distribution of digital content.
 
 
  

 
 

 
 

 
 

 
 

  
 

 
 

 
 
 

 

  

 
 

 
 
 

Mechanism for

overseeing rights.
Software-only agents (‘Knowbots’)
that are attached to documents and

travel from system to system as

mobile code. Potentially, each

different set of requirements is met by
a different program.

Digital rights may be expressed in a

declarative rights language for digital

contracts. These contracts are intended for

use both in user interfaces and by standard

and certified trusted systems that enforce

usage obligations. Communication among

trusted systems is often protected by

encryption. The trusted systems get the

parameters of usage from the digital

contracts. The same trusted systems
potentially work for all documents.

Foundations for trust in these systems may

include physical (hardware) security,

   
  
  

   
  
 
 

 

 
 
 
 
 
 

communication security (e.g. encryption). and

behavioral security (certified programs).
 
 
 

 

 
 

 
 
 

 
 

 
 

 
 
 

 
 

Content consumers must trust the

producers of content, who

commission the writing of different

Knowbots for each use. Content

producers must trust the consumers

of content, who configure the

operating environments on their

machines for Knowbots. There is no

consideration of the practical

verifiability of system correctness or

security. ‘

Organizational
basis of trust. Producers and consumers of content agree

on terms and conditions and express them in

digital contracts. They do not depend on each

other's code. Rather. they rely on qualified

(and disinterested) third parties to develop

and certify trusted systems that enforce the

digital contracts.

 

  
 
  

 
 
 

 

 
 
 
 
 

Knowbots are intended to represent
the interests of content owners.

Digital contracts are designed to represent all

essential elements in the agreements

between all of the parties to the transactions.

Digital contracts address the tenns and

conditions of use — including allowed

 
 
 

 

Knowbots are largely concerned with

accounting for the amount of usage
for each document.

  operations. fees, timing, special licenses, 
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Accommodation of A13 recognized that the digital library Most DRM systems invented in the 1990s and

would be distributed, heterarchical. deployad today were a departum from

networked, and display oriented. It

must have an ability to interact with

Digital Library Systems that do not
adhere to its internal standards and

procedures.

 
 
 
 
 
 

  

  
 
 
 
 
 

 

  

 
 
 
 
 

existing systems.

existing networked tile systems in their

foundations of trust. In order to prevent the

compromise of commerce or private content,

they were designed specifically to only

operate with other trusted systems that could
meet their standards.

  
 

The rest of this paper discusses the technical goals and choices in A13 in more detail, and

shows how the design choices took opposite paths from the DRM systems that were

invented in the 1990s.

1 Introduction

In 1988 Robert Kahn and Vinton Cerf wrote a visionary white paper, “An Open

Architecture for a Digital Library System and A Plan for its Development” (A13). It

presents a draft research and development plan for a public information infrastructure that

would enable digital library services. Kahn and Cerfwere not newcomers to the creation

ofpublic infrastructure. They have received prestigious awards: for their earlier

leadership and central roles in the creation and early development of the Arpanet — which

famously became the Internet. Their recognized technical contributions to the Internet

were for the protocols for packet-switching — the TCP/IP protocols. These transport

protocols are called “low-level” because they govern how computers robustly send bits to

each other in a digital network. With their backgrounds in computer science and electrical

engineering, and networking specifically, Kalm and Cerf were well prepared to define

these protocols. From their positions in the Infomiation Processing Techniques Office of

ARPA, they were deeply connected to the major centers of computer science research at

the time, and well positioned to guide the creation of the net.

 

2 Among other awards, Robert Kahn and Vinton Cerf were the winners of the Turing Award in 2004 for
their pioneering work on networking. In 2005 they were awarded the Presidential Medal of Freedom for
this worlc They were inducted into the National Inventors Hall of Fame in 2006.
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In A13, Kahn and Cerf considered a new challenge. They chose the metaphor of the

“library” to set goals and expectations for a proposed higher-level digital infonnation
, infrastructure.

The term "library" conjures a variety ofdifferent images. For some, a
library is a dim and dusty place filled with out-of-date texts of limited

historical interest. For others, it is a rich collection of archival quality
infonnation which may include video and audio tapes, disks, printed
books, magazines, periodicals, reports and newspapers. As usedin this
report, a library is intended to be an extension of this latter concept to
include material of current and possibly only transient interest. Seen
fi'om this new ‘perspective, the digital library is a seamless blend of the
conventional archive of current or historically important information and
knowledge, along with ephemeral material such as drafis, notes,
memoranda and files of ongoing activity. [A13, Summary,’page 3]

The theme of Kahn and Cerfs earlier, seminal contribution to the Internet was to “link

computers together,” creating an infiastnicture for sharing data. In A13, they develop the

related theme to “link libraries together” in an infrastructure that would enable people to

share information and documents. In their view, users would participate with their

personal computers acting as personal digital libraries.

In its broadest sense, a DLS is made up ofmany Digital Libraries
sharing common standards and methodologies. It involves many
geographically distributed users and organizations, each of which has a
digital library which contains information ofboth local and/or

widespread interest. [A13, page 3]

Ultimately, the success and scope ofA13 were limited by the library metaphor itself,

which has proven unsuitable for fully characterizing commerce and information sharing

in human organizations. This problem is that the normal activities in infonnation

exchange among competitive and sometimes adversarial human organizations are outside

the scope of what normally happens in libraries. When A13 lefi behind the relatively

simple world ofcomputers that exchange bits, it entered the complex world ofhuman

organizations where activities involve ownership, competition, collaboration, and

variations in law and agreement. This broader world ofhuman commerce has many

complexities and requirements that are not significant in libraries. Nor are these

requirements comprehended or addressed in the goals and technologies described in A13.

0 A13 Goals. In the U.S., the most influential libraries are public libraries and

university libraries. The needs and experiences of these cooperative, non-
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commercial institutions have proven to be somewhat misleading when used to set

goals for a large-scale, commercially-oriented information infrastructure. For

example, the library-oriented vision lacks a realistic consideration of information

security and regulation of how information is used, which play central roles in the

activities of online commercial systems.

0 .413 Technology. For their leadership of the digital library project, Kahn and Cerf

had to reach well beyond the EE/CS research that they knew best. For example,

the technical projections on which elements of their approach depended (such as

progress in natural language understanding by 2003) have proven to be overly

optimistic at least in time-scale. Furthermore, some of the main technical ideas in

their proposal have so far proven unworkable, and have been superseded by very

different approaches. For example, A13 suggests transmitting mobile code

(“Knowbots”) on behalf of a user to run at distant sites in order to search through

their information files. The technology approaches that have come to dominate

searching services in the World Wide Web are a study in contrast to Al3’s

proposals. For example, Web search services such as Google employ web-

crawlers and indexing engines with massive resources’ for computation and

storage‘. Restated, the technical approaches that have proven most practical for

massive search transmit content rather than transmitting programs (“Knowbots").

The issues around goals and technologies in A13 are elaborated in the following sections.

2. Setting Goals for Digital Libraries

In the United States, most major libraries are either public libraries or are affiliated with

higher educational institutions. Although there are also corporate research libraries and

some collections in private ownership, most of these libraries are connected to academic

libraries, especially for purposes of obtaining access to collections through inter-library

loans. Kahn and Cerfalso mention databases — for information such as scientific data,

public records, law records and medical data. Such databases are mostly outside of the

3 Computation facilities known as “server farms" are employed by search companies to index the web.
Server farms can cover several acres and have upwards of tens of thousands of computers.
‘ Although web sites can have their own search services, their information is part of what is sometimes
called the “dark web” if the infomiation is not open for search by the main search engines.
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library system and have not been freely accessible to the public. In their proposed “digital

library project,” however, Kahn and Cerf sweep all of these sources and kinds of

information into the familiar library pattern.

The mainstream activities of public and academic libraries establish key expectations. For

example, libraries are not organized as commercial enterprises and their services are not

for hire. Public libraries serve a public good, and academic libraries prioritize the

particular needs oftheir academic communities. Libraries do not charge for information.

Monetary transactions in libraries are mainly about record keeping and cost recovery for

inter-library loans. Libraries do not advertise or suggest that people should buy certain

sources of information. Librarians oflen provide facilities for making free copies of

materials and are at least generally aware of copyright laws and the principle of fair use,

whereby library clients may copy certain materials for their own scholarly purposes.

Most libraries don’t house secret information such as private commercial data or data for

which there are privacy concerns. Their goal is to make all of their information holdings

available to all of their clients rather than making selected information differentially
available to different people.

The mission of traditional libraries is to make information available to the public. In the

main, libraries are not concerned with regulating who has access to information or what

people can do with information once they have it. These library-centered assumptions

about information and its use are reflected in the design goals and assumptions of the

digital library proposal described in A13. Specifically, they affect how A13 sets

expectations and goals about regulated uses, about commerce and business models, and

about security.

2.1 Setting Goals for Regulated Access

In the world of competitive and adversarial commercial activities, organizations create

trust boundaries that regulate access to information. For example, the accounting

department in an enterprise keeps its files of information within a trust boundary where

access is limited to people with particular authorizations. The ability to read or update

accounting records is limited to those who have authorization to operate inside the trust

boundary. A company often has multiple trust boundaries for different parts of its
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operations. For example, human resource records are used by different people than

engineering plans for future products. For another example, law firms representing

multiple clients must keep the client information separate. Two competing companies do

not generally have access to each others’ customer, payroll, sales, or strategic plarming

information.

A diagram of the infonnation infrast:ructure for a commercial environment would have

elements supporting infonnation use and elements supporting security. For example, it

would include firewalls and other security systems to detect intrusions and to keep

malicious soflware out. It would have cryptographic services that support codes to protect

information from prying eyes and, as part of a communication subsystem, to robustly

identify communicating parties and to protect the integrity of content. It would include

authentication services to identify and authorize particular parties to access information.

Figure l reproduces a diagram from A13 showing the structure of the proposed Digital

Library System. The figure shows that personal and organizational digital libraries are

linked together on the Internet together with various databases. Boxes in the figure

indicate services for registering documents, importing documents into the system,

indexing and cataloging. There are also accounting and billing services — suitable for

handling library fees. In the figure, multiple personal library systems co-exist with

multiple organizational library systems without trust boundaries and few provisions for

security’.

 

’ For example, page 23 ofA13 describes a registration server as responsible for “registering new users,
sources of information (databases) or other components newly added to the system.“ In the further
description about this, the main concern is about assigning unique identifiers as an aid to indexing and
cataloging. No where are issues of verifying the authenticity of users or content discussed. Like an open
library, the users are expected to behave in a kind of honor system. In contrast, more is at stake in an
adversarial commercial environment. Digital systems supporting commerce and infonnation access in such
an environment would need robust and automatic means for checking the credentials of users and content
before authorizing either access or changes to information.
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Figure 1. Reproduction of Figure 2 from A13 - "Structure of the Digital Library System"

In understanding the scope and limitations ofA13, what is interesting is what is missing.

None of the normal commercial considerations involving security, authorization and trust

are indicated in the diagram or elsewhere in the text ofA13. There is no system “threat

analysis” to characterize security requirements. Such provisions are outside the scope of

libraries and they are outside the scope of the proposed digital library design‘. Overall,

A13 pays scant attention to commerce or security.

2.2 Setting Goals for Commercial Use

The early govemment-supported computer networks in the United States allowed no

commerce. In the 19705, if someone sent an email that could be construed as a

“commercial message,” it would oflen set off a flurry ofdiscussion about inappropriate

use of the network. This “non-commercial” sensibility — coupled with the context of

libraries — is part of the background context for A13.

Among the commercial businesses that use information, publishing stands out for its

dependence on the regulation ofuses of content in order to sustain its business. In

publishing, authors and people in other creative roles create new content. Publishers and 

6 On page 26 there is the following sentence: “To increase system integrity, the Accounting and Statistics
Servers should be configured to accept data only from the appropriate sources and to raise alarms when
data arrives from an unexpected source.” In this way the design focuses on accounting reliability, in
contrast to security as it relates to regulated use of content.
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distributors publish, distribute, and sell content. Consumers purchase and consume

content for their information or entertainment purposes - such as playing music,

watching a movie, or reading a book. People carry out different activities around

information according to their roles as creators, owners, distributors and consumers. For

example, constuners do not typically write in or modify books that they buy, make copies,

and then distribute them in competition with the original authors or publishers.

Various arrangements are routinely employed to promote commerce in the sale and

distribution of content. For example, content may be offered at a temporary discount to

encourage sales. Tiered pricing is used to maximize profits by enabling different pricing

in different markets. For example, price may depend on the time of sale, the location of

the sale, or the afiiliations of the purchaser. Special discounts may be offered for students,

for members of a particular organization, for senior citizens, or for handicapped persons.

For another example, businesses distinguish between the making of additional copies of

content and the serial re-use of a single copy. Rental services circulate content without

increasing the number of copies. Volume discounts are offered — reflecting differences in

the costs of sales when large numbers of copies are sold at once. These sometimes

socially-aware concepts arise in commercial publishing business practices. Successful use

of these approaches in a digital publishing regime requires that information systems have

adequate means for regulating the distribution and use of content.

In contrast, such an elaboration of requirements for success of commercial arrangements

in a digital content regime is outside the scope ofA13. A13 reflects the idea that a library

is a place where clients get infonnation. A13 has a model of owner’s interests which is

largely based on some accounting of levels of library usage without regulation of how

information is used.

To their credit, Kahn and Cerf recognizeithat when information is digital, there are

natural concerns about intellectual property protection. After all, compared to the

substantial effort involved in reproducing (say) books as bound volumes, it is often very

easy to copy (unprotected) digital information regardless of the amounts. Kahn and Cerf

enumerate some of the problems and also acknowledge that solutions were not known at

the time of their writing.
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At present, the basis for intellectual property protection in the U.S. is
Patent and Copyright law. The large scale aggregations of information
found on CD-ROMS and the selective access to information found in on-
line databases may require substantial re-thinking of the ways in which
the creators and owners of such infonnation are compensated for its use.
There are many issues at stake in this area, not the least of which relate
to the ease with which information can be replicated once in digital form
and the rapidity with which large quantities of information can be
processed (accessed, transferred, analyzed, integrated, etc.). Concepts of
value and pricing and royalty for use of information could require
considerable revision if the cost of such use is to remain within reason.
One does not now pay an author a royalty each time a book is read.

However, a royalty may be earned each time a song is played in public,
though not in private. If a thousand books are combined on a single CD-
ROM and the acquirer of the CD-ROM only intends to read one of them,
what sort of royalty anangement is appropriate to compensate the
copyright owners? How would compensation be extended for

cases in which electronic copies are provided to users? In fact, the
concept of copying or duplicating a work may no longer be the essential
factor in calculating royalties since far more complex actions may now
be taken on digital information.

These questions are not trivial in nature nor have many workable
solutions been proposed thus far. [A13, pages 11-12]

In this way, Kahn and Cerf encounter difficulties that are inherent in the library metaphor.
Libraries do not themselves make copies ofbooks (for example) in order to save on

purchasing costs from publishers. They sometimes provide copiers so that clients can

make their own limited copies of information for personal use. Such activities are

governed by the provisions of U.S. copyright law. In the preceding quotation, Kahn and

Cerf acknowledge that the kinds of activities likely to take place in a digital information

infrastructure go beyond the routine activities in a library. When they suggest that “the

concept of copying or duplicating a work may no longer be the essential factor in

‘calculating royalties” they are in effect acknowledging that the economic agreements that
form the basis of the publishing business break down when people make many

(unauthorized and unrecorded) copies. In a digital network, provisions of Copyright Law
apply, but enforcement can be intractable.

Kahn and Cerf recognized that solutions to this problem are needed. In terms of the legal
basis for regulating use of content, they did not anticipate the possibility of using
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Contract Law where Copyright Law falls short. Not recognizing the relevance of

Contract Law, they also did not recognize the value of having a machine-understandable

declarative language in which “contracts” can be expressed — so that their terms could be

explicitly presented both to people and to computer systems. They did not anticipate that

secure computer systems could play a practical role in the enforcement of the sort of

declarative “digital contracts” that could robustly support the range of human agreements

and activities typical in commerce.

In the l990’s,.other people developed concepts and technologies that addressed these

problems7. These approaches led to today’s digital rights management (DRM) systems.

In contrast to the library metaphor, DRM approaches recognize that there are different

and distinguished uses or operations on content, such as making copies, modifying

content, printing it, distributing it, selling it, and so on. DRM systems provide means for

regulating these different uses in order to sustain an economy in which content is

produced and consumed. Conditions are associated with the operations. These conditions

must be satisfied before the operations can be performed. For example, a person might

need to pay a fee, be a certain age, live in a certain jurisdiction, or belong to a particular

group, and so on.

It is not surprising that these distinguished operations and conditions are outside the

scope of the library metaphor. Libraries do not create or sell content. They are concerned

mainly with making information available to the public. Once -a client “gets” information

from a library — such as checking out a book—the library is not involved with what the

client does with it. Libraries generally do not regulate how infonnation is used or who

has access.

7 See for example, Stefrk, Mark. “Letting Loose the Light: Igniting Commerce in Electronic Publication."
In Internet Dreams, The MIT Press, Cambridge, Ma, I996, pages 219-253. The foreword of this book was

written by Vint Cerf, one of the authors of A13. The book proposes four metaphors for understanding the
origins and directions of the Internet: digital libraries, electronic mail, electronic markets, and digital
worlds. In contrasting digital libraries to electronic markets, it highlights the different capabilities that are
suggested by the different metaphors. Specifically, this book elaborates how the metaphor of the electronic
market usefully covers activities that are not associated with libraries.

8 The more recent controversies about regulating access by children to certain materials on the Internet, and
the reporting of which people have had access to certain information, has been controversial in pan because
of the conflict with the over all mission of libraries to provide the public with access to information with a
minimum of barriers.
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Discussion of these issues in A13 adheres to the expectations set by libraries. When Kahn

and Cerf imagine what people will do with the information in digital libraries, they say

people will “register, store, catalog, search, retrieve, and manipulate digital information

in the library” (A13, page 8). These are the same kinds of activities that people could

already do in traditional libraries. Notably absent from this list are commercial activities

like selling or distributing information, or re-publishing information in revised forms.

In summary, A13 does not investigate the commercial situations where different people
have different roles and sanctioned activities around information. A13 characterizes

operations on information in library terms — relating to catalogs and retrieval and so on. It

does not analyze requirements of a publishing business or requirements among
competitive enterprises around regulated use of information.

3. Technology Choices

A13 proposes a high-level drafi architecture for a digital library infrastructure. Analogous
to the network architecture of the Internet, Kahn and Cerfproposed a network of

computers where the nodes of the network are digital libraries. The architecture also

included specialized servers for indexing, cataloging, registration, and other specialized
functions.

Figure 2 reproduces a diagram from A13 illustrating its high-level system elements for a

personal library system (PLS)—a node in the network of libraries. The diagram shows

the structure of the PLS in terms of “layers” with an operating system and its device

drivers in the bottom layer and application elements in the top layer. The second layer
from the bottom contains file services, presentation (display) services, and network

transport services. The top layer of the diagram divides elements into ones that serve the

user (user interface), ones that access library content, and administrative functions.
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Figure 2. Reproduction of Figure 3 from A13 — “Personal Library System Structure"

The fourth layer of the architecture is of particular interest and contains the most novel

aspects of the design. It contains a Knowbot operating environment (KNOE) and natural

language support. Knowbots are central in Kahn and Cerf’ s design for many of the

capabilities of the digital library infiastructure. A13 describes Knowbots as follows:

A Knowbot is an active program capable of operating in its native

sofiware environment. Knowbots are present in each of the various

components of a Digital Library System. They can be cloned, replicated,
created, destroyed, can be resident at a given host system or can move
fi'om one host machine to another. Knowbots communicate with each

other by means of messages.

Knowbots act as the primary medium of communication and interaction

between various major components of the Digital Library System. They
may even transport other Knowbots. Generally, a Knowbot may be

viewed as a user Knowbot or as a system Knowbot depending on
whether it directly serves an individual user or not.‘ [Al3, page 34]

Knowbots are more than an incidental part of the proposal for a digital library

infi'astn1cture. Unlike the other system architectural concepts, A13 devotes a full section

for describing Knowbots (Section 3: Knowbots and Their Application). As Kahn and

Cerf noted:

The selection of a methodology for building Knowbots and even the

determination whether an object-oriented language is essential are two
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of the highest priority research questions for the Digital Library Project
to resolve. [Al3, page 31].

Many of the issues with the architecture in Al3 arise from fundamental difficulties with

Knowbots, especially security issuesg. The use of Knowbots as mobile code in the system

architecture was an aggressive design choice. Although concepts of object-oriented

programming had been developed in the Computer Science community for over a

decade”, the research focused on systems for single computers”. Object approaches for

distributed and mobile code applications were less explored. Nor had object-oriented

applications been deeply explored involving mobile objects or their security

considerations across multiple organizations.

The following sections examine Knowbot-related problems with the design in Al 3
involving trust among multiple parties, security vulnerabilities, and practical problems in

using opaque (“black box”) mobile code to represent agreements between producers and
consumers of content.

3.1 Trust among Multiple Parties

Knowbots are employed in the proposed digital library architecture to carry out many
fimctions. As described in A13, Knowbots can be asked to retrieve or file documents.

They also watch over information objects on behalf of owners.

One set of system Knowbots specifically attend to locally available
library information. They take requests fi'om user Knowbots and actually
retrieve the documents from storage (or conversely store them away).
Another set of system Knowbots attend to background and
administrative tasks such as diagnostics, backup and accounting. [Al3,
page 34]

 

9 Since the focus of AI3 is on libraries rather than commercial organizations, it does not focus on security
issues. Nor does A13 explore security requirements for Knowbots.

'° On page 30, A13 cites Smalltalk, Common Lisp, Common LOOPS and C++ as examples of existing
object languages. Smalltalk and Common LOOPS were both largely developed at PARC where I work. I
was one of the contributors to the LOOPS and Common LOOPS specifications at the time and was an
active researcher in the object-oriented programming community.
" For example, see Stefik, M. Bobrow, D.G. Object-oriented programming: Themes and Variations. Al
Magazine 6:4, pp. 40-62, Winter 1986. (Reprinted in Peterson, G.E. (ed), 0bjecr—0rienred Computing,
Volume 1: Concepts, IEEE Computer Society Press, pp. I82-204, 1987. Also reprinted in Richer, M.H.
(ed.) .41 Tools and Techniques, pp. 3-45, Ablex Publishing Corporation, Norwood, New Jersey.)
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In carrying out these functions, Knowbots would have to travel through the network of

libraries. When we consider this architecture in the context of commercial activities, a

problem of trust arises. Suppose that Company A has a computer system. A document

and its Knowbot arrives from Company B. How does Company A know that the

Knowbot can be trusted?

A13 only partially addresses the issue of trust. In the context of courier Knowbots, it says

the following:

A class of trusted Knowbots called couriers have the special

responsibility to look afier selected objects on behalf of their authors or

other owners of rights in the objects. [Al3, page 34] '

In the example, the courier is expected to look after the interests of Company B. The

problem is that the Knowbot consists of mobile code that is being enabled to run on the

computers ofCompany A. What assurances does Company A have about what the

Knowbot will do? Will it correctly enforce the agreements that Company A has with

Company B about use of the document? When the Knowbot reports back to Company B,

will it also send back any additional information that compromises the business interests

of Company A? Will it confine its activities to the document from Company B, or will it

read or modify any other sensitive documents in the library of Company A? Even if the

intentions of Company B are completely legitimate, what if there is a bug in the mobile

code that inadvertently leads to commercial losses for Company A? Afier all, the coders

of the Knowbot have presumably not been able to test the Knowbot on the computers of

Company A. Allegorically, these scenarios are akin to “tuming a fox loose in the hen

house.”

Such concerns about mobile code are not unrealistic. The most familiar examples of

mobile code today are computer viruses. Analogous to Knowbots, viruses travel from

system to system “carrying out the wishes of their creators” — which are generally

disruptive. Most businesses invest heavily in virus detection and firewalls in order to

prevent unwanted infections that can compromise their computers and disrupt their
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businesses. Even today nearly two decades since Al3 was written, mobile code has had

very limited use beyond support for user interfaces in web pages”.

Nor are all of the risks associated with Company A. Suppose that the KNOE (Knowbot

Operating Environment) in the computers of Company A has been altered. It could

potentially separate a Knowbot from its document, and provide its own altered-Knowbot

which acts differently. It could under-report the usage statistics in order to reduce fees. It

could alter the Knowbot from Company B and send it on to Company C in a way that

intercepts a “fimding stream" to the coffers of company A rather than Company B.

Allegorically, these scenarios are akin to “sending a lamb to a den of wolves.”

A fimdamental problem in Al3’s conception ofKnowbots is that they are designed to

serve the interests of one party. However, commercial transactions inherently involve

multiple parties with differing interests, such as a producer and a consumer. A13 does not

discuss any requirement for robust, verifiable and accountable trust across multiple

parties. Furthermore, since programs and programming environments are so complex, the

concepts ofKnowbots and KNOES does not appear to be a workable approach for

achieving such security”.

DRM systems like those invented in the 1990s address multi-party security issues in a

way more appropriate for commercial use: DRM systems like those invented in the 1990s

use host computers configured as trusted systems, rather than as untrusted hosts. Each

trusted system is designed and verified by a third party to guarantee to two contracting

parties that the trusted system can be relied upon to act as an impartial agent to enforce

the terms ofany digital contract that has been agreed to by those parties. In this way,

DRM approaches address multi-party security issues in a way more appropriate for
commercial use.

In summary, the Knowbot architecture of A13 does not recognize that nust in a

commercial setting requires a basis of trust across multiple parties. The Knowbot-based
 

” Even the use of mobile code in the limited context of “JavaScript" in web pages introduces securityissues.

'3 Even if the “source code” of Knowbots and KNOES were made available to both parties, since there
would be so much variation in Knowbots and enviroru-nenu it would not be practical to prove their
correctness. lt would also be difficult to prove (for example) that Knowbots were not transported to
different environments than the ones that were tested.
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architecture contains no provisions for this. As suggested by scenarios above, it appears

that the Knowbot approach is not a sound basis for building such systems.

3.2 Communication and Code Security

Libraries generally do not oflen have active adversaries and their every day operations do

not give much attention on security in communication. For example, when a library loans

a client a book, there is typically no concern about whether the book has been altered to

contain false information. In contrast, commercial organizations have private and critical

communication. It is normal security practice to use encryption, redundant check sums,

and other techniques in commercial communication systems to assure secrecy and

integrity. For example, regular web users are familiar with providing passwords and with

the “encrypted page” messages that they get in their web browsers when critical

information is requested. Such concepts, however, are outside the activities of traditional

libraries. Furthermore, they are not considered or even mentioned in A13.

The lack of attention to cryptography, certification and other means of securing

communication has widespread implications for the system design and its applications.

For example, consider again the transmission of mobile Knowbots. Knowbots are

proposed for many functions in the digital libraries — used for retrieval and search, to

billing, and even as couriers. When a Knowbot is being transmitted from one system to

another, it is represented by bits in packets over the communications network. Today,

several years of experience with computer viruses has made designers of computer

systems aware of a myriad of possible “attacks” on communications systems". By

various means, communications can be intercepted, faked, copied, altered, and blocked.

Lacking such understanding, A13 does not recognize that its Knowbots are vulnerable to

being intercepted, faked, copied, altered, or blocked.

To restate the design issue, A13 proposes Knowbots as the security mechanism to act on

behalf of owners. However, Knowbots are sofiware-only entities. They are expected to

travel over networks where they are vulnerable to modification, and to run on many

" For example, see Chapter 3, “The Digital Wallet and the Copyright Box: The Coming Arms Race in
Tmsted Systems” in Stefrk, Mark. The Internet Edge: Social, Technical, and Legal Challengesfor a
Networked World. Cambridge, Ma. The MIT Press, I999. Robert Kahn and Vinton Cerf, the authors of
A13, both provided endorsements of the book to the publisher. These appmr on the back cover of this book.
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different computer systems where they potentially could be modified. This leaves the

foundations of security in M3 - the infrastructure that is supposed to look after the

interests of content owners — profoundly vulnerable and insecure. In contrast, modem

security designs have design features that address security in communication

(communication integrity), authentication (behavioral integrity), and hardware (physical
integrity).

A13 specifically proposes to leverage the Internet but to integrate the digital library

infiastructure with existing technologies.

Before describing specific features of the Digital Library System, it will
be helpfirl to review some of the fundamental assumptions which
strongly affect its design. Perhaps the most dominant of these

assumptions are that the system is distributed, heterarchical,
hierarchical, networked and strongly display—oriented. In addition, it
must have an ability to interact with other autonomous Digital Library
Systems that do not adhere to its internal standards and procedures.
[Al3, page 19]

From a computer security point-of-view, a chain is as strong as its weakest link. Every

subsystem that does not meet security standards creates a vulnerability. This is the

opposite of the trusted system approach of DRM systems ofthe 1990s, which require that

every system in a transaction be certified as trustworthy.

In summary, the approach taught in A13 is vulnerable to communications attacks which

would need to be addressed in a context ofcommercial use.

3.3 Representing Agreements

When people engage in financial transactions, they often formalize their agreements with

contracts. For example, contracts and warranties are common when people rent an

apartment, buy a home, take out a loan, or buy an expensive appliance. There are many

variations in contracts — in termsof what provisions are included. At the same time, there

are ofien a few key issues, such as the loan amount, fees, and the interest rate and term of

a loan. Contracts explain the temrs and conditions of the agreements, and lay out the

rights of the parties. The substance of an agreement is not hidden. Rather it is written

openly in the contracts. Contracts are intended to express the terms and conditions so that

any of the parties to a transaction can examine them and understand them.

Stefrk: Analysis of Al3 20

Petitioner Apple Inc. — Exhibit 1002, p. 4264



Petitioner Apple Inc. - Exhibit 1002, p. 4265

Contracts do not play a highly visible role in traditional libraries. For example, there are

very few variations in the terms and conditions of book loans. There may be some books

that cannot be checked out, and there may be some books that have to be returned more

quickly than others. However, contracts are not a major focus for a traditional library.

When Kahn and Cerfchose the library metaphor for their proposed digital library

infrastructure in A13, they did not mention contracts as a design element.

A13 proposes Knowbots to take the responsibility to look after the interests ofusers and

others in the digital library. Absent any other means, Knowbots are Al3’s only vehicle

for representing and enforcing agreements. When there are multiple, different agreements

between parties, multiple, different Knowbots would be required.

The problem with this approach is that Knowbots are mobile computer code and

computer code is notoriously non-transparent and hard to understand for most people.

Most of the code in a program is generally about its internal bookkeeping and managing

relations with other objects in its operating environment. To understand what code does,

a programmer must understand not only the computer language, but also the operating

environment in which the code is operating.

Using Knowbots to represent a myriad ofbusiness agreements is not practical. The

important and salient elements of human agreements would be buried and essentially

obfuscated by putting them into a program. The opaqueness would make it very difficult

to understand what agreement is represented by a Knowbot, or even to tell the difference

between a genuine Knowbot and a rogue Knowbot.

The DRM systems that were invented in the early 1990s addressed the problem of

representing agreements through the use ofa declarative digital rights language”. These

languages were designed to express the kinds of operations, terms and conditions that are

salient for practical contracts about the use of digital content. For example, there were

specific operations for copying, loaning, printing and other common things. Terms and

conditions could express a range of requirements for payments, times of use, and so on.

'5 For example, see “Letting Loose the Light” in Stefik’s Internet Dreams book for an example of a digital
rights language. See “The Bit and the Pendulum" in Stefrk’s The Internet Edge book for a discussion of
digital contracts.
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Digital contracts could be expressed in a grammar. From there they could be presented to

people in clear user interfaces. They could also be interpreted and enforced by computers.

In summary, the Knowbot approach is not practical for supporting the negotiation or

understanding ofagreements. The subsequently-developed rights language approach

side-steps the main difficulties of the Knowbots approach by making it unnecessary for

people to try to discern the meaning ofan agreement from the programming code of a
Knowbot.

4. Concluding Remarks

A13 was a visionary proposal for a digital library system. The design was guided by the

metaphor of a traditional library as a system to enable people to share information. Like

traditional libraries — A13’s focus is on exchange of information. True to the purpose of

libraries, A13 is not much concerned with an infrastructure for commerce in digital

content, which would require much more attention to mechanisms for commerce and to

security requirements for transactions among potentially competitive parties. A13 made

very different (and often opposite) design choices fi'om many of the DRM systems that

were invented in the l990’s and the systems that are deployed today.

Stefik: Analysis of A13 22

Petitioner Apple Inc. — Exhibit 1002, p. 4266



Petitioner Apple Inc. - Exhibit 1002, p. 4267

Appendix A. Qualifications

Education and Research

My university education was at Stanford University, both undergraduate and graduate. I

received my Bachelors degree in Mathematics in 1970 and my doctorate in Computer

Science in 1980. I am a Fellow in the American Association for the Advancement of

Science (AS) and also in the American Association for Artificial Intelligence (Al).

I work at the Palo Alto Research Center (PARC), where I am a research fellow. Since I

started at PARC in 1980 I have taken several tours of duty in research management,

leading three technical areas and one of PARC’s laboratories for several yeass. I

occasionally teach courses and give lectures at Stanford University and U.C. Berkeley. I

have been an external thesis advisor and dissertation committee member for Ph.D.

students at Stanford, U.C. Berkeley, and the University of Maryland.

I have published five technical books including The Internet Edge: Social, Technical, and

Legal Challengesfor a Networked World (MIT Press, 1999), Internet Dreams:

Archetypes, Myths, and Metaphors (MIT Press, 1996), and Introduction to Knowledge

Systems (Morgan Kaufmann Press, 1995). I have published over forty technical papers.

Some of my technical work is mentioned in the Open Architecturefor a Digital Library

System paper (A13), which cites Common LOOPS among current object languages. I was

one of the main creators of the Loops system and a contributor to the Common LOOPS

specification. PARC was a center for much of the research that inspired Kahn and Cerf

during this period — including the technologies for distributed computing, the SmallTalk

language, and the NoteCards hypermedia system which are mentioned in the paper.

As a computer scientist, I am somewhat of a generalist and have switched my area of

focus every few years. A unifying goal in my work has been to enhance the creation and

sharing of knowledge. My dissertation work on an expert system for experiment planning

included a frame-based knowledge representation system. A version of this was later

commercialized by Intellicorp. My research on collaboration in electronic meeting rooms

(“Colab”) included creating an infrastructure for distributed objects. The Colab research
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led to collaboration with Bob Kahn and others in the creating of the “National

Collaboratory” projects in the U.S.

My current research on “sensemaking systems” is about technology to help people facing

information overload to master and understand large amounts of information in carrying

out their work. Our sensemaking projects at PARC are multi-disciplinary, involving

computer scientists and cognitive psychologists as well as specialists in natural language

technology, user interfaces, and distributed systems. The current directions in this involve

what we call “augmented social cognition,” which is thetechnology that aggregates and

combines the sensemaking contributions of large groups ofpeople.

Relationship to Robert Kahn and Vinton Cerf

Bob Kahn was a fairly frequent visitor to the Heuristic Programming Project at Stanford

University in the mid 1970s when I was a graduate student there. I got to know him since

he worked closely with Edward Feigenbaum, who was one of my faculty advisors. In the

early 1980's afierl had graduated, I was a participant together with about a dozen others

in some weekend workshops led by Bob Kahn at Stanford when the early ideas for a

“digital library project” were being developed. Some of the other participants at the

workshop were professors from Stanford (Edward Feigenbaum, Joshua Lederberg, John

McCarthy) and MIT (Marvin Minsky). In this way I was able to contribute in a small way

to the early stages of the Digital Library Project, even before the Open Architecture paper
was written.

Bob and I have worked together on various projects over the years. I typically see him

two or three times a year. When I first developed the concepts ofdigital rights

management in the early 19905, Bob signed a non-disclosure agreement with the Palo

Alto Research Center so that we could discuss the ideas in some depth and also plan

participation in some coordinated activities, such as the “digital object identifier" project.

Vinton Cerf was a professor at Stanford in the Computer Science Department whenl

started there as a graduate student. Initially, my research plan was to do a dissertation in

the Systems area and he was my graduate advisor. Within a year or so, however, he

decided to leave Stanford to work on developing the Internet (then ARPANET) at

DARPA. I switched research areas in Computer Science to artificial intelligence,
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focusing on expert systems. We have kept in occasional contact over the years. When I

published the book Internet Dreams with MIT Press in l995, he graciously wrote the

foreword to the boolc This book contained my fust publication (beyond patents) of the

ideas for digital rights management in the chapter titled “Letting Loose the Light:

Igniting Commerce in Electronic Publication.” The book also includes an excerpt fi'om

Kahn and Cert’s paper The World ofKnowbots.

In 1999 I wrote a second Internet book - The Internet Edge — that provided a deeper

analysis of the trends in networks, and discussed social, technical, and legal challenges.

Both Robert Kahn and Vinton Cerf provided endorsements of the book to the publisher

that appeared on the jacket of the book. i

W 30 I147 7007
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Atomic Proxy Cryptography

Matt Blaze

AT&T Shannon Laboratory

This talk introduces atomic proxy cryptography, in which an atomic proxy function, in conjunction
with a public proxy key, converts ciphertext (messages in a public key encryption scheme or
signatures in a digital signature scheme) for one key ($k_l$) into ciphertext for another ($k__2$).
Proxy keys, once generated, may be made public and proxy functions applied in untrusted
environments. Various kinds of proxy functions might exist; {\em symmetric} atomic proxy
fimctions assume that the holder of $k_2$ unconditionally trusts the holder of $k_l$, while {\em
asymmetric} proxy functions do not. It is not clear whether proxy functions exist for previous
public-key cryptosystems. Several new public-key cryptosystems with symmetric proxy fimctions
are described: an encryption scheme, which is at least as secure as Diffie-Hellman, an identification
scheme, which is at least as secure as the discrete log, and a signature scheme derived from the
identification scheme via a hash function.

Full paper available.

This is joint work with Martin Strauss.

 _~:_:}____j

_M_8§ Blaze, Atomic Proxy Cryptography

Gates 498, 10/20/98, 4:15 PM
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[3lGarnaluryption - Wikipedia, the free encyclopedia V Page 1 of 3

ElGamal encryption

From Wikipedia, the free encyclopedia

The Elcamnl algorithm is.an asymmetric key encryption algorithm for public key cryptography which is —
based on Diffie—l-lellman key agreement. It was described by Taher Elgamal in 1984. The ElGarnal algorithm
is used in the free GNU Privacy Guard software, recent versions of PCP, and other cryptosystems. The Digital
Signature Algorithm is a variant of the ElGamal signature scheme, which should not be confused with the
ElGarnal algorithm.

ElGamal can be defined over any cyclic group G. its security depends upon the difiiculty of a certain problem
in G related to computing discrete logarithms (see below).

lContents l

 

I I l The algorithm i
g . 2 Security l
9 I 3 Generating the group Gi
; I 4 Efficiency

l I 5 Miscellaneous U
I I 6 See also ._ I 7 References l_...._.____:_..__J

The algorithm .

ElGarnal consists of three components: the key generator, the encryption algorithm, and the decryption
algorithm.

The key generator works as follows:

I Alice generates an etficient description of a cyclic group G of order q with generator g. See below for
specific examples of how this can be done.

I Alice choosesarandomxfrom {U, . . . , q -1}.
I Alice computes h = g’.

I Alice publishes 1:, along with the description of G,q,g, as her public key. Alice retairs x as her secret
key.

The encryption algorithm works as follows: to encrypt a message m to Alice under her public key (G,q,g,h),

I Bob convert :11 into an element of G.

I Bobchoosesarandomyfrom {0, . . . , q — 1} ,thencalculatescl =g’and C2 = m - hy.
I Bob sends the ciphertext (cI,c2) to Alice.

The decryption algorithm works as follows: to decrypt a ciphertext (cl,c2) with her secret key 1,

02

I Alice computes E; as the plaintext message.1

The decryption algorithm produces the intended message, since

http://enwikipcdia.org/wiki/ElGamal_encryption ' 27/ I 1/2006
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.ElGamal.ryption - Wikjpedia, the free encyclopedia Page 2 of 3

ll‘ the space of possible messages is larger than the size of G, then the message can be split into several pieces
and each piece can be encrypted independently. Typically, however, a short key to a symmetric-key cipher is
first encrypted under ElGamal, and the (much longer) intended message is encrypted more efiiciently using’
the symmetric-key cipher -— this is termed hybrid encryption.

Security

ElGamal is a simple example of asemantically secure asymmetric key encryption algorithm (under
reasonable assumptions). It is probabilistic, meaning that a single plaintext can be encrypted to many possible
ciphertexts, with the consequence that a general ElGamal encryption produces a 2:l expansion in size from
plaintext to ciphertext.

ElGamal's security rests, in part, on the difliculty of solving the discrete logarithm problem in G. Specifically,
if the discrete logarithm problem could be solved etficiently, then ElGamal would bebroken. However, the
security of ElGamal actually relies on the so-called Decisional Diffie-Hellman (DDH) assumption. This
assumption is ofien stronger than the discrete log assumption, but is still believed to be true for many classes
ofgoups.

Generating the group G

As described above, ElGamal can be defined over any cyclic group G, and is secure if a certain computational
assumption (the "DDH Assumption") about that group is true. Unfortunately, the straightforward use of G =
Z for a prime p is insecure, because the DDH Assumption is false in t:his group. In contrast, computing
iscrete logs ‘u believed to be hard in Zp, but this is not enough for the security ofElGamal.

The two most popular types ofgroups used in ElGamal are subgroup: of 2p and groups defined over certain
elliptic curves. Here is one popular way of choosing an appropriate subgroup of2p which is believed to besecure:

u Choose a random large prime p such that p - l = kq for some small integer kand large prime q. This
can be done, for example with I: = 2, by first choosing a random large prime q and checking ifp -= 2:; +1 is prime.

I Choose a random element 9 E 2? such that g 75 1 and g9 = lmod p, i.e. such that g is of order q.
n The group G is the subgroup of Zp generated by g, i.e. the set ofkth residues mod p.

When encrypting, care must be taken to properly encode the message m as an element of G, and not, say, as
just an arbitrary element ofZp.

Efficieney

Encryption under ElGamal requires two exponentiations; however, these exponentiations are independent of
the message and can be computed ahead of time if need be. The ciphertext is twice as long as the plaintext,
which is a disadvantage as compared to some other algorithms. Decryption only requires one exponentialion
(instead of division, exponentiate cl to q - x). Unlike in the RSA and Rabin systems, ElGamal decryption
Cannot be sped up via the Chinese remainder theorem. '

Miscellaneous

http://en. wikipedia.org/wikifElGamal_eneryption ’ 27/1 1/2006
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‘ElGama.:ryption - Wikipcdia, the free encyclopedia Page 3 of 3

E|Gamal is malleable in an extreme way: for example, given an encryption (cpcz) of some (possibly
imknown) message In, one can easily construct an encryption (cl, 2 - C2) of the message 227:. Therefore
ElGamal is not secure under chosen ciphenext attack. On the other hand, the Cramer-Shoup system (which is
based on ElGamal) is secure under chosen ciphertext attack.

See also

- ElGamal Signature scheme

References

no Taher ElGamal, “A Public-Key Cryptosystem and a Signature Scheme Based on Discrete Logarithms",
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 EXTENDED ABSTRACT

A Secure Distributed Capability Based System

Howard L. Johnson
Information Intelligence Sciences, Inc.

University of Denver, New College

John F. Koegel, Rhonda H. Koegel
Department of Mathematics and Computer Science

University of Denver
Denver, Colorado 80210

A novel desi n for a secure distributed system is described and eval-uated. A capabi ity based computer architecture is combined with crypto-
graphic network security techniques to protect global objects and preserve
access rights across
evaluated against several
Evaluation Criteria.
presented.

key words:
architecture; network encryption

1. Introduction

A distributed system connects various compu-
ting entities in several locations so resources
can be shared by users. Distributed computing
offers the advantage of flexibility so that each
facility can be locally controlled and configured
for a specific application. It also offers incre-
mental growth so that additional features can
be easily added, usuall at a lower cost than
upgrading a central host. e connection of distri-
buted systems facilitates information sharing.
The physical network can be implemented by point-
to—point or multi—point links, LAN's or HAN's.

In a single centralized computing facility,
system security is achieved through physical,
operational, and system controls. System controls
include operating system functions such as login
Passvords. file system protection, and memory
management. In a distributed environment, these
controls can still be effective for securing each
specific system. However, additional problems
arise because of the interconnection of systems
and the information flows between systems.

There are two areas of concern in securing
a distributed system. The first, that of securing
the network facilities, has received greater atten-
tion in the literature. This need stems from the

Permission to copy without fee all or part of this material is granted
provided that the copies are not made or distributed for direct
cornrnertial advantage. the ACM copyright notice and the title of the
publiution and its data appear, and notice ll given that copying is by
ptmtission of the Association for Computing Machinery. To copy
otherwise, or to republish. requiru I Inc and/or specific permission.

1985 ACH O-89791-170-9/85/1000-0392 $00.75

system boundaries.
criteria,
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The resulting architecture is
including the DOD Computer System

The strengths and weaknesses of the approach are

computer security; distributed system security; capability

that physical facilities in most prevalent
today as communication media (land lines,

and satellite channels) offer
little protection for themselves [1]. To secure
these facilities, some type of cryptography is
employed. The user who wishes to obtain an off—the—
-shelf solution to the problem can use a conven-
tional substitution-permutation algorithm, such
as the NBS's DES [2] or a public key algorithm
such as RSA [3]. Although there is active research
in both breaking and strengthening these techni-
ques, for many applications currently available
methods will suffice.

fact
use
microwave links,

Even with encryption, a network is still
vulnerable to certain types of threats against
the communications protocol being employed [4].
Conventional link-level protocols only allow the
data field to be encrypted. while control and
address fields are transmitted unencrypted. This
leaves a network open to such attacks as message
modification and message replay.

The second area of concern, that has received
relatively little attention in the literature.
is the control of information protection across
system boundaries. Within a given computer facili-
ty, the operating system can be used to enforce
uniform and constant protection of information.
However, once the information is removed from
the computer, these controls no longer apply.
Protection of information can only be maintained
in a local environment. It would be preferable
if access rights could be enforced across system
boundaries. This would produce a secure distribu-
ted system and protect proprietary software and
data.

Consider the case of a remote database user
who has purchased read access to certain informa-tion in the database. If the user accesses the
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database with a personal computer, it is a straight-
forward step for the user to read the database
and store the information in the PC. Once the
user has a local copy, then he/she is free to
distribute this data to any other party, regardless
of whether that party has purchased access to
the database. Thus, the access protection of
a single system is easily violated by availability
of distributed computing.

The database owner could protect his/her
investment by requiring the user to purchase a
proprietary interface program to access and manipu-
late the date. Not only does this restrict the
user 'and provide an economic deterrent to the
sale of information, it also makes this protection
dependent on the copy protection of the interface
program.

Another example is if the host is used as
a central distribution point for software, possibly
for a CAI application. Once a module is removed
from the host, it is very difficult to limit the
production of duplicates. Encryption of the key
elements of a program has been proposed as a solu-
tion [5]. However. not only does this place addi-
tional burden on the applications programmer,
but also requires a design that may not be met
by many programs.

Host secure network strategies deal only
with encryption of data as it is transmitted across
network facilities, and not at all with the manage-
ment of protection across system boundaries.
However, there are numerous instances of distribu-
ted information system security and proprietary
software protection not solved by network encryp-
tion. The authors believe that an integrated
solution involving both capability—based computers
and network protection using encryption and a
secure protocol can provide distributed system
security.

After discussion of network security and
capability architectures in a distributed environ-
ment, we present an integrated design of a secure
distributed capability based system. The resulting
architecture is evaluated against several criteria.
including the DoD Computer System Evaluation Crite-1'13.

2. Network Security

2.1 General

This paper pertains to hardware (and a few
hardware/software) data system security protection
mechanisms. but design must be accomplished in
the context of existing or proposed physical secu-
rity, personnel security, operations security,
emanations security, and communications security.
The implementation of each guides implementation
of the network data system security. .A key crite-
ria ia minimized degradation in throughput and
response.

A brief summary of network security follows.
The term "association" is used to refer to a (po-
tentially bidirectional) end-to-end data path
through the network. The reader is directed to
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Voydock and Kent [A] and to Davies and Price [6]
for a more complete treatment of these topics.

2.2 Threat

From [A], passive attacks to network security
are intended to bring about the unauthorized re-
lease of information or authorized release of
information sufficient to perform a traffic analy-
sis. Passive attacks usually cannot be detected
but can be prevented.

Active attacks include unauthorized modifica-
tion of information, unauthorized resource use
denial, and attempts to initiate spurious associa-
tions. Active attacks cannot be prevented, but
can usually be detected. In a network environment
we are equally concerned with threats internal
to the system as those outside.

2.3 Protection Principles

2.3.1 Encryption Techniques

Rushby and Randell [7] observed that separa-
tion is one of the key elements in enforcing a
secure system. and that four separation methods
exist: physical, temporal. cryptographical and
logical. In a communication system, physical
separation is the most desirable. but unless the
system is completely contained in a secure building
environment or in a specially constructed tunnel
vault, the distances involved leave too much line
unprotected.

Some transmission media are more secure than
others. such as fiber optics. directional satellite
links, and exotic military communications systems,
but each has a reasonable vulnerability to capture
or disruption of data flow. Hithin a secure envi-
ronment, either logical or cryptographical means
can be employed to protect data authenticity.
Methods analogous to periods processing can makeuse of transmission links for different levels
of control at different isolated periods of protec-
tion, performing necessary cleansing of storage
registers or buffers, if any exist.

Data encryption is the primary means by which
communicated data are protected. It directly
prevents passive attacks by preventing an intruder
from seeing data in the clear. Data patterns
can be masked by using a unique key for each asso-
ciation. employing cipher block chaining which
causes each encrypted value to be a complex func-
tion of previously encrypted data. and appropriate-
ly selecting the proper initialization vector
for chaining.

There are three ways to incorporate cryptogra-
phy into a communications system: link, node and
end-to-end encryption. In link encryption. crypto-
graphic devices bracket a communication line be-
tween two nodes. Node encryption uses a protected
security module to absolutely protect data at
the node. In end-to-end encryption. data are
deciphered only at their final destination, requir-
ing several keys at each origin and destination.
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There are several tradeoff variables in choos-
ing between link, node, and end-to-end encryp-tion:

- the number of encryption units required (and
therefore the potential response degradation)

- the number of keys required each node
originating and receiving data

by

- the complexity required in specifying a rout-
ing path independent of the specification
of data, or alternately the overhead in inter-
im decryption attempts. ‘

The number of security devices are fewer
in end-to-end encryption, but number of keys re-
quired is greater; Addressing information must
be developed independent of the data, or interim
decryption attempts must be made. Both create
a difficult design problem. Link and node encryp-
tion are normally transparent to the user, but
so is end-to-end encryption if initiated by system
services. The message and its header can both
be encrypted with node encryption; however, with
link encryption and end-to-end encryption normally
both message and header are encrypted. The excep-
tion is a technique whereby each node attempts
to decrypt the message and passes it if unsuccess-
ful or if the successfully decrypted message indi-
cates another addressee. If not all nodes have
encryption facilities or if encryption of only
selected messages is desired due to overhead,
an additional mechanism is required to enable
and disable the encryption function.

Voydock and Kent [4] observed that a communi-
cation network can also be viewed as providing
a medium for establishing associations between
protocol entities. An association oriented ap-
proach constitutes a refinement to end-to-end
measures. It not only protects the path. but
reduces the probability of undetected cross talk,
whether induced by hardware or software.

2.3.2 Detection Techniques

If the communications header is in clear
form, transmitting bogus messages helps prevent
traffic analysis. The protocol layer selection
determines the precision with which traffic analy-
sis can be done. If encryption is performed in
the presentation layer, an intruder could determine
which presentation, session, and transport entities
were involved. Performing encryption in the trans-
port, network, or link layers limits the intru-
der to observing patterns at the network address
levels. Contradistinctively, the higher the layer,
the more of the path protected.

To prevent message stream modification, there
are measures that ensure message integrity. Mea-
sures that ensure message authenticity rely on
the integrity measures. Measures that ensure
message ordering rely on both of the previous
measures. Countermeasures involve use of unique
keys, Sequence numbers, and error detection codes.

. Denial of service attacks often can be detec-
ted by message stream modification countermea-
sures. If the attacks begin when an association
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is quiescent, a request response mechanism must
be employed.

For spurious association attacks, hierarchic
or public key systems can defeat attempts to estab-
lish an association under a false identity. Time-
stamp, checksums, and/or random challenge-response
mechanisms detect playing back of a previously
legitimate association-initiation.

A covert channel allows a process to transfer
information in a manner that violates the systems
security policy. A covert timing channel is a
covert channel in which one process signals infor-
mation to another by modulating its own use of
system resource (e.g.. CPU time) in such a way
that this manipulation affects the real response
time observed by the second process. Covert chan-
nels with low bandwidths represent a lower threat
than those with high bandwidths. In any complex
system there are a number of relatively low-band-
width covert channels whose existence is deeply
ingrained in the system design. Faced with the
large potential cost of reducing the bandwidths
of such covert channels, it is felt that those
with a maximum bandwidth of less than one bit
per second are acceptable in most applications
environments [3]. The channel bandwidth can be
reduced by introducing noise, or complicated traf-
fic patterns, making it difficult to detect andextract deliberate modulation.

provide security only in a
providing a high probability

These measures
probabilistic sense.
that the intruder cannot subvert the encryption
algorithm and that active attacks will be detec-
ted. The goal is to make it more difficult for
the intruder to break the system than to create
the information through other means.

2.4 Protection Mechanisms

2.b.l Reference Monitors

A reference monitor [9] must be tamperproof,
must always be invoked, and must be small enough
to be subject to analysis and tests, the complete-
ness of which can be assured. The reference moni-
tor is the most popular type of authentication
mechanism. Interaction is generally only with
the message header, whereas cryptographic compati-
bility serves to authenticate an entire message.
Further, data can remain encrypted for continued
protection while in buffers, storage, and inter-
nal communications. The reference monitor allows
such things as separate encryption of the message
without the header and requires neither the time
and cost spent in encryption nor the cost of a
key management and distribution system.

i2.A.2 Authentication and Secrecy

Cryptography can not only be used for securi-
ty, but can also be employed for authenticity.
Solutions using encryption are equally applicable
to local area networks as they are to large long-
haul communications networks. Different applica-
tions lead to different solutions, as do design
tradeoffs based on changing technologies (e.g..
fiber optics), speed, cost, and level of protec-
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tion. The following are key topics associated
with cryptography.

Secrecy and Authentication - Secrecy exists
when it is computationally infeasible to determine
the deciphering transformation. Authenticity
exists when it is computationally infeasible to
determine the enciphering transformation. The
latter establishes the validity of a claimed iden-
tity (e.g., of the sender in a digital signature
or user verification application).

Substitution-Permutation Ciphers (e.g.. the
DES) - Information theory has allowed theoretical
data protection to any degree desired, based on
the length of the key and repeated application
of the algorithm steps; even when the algorithm
is known to the perpetrator. This class of cipher
has been implemented into a very fast chip.
As cryptanalysis capability increases, the dimen-
sionality of the implementation can be increased.
with a corresponding loss in efficiency, (unless
microcircuit technology makes up the difference).
A DES block cipher breaks the message into blocks
and enciphers each with the same key. A stream
cipher breaks the message into characters or bits
and enciphers them with successive elements of
a key stream (which might be the prior encrypted
text as in the cipher block chaining mode and
the cipher feedback mode of the DES).

Public Key Ciphers (¢.g., the RSA scheme)
- These methods of protection provide both secrecy
and authenticity. Several public key ciphers
have fallen prey to cryptanalysts. but the RSA
cipher stands a good chance of surviving these
attacks based on the mathematical history of [ac-
torization of large numbers (although a surprising-
ly large number was factored on the Cray at Sandia
Laboratories recently). Keys are large and computa-
tion still relatively complex. Technologies such
as gallium arsenide and parallel bit stream imple-
mentations should solve imediate speed problems.
however. as cryptanalysis comes closer, the size
of the prim numbers must be increased.

0ne—way Ciphars — These virtually unknown.
but simply implemented ciphers are important to
design because once data are encrypted they cannot
be simply decrypted, even by the originator.
They are useful in applications, for example.
where authentication of passwords can be accom-
plished by comparing pairs of encrypted data val-
ues. Certain simple functions such as comparison
can be accomplished in ¢ncryption space.

2.4.3 Key Management Design

The responsibility for key management depends
on the security policy and the choice of implemen-
tation. Unless keys are given at least the same
level of protection as the data, they will be
the weak link. Once the penetrator has gained
access to the key (generally a very small piece
of data) he has gained access to all data. Tech-
niques of generating, transmitting and protecting
keys include host keys. hierarchical key protec-
tion, partitioning of keys for different protection
levels, and diverse means by which the key man-
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agement system interfaces with the rest of the
system [7].

In the normal implementation of public key
systems, the public key is published with no pro-
tection whatsoever. The private key is originated
and held by only one person. Certain implementa-
tions require distribution of the private key
under a protected key distribution scheme. espe-
cially where the private key is used within the
processor as a means of both secrecy and authenti-cation of source or another system variable.

A third party or a host can provide the au-
thentication necessary for key distribution.
There are several established approaches for the
implementation of a distributed session key system,
appropriate to network communications. The public
key system has the property that two parties can
establish a secret key for use in a unique session
between them. obviating involvement of a third
party. The strategy can be repeated often for
a greater degree of protection. Prolonged use
of a single key makes a system more vulnerable
to cryptanalysis. The degree of added vulner-
ability depends on the cryptographic technique
used, which in turn is related to the nature of
data transmission, intercommunication requirements,
and security inherent to the communications system.

2.5 Network Protocol Considerations

In late 1970's. the International Standards
Organization adopted a network architecture knownas the reference model for open system interconnec-
tion, ISO/OSI. Layers l to 3 are concerned with
data transmission/routing and deal respectively
with physical. data link, and network concerns.
Layer 6 provides end—to-end control of data trans-
port. Layers 5 and 7 are the session, presenta-
tion, and application layers. Some of the possible
approaches to implementing security under 1S0/OSIare as follows:

Security

User identification,
encryption of stored
data, key distribu-
tion.

Layer Protocol

7 Applications Services

6 Presentation Formats User controlled
use of encryption
for secrecy and
identification in-
cluding a user re-
quest for encryption.

Establishing secrecy
and authentication
during the conductof a session between
system users (people
and programs).
The most desirable
encryption point
in high level proto-
cols [4].

5 User Session Control
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4 Transport Flow Control

3 Network Routing

2 Data Link Control Security control
entirely in the
communications sys-
tems such as link
encryption where
the data are protec-
ted between adjacent
network nodes and
are decrypted and
re-encrypted at
each node. Security
control entirely
in the network commu-
nications use of
node encryption
schemes where data
are not in the clear
at an intermediate
node, but are rather
decrypted and re-
encrypted by a spe-
cial security module.

1 Physical Connection

Design should be such that acceptance of
data or requests into the memory associated with
a node should be based on the assurance that the
transaction is legitimate and does not violate
the security policy. An example of protocol layer
2 (data link) encryption is provided in [10],
in which source and destination subnets and trust-
ed interface units are designated in the packet
formats for the carrier sense multiple access
with collision detection (CSHA/CD) protocol.
The protocol also specifies the data security
level.

Popek and Kline [11] identified the important
issues to be addressed in defining secure proto-
cols:

- establishing initial cleartert/ciphertext/
cleartext channel from sender to receiver

- passing cleartext addresses without providing
a leakage path

- determining error recovery and resynchroniza-
tion mechanisms to be employed

- performing flow control

— closing channels

- interaction of the encryption protocols with
the rest of the protocols

— dependence on software in implementation.
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3. Capability Architectures

3.1 Description

A capability-based computer uses an architec-
ture in which objects are addressed by means of
a two—component entity called a capability. One
component of the capability is a unique object
identification number which is translated by the
hardware into an actual machine address. The
other component of the capability can be viewed
as an access rights field which identifies to
the hardware the operations that the owner of
the capability may perform on the object.

Capability architectures have been promoted
for a number of reasons including their hardware
support for object-based programming [12] and
system security [13]. A capability-based computer
offers greater generality than does a conventional
computer architecture. This generality includes
hardware support for object identification and
management which allows the user to approach the
machine interface at a higher level of abstrac-
tion. By encapsulating objects and defining unique
object identification numbers, the system can
provide a more secure hardware base on which to
place the operating system.

To maintain system security and integrity.
it is typical for a capability-based computer
to use hardware tagging of capabilities stored
in memory [14,15]. When a user attempts to use
a capability to reference an object, the hardware
tag indicates that use of the capability is a
legal one. The capability itself will be further
compared" with the operation that the user is at-—
tempting to ensure its validity. Since the tag
controlled by hardware. the user is not able to
arbitrarily modify the tag bits associated with
a memory address. If the user attempts to modify
a capability, the hardware will reset the associa-
ted tag bits.

Another feature of capability architectures
is that the machine interface is usually implemen-
ted at a higher level than that of a conventional
architecture. This higher level includes functions
that relate to object addressing and object manage-
ment. By placing greater functionality in the
firmware. the goal is to improve the performance
of the architecture while ensuring that the object
related operations can not be interrupted and
possibly altered by another process. Thus. the
security of a capability-based computer follows
the precept that hardware is inherently more securethan software.

3.2 Design Issues

There are a number of issues to be faced
by the designer of a capability machine. Theseinclude:

- generating and maintaining unique object
id's for a large number of objects

- managing objects, including object deletion
and the dangling pointer problem

Petitioner Apple Inc. — Exhibit 1002, p. 4279



Petitioner Apple Inc. - Exhibit 1002, p. 4280

— controlling the copying of capabilities for
object sharing

- defining object categories

- speeding-up object address translation

- permitting called programs to have more access
rights than their callers for operating systemfunctions

- providing object encapsulation to promote
object protection.

The resolution of these issues can take various
forms. Levy [16] surveys many of these in his
book on capability based systems.

3.3 Goals

For the purposes of a discussion of capability
system goals, we assume that the network facilities
for the distributed system have already been se-
cured using encryption and secure high—level proto-
cols as described in the previous section. By
employing capabilities for defining and protecting
objects in a distributed environment. the following
goals can be achieved:

— Objects can be transferred across system
boundaries while preserving access rights
across these boundaries. This is accomplished
by forcing any object transfer between systems
to be accompanied by the transfer of the
capability needed to access the object.
Without this capability, the object can not
be accessed.

The process performing the copy operation
must possess the original capability on the
source computer to effect the copy operation.
The capability which results on the destina-
tion computer must uniquely identify the
copied object and must have access rights
equal to or less than those of the original
capability. The network interfaces for each
host are responsible for checking the validity
of the operation. The network interface
at the destination must generate a unique
object id (possibly using already existing
firmware for object creation) and must trans-
late the source capability accordingly. At
the same time it must preserve or decrease
the access rights of the translated capabili-
ty.

- Capabilities for objects can be transferred
across system boundaries. This allows capa-
bilities to be used to reference remote ob-
jects. This requires that the capability
contain a field which identifies the network
node containing the object. Alternatively.
the capability could reference a local "net-
work reference object" which would contain
the information needed by the operating system
and network interface to address the remote
object.

- Objects can be referenced across system bound-
aries using either user-local or user-remote
capabilities for these objects. This is
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analogous to a distributed file system, but
is generalized to all the object categories
defined in a given architecture.

A user-local capability is one which is con-
tained in the user's capability list in the
local host from which the object reference
is being made. Similarly, a user-remote
capability is one that is contained in the
user's capability list on the remote host
that contains the object being referenced.
Capabilities used to access objects created
remotely are derived from the capability
generated by the system where the object
was created.

In describing these goals, it is assumed
that object identification and addressing are
defined locally. When a capability is transferred
between systems. a new object id will be created
by the destination host automatically. This object
id will have meaning only in the context of this
host. This will preclude the need for designing
a universal object identification scheme that
would be impractical both in terms of the size
of the id needed and the overhead to coordinate
the use of id's. It is also assumed that a capa-
bility can be safely and accurately transmitted
between systems. The network interface for the
capability—based computer controls the encryption
and protocols needed to effect secure communi-cations.

To support the preceding goals, a number
of issues need to be addressed. First. in keeping
with the fine granularity of capability access
rights. it would be beneficial to define additional
access rights that deal with network operations.
These might include the capability to copy an
object or the capability itself across the network
interface. Access rights for remote operations
on capabilities or objects might also be defined
this way. Controlling the copying of a capabili-
ty across a network interface has the same implica-
tion as controlling it between users on a single
system.

Second, in some systems. an object can be
given its own capability list for accessing what-
ever objects are needed in its operations. When
the object is copied from one system to another,
is this capability list also preserved? Although
it may be desirable to define a network copy opera-
tion for capability lists. it does not seem advi-
sable to automatically copy this list and trans-
late it when the object itself is copied. This
should be a separate operation. if done at all.

In translating a capability copied from one
system to another, there are a number of condi-
tions to be observed. First. the translated capa-
bility should never be greater than the origi-
nal capability. This would violate the basic
security principles of capability-based architec-
tures. Second. the process receiving the copied
capability should not be able to increase its
access over any other objects by means of the
copy operation. The situation where the copying
of a capability gives the owner greater privilege
must be avoided. Finally. if the two computers
do not define their objects in the same fashion
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(heterogeneous distributed capability system case),
the host receiving the capability must translate
it to an equivalent or lower object and access
rights pair, or else reject the operation,

A. A Secure Distributed Capability System

b.l Integrated Design

In this paper we deal with distributed systems
of user terminals. processing hosts, storage ele-
ments, and other resources. The processors and
terminals may be heterogeneous or of a compatible
family. Our goal is to consider a design based
on_ a combination of cryptography and a capability
based control to provide network security.

There is a strong desire in a distributed
system for the system to be transparent to the
user. Rushby and Randell [7] established that
network transparency is most easily achieved if
all system components have a common interface.
The "recursive structuring" principle for the
design of distributed systems states: each compo-
nent of a distributed system should be functionally
equivalent to the entire system of which it is
a part. This does not preclude heterogeneous
sub—elements, since each system interface must
contain provisions for exception conditions to
be returned when a requested operation cannot
be carried out. The value of the recursive struc-
turing of a system is that, by definition, it
is indefinitely extensible.

To use the capability approach in a distri-
buted environment, additional capability categories
are needed. These include definitions that pro-
tect the network interface and that validate spe-
cific network operations:

- network interface to a specific node can
be used

- network parameters can be modified, examined,
or tested

- capability can be copied across network

— object can be copied across network

- object can be used remotely

- object can be deleted remotely if user has
delete capability

- capability can be translated (needed by net-
work interface)

— network object (for referencing remote ob-
jects) can be created, managed, or deleted

- audit trail enable.

The network interface design should follow
the standard seven-layer ISO 051 model. It will
be subject to the same protection that the opera-
ting system is given on a capability machine,
plus additional protection provided by whatever
capabilities are required to use the interface.
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The various network protocol layers should be
designed to promote detection of active network
attacks. Data encryption can be built into the
user session layer.

All network operations which require capa-
bility checking for validation are passed by the
network interface to the operating system and/or
firmware. Outgoing network transactions are
checked in the normal way by comparing the at-
tempted operation with the capability list of
the agent process. Incoming transactions that
involve the copying of a capability from a remote
system will also involve the translation of the
object identification within the capability and
the object encapsulation to a valid object identi-
fication for the destination host. This transla-
tion will also be a firmware function that most
closely resembles object creation.

4.2 Multilevel Considerations

If a distributed capability system were used
in a multilevel security environment, both network
security mechanisms and the capability architecture
would need to be enhanced to recognize and protect
objects of different classification levels.

Here we review some of the characteristics
of a multilevel secure system and then discuss
its relation to the one proposed. Users are as-
signed levels, some resources are assigned maxi-
mum levels and one must keep track of the high
watermark (highest level received since cleansing)
of the device. Objects have levels indicated
by labels. A process keeps track of the high
watermark of- objects used in a current period.
Users can specify the level of an object created
and a process can specify the level of the objects
it creates (which must dominate, i.e., be greater
than or equal to, the current high watermark).
There are several other details that pertain to
specific implementations that will not be dealt
with here, such as the principals that control
the flow of data based on dominance rules.

The protection domain extends across the
network, encompassing its nodes. Capabilities
are used to determine transmission of objects
across nodes, the same as they are within a node.
The transmission is not allowed if the process
does not possess the capability (e.g., the high
watermark is greater than the security level of
the destination). At the receiving node the pro-
cesses cannot have access to the object without
the appropriate capability.

Encryption for authenticity, key passing,
and secrecy protection is within the encapsulated
portion of the capability protocol. implemented
in firmware. Also, detection techniques such
as those discussed earlier - unique transmission
key, sequence numbers, error detection. request
response, and time stamps —- are implemented and
initiated at that level.

Encryption is at the user session protocol
(layer 5), so that there is end-to-end encryption
between geographically separate parts of the pro-
tection domain. The capability system would commu-
nicate the necessary protocol information to the
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transport and other lover layers. providing the
necessary protocol parameters.

Modifications to the capability hardware
would consist of additional types of capabilities
and additional bits to the object identification
field of the capability. When a user account
is created on a system, the profile of that user
would be given capabilities to read, write, create
and delete objects of specific classification
levels. The capability to perform an operation
at one classification level would allow the some
operation to be performed at a lower level, provid-
ed that an indirect data leakage did not result.
The user could also be given the capability to
create objects, which could also be given the
capability to read. write. create and delete sub
-objects of different levels, all of which must
be dominated by the user's own capabilities.

Hhen an object is created. it would be created
at a given classification level. This level could
be economically encoded in the object identifica-
tion field (2 bits provides 6 levels), which would
also be encapsulated with the object itself. Thus.
when any data transfer operation is performed

object, the object's classification
to insure that a legal data flow

on a given
level is used
is occurring.

Additional capabilities would be needed to
permit the changing of an object's classification
level. Both the classification checks and capa-
bility tests would be performed by firmware.
The rules governing legal and illegal data move-
ments between levels would also be stored in firm»
ware.

5. Evaluation

Just as the user community is slow to accept
some of the most obviously beneficial computing
improvements, it is felt that part of the task
in portraying an unfamiliar Hay of thinking is
to show consistency with present approaches.
Rushby and Randell [7] have described a distri-
buted computing system composed of small trust-
worthy security mechanisms linked together, to
provide multilevel security in such a way that
the entire system appears as single system to
its users. A prototype has been successfully
demonstrated. Key to this system are separate
security processors, operating in parallel with
the general purpose processors. and a software
subsystem "the Newcastle Connection," that links
multiple UNIX systems, and does not require appli-
cations programs or operating system to be changed.

The Department of Defense Trusted Computer
System Evaluation Criteria [8] will serve as a
standard for the accreditation of commercial sys-
tems, at least in the near term, thus it was con-
sidered important to compare this system against
those criteria. We have also considered Saltzer

and Schroeder‘s [l7] principles of design.
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5.l Definitions [8]

"Trusted Computing Base - All protection mechanisms
within a computer system (including hardware,
firmware, and software) the combination of which
is responsible for enforcing the security policy."
The cryptographic capabilities network can be
considered a trusted computer base. but has an
unusually large scope in that it encompasses a
network.

"Domain — The set of objects that a subject has
the ability to access." An object is defined
here as a passive entity that contains or receives
information, for which access potentially implies
access to the information it contains. The capa-
bilities system considers domain in the same con-
text. however, it further specifies and controls
resources and enforces the extent and type ofBCCESS .

"Dominate — Security level S1 is said to dominate
security level 52 if the hierarchical classifica-
tion of S1 is greater than or equal to that of
S2 and the non—hierarchical categories of S1 in-
clude those of S2 as a subset." A dominant capa-
bility can be enforced categorizing object id's
into the appropriate classifications. Another
approach vould be to .define a capabilities base
at each independent level. In either case, the
capabilities system can further restrict usage
to what is required by a task.

"Reference Honitor Concept — An access control
concept that refers to an abstract machine that
mediates all accesses to objects by subjects."
The hardware, firmware. and software elements
of a Trusted Computing Base that implement the
reference monitor concept are referred to as the
security kernel. The capabilities based system
employs and enforces a reference monitor type
of control, independent of special hardware (al-
though special hardware may be required to enhance
performance).

"Star Property - A Bell-LaPadu1a security-model
[18] rule allowing a subject write access to an
object only if the security level of an subject
is dominated by the security level of the object."
This rule can be enforced in a capabilities based
system, but the implementation must place capa-
bilities in control of the system and not theuser.

5.1.2 Requirements [8]

"Discretionary access control - The trusted compu-
ter base (TCB) shall define and control access
between named users and named objects. The en-
forcement mechanism shall allow users to specify
and control sharing of those objects." Capability
access control involves restricting access to
objects or resources based on the possession of
a ticket that unconditionally authorizes the pos-
sessor (user or process) access to the named object
vith specific rights, where objects include both
resources and data. The list is actually inverted
from the normal access control list. but contains
at least the same information. It can be used
by the operating system to emulate the discre-
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tionary access model. If the system places the
user "in charge", he can establish his own policy
with respect to the capabilities possessed by
him. In most DoD implementations, however. only
a special user (the security officer) can pass
capabilities to a user that has not previously
possessed them at that level.

"Object Reuse — When a storage object is initially
assigned, allocated. or reallocated to a subject
from the TCB's pool of unused storage objects,
the TCB shall assure that the object contains
no data for which the subject is not authorized."
This requires cleansing of the resource upon real-
location.

"Labels — Sensitivity labels associated with each
ADP system resource that is directly or indirectly
accessible by subjects external to the TCB shall
be maintained by the TCB and shall be used as
the basis for mandatory access control decisions."
The assignment of capabilities can be based on
the sensitivity of resources. The sensitivity
labels can be built directly into the encapsulation
scheme as a standard part of the object control.
The resources are assigned virtually with the
security manager having ownership of the assignment
table with the right of revocation and reassign-ment.

"Label Integrity - Sensitivity labels shall ac-
curately represent security levels of the specific
subjects or objects with which they are associa-
ted. When exported by the TCB, sensitivity labels-
shall accurately and unambiguously represent the
internal labels and shall be associated with the

information being exported." As stated before,
the sensitivity labels can be inherent to the
definition of the capabilities and become part
of the encapsulation scheme. The capability system
enforces the authorization for exportation.

"Exportation of Label Information - The TCB shall
designate each communications channel and [/0
device as either single-level or multilevel, with
changes done manually and any changes auditable.
Hhen the TCB exports an object to an I/0 device,
the sensitivity label associated with that object
shall also be exported and, in the case of multi-
level devices. shall reside on the same physical
medium as the exported information and shall be
in the same form (i.e., machine readable or human
readable form). When the TCB exports or imports
an object over a multilevel comunication channel,
the protocol used on that channel shall provide
for the unambiguous pairing between the sensitivity
labels and the associated information that is
sent or received." This functionality can be
incorporated in the capability system. The capa-
bility system enforces the transfer request, where-
as a conventional system may not.

"Device Labels - The TCB shall support the assign-
ment of minimum and maximum security levels to
all attached physical devices to enforce the con-
straints imposed by the physical environments
in which the devices are located." This is indi-
rectly accomplished by the assignment of capabili-
ties. This corresponds better with non data pro-
.cessing information control.
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"Mandatory Access Control -- The TCB shall enforce
a mandatory access control policy over all re-
sources (i.e., subjects. storage objects. and
I/O devices) that are directly or indirectly acces-
sible by subjects external to the TCB." External
subjects become internally controlled by the capa-
bilities list when they are given the capability
of access, otherwise they possess none.

"Identification and Authentication - The TCB shall
require users to identify themselves to it before
beginning to perform any other actions that the
TCB is expected to mediate. Furthermore, the
TCB shall maintain authentication data that in-
cludes information for verifying the identity
of individual users as well as maximum security
levels to all attached physical devices." The
identification must be part of the issuing of
capabilities. The association with devices is
more restrictive than simple security levels.

"Trusted Path — The TCB shall support a trusted
communications path between .itself and users for
use when a positive_ TCB-to—user connection is
required. Communications via this trusted path
shall be activated exclusively by the user or
the TCB and shall be logically isolated and unmis-
takably distinguishable from other paths." Since
user consoles are resources, and because of the
cryptographic requirements of this system. this
requirement is rigidly enforced.

"Audit - The TCB shall be able to create, maintain,
and protect from modification or unauthorized
access or destruction an audit trail of access
to the object it protects." The audit trail will
be a capability assigned solely to the security
control function.

5.2 Principles of Design

Seltzer and Schroeder [17] identified several
design principles for protection mechanisms.
Following is an evaluation of this approach against
those criteria:

Least privilege - The capability system enforces
this principle to a greater extent than existing
implementations.

Economy of mechanism - This architecture supports
security control to a far greater degree than
general architectures and therefore should be
verifiable. In general, hardware is simpler to
verify than software or software/hardware mecha-fl1S|'|l5 .

Complete mediation - This requirement is a basic
design principle.

Open Design - The design is completely open and
does not depend on any secret parts.

Separation of privilege - Satisfaction of this
requirement is moot, although the implementation
depends on the technique for allocation of capa-
bilities and identification when logging on the
system. The implementation of labels and a consis-
tency check against user identification should
satisfy this requirement.
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Least common mechanism - The mechanism is protected
and each user has a separate virtual capability.
The concept of distributed control in physically
distributed elements tends to support this princi-
ple, but certainly not to its ultimate intent.

Psychological acceptability - The mechanism cannot
be bypassed and is transparent to the user.

5.3 Advantages and Disadvantages

A capability approach to distributed system
security offers strong object protection in both
local and distributed contexts. This strength
derives from firmware support of access rights
at the machine addressing level. In addition,
the design offers greater granularity of access
rights than is found in a conventional operating
system.

A distributed capability system is not without
its complications. One potential problem is the
vulnerability of capabilities as they are transmit-
ted across the network. This is analogous to
the problem of password transmission across a
network in a conventional system. Both can be
solved by encryption.

Another possible problem is the translation of
capabilities in an environment of heterogeneous
capability machines. Because object categories
may vary from machine to machine, the difficulty
is in preserving the meaning of the capability
when it is translated. From a security standpoint,
security is not compromised if the original capabi-
lity dominates the translated capability.

A more difficult situation is the linking of a
conventional computer to a network of capability
systems. Since conventional operating systems
do not support the same granularity of protection,
meaningful sharing and strong security will proba-
bly not be compatible goals. The conventional
computer will be the Achille's heel of the distri-
buted capability network if remote object refer-
ences are uncontrolled.

A final issue is the translation of the capability
list for an object that is being copied from one
system to another. For efficiency reasons, we
have considered it advantageous for the copy opera-
tion to copy only the object and the capability
for its use, and ignore the capability lists be-
longing to the object and any of its creations.

6. Summary

The meshing of capability characteristics
and a cryptographically supported network is natur-
al. Cryptography will support network communica-
tions and detection functions using public key
systems or trusted interface modules to provide
satisfaction of security protection from the out-
side world, as well as authentication functions.
The capability based resource control provides
a simpler environment than that dealt with by
a discretionary kernelized system. There is a
natural checking mechanism for determination of

system misuse and simpler recovery in the event
of a malicious internal attack. The system can
be changed as the security policy changes without
hardware/software modification.

A capability approach can provide a distribu-
ted system where data originators or some central
authority determine the data, program, and sharing
policy. The distributed capability system de-
scribed here solves the problem of preserving
access rights across system boundaries, since
an object can not be referenced or copied across
the network interface without processing the capa-
bility for a specific operation. In comparison
to a conventional operating system, a capability
based design offers greater protection and more
granularity.

Hith proper implementation, the system also
appears to be capable of supporting the DoD trusted
system requirements under the unique Dob security
policy implementation. Further, a properly archi-
tected capability machine and network interface

‘could provide a secure multilevel distributed
system. The DoD security requirements could be
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met by a design including the following provisions:
- Star property should be enforced by the system

through assignment of high water mark levels
to capabilities, objects, and resources.

- Sensitivity labels need to be integrated
into the capabilities protection mechanism,
and then be supported accordingly.

authentication must
issue and usage

- User identification and
be part of the capabilitymechanism

- End-to-end encryption needs to be integrated
and network protocol interfaces need to be
developed
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Q29: V0 is the ElGamal Cryptosystem? Page 1 of 1

What is the ElGamal Cryptosystem?

The ElGamal system is a public-key cryptosystem based on the discrete
logarithm problem. It consists of both encryption and signature algorithms. The
encryption algorithm is similar in nature to the Ditfie-Hellman key agreement
protocol( ). '

The system parameters consist of a prime p and an integer g, whose powers
modulo p generate a large number of elements, as in Diffie-Hellman. Alice has a

private key a and a public key y, where y = g3 (mod p). Suppose Bob wishes to
send a message m to Alice. Bob first generates a random number k less than p.
He then computes

y1= g"‘(mod p) and y2 = m xor

where xor denotes the bit—wise exclusive—or. Bob sends (y, ,y2) to Alice. Upon
receiving the ciphertext, Alice computes

m = (y," mod p) xor y2.

The ElGamal signature algorithm is similar to the encryption algorithm in that the
public key and private key have the same form; however, encryption is not the
same as signature verification. nor is decryption the same as signature creation
as in RSA (see Questjgn §). DSA( )is based in part on the ‘
ElGamal signature algorithm.

Analysis based on the best available algorithms for both factoring and discrete
logarithms shows that RSA and ElGamal have similar security for equivalent key
lengths. The main disadvantage of ElGamal is the need for randomness, and its
slower speed (especially for signing). Another potential disadvantage of the
ElGamal system is that message expansion by a factor of two takes place
during encryption. However, such message expansion is negligible if the
cryptosystem is used only for exchange of secret keys.

| l

httpj/www.x5.net/faqs/crypto/q29.ht.rnl ‘ 27/1 1/2095
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015. Examples of known word processing methods and
systems such as MS Word 2000.
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and data used in examples herein are
mined in any fonn or by any means,

ft Corporarion.

to change without notice. Companies, names,
of this document may be reproduced or train
without the express written permission of Microso

Information in this document is subject
fictitious unless otherwise noted. No part
electronic or mechanical, for any purpose.

0 1993 Microsoft Corporation. All rights reserved.

Microsoft, MS, MS—DOS, FoxPro, Microsoft Access, Multiplan, and PowerPoint are registered trademarks, and Windows, -
Windows NT, and Wirtgdings are trademarks. of Microsoft Corporation.

are registered trademarks of Adobe Systems, Inc.
Apple, App1eShare. AppleTalk, Irnagewriter, Laserwriter, Macintosh, and TrueType are registered trademarks, and Balloon

‘ ' Geneva, QuickDraw, QuicltTime, and System 7.0 are trademarks, of Apple Computer, Inc.
‘ of The Monotype Corporation PLC.

Avery is a registered trademark of Avery Dennison Corp.
CompuServe is a registered trademark of CompuServe, Inc.
Corel is a registered trademark of Corel Systems Corporation.
dBASE and Quattro are registered trademarks of Borland International, Inc.
GEnie is a trademark of General Electric Corporation
Genigraphics is a registered trademark of Genigraphics Corporation.
Helvetica, Palatino, and Times are registered trademarks of Linotype AG and its subsidiaries.
Hewlett-Packard, HP, Iaseriet, and PCL are registered trademarks of Hewlett-Packard Company.
ITC Bookman and ITC Zapf Chancery are registered trademarks of International Typeface Corporation.
Lotus, 1-2-3, and Symphony are registered trademarks of Lotus Development Corporation.
Macwrite is a registered tradernark of Claris Corporation.
MathType is a trademark of Design Science, Inc.
Micrografx is a registered trademark, and Micrografx Designer is a uademark, of Micrografx Inc. ‘
Paradox is a registered trademark of Ansa Software, a Boriand company.
PC Paintbntsh is a registered trademark of ZSoft Corporation.
TIFF is a trademark of Aldus Corporation.
UND( is a registered trademark of UNIX Systems Laboratories.
WorrlPerfect is a registered trademark of WordPerfect Corporation.
ZIP Code is a registered trademark of the United States Postal Service.

Adobe, Adobe Type Manager, and PostScript

Intemational CorrectSpell“‘ Btglish licensed frotn Houghton Mifflin Company. 0 I990-I993 by Houghton Mifilin Company.
All rights reserved. Reproduction or disassembly of embodied algorithms or database prohibited. Based upon The American
Heritage Dictionary.

International Hyphenator licensed from Houghton Mifflin Company. 0 l99l-I993 by Houghton Mifflin Company. All rights
reserved. Reproduction or disassembly of embodied computer programs or algorithms prohibited.

CorrecText® Grammar Correction System licensed front Houghton Mifflin Company. © 1990-1993 by Houghton Mifflin
Company. All rights reserved. Underlying technology developed by Language Systems, Inc. Reproduction or disassembly of
embodied programs or databases prohibited.

No investigation has been made of common-law trademark rights in any word. Words that are known to have cturent
registrations are shown with an initial capital. The inclusion or exclusion of any word, or its capitalizations, in the
CorrecText® Grammar Correction System database is not, however, an expression of the developer's opinion as to whether or
not it is subject to proprietary rights, not is it to be regarded B affecting the validity of any trademark.

Soft-An Dictionary and Soft-Art dictionary program: 0 1984-1993, Trade Secret, Soft-Art. Inc. All rights reserved.
Clip Art 9 1988-1993 3G Graphics Inc. All rights reserved.

gnificant legal implications in some

situations, and these implications vary by state and depending on the subject matter. Before using these forms or adapting them' NOTE TO USER: This product includes sample fortns only. Using them may have si‘ ., . . 5 for your business, you should consult with a lawyer and financial advisor.

Document No. WB51157-I093
Printed in Ireland :09I.maluummmum.  
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774 Appendixes ‘ . s

The procedure for installing Word on a workstation is discussed in Chapter 1,
“Installing and Starting Word,” in Microsoft Word Quick Results. Once you have
installed Word, read the following section for important information about using
Word in a network environment. You may also need special network software to
manage and synchronize shared files on the file server. For more information,
check with your network administrator.

‘ Sharing and Protecting Documents on Networks
Using Word on a network is essential]

Things to Remember About Shared Documents
' - If your workgroup uses a standard set of

  templates to ensure consistency, do ,
 

- Be careful when you assign custom shortcut ke
redefine built-in shortcut keys.  

 
ys, especially when you _

  

password. 
 For more information about sharing and protectin

“Opening, Saving, and Protecting Documents.”
 g documents, see Chap’
 

 Ensuring Compatibility 

  documents, but they can make them easierto
Word. To view these options, choose Options from the Tools menu,
select the Compatibility tab. _For more infonnation, see Chapter"File..Formats.” '   
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 Chapter 14 Forms 

 
 
 
 

 
 

 

 

 

Protecting a Form from Changes
he field ( . . N ‘ ’tion about To activate fonn fields and to ensure that users don’t accidentally change a fonn

. i as they fill it in on line, you must lock the template for the form by choosing the

  

 
 

'n list Protect Document command from the Tools menu. When a document is protected,
Page form fields are available for fill-in, and users can type only in form fields orms. «

re, and men unprotected sections.

Utlon to add Each time a user creates a form based on the protected template, a new, untitled
document is created with the same protection as the template.

Id then use A -. 'tion about When you protect a document, Word changes it in the following ways:to reorde ..
r - Form fields are activated.

~ I Field results are displayed instead of field codes.

I- The insertion point can move only to form fields and unprotected sections.
- The entire document cannot be selected.

, add an he ' - Table column width is fixed.
m. . ,

, we list - Some commands, such as Find, Replace, and Go T0, are usable only in fonn
' fields and in sections from which protection has been removed.

“em I Some menu commands are unavailable. . .

I Entry macros, exit macros, and fonn field Help (described in the following
Choose the OK sections) are activated.

You can specify a password when you protect a form. Only users who know the
' ,_ password can remove the protection and change the form.:0 ‘ '

remove an ' ‘ ' ' 'pm'i.e. o‘.;t..m;x‘ f’
=move.

:n choose the

On! selected sections
will eprotected. ’ ‘

 
 Select the Fonns

option button to
protect a document.
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Part 4 Page Design and Layout

P To protect a form

1. From the Tools menu, choose Protect Document.

2. Under Protect Document For, select the Forms option button.

To assign a password to the form, type a password in the Password box. A
password can contain up to 15 characters and can include letters, numbers,
symbols, and spaces. As you type the password, Word displays an asterisk (*)
for each character you type. If youassign a password, you mustuse the same
password to remove protection from the document. Note that passwords are
case sensitive. Each time you type the password you must use the same
combination of uppercase and lowercase letters.

3. Choose the OK button.

If you assigned a password, retype the password in the Confirm Password
dialog box, and then choose the OK button.

    

  
  
  
  
  
  
  

  

  
  

 When the active document is‘ protected, the Protect Document command changes
to Unprotect Document.
 _

E Tip When you are designing a fomi, you can quickly turn protection on or off by
Protect Form button clicking the Protect Form button on the Forms toolbar or by choosing Protect

Document or Unprotect Document from the Tools menu.

 
 

 
  P To prevent a section from being protected

1. From the Tools menu, choose Protect Document.

2. Select the Forms option button, and then choose the Sections button.

If the Sections button is dimmed. there is only one section.

3. Under Protected Sections, select the check boxes to the left of the sections that

you want to protect. Clear the check boxes next to the sections you want to
leave unprotected, and then choose the OK button.

4. Choose the OK button to protect the document.

  
  
  
  
  
  

 
  ___Z____.._____________________

Note Some commands (such as Form Field Options) are unavailable in

unprotected sections of a protected document. For full access to all word
commands, remove protection from the document. _S2

  
  

.....,.......mmmmmunuuunuIimmmuumm!mmmmmlluImlml I . . I mnmmmumm.I "ii"!
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ges to documents. You can assign a

password to prevent other users from opening a document or to keep others from
saving changes to the document. You can also request or require that other users
on a network open a document as read-only.

 

 
 

 
 
 

 

  

 

 
 
 

I I 8 d ,- You can also assign a password so that other users can armotate a document and
‘lnas S Ve "gh mark revisions. You or someone else who knows the password must. open the
" 9"‘; Save ° document normally and review the changes before they become permanent. For
‘g m or more infonnation, see Chapter 25, “Annotating, Revising, and RoutingDocuments."

If you use fonn fields to create a form, you can assign a password so that other
.users can fill in those pans of the fonn but cannot change anything else in the

_ Backup document. For more information, see Chapter 14, “Fonns."

or other _
problem occurs; Wammg If you assign a password for any of these types of protection, it’s a good
ls menu). _ idea to write it down. Without the password, you cannot open the document.
 'roblem occurred, A '

;¥,°‘;":f gixgai Setting Passwords and Selecting Save Options‘ in o -

save are IOSL To assign a password to a document and set options that control whether changes
and worked on» can be saved, choose the Options button in the Save As dialog box or choose

'56 only me wmk Options fnom the Tools menu, and then select the Save tab.

1 you've saved
Vord created.

 
 

 
 
 
 
 

 
 
 

am. It is savediiii;

,n-gm,’ bu, i,- V Choose the Help button forfile was named '
more information about these
options.

of Document

Q”a"°" Sales’ _ Use these options to control
1 ma)’ 5h°“°“ changes to a document.31 characters
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488 Part 6 File Management I

Protection Password To prevent other users from opening a document, type a
password in the Protection Password box. Only users who know the password can '
open the document. Passwords are ‘case-sensitive.

Write Reservation Password To prevent other users from saving changes to a
document, type a password in the Write Reservation Password box, and then

choose the OK button. Word will prompt you to type the password again to
confirm it. Word then requires you to type the password to open the document
normally. If you do not know the password, you can still open the document as

read-only by choosing the Read Only button in the Password dialog box that_
appears when you open the document.

Read-Only Recommended To recommend, but not require, that other users open a
document as read—only, select the Read-Only Recommended check box. When

another user opens a document that’s protected by this option, Word indicates that
the document should be opened as read—only unless changes need to be saved. The
user can then open the document nonnally or as a read-only document.

To protect a document with a password

I. Open the document you want to protect with a password.

2. From the File menu, choose Save As. '

If you have not yet named the document, type a name in the File Name box.

. Choose the Options button.

. In the Protection Password box or the Write Reservation Password box, type a
password, and then choose the OK button. ’

A password can contain up to 15 characters and can include letters, numbers,

symbols, and spaces. As you type the password, Word displays an asterisk (*)
for each character you type. Note that passwords are case-sensitive.

. When Word prompts you to confirm the password, retype it and then choose
the OK button.

. To save the document, choose the OK button.

Make sure that you write down the document password, exactly as you typed
it. You will need to type it the next time you open the document.

Tip If you want to allow other users to add only comments to a document, you
can protect it by using the Protect Document command on the Tools menu. Other

users can then open the document, but they can only make comments by using
annotations.
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To change the password, type the new password.
To delete the password, press DELETE.

5. Choose the OK button.

Other Ways of Protecting Documents
Word offers other methods of protecting your documents.
For information about . See '

Opening documents as read-only _
“To open an existing document," eariier in
this chapter

Preventing any changes to documents Chapter 14, “Forms”except for filling in form fields

Preventing any changes to documents ’
except for annotations and marked revisions

x
4
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Chapterzs Annotating, Revising, and Homing Documents 561

 
Note You can customize the marks Word uses to show document differences. For

more information, see “Customizing Revision Marks," earlier in this chapter.?___:_ 

D To compare two versions of a document

1. Open the edited version of the document.search

2. From the Tools menu, choose Revisions.

3. Choose the Compare Versions button.

time, and 4. In the Original File Name box, type or select the name of the original
document, and then choose the OK button.

. Word displays the edited document marking inserted, deleted, and revised text
with revision marks. The options for displaying revision marks are set on the
Revisions tab in the Options dialog box (Tools menu).

5. To accept or reject the revisions, choose Revisions from the Tools menu. For
more information, see “Incorporating Revisions,” earlier in this chapter.

 

, Protecting a Document for Annotations and Revisions
F0_rm0reinT0m1ati0n To allow reviewers to comment on but not make changes to a document, you can-
" “Y5 i0 Pmiefi 3 protect it for armotations. To allow reviewers to change a document and keep a

7 ‘1.°°‘"“9"‘- 599 _ record of all changes, you can protect it for revisions.
3 apter 21, ‘Opening, - _

Ving. and For maximum protection, you should also use a password when you protect a
,4 °t9¢fi"9 document for annotations or revisions. Otherwise, anyone can remove protection

mems-I from the document by choosing Unprotect Document from the Tools menu.

gthe
 

> To protect a document for annotations or revision marks

1. Open the document you want to protect.

2. From the Tools menu, choose Protect Document.

3. Do one of the following:

I To allow reviewers to insert armotations but not change the contents of the
document, select the Annotations option button.

I To track revisions, select the Revisions option button. The reviewers
"' cannot tum off revision marking, and revisions cannot be accepted or

rejected.

_4. To ensure that a document is protected against untracked changes, type a
password. This prohibits anyone who does not know the password from
unprotecting the document.

. 5. Choose the OK button.
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562 Part 7 Using Word in a Workgroup ' 4
 

> To unprotect a ‘document for annotations or revision marks

0 From the Tools menu, choose Unprotect Document.

If the author has protected the document with a password, you must know the
password to unprotect the document.

Routing a Document (')nIine
You can use Word and Microsoft Mail or a compatible mail program to route .
documents online. For example, you might want others to review an important _ '
memo before sending it out, or you might want several people to complete an H 4
online questiomtaire or form. ’

You can route a document to all reviewers at or you can route it to one reviewer after
once another.

You can route online copies in two ways. You can send a separate copy to all
reviewers at the same time, or you can send a single copy that goes to each person
on the list in turn, allowing each reviewer to see the comments of all previousreviewers.

Reviewers return their annotated or revised copies to you or the next person on
the distribution list by choosing the Send command from the File menu. When all

the copies have been returned, you can merge the annotations and revisions into
the original document to simplify review of the comments. For more information

on merging comments, see “Merging Annotations and Revisions,” later in this
chapter. ........._.»_uA.—.._...'..v......i_.:...:.._.._._._4n...._--' _._;.x.L....._-..
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Chapter 25 Annotating, Revising, and Routing Documents 583

To route the document to
reviewers one after another,
click here.

  

 

 
 

 
 
 
 

 
 

 

 

 

 

Protect the document for
revisions or annotations.

  To route the document to all
reviewers at once, click here.

-, I

D To route a document to others

1. Open the document you want to route.

2. From the File menu, choose Add Routing Slip.

,e, after 3. Choose the Address button. Select the names of the people to whom you want
; to route the document, choose the Add button, and then choose the OK button.

If you want to route the document to one recipient after another, use the Move
ty to all ~ '7.‘ _, up and down arrows to put the names in the correct routing order.
°a°_h P°’5°" : " 4. In the Subject and Message Text boxes, type the subject and any message or
"°"’°“5 instructions you want to send with the document. Each recipient will receive .

the same subject and message. ‘

erson on _ V Word automatically appends instructions to your message telling recipients to
1. When all - ’ ‘ - choose the Send command when they are finished.
39”‘ "‘,'° . 5. Under Route To Recipients, do one of the following:0 non

r ilimugs I To route one copy of a document to one recipient after another, select the
One After Another option button.

I To route multiple copies of a document to all recipients at the same time,
select the All At Onc_e option button.
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rt 7 Using Word in a Workgroup

6. Select any other options you want, and then choose the Route button.

If you want to continue to edit the document before you route it, choose the
Add Slip button, and continue to edit the document. When you are ready to
send the document, choose Send from the File menu. Word displays a message

asking you to confirm that you want to route the document.

The document is sent to the distribution list as an attached Word file. The

recipients can add annotations or revisions to the document and then return the
copy to you by choosing the Send command on the File menu.

If the document is being routed to one recipient after another, the Send
command automatically routes it to the next person on the list before it returns
to you. You will receive all the recipients‘ comments in one document after it
has been routed to the last person on the list.

If you send the document to all recipients at the same time, you will receive
multiple copies of the document. You can then merge all changes into one
document. For more information, see the following section.

Merging Annotations and Revisions
Ifyou have given individual copies of a document to multiple reviewers, you can
combine their annotations and revisions into the original document. When you

merge annotations and revisions, any annotations and revisions already in the
original document are preserved as additional comments are merged. Word
assigns a different color to each reviewer. If there are more than eight reviewers,
Word uses the colors again, so some reviewers may share the same color. '
 

Note Annotations and revisions cannot be merged back to the original document
unless they are marked. To ensure that revisions to a document are marked, you
should protect the document for revisions or annotations before making the
revisions. For information on protecting documents, see “Protecting Documents
for Annotations and Revisions," earlier in this chapter.

To merge revision marks and annotations

1. Open the document that has revisions you want to merge into the original
document.

2. From the Tools menu, choose Revisions.

3. Choose the Merge Revisions button.
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‘ 744 Part 10 Automating Your Wont

Qu|c|( . Recording a Macro

‘T You double—click “REC” on the status bar to display the Record Macro dialog
box, where you can type a name for your macro or accept the name Wordproposes. When you choose the OK button to close the dialog box and begin
recording your macro, Word displays the Macro Record toolbar. Word records
each command you choose and action you take until you click either the Pause
button to temporarily suspend recording or the Stop button to finish your macro.
You can also double-click “REC” on the status bar to stop recording a macro.

Doubleclick ‘REC’ on the status bar to display Accept the name Word proposes or
the Record Macro dialog box. type another name.

To indicate that the recorder is on, Word attaches Use the Stop and Pause buttons on the Macro
a recorder graphic to the mouse pointer. Record toolbar to stop or pause recording.

Assigning a Macro to a Toolbar, a Menu, or Shortcut Keys

Assigning a macro to a toolbar, a menu, or shortcut keys is a good way to make
the macro more accessible. You can do this by choosing the appropriate button in
the Record Macro dialog box.

Choose one ol these buttons

to assign the macro you are recording
to a toolbar, a menu, or shortcut keys.

Running a Macro

Once you’ve assigned a macro to a toolbar, a menu, or shortcut keys, running the
macro is as simple as clicking the appropriate toolbar button, choosing the
appropriate menu command, or pressing the corresponding key combination. You
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624 Parts Using Wordwitlt Othempplicatlons I

Inserting Tables of Information from a Database
Sometimes you may want to include in a Word document information from an
existing database, a Microsoft Excel worksheet, or another source of data, By
using the Database command on the Insert menu, you can specify the information
you want and automatically insert it as a table in a Word document. You can
screen, or “filter,” the information according to criteria you select. You can also
instruct Word to update the infonnation in the Word documentif the source file

Spedfied inlomtatlon _
inserted as a Word table

Specified infomtalion (darker shade)

Word can retrieve information from the following types of files:

- Files from the following applications that are installed on your system:
"Microsoft Accesso Microsoft Excel

- Files from single-tier, file-based database applications for which you have an
open database connectivity (ODBC) driver installed in the System
subdirectory of your Windows directory. ODBC drivers for the following
applications are supplied with Word:

(Microsoft Access Microsoft FoxProo (or other Xbase
Pamdoxo glgtzlgaégapphcafion such as

Petitioner Apple Inc. — Exhibit 1002, D. 4302



Petitioner Apple Inc. - Exhibit 1002, p. 4303

__._____‘_$ ' 0 Chapter 28 Exchanging lntorrnation with Other Applications 525 

 
 

 

[Se 1 A list of file ' I Files for which you have a file converter installed. In addition to converters for
_ gr rtef§ Pf°V'd9d ASCII text files, Word provides file converters for many applications,mation from an _'y. 0.01599 including: '

i'f°° E‘: “_“‘3- By . ,_ Microsoft Word for Windows WordPerfect 5; for MS-DOS and
lei" ;mf°’mation‘ Windows
gm‘ 'Y°:l:::nan Microsoft Word for the Macintosh Microsoft Excel 2.x.‘-’ 3.0, 4.0,‘ and 5.03if the s0urce‘;_l50 versions 31,! 4;, and 5;

He Microsoft Word for MS-DOS 3.0-6.0 Lotus l-2~3 2.x? and 3.x‘
I Converts only from this fonnat_

1 Convener works only with Windows version.

3 Convener works only with Macintosh version.

You can also insert infomtation from another Word document. For example, you
might have set up a membership directory for use as a mail merge data source.

- Instead of copying and pasting information from various data records, use the
Database command to insert just the information you request.

 

an-nafion Inserting the Data

.Wotd table When you choose the Database command front the Insert menu, Word displays
the Database dialog box. Now you can locate the data source. select'the
information you want, and format the table in which the information is displayed.

ystem:

you have an

:10 . Once you select the data source, the other
wmg buttons in the dialog box become availabte.

‘hi’ Xbase By default, Word inserts all of the information from the selected data source. In
most cases, however, you’ll want to use only some of the available irtforrnation.
For example, from a large personnel file, you might want to list only the names,
departments, and hiring dates of all employees who have worked for your
company 10 years or longer.

If information in the data source changes frequently and you want to keep your
document up to date, you can insert the information as a Wordfield. The field is
simply a “placeholder” that represents the table in your document. For more
infonnation, see “Keeping the Table Irtforrnation Up to Date,” later in this
chapter.

 nuillium
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’ To insert information from a data source as a table

1. Position the insertion point where you want the new table of information to be
included.

. From the Insert menu, choose Database.

3. Choose the Get Data button.

. In the Open Data "Source dialog box, type or select the filename of the data
source you want to open, and then choose the OK button.

If the data source is not listed, select the appropriate drive andldirectory or
folder. Then select the appropriate option in the List Files Of Type box.

If_you open a Microsoft Excel worksheet, you can insert the entire worksheet
or a range of "cells. If you open a Microsoft Access database, you can insert

records from a table or a selection of records defined by a query. For more
information, see the documentation for the application you are using.

. To insert specific information from the data source or list the information in a '

particular order, choose the Query Options button. Do one or more of the
following, and then choose the OK button.

I On the Filter Records tab, specify criteria to select the data records to
insert.

I On the Sort Records tab, select the data fields by which you want to sort
the information.

On the Select Fields tab, remove any fields you don't want from the
Selected Fields list. The order of the fields in the list determines the order

in which the fields are inserted left to right.

If you don’t want to insert the field names from the header row with the
data records, clear the Include Field Names check box.

6. To format the table, choose the Table AutoForrnat button.

. Choose the Insert Data button.

In the Insert Data dialog box, you can specify the range of records you want to

insert. The range refers only to the records that were selected by the query. If
you want to be able to update the informationin the table automatically, select
the Insert Data As Field check box. Then choose the OK button.

Note If you insert more than 31 data fields, Word inserts tab characters to
separate the columns of information.
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information to be

 To specify which 01 the selected records are
inserted, type starting and ending record
numbers in the From and To boxes.

Select this check box it you want to
me of the am keep the table information up to date.

1 directory 0, Modllytng the table fonnat If you don't select the Insert Data As Field check box,
Type box. Word inserts the infonnation as an ordinary table You can resize the table

. columns and otherwise modify the table by using the commands on the Table"me wqrksheet menu If you msert the information as a field, however, you must choose the
'0" can msert Database command again to reinsert the table and update the table fonnat byogr more ' choosing the Table AutoFonnat button. Otherwise, the table forrnattin you’ve
nforrnation in a

you've applied to text in the table IS also removed For more information, seenote Of the “Keeping the Table Information Up to Date,” later in this chapter
Modrtyrng the information In the table You may want to modify the information In

records to

the table later. For example, you might want to include another column of
information or select a different set of records from the data source To do tlus,' “'3'” ‘° 5°“ click in the table and then choose the Database command agam to select the
information you want in the table If you msert the tnfonnatron as a field and thenfrom the

tines the order

ow with the

rds You want to -‘--’

m If more characters 15 used as a delumter, then the remaining characters are treated as'ame:a‘%l‘;e3'e'lect text in the data fields. 'I 7

:ters to

I an _ nu uztrl-'l'lllll""lllItm.....,
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Part 8 Uslng Word with other Applications
___;_ 

Selecting the Data

To get only the information you want from a data source, you create a query. A
query is simply a set of instructions, or rules, that describes the information you
want from the data source. You can think of the following statement as a query:

   
  
 “Give me the names, addresses, and account numbers of all customers who have

not placed orders in the last six months.”  

 

 

The first part of the statement identifies the categories of information you want——
narnes, addresses, and account numbers. The second part of the statement
indicates that you want information only for certain customers——those who have
not ordered anything in the last six months.  

  
 

 

Illlllllll
[Til  
 

A query tells Word which information to select from a data source. 
You create queries by selecting options in the Query Options dialog box. You
select data fields to specify the categoriesof information you want. The order in
which you select the data fields determines the order of the columns of

infonnation in the table, from left to right. To get the information only from
certain data records, you specify one or more rules for selecting the records. To
list the rows of information in a particular order, you can sort the data records.

  
 

   

 " ‘r-'-:3 Select this lab to specify the
‘ ‘ categories of intonnation in

the table.

Select this tab to specify the . '
order information is listed in
the table.

  

  

  
 

Choose this button to delete

_ the current rules.

 Word selects all data records with ‘WA’ in the data field 'State.'

 
I H! 1 _HI .I -n.~v-rut" ' :-" ' '
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Specifying the Flecord-Selection Rules

On the Filter Records tab, you specify the rules that Word uses to retrieve the
information you want, based on the contents of selected data fields. When
specifying a rule, you can select any data field in the data source—even a data
field you don’t want to include in the table.

A record-selection nile isimade up of three parts:

A field name corresponding to a data field in the selected data source
I A comparison phrase, such as “Equal To" or “Is Not Blank"

Text or numbers you want the contents of the data field to be compared with
‘ If you compare text When comparing a data field that contains text, Word

cters based on the ANSI sorting order. The text
—— apple" is considered “less than” the word “berry” because, alphabetically,

“apple” precedes “berry.” Whether the text is uppercase or lowercase isn’tsignificant.

your organization whose last
through “L," you specify the following rule:

LastNaine ls Less Than M '

Ahy name beginning with “A" through “L” '
the data records that contain th

letters. _

OO02xy, O02, Olly, 1, 1x, lyz, 22x, 2x

The following items, however, are sorted in this order:

0001, 0O0lx, 0OOlyz, 0002, OOO2x, O002xy, 001 l y, 0022x

. . ‘ ‘ . 07Petitioner Apple Inc. — Exhibit 1002, D 43
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630 Part 8 Using Word with Other Applications 

Specifying Multiple Rules

You can specify as many as six selection rules. Using multiple rules allows you to 3
narrow the range of data records that are selected. When you select multiple rules, i
you must specify AND or OR to connect each additional rule to the preceding 5
rule, as in the following examples.

Example 1 Example 2
 

State (Is)-Equal To Oregon State (ls) Equal To Oregon
AND City (Is) Equal To Portland OR State (ls) Equal To California

The rules connected by AND select only data records that contain both “Oregon"
in the State field and “Portland” in the City field. The rules connected by OR
select all data records that contain either “Oregon” or “Califomia” in the State
field—a potentially larger number of records. The key difference between AND
and OR is as follows:

- When you use AND to connect rules, Word selects only those records that
satisfy both (or all) rules. Each rule connected by AND elintinares more of the
records in the data source. ' '

I When you use OR to connect rules, Word selects any record that satisfies at
least one of the connected rules. Each rule connected by OR selects more of
the records in the data source. ' '

AND has precedence You can use AND and OR separately or in combination. In
sets of rules that contain both AND and OR, rules connected by AND have
precedence over rules connected by OR. This means that the set of rules

connected by AND is used to select records before the set of rules connected by
OR. How you connect the rules—by using AND or by using OR—affects which
data records are selected.

Suppose you want to select data records of all clients who live in either Portland
or Salem, Oregon. In the Query Options dialog box, you would specify the . >3
following rules to determine the contents of the data fields “City" and “State”: _ . ,

State (Is) Equal To Oregon
AND City (Is) Equal To Portland

OR State (Is) Equal To Oregon
AND City (Is) Equal To Salem

 
 

   

 Using the first set of rules connected by AND, Word compares the data records to‘
identify the clients who live in Portland, Oregon. Next, Word compares the data _
records with the next set of rules connected by AND. Word then selects only data
records of clients in Oregon who live in either Portland or Salem.
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A Chapter 28 Exchanging information with Other Applications 531
. Notice that the following set of rules does not produce the same result:

State (Is) Equal To Oregon
AND City (Is) Equal To Portland
OR City (Is) Equal To Salem

: rules allows you to

elect multiple rules,
:0 the preceding ,

Because AND takes precedence, the fust set of rules connected by AND selects
records of clients who live in Portland, Oregon However, the rule connected b3 mega‘n‘ ' OR also selects records for clients in any city named Salem——mcluding Salem,, Cafifornia Massachusetts, for instance

fin bom “Greg-on” Companng a range of values You can also use AND to compare a selected fieldnamed by OR with a range of values rather than a smgle value. For example, given the followmian in me State mles, Word selects all data records that have a value of 98001 through 98500 in:9 between AND the PostalCode field. '
PostalCode (15) Greater Than Or Equal (T0) 98001:e records that '

AND PostalCode (Is) Less Than Or E‘Irate: more of the

that satisfies at
select: more of

combination. In
AND have

)f rules _ _
5 connected by

’“ff°°“ W’“°h 'r6‘Hispiay or hide the
, . eld codes, press

either Portland " ’ "““'”’ “‘“""°"’5’ °’
ecify the . -=V0PTiON+F9

and “State”: ' , (Macintosh). 
Document with field and with field codesdata records I codes hidden displayed.panes the data.

 muummmmmumm:mmumumnummt   
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‘632 Part 8 Using Word with other Applications 

Updating information in the table To bring in the latest irtfonnation from the data
source, you update the DATABASE field. To update the field, click anywhere in
the table, and then press F9. Word then repeats the query instructions you
specified in the Query Options dialog box and inserts the latest information from
the data source. . -

For more information about Word fields, see Chapter 32, “Inserting Information
with Fields.” For specific information about the DATABASE field, click in the
field in your document and then press F1 (Windows) or the HELP key (Macintosh).

Preserving the table format The DATABASE field also describes the table format
you selected in the Table AutoFonnat dialog box. If you manually resize the table
columns,-change the text fomtatting, apply borders, or change other aspects of the
table fonnat, the added formatting is lost the next time you update the
DATABASE field.

To retain changes to the table format when you update the information, first click
anywhere in the table. Then choose Database from the Insert menu, open the data
source, and select the data. Choose the Table AutoFormat button to select a new
table format, and then reinsert the table. -

Inserting data trom a Microsoft Access database You can insert information from
any table or query you saved in a Microsoft Access database. If you select a saved
query and are using Microsoft Access version 1.1 or later, you can specify how
Word uses thepquery instructions. If you clear the Link To Query check box in the
Microsoft Access dialog box (Queries tab), Word repeats theoriginal query
instructions each time the DATABASE field is updated. If you select the Link To
Query check box, Word carries out the latest query instnrctions saved in the
selected query each time the DATABASE field is updated. For more information. V
see “Linking to a Microsoft Access Query" in Chapter 30, “Mail Merge:
Advanced Techniques." 5 .

Troubleshooting A
The type ofobject I want to embed does not appear in the Object dialog box.
Object types are listed in the Object dialog box only if the original application
was properly installed by using its setup (installation) program. Try reinstalling
the source application, making sure that you use its setup program. For example,
if you want to embed a Microsoft Excel worksheet and Microsoft Excel is not
listed, reinstall Microsoft Excel by using the installation program in the original
disk set. You should run the newly installed source application independently at
least once before you try to embed an object from that application. On the
Macintosh, rebuild the desktop._
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Row and column numbers appear in links from Microsoft Excel.
If you copy cells from a Microsoft Excel worksheet and link them to a Word
document as a picture or bitmap, the row and column numbers are included in the
Word document even if you have not selected them in Excel. If you don’t want
these numbers in your Word document, do the following before you copy theobject in Microsoft Excel: '

1. From the Options menu in Microsoft Excel, choose Display.
2. Under Cells, clear the Row & Column Headings check box.
3. Choose the OK button.

I embedded an object and then copied and pasted it, but the copies are not being-updated.

Word displays a message that it cannot lind the application needed to edit an
embedded object.

The application may have been either deleted or moved to a different location. If
the application is located on a network drive, the drive may no longer be
connected. Reinstall the application, or reconnect the network drive.

Word cannot update a particular link.

There are several possible reasons why Word might not be able to update a link.
Most commonly, it is because the source document has been moved, renamed, or
deleted. If the source document has been deleted, you won't be able to update the
link. If the source document has been moved or renamed, follow this procedure:
1. In the Word document, choose Links from the Edit menu.

2. Select the link you want to update, and then choose the Change Source button.
3. Locate the source file, and then choose the OK button.

4. In the Links dialog box, choose the Update Now button to update the link.

I resized an embedded object, but after I edited and updated the object, it resumed
its original size.

Display the field codes by choosing Options from the Tools menu, selecting the
View tab, and then selecting the Field Codes check box. The \s switch in the field
code retains the original scaling and cropping infoirnation. Delete the \s from thefield code.

 
l
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010. Examples of evidence with regard to network monitoring
and control systems
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Figure 17.1 Single server queue model and autcomesfar a counting process: (a) am'va_n “ii;
(b) arrivaLs and departures. 3'

17.2 The arrival process
0

We make the following assumptions: g

° The arrival process is memoryless in the sense that any arrival is statisti ‘Q7. 173 Example 01' ”
independent of all other arrivals; "E gun

- The arrival process is statistically stationary. (This implies that the probability of an only arrivals then ‘he Pr’
arrival occuringin any small time interval depends only on the interval's width an "and P1.12

not its location in time.) p ' 131.0 + 6t)
Queuing systems in which the only transitions are to adjacent states are known as ,

birth—death systems, which is a mathematician’s terminology for a counting process with h"—“°°5

both arrivals and departures. We are considering, at present, only arrivals. __
We have to model the evolution of the system from one state to another [Gelenbe and " 5!

Pujolle] where the state is synonymous with the number of customers waiting for service. N let at __) 0:
The approach via the Markov probability chain [Chung] is inappropriate, since the ow ‘

probability of transition between any two states at any given point in time. t, is zero. =, .
While we cannot characterise the probability of transition; we can characterise the rate of

transitions between two states. Suppose that for two particular states the rate of For j = 0, pl.‘_, = 0, a‘
transitions between them is a constant /1. What we mean by this is that in a time 6t we '_ dP0(t)
can expect an average of /1 6! transitions. If 61 is very small then /1 6! is a number much ‘ ——- =

 

smaller than unity, and the probability of more than one transition in time 61 is - ‘B
vanishingly small. Under these conditions, we can think of /1 6! as the probability of one ‘Die solution 10 9‘l“a‘

transition (P1) in time 6!, and (1 — /1 6t) as the probability of no transition (P0) in this Pom ___time. -

'l‘his.leads us to a transition diagram and associated set of differential equations. The - which represents the
transition diagram, Figure 17.2, associates a node with each state. Within node j we ' starting Wilh 3 9"

denote the probability of being in that state at time t as PJ-(t). exponential time CO!
V ‘ derivation of the P‘ -

17.2.1 pdf for j arrivals in : seconds exponential interart
' ' ‘ shown that:

Assume arrivals (A) are governed by a randomly distributed pure birth process as shown V

in Figure 17.3 where the arrival rate does not depend on the state of the system. The P,~(¥)

_.._j
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the time '

babilityfi

Figure 17.4 Probability of j an-ivaLr plotted agairut timzfar j = 0, I, 2, 3.

i.e.:

P.(t) = /11 e”" _‘ here the mean.or aver:
P2(t) = -Aux)’ e"' etc . 1 (17; 1»;

Figure 17.4 shows that the probability of only one arrival, P, (1), peaks at the time intea

t= ll/1. If Figure 17.4 is plotted with the horizontal axis as offered traflic, M. then":
peak value of P,(t) occurs at an ofiered traffic value of unity. For longer time intervals‘,_i
becomes increasingly likely that there will be more than one arrival. The probabilitieso

there being two or three arrival events, P2(t) and P3(t), peak at later time intervals and
also have progressively smaller probability peaks. so that. for any specified time interv
all the probabilities sum to unity as required, i.e.:

me“ can be specified '

. Unpunctua1_ " “’h'
random variable}.

. Discrete-time *“'""
- Nomstationaf)’ ' “

.. e ‘ . - Correlated — when
2 P,-(1) = 1 (17.6)
I = 0 _ -

17.3 The serVi‘
17.2.2 CD and put for the time between arrivals

'Ihe service OT ‘Tan’
If the time between successive arrivals is 1, as in Figure 17.3, the probability that r is less " which defines the ca
than, or equal to, some value of time 1, P(‘!' S 1). is given by: I" ' given traffic.

P(r S t) = 1- P(‘!' > t) . (l7.7(a))
_ ' “ 11.3 1 service ti!

But P(r > I) IS the probability of no arrivals in time 1. Thus, for the Poisson process: -

 

 
 

 

_ _ _ . f arrival fimes I
P(t > I) — Po(t) — e " ‘ » (l7.7(b)) Qfnegror ans;-native

hence: 4 times, the latter aga

P(t s 1) e 1- e“' (-l7.7(c)) . P0) =

Equation (17.7(c)) is the cumulative distribution (CD) function, equations (3.10) and ' for a service rate-

__.—-m
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is 1/12 (See section 3.2-1:)g.e va ue of I IS 1/1 and the variance (or second central
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Poisson procsi

(1 j(ria>J2>-.:

gs?/:z:s.t:=:=

equations 9:39» '3'"

 
Petitioner Apple Inc. — Exhibit 1002, p. 4319



Petitioner Apple Inc. - Exhibit 1002, p. 4320

This is obtained by extending equation (17.1) to include departures as well as arrivals:

 
646 Queuing theoryfor packet network:

service time, is 1/}! and the variance is 1I;z2. The statistical independen‘ u.,..~..
service times (resulting in an exponential distnbuuon of service time “

service time, like arrival interval, has been modelled as a Poisson proce
noted, however, that:

- service times may be discrete (word or packet multiples); *1 P1
- service time may be non-stationary.

The queuing discipline determines how customers are selected from the "qu gig 3.1,. !'- : F 17" Sm“ “mm

allocated to servers. j_ “ml 5:), 'I1ierefore
K - I

17.3.2 Single server queues ; PJ'(L:§%—
These typically use one of the following queuing disciplines: 1‘ n_t_he limit as 6 t -> 0?
- First-in-first-out (FIFO) — the simple queue; ‘ dP...(')
- Last-in—first~out (LIFO or last come first served, LCFS); ~ ' dt

. First-tin-random-out (FIRO); _(- gr m 2 0 when P_,(;

. Priority queuing. ~. d Pujonel for an-ival
'3, time for state m I

m_1and 111+ 1.
minus the rate at WhlC\
‘probability of state m,

17.3.3 Multiserver queues

Here service is allocated according to rules such as:

0 Rotation — customers assigned in strict rotation to each queue; : The process starts in 5'
- Random selection — customers themselves decide which queue to join;

° Single queue — customer at the head of queue goes to the next available server. _ P ,_(to) =

_ . _ ‘ tatio
17.4 The simple single server queue 3"“ “““““"g a S

 

V 0 = 1,,

It is instructive to find the distribution of queue lengths and waiting times in an M/M/1 1 here.
system, where total waiting time equals queuing time plus service time. W '

. . .V,_ P-‘ =

17.4.1 Simple queue analysis _ L‘ ._.

We define the ‘state of the system as..the number of customers waiting (i.e. state m implies #0 = I

m customers waiting or a queue of length m), and denote the probability of being in a d.
state m at time t as P,,,(t). Assume. when the system is in state.t_n, customers ai1'iVe an '
randomly at an average ‘rate /1,", and are randomly serviced at rate ;z,,, (i.e. the average Po ‘* P
service time is l/,u,,,). » V; V- . - i ru

What is the probability of such a system, Figure 17.6, being in state m at time t + 6:? A. typical queue
staircase 000"’ wi.

_ staircase imply 5'
P..(t+6t) ? P..-i(t)1...-.6t+P;..+.(!);z..+i6t+P...(t)(1—;z,,,6t)(1—,1,,,6t) - - displacement met‘

_= P...—i(!)l...—i5! + P...+i(t)/l...+i5! + Pn.(!)[1- (II... + /1...)t5!] (179) I

lI

L
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ndf) means that U _
.5, II should be ° N’: M, K

oto "@up, M, t‘
‘he ““°“° a"‘' Figure 176 Slaletmruitian raz 4-I ’”’- HP... '

. e mgmmfarg _,.,-mph .queue
(for small 51). Therefore-

Jt = ,1»-~1P,._;(t) + ym_lPm_”(t) _ (ll

: server. I.

A n.(!)/dt = 0 then:- P

M] "'_l+‘u"'+lPm+l"(/‘m+/1m)Pn:
upIn 0

I
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Mansavieenteis

lmstomerslt ummnd,

. Queue Server F. when A ‘S age 5
* it IIII 6 fr it e e  irc\1i¢°3“'Vi“g°‘

Meanarrlvnlnueis ‘” ' »- ' _

I 1: 7 ’ am

Numberofcustomer:
implifies [0 ll’

5 On F lfilld Fm

  
 

From

 

‘I, '2' If U ,5‘ '6' saving a, ‘detailed balancing. i“.
Figure 17.7 Typical queue performance showing customer (packet) arrivaLr and departun: (after . ‘ Same rate. Thus 513*“ 5

service). 7 ‘ /1.
P] ' '— P‘

_ 17.4.2 Queue parameters I‘
I 7 -;_ 17'
! The total delay in a time t, 7(1). is the sum of the waiting times. If the total number of " P7, = ‘L3 ‘

customers who have arrived in a time t is denoted by em) = M then: i A

i average delay, T = £%§ (l7.l4(a)) In "'. 1 8:
. L... , ,

average queue length, N = M (l7.14(b)) Bu‘ "'1 m p"' Po‘
' A ‘A’ i ' Zw’"‘°Pi 1750 P) '' '- 7:” P ‘ '

’ average arrival rate, - A = lg (17.14(c)) ":0
I V‘ ' P0 = 1‘

Now we can rewrite the average queue length as N = 7(t)/t=(r(t)/a(t))X(a(t)/I),

where N is given by the sum. over all m. of the product of queue length, m. and its _ Figure 17.8 (curve (
probability. P,,,. to obtain Little's result: ' empty queue. Pox dc

N = 2 mP,,, = n (17.15) - - . "' C“
.. =0 » __ implying a geom <

The perfonnance of a queuing system is controlled by its utilisation factor, defined as: ~ ‘,5 1 - P0 = P‘ P, I
‘ 17 9 shows a tYP‘°‘de d f ' '

p = ‘man or service (17.16)
maximum rate of supply —
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The simple single server queue 649

where the demand for service = arrival rate X mean service time = Alp. This is also _a
measure of the traffic intensity in erlangs [Dunlop and Smith]. named after the Danish
‘pioneer of teletraffic theory. (In telephony systems the total applied traflic in erlangs is
equal to 2.1 where A is the arrival rate for call connections and r is the average call
duration. A circuit carrying one call continuously then carries one erlang of rraflic.)

The service rate is often controlled directly by the output transmission rate and packet
length. For example a 2 Mbit/s link (Chapter 19) with 500 byte packets and 8-bit bytes,
has a service rate, p = (2x 10°)/(500x 8) = 500 packetls. For single server queues,
maximum capacity or rate of supply is 1 s of service/s. i.e. the maximum rate of supply =1. In this case:‘ ' ’

p = up (17.17)

 
 

 
 

 

 

 
 
 
 
 

 
 
 
 
 
 

and p < 1 is required to prevent server overload.
.nIince!=° 5

17.4.3 classical queue with single server .‘
Assume a Poisson arrival process and exponentially distributed service so that the ' 4
arrival and service rates are independent of the state of the system. Thus 1,, simplifies to f -

e 2. and ,u,,, simplifies to p. Funher assume that infinite queuing space is available and that 5 '
' ADM‘ ' customers are served on FIFO basis. . -'

Sam. A From equation (17.5) and Figure 17.6, by applying the conditions of equilibrium or
-. _ ‘detailed balancing, the input and output transitions to and from a state must occur at the "5"‘ “M d‘P“'""”' " same rate. Thus starting with state zero, APO = pP,, these balances can be written as: '

.‘.. 1:°,,;;oP,,, =1, as shown previously (Figure 17.4 and equation (17.6)). Now
L‘,‘,;,P,,, =Z‘:=op“Po = PoZ°,,','=op"' =1 and the sum of the geometric series
p"f = 1/(1— p). Therefore: . 5

,1 ‘ .
Po=l—p=l—— (17.19)

gure 17.8 (curve (a)) shows, as p increases from 0 to 1, how the probability of an
fnpty queue, Po, decreases. Also by applying equation (17.18):

l

PM = pm = p"<1-p) (17.20) 5 n

'7 plying a geometric distribution for P,,,. The probability of the single server being busy I o ‘_

/l. .'e-

. - " ,5-~ ,. 2 2‘
fthe total (W P2 _ if Po_ I, If

A ’" !-“.-PHI = (—) Po: P'"Po (17-13) if.
*' 1

iI

 
 

  
  I, Pa = p. p < 1 ensures that the server has more capacity than is required. Figure

"7. shows-a typical queue length pdf, for p = 0.5.   
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us me van0US q°°“° ‘°“3"

p N l 2= —X" =

1.0 5 P‘ 3 3
0.3 . 4 1 2 XE0.6 (c) 3 P’ " (Sl 3
0.4 2 M 1 3 2

oz 0) 1 P: = 3 "'5
o.o 0 V . .

o (12 0.4 as 0.3 1.0 p 0 oz 0.4 0.5 as 1.0 p ’is difim slightly from

Figure 17.8 Average queue size or length: (a) probability ofan empty queue; (b) mean queue
length, N, in packets; (c) probability that queue length exceed: 4. l‘ -

P.
0.5
0.4
0.3
0.2
0. l
0.0

.l17.4.4 Queue leng"

..The average queue len
V as the sum of the 29°“

T by:

 
~=§m:

0. Figure 17.8 (curve (b

Figure 17.9 Queue length pafiffar p = ‘/9.

I.

EXAMPLE 17.1 A h
For a single server queuing system with Poisson distributedarrivals of average rate l messagds and ~ ‘ 4 for p > V2, N 1ncreaS'
Poisson distributed service of capacity 3 messagesls calailate the probability of receiving no g queue length becomr
messages in a 5 s period. Also find the probabilities of queue lengths of 0. l, 2. 3. lf the queue - probability of exceed
length is limited to 4 what percentage of messages will be lost? - .

P(m > I
From equation (17.5(a)):

P0(1) = 6-”

and /I = l and t = 5 for a 5 5 period. ‘mus the probability of no arrivals in a 5 s period is given by:

P.,(5) = 2"’ = 0.00674

Now from equation (17.18):

1 M

P,, = -J P[/1 °
and from equation (l7.l9):

#-

. This is shown in’!
about 0._8 there is
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z°";°mP"' = (1 ‘p)z:;o’"P"'. Further
ngth is given2 the mtan queue le
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Calculations, such 2
The mean ovem

result, equation (17.15) and equation (17.21):

r = TE = E = ” (17.23(§ times their delay divide
average amval rate A ).(l - p) I alysis is also used fa

or, using equation (17.17): Chapter 18 in Ofdt’-1'10 f

- I - I I (17 230;) in
/1(1 - p) /1 - 1 ' . i

. _ 17.5 Packet spa
Average delay (normalised by /1) is plotted in Figure 17.10, against p in the range 0 S: 1 “
< 1, and it is this key result which forms the basis of network delay analysis. Whe
constrained by a finite queue length of k. then Zf,,=oP,,, = 1 = PoZ",,wp"'. For this ‘-
Po =<1- p)/<1—p‘*‘). .

For packets transmitted over a link. at a bit rate of R), bit/s with packet size K bits, e
mean packet delay is, from equation (l7.23(b)): 1'

1
T = —

R,,/K-A

where Rb/K represents the packet transmission or service rate. ,u, in packetls and A isth
packet arrival rate. _

—_Early packet networks 1
- _store-and—forward.

' (withachannel cap

, kbitls);
' , - radio networks, e.g

(17-2- - kbitls, for local dat:

; The most general

' system (Figure 17.11),
. packets are switched (
_.' ' each packet. The inter.

ExAMp]_E 173 a host computer, or a 1
Consider a switch at which packets arrive according to a Poisson distribution. The mean arriv _ full range of control an
rate is 3 packetls. The service time is exponentially distributed with a mean value of 100 _' ' '
Assume the packet comprises 70 8-bit bytes and the output transmission rate is 5.6 kbitls. How
long does a packet have to wait in the queue? ' ‘

The mean service rate is ,1 = 5600/(8 x 70) = 10 packet/s. From equation (l7.23(b)): : H‘ Analogue Speech mug
- T = ”(’‘(1‘’’)) = ”(’‘'’l) '1 3 waveform processing-’

and we find that the mean packet delay is T = O. 143 s for queuing plus service. Since the m - - as LPC section 9.7‘ .1
service time is 100 ms, the mean queuing time is therefore 143 — 100 = 43 ms. ' Speech 'must be comp“

(1.7 to 7.4) than delta
1 kbitls.

17.5.1 The compon

1.

 
0 0.2 0.4- 0.6 - 0.3 1.0 '

‘ ’ "4 Figure 17.11 comma
Figure 17.10 Average time delay (T)for queue against p. ¢m,,,p[¢_
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(l7.23(b)) -

n the range 0 S p
' analysis. When
7"‘. For this case

store-and-forward, ha;-d-wi,-ed, ]°ng_
apacity of 50 kbit/s),

1'k5. e.g, the American

haul networks e, _
1

SYSICFH (Figure 17.11), ‘
packets are switch
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Micr°1*'°“° ‘

Processing
delay

. Tm‘
Figure' 17.12 Packet switched network with variable rate tmfiic where voice rule exceed: the inp 1 ""d5" '

The digital bit stream is next partitioned into segments and some control (header |=.ttects_0f

information added to each segment to form a packet. The control information consists 0 “Th;
a time stamp and a sequence number, Figure 17.13, to assist reconstruction at the
receiver. To reduce the bandwidth required for speech transmission, silences between

bursts of speech are not packetised or transmitted. The time stamp enables the receiver to.
generate the appropriate duration of silence before processing the subsequent speech 4-_
samples. Time stamps also allow reordering of packets which are received out of order. ~
Since the time stamp cannot difierentiate silence from packet loss, a sequence number is _
included to allow detection of lost packets.

-Figure 17_14 Packet speeci

,1 EXAMPLE 17.3 .
‘» An x_7_S packet switch has

each packet is 960 bytes-

It is important that a continuous stream of bits is provided at the receiver in order to . queue, is to be 1685 mag;
produce smooth speech. This is achieved by delaying the arriving packets at the receiver 7 (ii) the 3"_°"“3"'1°"gm mo
queueing bufier, Figure 17.14. The size of this buffer must be sufficiently long to avoid the mP“‘ '5 °°;‘Vlem"eand.on C
packet loss due to overflow. Nonnally the delay will be chosen so that. statistically, a _ A 19.7.2 for an e p
large proportion (e.g. 95%) of packets will be expected to arrive in the time allocated to ‘V’ I 1;; the X.25 switch the ou
the bufier delay, which is usually in the range 100 to 170 ms. The delay must not be so " semce time is equal to P3
long that it dominates the perfonnance of the speech transmission system, however. I. _. _ (1) Now if T 5 15 ms. fr:. _ I

, clean so T = I1 (1 'I - . 1

|*—‘L£’1 Maximum ems ml“
(ii) Average length of Q“

  _FEC=errnrecntrolhits N '7' pl”.
D/V = data/Von: hm (iii) ATM switch I

Each packet IS 9601
The cell input rate I

. Now the output ralt

«»~m»1= 1 -~—~—“
Figure 17.13 DetaiLr ofthe header infonnarion carried within a data packet.
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‘r blems
17.5.2 Speech service performance . ; 1~7'7 Pro

_. L The number of mes:
‘Three key parameters that describe the performance of a packet speech service are end. _mw°,k my be assumed
to-end delay, throughput and reliability. Delay is the time between speech beifi jmgssages per minute. calcul
presented to the system, to the packet carrying that speech being played at ‘ i .13) probability of receiving’
loudspeaker. Experimental tests show that few people notice any quality degradation i Probability of receiving,
delay is kept below 0.3 s while a delay above 1.5 s is intolerable. Throughput is limit‘

by the processing capability of the nodes. Reliability is defined as the proportion 0
packets that arrive at the destination in time to be used to reconstruct the speech. 4

Appropriate choice of packet size and rate can minimise delay and allow high
throughput In particular we must control the number of bits in the message header;
Since the header is constant for every packet, regardless of size, to maintain high channel

utilisation the number of speech bits per packet should be maximised. Large packets
also more desirable from the point of view of network throughput. However. to minimise
the effects of lost packets and delay at the transmitter, packets should be short and,

ideally, a packet should contain no more than 50 ms of speech. The trade-oif is“
particularly diflicult for narrowband speech, e.g. using LPC, because 50 ms of 2.4 kbit/st
speech comprises only 120 data bits. Typical packet size for speech transmission across '.

the Internet is about 300 bits comprising 100 to 170 ms speech segments. Channel ‘
loading information should be provided to the voice terminal so that packet rate and size I
can be varied according to the network load. In cases where the network is lightly‘
loaded. it is capable of supporting a higher packet rate, hence smaller packets with less "

delay are used while, if the network loading is high, packets are made larger and packet '
rate is reduced. ‘ ~

(c)p,obabi1iry of receiving ,
2.17.2. In Problem 17.1: (r

- messages Of S133“ ““_“‘ 7"
range 20 to 30 s inclusive?
l7.3. Assuming 3 classic“!

2 empty queue. (b) 3 ‘l“°“°'
i for the service is 0.6. [0-4- '

17_4_ If the queue length i
the service’! [0.36'7a]

'- 17.5. A packet data netwn
. data. lt is realised Wm‘ 3

i London and Southend. Bo
' the Northampton and Sou

T 50 packets/s to Northaml“
’ mean size of 2 kbit? [L7

17.6 Summary

Packets are groups of data bits to which have been added (as headers and/or trailers)

addressing and other control information to facilitate routing through a digital data -
network. Queuing theory can be used to model packet behaviour at the switching nodes J"

of a network and, in particular, can be used to predict average packet delay, average

queue length and probability of packet loss at a node, giventhe packet interarrival-time __
pdf, the packet service-time pdf, the number of sewers, the queuing discipline and the -
queuing storage space. For real-time applications, such as packet speech, resources can. ' 1

be saved by not transmitting empty or ‘silent’ packets. This necessitates packets being
time stamped, however, for the receiver to regenerate the appropriate speech gaps.

In cunent Ethernet based networks data rates are in the range 10 to I00 Mbit/s and
propagation delays (typically less than 5 is) are small compared with the time required t0
transmit a l kbit packet. With the trend towards Gbit/s optical fibre links, operating over
long distances, propagation delay becomes much longer than the packet duration, which
will significantly alter the analysis of these systems.  
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CHAPTER 18

.- jm 34 and 140 M‘
t,u,,e:JA1~:ET Phase B I
._, ‘dud SDH interfac

Lag bivalent US SY-“em ‘S

Table '.

18.1 Introduction _

In 1969, the first major packet-switched communications network, the ARPANET. beg L
operation. The network was originally conceived by the Advanced Research Projec
Agency (ARPA) of the US Department of Defense for the interconnection of dissirnil
computers, each with a specialised capability. Today systems range from small networ _;
"interconnecting microcomputers, hard-disks and laser-printers in a single room (e.g.

- Appletalk), through temtinals and computers within a single building or campus (e.g.'=

Ethemet), to large geographically distributed networks spanning the globe, e.g. the;
Internet They are often classified as local, metropolitan or wide area networks (LANS,

MANs or WANs). Figure 18.1 shows the relationships between LANs, MANs, WANs, _'
the ‘plain old telephone system’ (POTS) and other more recent types of network. The
major features of LANs, MANs and WANs are summarised in Table 18.1, after [Smythe 5-‘
1991]. V

. UK examples of WANs are the BT packet switched service (PSS) and the new joint-
~ academic network (SuperJANET). The original JANET interconnected all UK university
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L . point-to-POW

..-‘ x .35 undoubtedly the ‘Si
W gory and exist only! I
.. "exist permanently» 3
V-L . when a limited numl

3.2 Multidrop

W 2“ 3 large number of
mqujmd to be conner

W] transmissions from I
ode A can fecelV€ data

one time over the networ
‘nforced by employing

permitting only the ad?’
J Muhjdmp connccnfl
a single branciled 91'9"‘

. this topology IS the con
- sgvejal l0Cal.lO|'|S.
-' replacement of lhc PS

optical network (PON)-

 
lfigune 18.2 SuperJAN£'I‘ wide and nerwor-k( WAN).

- . . . . 18.2.3 star.’
message) are routed entirely independently. Virtual cuturt systems ensure th _
packets are received in their correct chronological order whilst datagram systems 3-
must include packet sequencing information for correct message reassembly.

Hybrids of, and variations on, the above switching philosophies are also sometimes
used.

One of the major activities which accelerated the development of packet-switched
technology to its present state was the development of the layered communications
architecture concept. The proliferation of various architectures, creatingpossible barriers
between dilferent manufacturers‘ systems. led the International Standards Organisation
(ISO) to launch the reference model for Open Systems Interconnection (OSI). This
standardised the systems interfaces.

Centralised S\VltCh6d:5
the PSTN and. for this
the star configtlrai-I0"

point links. I0 3 °°'“r
limitations: '

 

18.2 Network topologies and examples
>

’ Any network [I-Ioild] must fundamentally be based on some interconnection topology. to
link its constituent terminals. The main network topologies are reviewed here.

figum 18.3 Multidn
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662 Network topology and protocols

node, which is ‘required. to switch these transmissions as well as carrying _;~|gun 185 Ring Mgwor.
primary processing function. _ _

- Such a network is very vulnerable to failure, either of the central node, causi __ - at each node. Access 1
complete suspension of operation, or of a transmission link. Therefore, reliab'l I follows.

’ A token bit pattern

I data using a technique
‘ ‘captures’ the token ll

f ‘possessing’ the Wk”
in the ring acting‘8S 3'

. its header which is 1'60

-- dam and signifies rec-
trailer. It then retfanl
with the response ""5
around the rings

of an optical fibre ring or bus system, hence the amaction of the star network.) Tlus
topology is also used for many VSAT networks, section 14.3.9.

18.2.4 Ring

This network consists of a number of devices connected together to form a ring, Figure

18.5. Ring networks employ broadcast transmission, in that messages are passed around
the ring from device to device. Each device receives each message, regenerates it, and
retransmits it to its neighbour. The message is only retained, however, by the device to
which it was addressed. Two variations of the ring network exist These are:

Cambridge ring

The Cambridge fine

data packets - 5103
fuluempty indicator
transmit a node 0“

placing its message5
before the sending l
variation is to alloW_

- Unidirectional: in which messages are passed between the nodes in one direction
only. The host, A, controls communication using a mechanism known as ‘list
polling’. The failure of a single data link will then halt all transmissions.

° Bidirectional: in which the ring is capable of supporting transmission in both
directions. In the event of a single data link failing, the host, A, can then maintain

contact with the two sectors of the network. . ‘ The CR82 Cam

That each network node is involved in the transmission of all data on the network is a n-ng using twisted
potential weakness. The ring topology is simple both in concept and implementation, ' monitor smjon che

however, and is popular for fibre optic LA.Ns in which regenerative repeaters are required l
l
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dvanmge is that bus ne
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zugditionally usad '3)’ 53
is discussed in section
bus used to C0|1“°°‘ d'5'

 
Figure 18.6 Canibridge backbone ring example. .

ring is unbroken. Wlth optical fible implementations the data rate can be increased to
Mbit/s and beyond, ‘

18.2.5 Mesh -- Ethernet bus

While the star configuration is best suited for host computer/slave ‘errninal connections I

‘ on a one-to-many basis. mesh networks, Figure 18.7, are primarily used in a many-to- '1

many situation, such as typically exists in WANs. Fully interconnected mesh networks, 3_ employed, Of particu‘
for more than a small number of nodes. are generally expensive as they require a total of 2: as matched loads to -
'/5'|(I1 - 1) links for n nodes. They are very resilient to failure. however, since alternative mes are 1 Mbitls and
routes are available if a link fails. Where link lengths are long or data ‘volumes low, a ‘ shows for a lo Mbit
public packet-switched service may ofler a significant cost advantage over a private mesh bus fa’; different level
network. Unlike the ring or star topologies, adding a node to an existing (n node) mesh 103,1) for error detec

Ethernet [HON] is _“
implementation a SIII

  
Figure 18.7. Mesh network

 

Petitionel‘ Apple Inc. — Exhibit 1002, p. 4338



Petitioner Apple Inc. - Exhibit 1002, p. 4339

 
.)'\/gtwork topologies and exémp[e, 665

network neces ' .
sitates a further It — 1 new connections.

milo

uion advantage is that bus networks are easj]
Y reconfigured and extended The bus to 'e - ' Pology is

 

 
 
 

  

: can be increased to 600

ve terminal connections ,

nrily used in a many-to_-<
nnected mesh networks,
is they require a total of‘

awever. since altematiye
or data _volumes low,7 .

{age over a private Inc '1
existing (n node) rnh \

Petitioner Apple Inc. — Exhibit 1002, p. 4339



Petitioner Apple Inc. - Exhibit 1002, p. 4340

 
 
 
 

 

566
Newark t°P”l08}' and protocols

_g.I'lg carrier frequencies 0'.

I Table 18.2 Typical cast

"3' ange, m l
'1' am rate. kbitls 0

[Cost/node. US dollars

i8.3 Network covn A
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_ held in a node store be
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80

50 the end—to-end delay is c
3: '. ° Public networks: FrE 40 international EUROI_ accessing informant

20 - p ' Private networks: II: required. Private ll
such as SW11-‘Fem;

-- Value added netw-

facilities combined
network. The user

 0 2 4 6 3 I0 '2 M

Mcmpts 31ol;dIi.siriision A
F18‘-IN lB.9 Ethernet; (a) example coryiguratian; (b) typical 5; g ‘ include TRANSPN
1 8 2 7 1-"a::""1:>.¢r¢ifarieniptr a1 rraiumission varier with n:ytw:i’rnkrl:f:u¢ mowing how the ' Local area netwoi' - Ission media _ computer systems an:
Networks can “fir . . building or universityise wire, coaxial cable, fibre optic or wirele . - me features of ass links. Table 18.2 Z - Wide bandwidth, (

- Low(l to l0ps)dcompares the different cabled an .d wireless transmission 'media Metallic cable is
' Low probabilitiesPrefened for many systems as .5‘“H1916. passive tapped junctions' Cannot easily be realised

' . ‘ , onl - . 'for optical fibres. In all systems propa afi

,l.:E:l$::t lI3e;::E'“5"‘S- M3")! Systengis use c°ciSz::’ti'(:illS::(z)iIlT.-Jlcejiiipdertiy and _noise are potential - Simple protocols Ionto an RF cam it/s ovepgoo m paths. At higher mes ‘broadbzgldwidtlzii baseband pulse - Low cost and eas)used. Receml St: of, typicany.’ 100 MHZ. or fibre opuc uansmiss. la is modulated - High degree of cobroadband ‘rallllsnijtsiit l1.lnS of simple twisted wire pair have also bat (section 19.5) is g . Geog,-aphicaiiy b.twisted pair cable b_°Cause optical fibres are 5 to 10 times moréng atti-active for Metmpoman net.ations. In the near future broadband wirel Lmenslve than LANs‘and wANs' Aass t°°h“°1°EY access to a WAN ar.
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668 Network topology and protocoLr

‘[3 "i H0 [Wed for feet;
erefore greater than -
._. two example Pad“

(work. .
- problem inherent

ogkjng (i.e. packets is
— efnent). To reducfi P3

(r ginputs or storage bill
; To remove packet C

ity that their paths 05‘
S known as Batcher so:

escending order acco‘
crossbar switch which ‘

The Starlight netwc
is shown in Figme 18'

1990s operated at 21(
_ problem of output H06
I but this can be overct

» switching networks, '
‘ recirculating the d“Pl‘

‘ need for buffered swilt
The network is P3‘

those of interconnecting ‘WANs one LAN network node must normally be dedica =1“,
the WAN interface. With high speed MAN interconnection of LANs it is possib - gt.»
transfer large files electronically, rather than physically using, for example, discs, . .~ fa)‘:
CD-ROMS. Two of the most common network interconnection techniques utilise bri
and gateways. ‘

18.3.1 Bridges and gateways

A bridge is a device that interconnects two networks of the same type (using the .- -.
protocol). The bridge utilises a store and forward feature to receive, regenerate .
retransmit packets while filtering the addresses between connected segments. A gatewaj
on the other hand [Smythe 1995] connects networks using different protocols. typical]
LANS and WANs. They can therefore provide transparent access to resources on oth ,
remote, networks. It is a similar device to the bridge but also performs the neces . '
protocol conversion. The JANET network of Figure 18.2 has transparent gatewa
connections to other X.25 international networks, which link it to the lntemet, section
18.7.6. '

18.3.2 Network switches

With the increasing power of VLSI technology, a large switch array can now :_.-_
implemented on a single chip. National Semiconductor developed a 16 x 16 switching ' _ In ' _ B an
matrix in 2 pm CMOS gate array technology in the late 19805. Figure 18.10 shows an 8 " Sam: tzmfim ‘groyugh
x 8 Banyan switch, consisting of twelve 2 x 2 switching elements. There is only one ' 1 Pa‘: 3 cezfother pad
route through the switch from each input to each output. At each stage in this switch the I. V pres”

of up to 150 Mbit/S,
upper or lower output is chosen depending on whether a specific digit in the route control associated with a pm
overhead is 1 or 0. This is one of the simplest switch arrays that can be constructed and
illustrates the self-routing capability_ of a packet navigating a network composed of such
switches. When routing and sorting is performed locally at each switch in a network 

In Out

:2.ii:uuuuumuntum- 
‘E ,_. inIn In ‘I!5l0'3

Figure 18.10 8 x 8 Banyan packet switching network.
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670 Network topology and pmtocoLr

18.4 Reference model for terminal interfacing

Most network architectures are organised as a series of layers. Previously, -.
name and function of each layer differed from network to network. In all cas

the purpose of each layer was, and is, to offer certain services to higher If
shielding the details of exactly how those services are implemented in the low

Layer n at one node holds a conversation with layer n" at another node. Th
conventions used in this conversation are collectively known as the layer n prot

main functions of such a protocol are:
0 Link initiation and tennination.

- Synchronisation of data unit boundaries.
- Link control, with reference to polling, contention restriction andlor resolutio av.

out, deadlock and restart. ' '
- Error detection and correction.

The messages or blocks of data passed between entities in adjacent layers (i.e.

transferred from layer n at one node to layer It at another. Data and control informatio. ‘~‘

passed by each layer to the layer immediately below, until the lowest layer is reached.‘
is only here that there is physical communication between nodes. The interfaces betw
layers must be clearly defined so that: » '

- The amount of data exchanged between adjacent layers is minimised.

- Replacing the implementation of a layer (and possibly its subordinate layers
alternative (which provides exactly the same set of services to its upstairs neighbour) I
iseasily achieved. ‘

E5' I» .

 

 

directly interfaces
mechanical aSP°°‘5=

specification of V01’
18.4.1 The ISO model

This is a set of layers and protocols used to model network architecture, Figure 18.12. . ., procedural aspecgsi
The overall purpose of the International Standards Organisation (ISO) model is to define Th msk of th
standard procedures for the interconnection. of network systems, i.e. to achieve open fim it into 8]
systems interconnection (OSI). ISO OSI processing is normally performed in software mmsrgaki me in
but, with the continuous rise in data rates, hardware protocol processors are, increasingly, by b . ng chm“
being deployed. Several major principles were observed in the design of the ISO OSI - p‘:°°°ss'l"8gl; He“
model. These principles are that: ‘ :‘'§n1r:w]e('1ge'ment I
- A new layer should be created whenever a different level of abstraction is required. ’ from me remote (,
- Each layer should perform a well defined service related to existing protocol " reuansmmed, as 5}

. standards. ~ The dam fink I

° The layer boundaries should minimise information flow across layer interfaces. ' me pmtocojs for 3.
. The number of layers should be sufficient so that distinct functions are not combined 10) are wide‘), us;

‘in the same layer, but remain small enough to give a compact architecture. " bibsefia] data. '1 _

This has resulted in agreement to use seven layers as the OSI standard. The layers of packages, such as
the model are presented from the viewpoint of connection-mode transmission, starting facilities. The firs
from the interface to the physical medium. A key feature of the ISO OSI model is that it
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Figure 18.13 Protocolfor acknowledging (ack) ruccessjfid packet receipt.

The purpose of the network layer (3) is to provide an end-to-end communications

circuit. It has responsibility for tasks such as routing, switching, and interconnection,
including the use of multiple transmission resources, to provide a virtual circuit. The .
bottom three layers, collectively, implement the network function - and can be envisaged
as a ‘transparent pipe‘ to the physical medium, Figure 18.12. Data routed between
networks, or from node to node within a network, require these functions alone. '

The next layer (4) provides a transport service, suitable for the particular tenninal
equipment, that is independent of the network and the type of service. This includes
multiplexing independent message streams over a single connection and segmenting data

In connectionlei

to a service, withor
self-contained dali

appropriate where :
in electronic mail 0

18.4.3 P|'IY5i°3'

into appropriately sized units for efficient handling by the lower layers. Modulo 2" - l ‘ For filany years are
checksurns (Chapter 10) are frequently computed within the software communications _ which defines the
protocols of this layer, and compared with the received value, to determine whether data and reverse) Chan‘
corruption has occurred. The transport layer _can implement up to five different levels of V pcs, prime,-5, cu-,_,

V error correction, but in LANs little error correction is required. s can accommodate
The functions of the session layer (5) are to negotiate, initiate, maintain and terminate dismnces (up to 1

sessions between application processes. This could for example be a transaction at a .Rs423A (l0 kbit
bank cash card machine. The layer operates in either half or full duplex, section l5.l.l. _ - effects of noise pin ‘
, While the session layer (5) selects the type of service, the network layer (3) chooses

appropriate facilities. and the data link layer (2) formats the messages. The presentation 13_4_4‘ synchrc
layer. (6) ensures that information is delivered in a form that the receiving system can

interpret, understand and use. For example it defines the standard fonnat for date and A key requiremc
time information. The services provided by this layer include classification, compression ’ synchronisation,
and encryption of the data using codes and ciphers and also conversion, where necessary. synchronisation 1
of text between different types, e.g. to and from ASCI]. The overall aim of layer 6 is to , network's terrnir
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, 1’

operation (section 19.3) each individual node receives data with a clock sign_a liq iv
the clock of the preceding node (or terminal). It then transmits data with 1‘ f ‘

Line coding usually introduces redundancy into the data stream (see Chapte, , ~
redundancy can be utilised for reliable clock recovery and for the coding " V...‘

control symbols. Long streams of consecutive identical bits are not desirabl if»,
means that timing information cannot be regenerated easily from the incomin W 1|.

Line codes can be divided into three classes, namely scrambled codes, bit insertionu Alas,
and block codes. The function of a scrambler, in this context, is to generate transiii for
the line-encoded data stream when the original data stream contains long sequen
identical bits, as in HDB3, section 6.4.5.

Examples of bit insertion codes are the 5B6B and 8B1C line codes. In the SB
PMSI (periodic mark space insertion) scheme, the encoder alternately inserts a mar,

(one) and a space (zero) for every five infonnation bits. ’ In the 8B1C (8 binary witliz -
complement insertion) scheme, every eight bits are preceded by one extra bit, which
the complement of the first of the eight bits. Block codes allow unique words to

transmitted for synchronisation purposes. '

18.5 Medium access control

High-speed channel access schemes are divided into four main classes: random access,

demand assignment, fixed assignment. and adaptive assignment protocols [Skov]. For
each class, the protocols are further subdivided according to network topology. '

18.5.1 Random access and demand assignment protocols

Random access is typified ‘by the ALOHA packet switched systems which simply
transmit whenever a message is ready to send and then waits to see if this transmission

collides with other data on the system. This is very ineflicient giving a maximum channel
utilisation (or normalised throughput) of 18% [Kleinrock]. Slotted ALOHA. in which

data is constrained to time‘ slots, avoids partial packet overlap and therefore achieves a
maximum utilisation of double this. ' -

The best known access scheme for bus systems, because of its low installation cost, is
carrier sense multiple access with collision detection (CSMA/CD). This scheme allows
nodes to contend for use of the network and, in this sense, is similar to ALOHA. In

CSMA/CD, however, any-node ready to transmit first listens, sensing the carrier, to check
whether another node is transmitting an infonnation frame. If another transmission is

already in progress, the node defers operation until the end of the current. transmission.
Once the network is free, the node transmits its addressed message. However, due to the
non-zero propagation delay, two or more nodes can attempt to transmit simultaneously
causing contention, which results in a collision.. Given this situation, the transmission
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problem (see section. 15.5.6).

At low loads, a device can usually transmit sucessfully as soon as it senses tha

channel is idle. As the load rises, however, packet collisions may occur, thus destro
data. In such cases, adaptive protocols may switch to a more restricted, conflict-
mode of operation such as token passing, attempt-and-defer, or TDMA access...

example of a high-speed network based on adaptive assignment access is the US "lit
' Mbit/s fibre optic HYPERchannel-100 network. This is based on a bus topology. and

employs an access protocol that starts in CSMA/CD mode and switches to TDMA mod

when collisions become too frequent. I V

18.6 International standards for data transmissions

18.6.1 X.25

This is the PSS standard which effectively replaces the telephone network. using the

V-series recommendations (see section 11.6), with a digital system having superior error
performance and fast switching. The X.25 recommendation defines the interface between

terminal equipments and the public data network for packet-switched communication. A
set of associated standards, X.3, X.2B, X.29, have been developed to enable simple
tenninals to access an X.25 network. X.25 is actually a layered network access
(interface) protocol that exhibits many of the properties of network architectures. The

A functionality of the X.25 specification corresponds entirely to the lower three layers in the
ISO OSI model, Figure 18.12. In X.25, error checking is conducted at each node in the
network. In the new frame relay systems this is only performed at the terminal stations.

X.25 PSS is now available within the UK as a core network for data communications.

electronic mail. etc. One use of the network is for credit card verification and‘
connections are available via telephone lines or radio access at 8 kbitls [Davie and
Smith]. Radio coverage in 1991 extended to 75% of the UK population for this dataservice. ' ’

18.6.2 IEEE 802 '

The IEEE 802.n specifications also map to the bottom three layers of the ISO OSI
reference model. The IEEE split the data link layer into sub-layers: logical link control
and medium-access control, which are used for bridging between networks. The 802.3 to

802.6 standards describe physical connections and define how access to the physical
medium is coordinated for each LAN type. They therefore conespond to layer 1, and a
sub-layer of layer 2. in the ISO OSI model.
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~r lot offer the 1; ° 802.2: Defines a logical link control layer. ' ;the near-far ji ' 802.3: Defines‘ a CSMA/CD protocol, which is the basis of Ethernet, as implemented‘ ‘ on coaxial, and twisted pair, cables. .. .
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