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1
USING FEATURES EXTRACTED FROM AN
AUDIO AND/OR VIDEQ WORK TO OBTAIN
INFORMATION ABOUT THE WORK

§0. RELATED APPLICATIONS

The present application is a continuation-in-part of U.S.
patent application Ser. No. 09/950,972 (incorporated herein
by reference), titled “IDENTIFYING WORKS FOR INITI-
ATING A WORK-BASED ACTION, SUCH AS AN
ACTION ON THE INTERNET,” filed oz Sep. 13, 2001 now
1.8, Pat. No. 7,058,223, and listing Ingemar J. Cox as the
inventor, which application claims benefit to the filing dateof
provisional patent application Ser. No. 60/232,618 (incorpo-
rated hercin by reforence), titled “Identifying and linking
tclevision, audio, print and other media to the Internet™, filed
on Sep. 14, 2000 and listing Ingemar J. Cox as the inventor.

§1. BACKGROUND OF THE INVENTION
§1.1 Field of the Invention

The present invention concerns linking traditional media to
new interactive media, such as that provided over the Internet
for example. In particular, the present inveution concerns
identifying a work (e.g., content or an advertisement deliv-
ered via print media, or via a radio or television broadcasr)
without the need to modify the work.

$1.2 Related Art

§1.2.1 Opportunities Arising from Linking Works
Delivered Via Some Traditional Media Channe] or
Condit 10 a More Interactive System

The rapid adoption of the Internet and associated World
Wide Web has recently spurred interest in linking works,
delivered via traditional media channels or conduits, to a
more interactive system, such as the Internel for example.
Basically, such linking can be used to (a) promate commerce,
such as e-commerce, andfor (h) enhance interest in the work
itself by facilitating audience interaction or participation.
Commerce opportunities include, for example, facilitating
the placement of direct orders for products, providing product
coupons, providing further information related to a product,
product placement, ete.

In the context of e-commerce, viewers could request dis-
count vouchers or coupons for viewed products that are
redeemable at the point of purchase. E-commerce applica-
tions also extend beyond advertisements. It is now common
for television shows to include product placements, For
example, an actor might drink a Coke rather than a Pepsi
brand of soda, actors und actresses might wear designer-
labeled clothing such as Calvin Klein, ote. Viewers may wish
1o purchase similar clothing but may not necessarily beable to
identify the designer or the particular style directly from the
show. However, with an interactive capability, viewers would
be able to discover this and other information by going to an
associated Web site. The link 1o this Web site can be auto-
matically enabled using the invention described herein,

In the context of facilitating audience interaction or par-
ticipation, there is much interest in the convergence of tele-
vision and computters. Convergence encompasses a very wide
range of capabilities. Although a significant effort is being
directed to video-on-demand applications, in which there is a
unique video stream for each user of the service, as well as to
transmitting video signals over the Internet, there is also
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interest in enhancing the television viewing experience. To
this end, there have been a number of experiments with inter-
active television in which viewers can participate in a live
broadcast. There are a variety of ways in which viewers can
participate. For example, during game shows, users can
answer the questions and their scores can be tabulated. In
recent reality-based progtamming such as the ABC television
game show, “Big Brother”, viewers can vote on contestants
who must leave the show, and be eliminated from the com-
petition.

§1.2.2 Embedding Work Identifying Code or Signals
within Works

Known techniques of linking wotks delivered via tradi-
tiona)l media channels 1o a more interactive system typically
require some type of code, used 1o identify the work, to be
inserted into the work before it is delivered via such tradi-
tional niedia chanels. Some examples of such inserted code
include (i) signals inserted into the vertical blanking interval
(“VBI”) lines of a (e.g., NTSC) television signal, (i) water-
marks embedded into images, (iii) bar codes imposed on
images, and (iv) lones cmbedded into music.

The common technical theme of these proposed imple-
mentations is the insertion of visible or invisible signals into
the media that can be decoded by a computer. These signals
can contain a variety of information. In its most direct form,
the signal may directly encode the URL of the associated Web
site. However, since the alphanumeric string has variable
length and is not a particularly eflicient coding, it is more
common o encode a unique ID. The computer then accesses
a database, which is usually proprietary, and matches the 1D
with the associated web address. This database can be con-
sidered a form of domain name servet, similar to those
already deployed for network addresses. However, in this
casc, the domain name server is proprictary and the addresses
are unique 1D%s.

‘There are two principal advantages to encoding a propri-
etary identifier into content, First, as previously mentioned, it
is a more efficient use of the available bandwidith and second,
by directing all traffic (o a single Web site that conlains the
databasc, a company ¢an maintain control over the technol-
ogy and gather useful statistics that may then be sold to
advertisers and publishers.

As an example of inserting signals into the vertical blank-
ing interval lines of a television signal, RespondTV of San
Francisco, Calif. embeds identification information into the
vertical blanking interval of the televiston signal. The VBI is
part of the analog video broadcast that is not visible 1o tele-
vision viewers. For digital television, it may be possible to
encode the information in, for example, the motion picture
experts group (“MPEG”) header. In the USA, the vertical
blanking interval is currently used tu transmil close-caption-
ing information as well as other information, while inthe UK,

5 the VBIis used to transmit teletext information. Although the

close captioning information is guaranteed to be fransmitted
into the home in America, unfortunately, other information is
not. This is because ownership of the vertical blanking inter-
val is dispuied by content owners, broadeasters and local
television operators.

As an example of embedding watermarks into images,
Digimarc of Tualatin, OR embeds watermarks in print media.
Invisible watennarks are newer than VBI insertion, and have
the advantage of being independent of the method of broad-
cast. Thus, once the information is embedded, it should
remain readable whether the video is transmitted in NTSC,
PAL or SECAM analog formats or newer digital formats. It
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should be more reliable than using the vertical blanking inter-
val in television applications. Unfortunately, however, water-
marks still require modification of the broadeast signal which
is problematic for a number of economic, lopistical, [epal
(permission fo alter the content is needed) and quality control
(the content may be degraded by the addition of a watermark)
reasons.

As an example of imposing bar codes on images, print
advertisers are currently testing a technology that allows an
advertisement to be shown to a camera, scanner or bar code
reader that is connected to a personal computer (“PC™). The
captured image is then analyzed to determine an associated
Weh site that the PC’s browser then accesses, For example,
GoCode of Draper, Ul embeds small two-dimensional bar
codes for print advertisements. The latter signal is read by
inexpensive barcode readers that can be connected to a PC.
AirClic of Blue Bell, Pa. provides a combination of barcode
and wireless communication to enable wireless shopping

through print media. A so-called “CueCat” reads bar codes 2

printed in conjunction with advertisements and articles in
TForbes magazine, Similar capabilities are being tested for
television and audio media.

Machine-readable bar codes are one example of a visible
signal, The advantage of this technology is that it is very
mature. However, the fact that the signal is visible is ofien
considered a disadvantage since it may detract from the aes-
thetic of the work delivered via a traditional media channel or
conduit.

As un example of embedding lones into musie, Digital
Convergence of Dallas, Tex. proposes o embed identification
codes into audible music tones broadcast with television sig-
nals.

All the foregoing techniques of inserting code into a work

can be categorized us active techniques in thal they must alier ’

the existing signal, whether it is music, print, television or
other media, such that an identification code is also present.
There are several disadvantages that active systems share.
First, there are aesthetic or fidelity issues associated with bar
codes, audible tones and watermarks. More importantly, all
media must be processed, before it is delivered to the end user,
to contain these active signals. Even if'a system is enthusias-
tically adopted, the logistics involved with inserting bar codes
or watermarks into, say every printed advertisement, are for-
midable,

Furiher, even il the rate of adoption is very rapid, it never-
theless remains e that during the carly deployment of the
system, most works will not be tagged. Thus, consumers that
are early-adopters will find that most media is not identified.
At best, this is frustrating. At worst, the naive user may
conclndethat the system is not reliable or does not work atall.
This erroneous conclusion might have a very adverse ellect
on the edoption rate.

Furiler, not only must there be odification to the produc-
tion process, but modifications must also be made to the
equipment in a user’s home. Again, using the example of
watermarking of print media, a PC must be fitted with a
camera und watermark detection soliware must be installed.
Tn the case of television, the detection of the identification
signal is likely to ocour at the set-top-box—this is the equip-
ment provided by fhe local cable television or satellite broad-
casting company. In many cases, this may require modifica-
tions 1o the hardware, which is likely to be prohibiiively
expensive, For example, the andible tone used by Digital
Convergence lo recognize television content, must be fed
directly inte & sound card in a PC, This requires a physical
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connection between the television and the PC, which may be
expensive or at least inconvenient, and a sound card may have
to be purchased.

§1.2.3 Unmet Needs

In view of the foregoing disadvamages of inserfing an
identification code into a work, thereby altering the existing
signal, there is a need for techniques of identifying a work
without the need of inserting an identification code inte a
work. Such an identification code can then be used to invoke
a work-related action, such as work-related commerce meth-
ods and/or to increase audience interest by facilitating audi-
ence interaction and/or participation.

§2. SUMMARY OF THE INVENTION

This patent application describes an alternative solution
that does not suffer from the problems outlined above. The
solution is based on direct or indirect recognition of the media
jtself. Direct or indirect recognition refers to the fact that a
number of possible configurations are possible, some of
which dircetly recognize the work on the equipment in 2
wser’s home while other configurations perform this recogni-
tion indirectly by transmitting work-specific information to
one or more remote sites. Neither technique requires the
embedding of any form of active signal. Instead, when media
in the form of music, print, television or multimedia is pre-
sented (o a personal computer (PC), sel-top-box or other
device, such devices directly or indirectly recognize the
media and initiate an action. The set of possible actions is
potentially infinite and includes, for example, retrieving fur-
ther information, interacting with a live broadcast, registering
the user for a service or product, purchasing a product or
service and/or receiving discount coupons or certificates that
can be used towards a purchase.

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-executable programs for linking a media work to an
action. Such embediments might (a) extract features from the
media work, (b determine an identification of the media
waork based on the features exiracted, and (¢) determine an
action based on the identification of the media work deter-
mined. In some embodiments consistent with the present

s invention, the media work is an audio signal. The audio signal

night be obtained from a broadcast, oran audio file format. In
olher embodiments consistent with Lhe present invention, the
media work is a video signal. The video signal might be
obtained from a broadcast, or a video file format.

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-executable program for providing information about an
audio (or video) file played on a device. Such embodiments
might (a) extract features from the audio (or video) file, (b)
conunupicate the features to a database, and (c) receive the
information about the audio (or video) file from the database.
1n some embodiments consistent with the present invention,
the act of extracting the features is performed by a micropro-
cessor of the device, and/or a digital signal processor of the
device.

In some of the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation of an audio signal. The information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal, The video file might be a video
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work, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work.

§3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a process bubble diagram of operations it may
be performed in accordance with one version of the presenl
invention, in which intra-work infrmation is used to identify
the work.

FIG. 2 is a block diagram illustrating a first embodiment of
the present invention, in which intra-work information is used
1o identify the work.

FIG. 3is a block diagram illustrating a second embodiment
of the present invention, in which intra-work information is
used to identify the work.

" FIG.4isablock diagram illustrating a third embodiment of
the present invention, in which intra-work information is used
to identify the work.

FIG. §is a process bubble diagram ol operations that may
be performed in accordance with another version of the
present invention, in which extra-work information is used 1o
identify the work.

FIG. 6 is a block diagram illustrating a fourth embodiment
of the present invention, in which extra-work information is
used 1o identify the work.

FIG. 7 is a block diagram illustrating a fifth embodiment of
the present invention, in which extra-work information is
used to identify the work.

FIG. 8 is a block diagram illustrating an environment in
which the present invention may operate.

FIG. 9 is an exemplary data structure in which extra-work
information is associated with a work identifier.

FIG, 10 is an exemplary data structure including work-
related actions.

§4. DETAILED DESCRIPTION

The present invention may involve novel methods, appa-
ratus and data structures for identifying works without the
need of embedding signals thercin, Once identified, such
information ¢an be used to determine a work-related action.
'The following description is presented to enable one skilled in
the art to make and use the invention, and is provided in the
context of particular embodiments and methods, Various
modifications to the disclosed embodiments and methods will
be apparent to those skilled in the art, and the general prin-
ciples set forth below may be applied to other embodiments,
methods and applications. Thus, the present invention is not
intended to be limited to the embodiments and methods
shown and the inventors regard their invention as the follow-
ing disclosed methods, apparatus, data struclures 2nd amy
other patentable subject matter to the cxtent that they are
patentable.

§4.1 FUNCTIONS

The present invention functions to identify a work without
the need of inserting an identification code into a work. The
present invention may dosa hy (i) extracting features from the
work to define a feature vector, and (i) comparing the feature
vector to feature vectors associated with identified works.
Alternatively, or in addition, the present invention may do sc
by (i) accepting extra-work information, such as the time of a
query or ofa rendering of the work, the geographic location at
which the work is rendered, and the station that the audience
member has selected, and (ii) use such extra-work informa-
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tion 1o lookup an identification of the work. In either case, an
identification code may be used to identify the work.

The present invention may then finction to use such an
identification code te initiate a work-related action, such as
for work-related conunerce methods and/or 10 increase audi-
cnce interest by facilitating, audience interaction and/or par-
licipation.

§4.2 EMBODIMENTS

As justintroduced in §4.1 above, the present invention may
use intra-work information and/or extra-work information to
identify a work. Once identified, such identification can be
used to initiate an action, such as an action related to com-
meree, or facilitating avdience participation or interaction.
Excmplary embodiments of the present invention, in whiclh
work is recognized or identified based on intra-work infor-
mation, are described in §4.2.1. Then, exemplary embodi-
ments of the present invention, in which work is recognized or
identified hased on extra-work information, are described in
§4.2.2.

§4.2,1 Embodiments in which Work is Recognized
Based on Intra-Work Information, Such as o Feature
Vector

Operations related 1o this embodiment are described in
§4.2.1.1 below. Then, varicus architectures which may be
used to effect such operations are described in §4.2.1.2.

§4.2.1.1 Operations and Exemplary Methods and
"lechniques for Effecting Such Operations

FIG. 1is a process bubble diagram of operations that may
be performed in aceordance with one version of the present
invention, in wiich intra-work information is used to identify
the work. As shown, a work-identification information stor-
age 110 may include a number of items or records 112. Each
item or record 112 may associate a feature vector of a work
114 with a, preferably unique, work identifier 116. The work-
identification information storage 110 may be generated by u
database gencration operation(s) 120 which may, in furn, use
a feature extraction operation(s) 122 to extract features from
a work at a first time (WORK,,), as well as a featnre-to-
work idemification tagging operation(s) 124.

Turther, work identifier-action information storage 130
may include 4 number of items or records 132. Each ilem or
recard 132 may associate a, preferably unique, work identi-
fier 134 with associated information 136, such as an action for
example. The work identifier-action information storage 130
may be generated by a database generation operation(s) 138
which may, for example, accept manuaj entries.

As can be appreciated from the foregoing, the work-infor-
mation storage 110 records 112 and the work identification-

5 action 130 records 132 can be combined into & single record.

‘I'hat is, there need not be two databases. A single database is
also possible in which the work identifier, or a feature vector
extracted from the work, serves as a key and the associated
field comains work-related information, such as a URL for
example.

The feature extraction operation(s) 140 can accept a work,
such as that being rendered by a user, at a second time
(WORK,.), and extract featwres from that work. The
extracted features may be used to define a so-called feature

5 vector.

Theextracted features, e.g., as a feature vector, can be used
by a feature (vector) lookup operation(s) 158 to search for a
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matching feature vector 114, It a match, or a match within a
predetermined throshold is determined, then the associated
work identifier 116 is read.

The read work identifier can then be wvsed by a work-
associated information lookup operation(s) 160 to retrieve
associated information, such as an action, 136 associated with
the work identifier. Such information 136 can then be passed
to action inifiation aperation(s) 170 which can perform some
action based on the associated information 136.

§4.2.1.1.1 Exemplary Techniques for Feature
Exlraction

When the user initiates a request, the specific television or
radio broadcast or printed commercial, each of which is
referred to as a work, is first passed to the feature extraction
operation. The work may be an image, an audio file or some
portion of an audio signal or may be one or more frames or

fields of a video signal, or amultimedia signal. The purposeof” ,

the feature extraction operation is to derive a compact repre-
sentation of the work that can subsequently be used [or the
purpose of recagnition. In the case of images and video, this
feature vecior might be a pseudo-random sample of pixels

tron) the frame or a low-resolution copy of the frame or the 2

average intensitics of nxn blocks of pixels. It might also be a
frequency-based decomposition of the signal, such as pro-
duced by the Fourier, wavelet and or discrete cosine trans-
forms. It might involve principal component analysis. It
might also bea combination of these. Fortelevision and audio
signals, recognition might also rely on a temporal sequence of
feature vectors. The recognition literature contains many dif-
ferent representations. For block-based methods, blocks may
be accessed at psendo-random locations in each frame or

might have a specifie sirueture. For audio, commeon feature -~

vectors are based on Fourier frequency decompositions, but
otherrepresentations are possible. See, e.g., R. O. Dudaand P.
E. Hart, Pattern Classification and Scene Analysis (Wiley-
Interscicnce, New York, 1973). Sce alse K. Fukunaga, Intro-
duction lo Statistical Pattern Recognition, 2nd Fd. (Aca-
demic Press, New York, 1990). (These references are
incorporated herein by reference.}

As previously stated, one object of the vector extraction
stage is to obtain a more conclse representation o the {rame.
For example, each video frame is initially composed of 480x
720 pixels which is equivalent 1o 345,600 pixels or 691,200
bytes. In comparison, an exemplary feature vector might only
consist of 1 Kbyte of data.

A second purpose of the feature exiraction process is to
acquire a representation that is robust or invariant o possible
noise or distorfions that a signal might experience. For
example, frames of 4 television broadcast may experience a
small amount of jitter, i.c., horizontal and or vertical transla-
tion, or may undergo lossy compression such as by MPEG-2.
It is advantageous that these and other processes do not
adversely affect the extracted vectors. For still images there
las been considerable work on determining image properties
that are invariant 1o afline and other geometric distortions. For
example, the use of Radon and Fourier-Mellin transforms
have been proposed for robustness against rotation, scale and
translation, since these transforms are either invariant or bare
a simple relation to the geometric distortions. See, e.g., C.
Lin, M. Wu, Y, M. Lui, J. A, Bloom, M. L. Miller, I. J. Cox,
“Rotation, Scale, and Translation Resilient Public Water-
marking for Images,” TEEE Transactions on Image Process-
ing (2001). See also, U.S. Pat. Nos. 5,436,653, 5,504,518,
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5,582,246, 5,612,729, and 5,621,454, (Each of these refer-
cnecs is incorporated herein by reference.)

§4.2.1.1.2 Exemplary Techniques for Database
Generation and Maintenance

A number of possibilities exist for generating and main-
taining work identification (WID) and identification-action
translation (WIDAT) databases. [Towever, in all cases, works
of interest are processed W extract a representative feature
veetor and this feature vector is assigned a unique identificr.
This unique identifier is then entered into the work identifi-
cation: (WD) database 110 as well as into the WIDAT data-
base 130 together with all the necessary associated data. This
processis referred to as tagging, For example, in the case ofan
advertisement, the WIDAT database 130 might include the
manufacturer (Ford), the product name (Taurus), a product
category (automotive) and the URL associated with the Ford
Taurus car together with the instruction to franslate the query
into the associated URL.

The determination of all works of interest and subsequent
feature veclor extraction and tagging depends on whether
content owners are actively collaborating with the emity
responsible for ereating and maintaining the database. If there
is no collaboration, then the database entity must collect all
works of interest and process and tag them. While this is a
significant effort, it is not overwhelming and is cerfainly
commercially feasible. For cxample, competitive market
rescarch firms routinely tabulate all advertiscments appearing,
in a very wide variety of print media. Newspapers and maga-
zines can be scanned in and software algonithms can be
applied to the images to identify likely advertisements, These
possible advertisements can then be compared with adver-
tisements already in the WID database 110. ITihere is a match,
nothing further nced be done. If there is not a match, the
image can be sent to 2 luman to determine if the page does
indeed contain an advertisement. If so, the operator can
instrnct the compuier to extract the representative feature
vector and assign it a unique identifier. Then, the operator can
insert this information into the content identification database
and as well as update the corresponding WIDAT database 130
with all the necessary associated data. This is continually
performed as new magazines and papers include new adver-
tisements to maintain the databases. This is a cost 1o the
database entity. Television and radio broadcasts can also be
monitored and, in [ucl, broadeast monitoring is currently
performed by companies such as Nielsen Media research and
Competitive Media Reporting. Television and radio broad-
casts differ from print media in the real-time natuse of the
signals and the consequent desire for real-time recognition.

In many cases, advertisers, publishers and broadcasters
may wish 1o collaborate with the datahase provider. In this
casc, feature extraction and annotation and/or extra-work
information may be performed by the advertiser, advertise-
ment agency, network and/or broadcaster and this informa-
tion sent 10 the database provider to update the database.
Clearly, this arrangement is preferable from the database
provider's perspective, However, it is not essential.

§4.2.1.1.3 Exemplary Technigues for Matching
Extracted Features with Database Entries

The extracted feature vector is then passed to a recognition
(e.g., Teature look-wp) operation, during whicly, the vector is
compared to entries of knnown vectors 114 in a content iden-
tification {WID) databasc 110. It is important to realize that
the matching of extracted and known vectors is not equivalent
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to Jooking up a word in an electronic dictionary. Since the
cxtracted vectors contain noise or distortions, binary scarch
might not be possible. Instead, a statistical comparison is
oflen made between an extracted veclor and each stored vee-

tor. Common statistical measures include linear correlation 3

and related measures such as correlation coetticient, butother
methods can also be used including mutual information,
Guelidean distance and Lp-norms. These measures provide a
statistical measure of the confidence of the match. A threshold
can be established, usually based on the required false posi-
tive and falsc nepative rates, such that if the correlation output
exceeds this threshold, then the extracted and known vectors
are said to match. See, e.g., R. O. Duda and P. E. Hart, Pattern
Classification and Scene Analysis (Wiley-Interscience, New
York, 1973). See also, U.S. Pat. No, 3,919,474 by W. D.
Moo, R. I. Weiner, R. A. Hansen and R. N. Linde, entitled
“Broadcast Signal Identification System”, (Each of these ref-
erences is incorporated herein by reference.)

If binary search was possible, then a database containing N
vectors wonld require at most log(N) comparisons. Unfortu-
nalely, hinury search is nol possible when tuking a noisy
signal and trying to {ind the most similar reference signal.
This problem is one of nearest neighbor search in a (high-
dimensional) feature space. In previous work, it was not
nncemmon to perform a linear seasch of all N entries, perhaps
halting the search when the first match is found, On average.
ihis will require N/2 comparisons. If N is large, this searchican
be computationally very expensive.

Other forms of matching include those based on clustering,
kd-trees, vantage point trees and exchuded middle vantage
point forests are possible and will be discussed in more detail
later. See, e.g., P. N. Yianilos “Excluded Middle Vantage
Point Forests for nearest Neighbor Seareh”, Presented at the
Sixth DIMACS Iuplementation Challenge: Near Neighbor

Searches workshop, (Jan. 15, 1989), Bce also, P. N. Yianilos,

“Locally lifting the curse of Dimensionality for nearest
Neighbor Search” SODA 2000: 361-370. (Bach of these ref-
erences is incorporated herein by reference.)

If the extracted vector “matches™ a known vector in the
content identification database, then the work has been iden-
tified. Of course, there is the risk that the match is incorrect.
This type of error is known as a false positive. The false
positive rate can be reduced to any desired value, but at the
expense of the false negative rate. A false negative occurs
when the vector exiracted from a work is not matched to the
database even though the work is present in the database.
There are several reasons why a work's feature vector may
fail to match a feature vector database entry. First, the recog-
nition system may not be capable of 100% accuracy. Second,
the extracted vector will often contain noise as a result of the
transmission process. This noise may alter the values of a
feature veetor 1o the extent that a match is no Jonger possible.

Finally, there is the case where the observed work is not
present in the database. In this case, the work can be sent toan
operator for identification and insertion in the database.

§4.2.1.1.4 Exemplary Work Based Actions

Assuming that the work is correctly identified, then the
identifier can be used to retrieve associated information from
the second work identification-action transiation (WIDAT)
database 130 thai contains information 136 associated with
the particular work 134, This information may simply be a
corresponding URL address, in which case, the action can be
considered to be a form of network address translation, How-
ever, in general, any information about the work could be
stored therein, together with possible actions to be taken such
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as initiating an e-commerce transaction, After looking up the
work identifier 134 in the WIDAT database 130, an action is
performed on behalf of the user, examples of which has been
previously described,

In addition to using the system to allow audience members
of a work 1o connect to associated sites on the Internet, a
number of other uses are possible. First, the work identifica-
tion database 130 allows competitive market research data to
be collected (e.g., the action may include logging an event).
Far example, it is possible to determine how many commer-
cials the Coga Cola Company in the Chicago market aired in
the month of June. This information is valuable to competi-
tors such as Pepsi. ‘Thus, any company that developed a sys-
tem as described above could also expect to generate revenue
from competitive market research data that it gathers.

Advertisers oflen wish o ensure that they receive the
advertising time that was purchased. To do so, they otien hire
commercial verification services to verify that the advertise-
ment or commercial did indeed run at the expected time. To do
s0, currently deployed systems by Nielsen and CMR embed-
ded active signals in the advertisement prior to the broadeast.
These signals are then delected hy remate monitoring facili-
tics that then report back to a central system which commer-
cials were positively identified. See forexample U.S, Pat. No.
5,629,739 by R. A. Dougherty entitled “Apparatus and
method for injecting an ancillary signal into a low energy
density portion of a color television frequency spectrum”,
1.8. Pat. No. 4,025,851 by D. E. Hasclwood and C. M. Solar
cntitled “Autoiatic monitor for programs broadcast™, U.S.
Pat. No. 5,243,423 by J. P. Delean, D. Lu and R. Weissman,
entitled “Spread spectrum digital data transmission over TV
video™, and 11.S. Pat. No. 5,450,122 by L. D. Keene entitled
“In-station (elevision program encoding and monitoring sys-
tem and method”. (Bach of these patents is incorporated
lercin hy reference.) Active systems are usually preferred for
advertisement verification because the required recognition
accuracy is difficult to achieve with passive systems. The
passive moniforing system described lerein supports com-
metcial verification.

§4.2.1.2 Exernplary Architectures

Three alternative architectural embodiments in which the
first technique may be employed are now described with
reference to FIGS. 2, 3, and 4.

FIG. 2 is ablock diagram il lnstrating a first embodiment of
the present invention, in which intra-work information is used
te identify the work and in which a audience member device
210, such as a PC for example, receives and renders a work
that is consumed by an audience member (user). At some
point, the user may wish to perform a work-specific action
such as traversing 10 an associated Web site. Upon initiation
of his reguest, the computer 210 performs the operations
140e, 1504, 1604 and 170, such as those shown in FIG. 1. To
reiterate, these operations include a feature extraction opera-
tion(s) 140a, feature vector lockup or matching aperation(s)
1504 in conuection with items or records 112a in a work-
identification (WID) database 110a. If a matching feature
veelor 114ais found, the work-associated in[ormation lookup
operation(s) 160a can use the associated work identifier 1164
to accessing a work identificaifon-action translation
(WIDAL) database 130a to retrieve associated information
136a, possibly including determining what action should be
performed.

As described above, the two databases might be integrated
into a single database. However, conceptually, they are
described here as separate.
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An example illustrating operations that can oceur in the
firstembodimentof FIG. 1, is now described. Consider a print
application, in which say 10,000 advertisements are to be
recognized that appear in national newspapers and maga-

vines. If 1 Kbyle is required to store each feature vector then

approximately 10 Mbytes ol storage will be required for the
work identification datobase 110a. Such a size does not rep-
resent a serious problem, in either memory or disk space, to
present perscnal computers.

An important issve then becomes recognition rate. While
this may be problematic, all the images are two-dimen-
stonal—threc-dimensional object recognition is not required.
Of course, since a low cost camera captures the printed adver-
tisement, there may be a number of geometric distortions that
might be introduced together with noise. Neveriheless, the
application is sufficiently constrained that adequate recogni-
lion rates should be achievable with current state-ol-the-art
compuler vision algorithms. See, cg., PN Yianilos
“Excluded Middle Vantage Point Forests for nearest Neigh-
bor Search”, Presented at the Sixth DIMACS Implementation
Challenge: Near Neighbor Searches warkshop, Jan. 15,1999,
See also, P. N. Yianilos “Locally lifting the curse of Dimen-
sionality for nearcst Neighhor Search” SODA 2000: 361 -370.
{Fach of these references is incorporated herein by refer-
ence,) Bstimates of the size of the WIDAT database 1304
depend on what associated information (recall fields 136) is
stored. Tf, for example, only a URL address is needed, about
20 characters can typically represent most URLs. Thus, the
size ol the WIDAT database 130z would be less than 1 Mbyte.

The contiguration just described with reference to FIG. 2
places all of the processing and data on each user’s Jocal
machine 210. A number of alternative embodiments, in which
some or all of the storage and processing requirements are
performed remotely, will be described shonly.

As hew works arc created and made publicly available, the
databases residing on a uscr's local computer become obso-
letc. Just as the database provider 240 must continually
update the databases in order 1o remain current, there is also
a need to update local databases on devices at audience men-
ber premises. This update process can be performed over the
Internet 230 i a marmer very similar lo how soflware is
currently upgraded. It is not nccessary to download an
entirely new database although this is an option. Rather, only
the changes need to be transmitted. During this update pro-
cess, the user’s computer 210 might also transmyit information
10 a central monitoring center 240 informing it of which
advertjsements the computer user has queried. This type of
informatian is valnable to both advertisers and publishers. Of
course, care nust be taken o ensure the privacy of individual
users of the system. However, it is not necessary to know the
identity of individual users for the system to wark.

FIG. 3 is a block diagram illusirating a second embodiment
of the present invention, in which intra-work information is
used to identify the work. Although the WIDAT database can
be quite small, as illustrated in the exemplary embodiment
described above with respect to FIG. 2, there is still the
problem of keeping this database currenx. While periedic
updates of the local databases may be acceptable, they
become unnecessary il the WIDAT dutabuse 1305 is al a
remole location 340, In this arrangement, illustrated in FIG.
3, after the local computer 310 jdentifies the work, it sends a
query 1o the remote WIDAT database 1305. The query may
contain the work identifier. The remote site 340 may then
return the associated information 136. Although the remote
WIDAT database 1305 needs to be updated by the database
provider, this can be done very frequently without the need
for communicating the updates to the local computers 310.
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The second embodiment is most similar to active systems
inwhichan embedded signal is extracted and decoded and the
identifier is used to interrogate a central database. Conse-
quently it has many of the advantages of such systems, while
avoiding the need 1o insert signals into all works. One such
advantage, is that the database provider receives real-time
intormation relating 10 users’ access patterns.

"The WIDAT database 130b might physically reside at more
than one location. In such a case, some requests will gotoone
site, and other requests will go to another. In this way, over-
loading of a single site by oo many users can be avoided.
Other load balancing techniques are also applicable,

FIG. 4 isablock diagram illusteating a third embodiment of
the present invention, inwhich intra-work information is used
to identify the work. Recall that the WIDAT database may be
small relative to that work identification database (WID). As
{he size of the work recognition (WD) database increases,
the foregoing embodiments may hecome impractical. Con-
sider, for example, a music application in which it is desired
to identify 100,000 song titles. If it is again assumed thata 1
Kbyte vector can uniquely represent each song, then on the
order of 100 Mbytes is now needed. This size is comparable
to large application programs such as Microseft’s Qffiee 2000
suite. Although this still does not represent an inordinate
amount of disk space, if this data needs to reside in memory at
all times, then very few present maclines will have adequate
resources. Clearly, at some point, the proposed architectures
scales to a point where requirements becoine impractical. In
{his case,  further modification to the architecture is possible.

Since the storage and searching of the work-identifier
(WD) database require the most computation and storage, it
may be more economical to perfornt these actions remotely.
Thus, for example, if a user is playing an MP3 music file and
wants to go to a corresponding website, the MP3 file s passed
10 an operation Ul determines oncor more feature vectors. In
the third embodiment, instead of performing the matching
locally 410, the one or more vectors arc transtitted to a
central site 440 a1 which is stored the WID and WIDAT
databases 110¢ and 130c together with sufficiently powerful
computers to resolve this request and those of other computer
users. This configuration is itustrated in FIG. 4. Similarly, i
a user is playing an MPEG or other video file and wants to
initiate a work-related action, the video file is passed to an
operation 140c that extracts one or more feature vectors. The
entire video file need not be processed. Rather, it may be
sufficient to process only those frames in the temporal vicin-
ity to the users requesl, i.e., 10 process the current frame and
or some sumber of frames before and after the current frame,
e.g. perhaps 100 frames in all. The extracted feature vector or
feature vectors can then be transmitted to a central site 440
which can resolve the request.

After successfully matching the feature vector, the central
site 440 can provide the user with information directly, or can
direet the user to another Web site that contains the informa-
tion the user wants. I cases where the recoguition is ambigu-
ous, the central site 440 might return information identifying
one of several possible matches and allow the user to select
the intended one.

The third embodiment is particularly atieactive il the cost
of extracting the feature veetor is small. Tn this case, il
becomes economical to have feature vector extraction 140c in
digital set-top-boxes and in video recorders 410. ‘The latter
may be especially useful for the new generaticn of consumer
digital video recorders such as those manufactured by TIVO
and Replay TV. These devices already have access 1o the
Internet via a phone line. Thus, when someene watching a
recorded movie from television reacts to an advertisement,
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the video recorder would extract one or more feature vectors
and transmit them (o & central site 440. This site 440 would
determine if a match existed between the query vector and the
databasc of pre-stored veetors 110¢. 16z match is found, the
cenlral server 440 would transmit the associated information,
which might include a Web site address or an 800 number for
more traditional ordering, back to the audience user device
410. Of course, a consumer device 410 such as a digital video
recorder might also store personal information of the owner to
facilitate online e-commerce, Such a device 410 could store
the owner's name, address, and credit card information and
automatically transmit them to an on-line store to complete a
purchase, Very little user interaction other than to authorize
the purchase might be needed. This type af purchasing may be
very convenient 10 CONsumers.

Another advantage of the third embodiment is that it obvi-
ates the need to update local databascs while, at the same
time, the centrally maintained databases can be kept current
with very frequent updating,

§4.2.2 Bmbodiments in which Work is Recognized
Based an Bxtra-Work Information

Operations related to this embodiment are described in
§4,2.2.1 below. Then, various architectures which may be
used to effect such operations are described in §4.2.2.2.

[fthe cost of extracting a feature vector is too large, then the
cost of deploying any of the embodiments described in §4.2.1
above may be prohibitive. This is particularly likely in very
cost sensitivc consumer products, including sct-top-boxes
and next generation digital VCR’s. Acknowledging this fact,
a different technique, one that is particularly well suited for
broadcasted media such as television and radio as well as to
coment published in magazines and newspapers, is now
deseribed. This technique refies on the kel that a work need

not be identified by a feature vector extracted from the work.

(which is an example of “intra-work information™}, but can
also be identified by when and where it is published or broad-
cast (which are examples of “extra-work information”).

An example serves to illustrate this point. Consider the
scenario in which a viewer sees a television commercial and
responds to it, The embodiments described in §4.2.1 above
required the user device {e.g., o computer or set-top-box)
210/310/410 to extract a feature vector. Such an extracted
veclor was attempted 10 be matched to another feature
vector(s), either locally, or at a remote site. In the embodi-
ments tsing a remote site, if the central site is monitoring all
television broadcasts, then the user's query daes not need to
include the feature vector. Instead, the guery simply needs to
identify the time, geographic location and the station that the
viewer is watching. A ceniral site can then determine which
advertisement was airing at that moment and, once again,
return the associated information. The same is troe for radio
broadcasts, Morcover, mapazines and newspapers can also be
handled in this manner. Here the query might include the
name of the magazine, the month of publication and the page
number.

$4.2.2.1 Operations and Exemplary Methods and
Techniques for Bffecting Such Operations

FIG. 5 is a process bubble diagram of operations that may
be performed in accordance with another version of the
present invention, in which exira-work information is used to
identify the work. As shown, a query work-identification
(QW1D) information storage 510 may include a number of
items or records 512, Each item or record 512 may associate
extra-work information 514, related 1o the work, witha, pref-
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erably unique, work identifier 516, The query work-identifi-
cation (QWID) information storage 510 may be generated by
a database generation operation(s) 520.

Further, work identifier-action information (WIDAT) stor-
age 530 may include a number of items or records 532. Each
jtem or secerd 532 may associate a, preferably unigue, work
identifier 534 with associated information 536, such as #n
action for example. The work identifier-action (WIDAT)
information storage 530 may be generated by a database
generation operation(s) 538 which may, for example, accept
manual entries.

As can be appreciated from the foregoing, the query work-
information (QWID) storage 510 records 512 and the work
identification-action {WIDAT) storage 530 records 532 can
be combined into a single record.

The extra-work information aggregation (&.g., query gen-
eration) operation(s) 540 can accept a information related to
a work, such as the time of a user request or of a rendering of
the work, the peographic location at which the work is ren-
dered, and the station that the audience member has selected,
and generate a query from such extra-wotk information.

The query including the extra-work information can be
used by a lookup operation(s) 550 o search fora “matching”

5 set of information 514, If a match, or a match within a pre-

determined threshold is determined, then the asseciated work
identifier 516 is read.

The read work identifier can then be used by a work-
associated information lookup operation(s) 560 to retricve
associated information, such as an action, 536 associated with
the work identifier. Such information 536 can then be passed
to action initiation operation(s) 570 which can perform some
action based on the associated information 536.

If the extra-work information of 2 work is known (in
advance), gencrating the query work identifier (QWID) infor-
mation 510 is straight-forward. If this were always the case,
an intra-work information-based recognition operation
would not be needed. However, very often this is not the case.
Tor example, local television broadcasts typically have dis-
cretion 1o inser local adverlising, as well as national adver-
tising. Thus, it often is not possible to know in advance when,
on what station, and where a particular advertisement will
play.

In such instances, areal-time (e.g., centralized) monitoring
facility 580 may be used to (i) extract feature vectors from a
wark, (ii) determine a work identifier 116 from the extracted
featuzes, and (iii) communicate one or more mMessages 590 in
which extra-work information (e.g. time, chaunel, geo-
graphic market) 592 is associated witha work identifier 594,
1o operation(s) 520 for generating query work identification
(QWID) information 510.

§4.2.2.1.1 Exemplary Extra-Work Infonmation

In the context of national broadcasts, geographic informa-
tion may be needed to distinguish between, for example, the
ABC television broadcast in Los Angeles and that in New
York. While both locations broadcast ABC’s programming,
this programming airs at different times on the East and West
coasts of Ameriea, More importantly, the locat network aflifi-
ates that air ABC's shows have discretion to sell local adver-
tising as well as a responsibility to broadcast the national
commercials that ABC sells. In short, the works broadcast by
ABC in Los Angeles can be different from that in other

s geographic Jocations. Geographic information is therefore

usefial to distinguish between the differont tefevision markets.
In some circumstances, geographic information may not be
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necessary, especially in parts of the world with highly regu-
lated and centralized broadeasting in which there are not
regional differences.

§4.2.2.1.2 Exemplary Techniques for Generating
Databases

FIG, § illustrates a third database 510 referred 1o as the
query to wark identification (QWID) database. This database
510 maps the query (e.g., in the form of time, location and
channel information) into a unigue ID that identifies the per-
ceived work. The QWID 510 and WIDAT 530 databascs
might not be separate, but for clarity will be considered sa.
After retrieving the unique work identifier 512 from the
QWID database 510, the identifier can be used to access the
WIDAT database 530. This is discussed in more detail Jater.

As introduced ahove, although it appears that this archilee-
wre does ot require a recognition facility, sucha fucility may
be needed. The feature extraction operation(s) 1404, as well
a5 the work identification operation(s) 1504 and other data-
bases 1104, may be moved to one or more remote sites 580.

Althougi TV Guide and other companies provide detailed
information regarding what will he broadeast when, these
scheduling guides do not have any information reparding
what advertisements will air wiien. In many cases, this infor-
mation is unknown until a day or so before the broadcast.
Even then, the time slots thata broadcaster sells to an adver-
tiger only provide a time range, e.g. 12 pm to 3 pm. Thus itis
unlikely that all commerciuls ind aired programming can be
determined from TV schedules and other sources prior to
{ransmission. Further, occasionally programming schedules
are altered unexpectedly due to live broadcasts that overrun
their time slots. This is common in spotts events and awards
shows. Another example of interrupts (o scheduled program-

ming oceurs when a particularly important news evenl oceurs.

During transmission, it may thereforc be necessary for a
ceniral sitc 580 to determine what work is being hroadcast
and to update its and/or other's database 520 accordingly
based on the work identified 594 and relevani extra-work
information §92. There are a variety of ways that this can be
accomplished.

First, it may be cconomically feasible to manuaily monitor
all television stations that are of interest, and manually update
the database with information regarding the work being
monitored. In fact, Nielsen nsed such procedures in the early
1960"s for the company to tabulate competitive market data.
More than one person can be employed Lo watch the same
channel in order to reduce the error rate. Tt should be neted
that the recent ruling by the FCC that satellite broadcasters
snch as DirecTV, DishTV and EchoBStar can carry local sta-
tious significantly reduces the cost of monitoring many geo-
graphic markets. Currently, DirecTV, for example, carries the
Tour main Jocal stations in each of the 35 largest markets.
Thus, these 4x35=140 channels can all be monitored from a
single site 580. This site would be provided with satellite
receivers to abtain the television channels.

Unfortunately, however, humans are error prone and the
monitoring of many different stations from many different
geographic locations can be expensive. In order lo automate
the recognition process, a central site 580 could employ 4
computer-based sysiem to perform automalic recognition.
Because the recognition is centralized, only oneora few sites
are needed. This is in comparison with the first architecture
we described in which a complete recognition system was
required in every user’s home or premise. This centralizal ion
makes it more cconomic to cmploy more cxpensive comput-
ers, perhaps even special purpose hardware, and more sophis-
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ticated sofiware algorithms. When video frames or clips can-
nat be identified or are considered ambiguous, this video can
be quickly passed to human viewers to identify. Further, it
should be possible for the automated recognition system to
use additional information such as television schedules, time
of day, el¢ in order 1o improve its recognition rate.

$4.2.2.1.2 Exemplury Techniques for Generating
Queries Based on Extra-Work Information

At tle audience member (user) premises, all that is needed
is for the device (o send a query 1o a database-server with
information that includes extra-work information, such as
geographic location, time and channel. Usually, this extra-
work information would be transmitted inreal-time, while the
work (e.g., an advertiscment} is being broadeast, However,
this is not necessary. If the television does not have access to
the Internet, and most TV's do not yet, then an andience
member {user) may simply remember or record which chan-
el he or she was viewing at what time. In fact, the uscr device
could store this information for Jater retrieval by the user. Al
a convenient later time, the user might access the Interaet
using a home PC. At this time, he or she can query the
database by entering this extra-work information (2.8.,
together with geographic information) into an application
program or a web browser plug-in.

Anotherpossibility is allowing an audience member (user),
at the time he or she is consuming (e.g,, viewing, reading,
listcning to, ete.) the work, to enter query information into a
handheld personal digital assistamt (“PDA™) such as a Palm
Pilot, so as not to forget it. This information can then be
manually transferred to a device connected to a network, or
the information can be transferred automatically using, for
cxample, infrared communications or via & physical link such
as a cradle. Recently, PDAs also have some wireless network-
ing capabilities built i, and thus might support direct access
10 the information desired. Further, software is available that
allows a Palm Pilot or ather PDA to function as a TV remote
control device. As such, the PDA already knows the Llime of
day and channel being viewed. It also probably knows the
location of the andience member, since most PDA users
inclnde their own name and address in the PDA’s phonebook
and identify it a5 their own. Thus, with one ora few clicks, an
audience member PDA user conld bookmark the television
content he or she is viewing. Ifthe PDA is networked, then the
PDA can, itself, retrieve the associated information immedi-
ately. Otherwise, the PDA can transfer this bookmarked data
{0 a networked device, which can then provide access to the
central database.

§4.2.2.2 Exemplary Archilectures

FIG. 6 is a block diagram illustrating a fourth enybodiment
of the present invention, in which extra-work information is
used to identify the work. As shown, an extra-work informa-
tion aggregation operation 540a may be effected on a device
610, such as a PC, at the audience member (user) premises.
The various databases 510a, 5304, and 110e, as well as the
database generation operation(s) 520a/538a, the lookup
operation(s) 550a and the work-associated information
lookup operation(s) 560a may be provided at cne or more
centralized monitoring and query resolution centers 640.

FIG. 7is a block diagram illustrating a fifth embodiment of
the present invention, in which cxtra-work information is
used to identify the work. This fifth embodiment is similar to
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the fourth embodiment illustrated i FIG. 6 but here, the
monitoring center 7402 and query resoluticn center 7406 are
separate,
These embodiments have many advantages for television

and radio broadeasters who desire fo provide Internet links or - 3

other action. First, the audience member (user) equipment,
whether it is a computer, set-top-box, television, radio,
remote control, personal digital assistant (pda), cell phone or
other device, does not need to perform any processing of the
received signal. As such, there is almost no cost involved to
equipment manufacturers.

These last embodiments have some similarity with ser-
vices such as those provided by the companies Real Names of
Redwoed City, Calif., America Online (“AOL™) and espe-
cially iTag from Xenote. The popular press has reported on
the difficulties associated with assigning domain names. The
simplest of these problems is that almost all the one-word
names in the *.com” category have been used. Consequently,
domain names can often be difficult to remember. To alleviate
this problem, RealNames and AOL provide alternative, pro-
prietary name spaces (AOL calls these keywords). For a fee,
a company may register a pame with these companies. Thus,
rather than type the URL htip:/Avww.bell-labs.com, the
simple keyword “bell” might be sufficient to access the same
Web site. These capabilities are convenient to users. How-
ever, these systems ave very different from the fourth and fifth
embodinents described. First, and foremost, these systems
are not designed to identify content. Rather, they are simply
alternative network address lranslation systems hased on eas-
ily remembered mnemonics which are sold to interested cony-
panies. As such, the vser is still expected totype in an address,
but this address is easier to remember than the equivalent
URL. In contrast, while a nser may manually enter the infor-
mation describing the work, ihe preferred embodiment is for

the computer, set-top-box or other device lo automalically :

gencrate this information. Further, the mapping of keywords
to network addresses s an arbitrary mapping maintained by
AOL or Real Names. For example, the keyword *bell” might
just as reasonably point to the Web site for Philadelphia’s
Liberty Bell as to Lucent’s Bell Labs. In contrast, the query
used in the fourth and fifth embodiments is designed to con-
tain all the necessary data to identify the work, ¢.g, the time,
place and television channel during which the work was
broadeast. There is nothing arbitrary about this mapping. It
should also be pointed out that the proposed system is
dynamic—the same work, e.g.a commercial, potentially has
an infinie number of addresses depending on when and
where it is broadcast. T an advertisement airs 100,000 unique
times, then there are 100,000 ditferent queries that uniquely
identify it. Moreover, the exemplary query includes naturally
oceurring information such as time, place, channel or page
pumber. This is not the case for AOL or RealNames, which
typically assigns one or more slalic keywords (o the address
of a Web site.

Xenote's iTag system is desipned to idemify radio broad-
casts and uses a query similar to that which may be used in the
fourth and fifth embodiments, i.e. time and station informa-
tion. However, the work identification information is not
dynamically constructed but is instead based on detailed pro-
gram scheduling that radio stations must provide it. As such,
it sufters from potential errors in scheduling and requires the
detailed coopetation of broadcasters. While the fourth and
fifth embodiments might choose to use program scheduling
information and other ancillary information to aid in the
recognition process, they do not exclusively rely on this. The
concept of resolving a site name by recognizing the comtent is
absent from tle above systenus.
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§4.2.3 Exemplary Apparatus for Audience Member
(User) Premise Device

While personal computers may be the primary computa-
tional device ata user's location, itis net essential to use 8 PC.
This is especially true of the embodiments depicted in FIGS.
6 and 7, which do not require the content, e.g. video signal, to
be processed. Instead, only a unique set of identification
paramelers such as time, location and channel are provided to
identify the perceived Work. Many forms of devices can
therefore take advantage of this configuration.

As previously noted, personal digital assistants (PDAs)can
be used to record the identification information. This infor-
mation can then be transferred to a device with a nelwork
communication such as a PC. However, increasingly, PDAs
will atready have wireless network communication capabili-
ties built-in, as with the Palm VII PDA. These devices will
allow jmmediste communication with the query resolution
center and al] information will be downloaded to them or they
can participate in facilitaling an e-commerce transaction.
Similarly, wireless telephones are increasingly offering web-
enabled capabilities, Consequently, wireless phones could be
programmud 1o act as a user interfuce.

New devices can also be envisaged, including a universal
remote control for home entertainment systems with a LCD
or other graphical display and a network connection. This
connection may be wireless or the remote control might have
a phone jack that allows it to be plugged directly into an
existing phone line. As home networks begin o be deplayed,
such devices can be expected 1o communicate via an inex-
pensive interface to the home network and from there to
access the Internet.

1n many homes, it is not unconunon for a computer and
television to be used simultanecusly, perhaps in the same
yoom. A person watching television could install a web
browser plug-in or applet that would ask the user to identify
his location and the station being watched, Then, pericdically,
every 20 seconds for example, the plug-in would update alist
of web addresses that are relevant to the television programs
being watched, including the commercials. The audience
member would then simply click on the web address of inter-
cst 1o abtain fusther information. This has the advantage that
the viewer does not have to guess the refevant address asso-
ciated with o commercial and, in fact, can be directed to a

5 more specialized address, such as www.fordvehicles.com/

ibv/tausrs2kflash/flash uml, rather than the generic www-
ford.com site. OF course, this applet or plug-in could also
provide the database cutity with information reparding what
is being accessed from where and at what time. This infor-
mation, as noted earlier, is valuable to advertisers and broad-
casters. For PC’s that haveinfra-red communication capabili-
fies, it is straightforward to either control the home
enterlainment venter [rom the PC or for the PC to decode the
signals from a conventional remote control, Thus, as a user
changes channels, the PC is able to automatically track the
channel changes.

Recording devices such as analog VCR's and newer digital
recording devices can also be exploited in the embodiments
depicted in FIGS. 6 and 7, especially i’ device ulso record the
channel and time information for the recorded content. When
a user initiates a query, the recorded time and chanuel, rather
than the current time and channel, then form part of the
identification information.

Digital set-top-boxes are also expected to exploit the capa-
bilities described herein. In particular, such devices will have
two-way communication capabilitics and may even include
cable modem capabilities. Of course, the two-way commu-
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nication need not he over a television cable, For example,
satellite sci-top-boxes provide up-link communications via a
telephone connection. Clearly, such devices provide a conve-
pient location to enable the services described herein. More-
over, such services can be provided as part of the OpenCable
and DOCSIS (data over cable service inmerface specification)
iniliatives.

§4.2.4 Information Retrieval Using Features
Exiracted from Audio and/or Video Works

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or coni-
puter-executable program for providing information about an
andio file or (a video file) played on a device. Such cmbodi-
ments might (a) extract features from the audio (or video) file,
(b) communicate the features to a database, and (c) receive the
information about the audio (ot video) file from the database.
In seme embodiments consistent with the present invention,

the act af extracting the features is perfonned by a micropro- 2

cessor of the device, and/or a digital signal processor of the
device. The received information might be rendered on an
output (e.g., & monitor, a speaker, etc.) of the device. The
received information might be stored (e.g., persistently)

locally on the device. The information might be stored on a 2

disk, or non-volatile memory.

In some of the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation of an audio signal. Ihe information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video le might be 1 video
work, and the information might include a title of the video

work, a director of the video work, and names of performers -

in the video work,
§4.3 OPERATIONAL EXAMPLES

An cxample illustrating operations of an cxemplary
cmbodiment of the present invention, that uses intra-work
information to identify the work, is provided in

$4.3.1. Then, an example illustrating operations of
an exemplary embodiment of the present invention,
that uses extra-work information to identify the
work, is provided in §4.3.2.

§4.3.1 Operational Example where Intra-Work
Information is Used to Identify the Work

A generic system for monitoring television commercials is
now described. Obviously, the basic ideas extend beyond this
specific application.

The process of recogaition usually begins by recognizing
the start of a commercial. This can be accomplished by look-
ing for black video frames before and after a conumercial. Ifa
number of black frames are detected and subsequently a
similar number are detected 30 seconds later, then there is 4
good ehance thal u commercial has aired and that others will
follow, It is also well known than the average sound volume
during commetcials is higher than that for television shows
and this toe can be used as an indicator of a commercial. Other
methods can also be used, The need to recognize the begin-
ning of a commercial is not essential. However, without this
stage, all television programming must be assumed to be
conunercials. As such, all video frames must be analyzed.
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The advantage of determining the presence of a commercial is
that less video content must be processed. Since the percent-
age of advertising time is relatively small, this can lead to
considerable savings. For example, commercials can be buff-
ered and ihen subsequenily processed while the television
show is being broadeast. This reduces the real-time require-
ments of a system at the expense of butfering, which requires
memory or disk space. Of course, for the applications envi-
sioned herein, a real-time response to a user requires real-time
processing.

Oneeit is determined that an advertisement is being broad-
cast, it is necessary to analyze the video frames. Typically, a
compact representation of each frame is extracted. This vec-
tor might be a pseudo-random sample of pixels from the
frame or a low-resolution copy of the frame or the average
intensities of nxn blocks of pixels. It might also be a fre-
quency-based decomposition of the signal, such as praduced
by the Fouriee, Fourier-Mellin, wavelet and or discrete cosine
transforms. It might involve principal compenent analysis or
any combination thereof. The recognition literature contains
many different representations. For block-based metheds, the
nxn blocks may be located at pseudo-random locations in
each frame or might have a specific structure, e.g. a complete
tiling of the frame. The feature vector mipht then be com-
posed of the pixels in each block or some property of each
block, e.g. the average intensity or a Fourer or other decom-
position of the black. The object of the vector extraction stage
is 16 obtain a more concise representation of the frame. Each
frame is initially composed of 480x720 pixels which is
equivalent to 345,600 bytes, assuming one byte per pixel. In
comparison, the feature vector might only consist of 1 Kbyte
of data. For example, if each frame is completely tiled with
16x16 blocks, then the number of blocks per frame is 345,
600/256=1350. If the average intensity of each block consti-
mites the feature vector, then the feature vector consists of
1350 bytcs, assuming 8-bit precision for the average intensity
values. Alternatively, 100 16x16 blocks can be pscudo-ran-
domly located on each frame of the video. For each of these
100 blocks, the first 10 DCT coefficients can be determined.
The feature vector then consists of the 100x10=1000 DCT
coefficients. Many other variations are also pessible. In many
media applications, the content possesses strong temporal
and spatial correlations. If necessary, these correlations can
be eliminated or substantially reduced by pre-processing the
content with a whitening filter.

A second purpose of the feature extraction process is to
acquire a representation that is robust or invariant to possible
noise or distortions that a signal might experience. For
exantple, frames of a television broadcast may experience a
small amount of jitter, i.e. horizontal and or vertical iansla-
tion, or may undergo lossy compression such as MPEG-2. It
is advantageous, though not esseatial, that these and other
processes do not adversely affect the extracted vectors.

Each frame’s feature vector is then comparcd with a data-
base of known feature vectors. These known vectors have
previously been entered into a content recognition database
together with a unique identifier. If a frame’s vector maiches
a known vector, then the commercial is recognized. Of
course, there is the risk that the mateh is incorect. This type
oferror is known as a false positive. The false positive rale can
be reduced to any desired value, but at the expense of the false
negative rate. A false negative occurs when a frame’s vector is
not matched to the database even though the advertisement is
present in the database. There are several reasons why a

5 frame's feature vector may fail to match. First, the recogni-

tion system may not be capable of 100% accuracy. Second,
the extracted vector will contain noise as a result of the
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transmission process. This noise may alter the values of a
feature veetor to the extent that a match is no longer possible.
Finally, there is the case where the observed commercial is
not yet present in the database. In this case, it is necessary 1o

store the commercial and pass i1 (e.g., to a person) for iden- -

tification and subsequent entry in the databasc.

Tt is important (o realize that the matching of extracted and
known vectors is not equivalent to looking up a word in an
electronic dictionary. Since the extracted vectors contain
[oise or distortions, binary search is often not possible.
Instead, a statistical comparison is often made between an
extracted vector and each stored vector. Common statistical
measures include linear correlation and related measures
such as correlation coefficient, but other methods can also be
used. including clustering techniques. See, ¢.g., the Duda and
Hart reference. These measures provide a statistical measure
of the confidence of the match. A threshold can be estab-
lished, usually based on the required false positive and nega-
tive rates, such that if the correlation output exceeds this
{hreshokd, then the extracied and known vectars are said o
match.

Trhinary scarch was possible, then a database containing N
veetors would require at most log(N} comparisons, However.
in current advertisement monitoring applications there is no
discussion of efficient search methods. Thus, a linear search
of all N entries may be performed, perhaps halting the search
when the first match is found, On average, this will require
N/2 camparisons. 1T N is large, this can be computationally
expensive, Consider a situation in which one out of 100,000
possible commercials is to be identified. Each 30-second
commercial consists of 900 video frames. If all 900 frames
are stored in the database, then N=90,000,000. Even if only
every 107 video frame is stored in the database, its size is still

nine million. While databases ol this size are now common, 35

they rely of efficient search to access cntrics, i.c.. they do not
perform a lincar search. A binary scarch of 290,000,000-item
database requires less than 20 comparisons. [n contrast, a
linear search will require an average of 45,000,000!

With 9 million entries, if each vector is 1 Kbyte, then the
storage requirement is 9 Gigabyles. Disk drives with this
capacity are extremely cheap at this time. However, if the
dalabase must reside in memory due to reak-time require-
ments, then this still represents a substantial memory require-
ment by today’s standards. One reason that the data may need
to be stored in memory is because of the real-time require-
ments of the database, If 10 channels are being simulta-
neously monitored within cach of 50 geographic arcas, then
there will be 15,000 queries per second to the content recog-
nition database, assuming each and every frame is analyzed.
This query rate is low. However, if a linear search is per-
formed then 675 billion comparisons per second will be
required. This is an extremely high computational rale by
today’s standards. Even if only key frames are analyzed, this
is unlikely to reduce the computational rate by more than an
order of magnitude.

If an advertisement is not recognized, then typically, the
remote monitoring systen: will compress the video and trans-
mit it back to a central office, Here, the chip is identified and
added 10 the database and the remole recognition siles are
subseguently updated. Identification and annotation may be
performed manually. However, automatic ansotation is also
possible using optical character recognition software on each
frane of video, speech recognition sofrware, close captioning
information and other information sources. As these methods
improve in accuracy, it is expected that they will replace
manval identification and annotation.
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The recognition system described can be considered to be
a form of nearest neighbor scarch in a high dimensional
feature space. This problem has been very well studied and is
known 1 be very diflicult as the dimensionality ol the vectors
increases. A number of possible data structures are applicable
including kd-trees and vamage point trees. These data strue-
tures and associated search algorithms organize a N-point
dataset (N=00,000,000 in out previous example) so that sub-
linear time searches can be performed on average. TTowever,
warst-case search times can be considerably longer. Recently,
Yianilos proposed an excluded middle vantage point forest
for nearest neighbor search. See, ¢.g., the Yianilos reference.
"I'his data structure guarantees sub-linear worst-case search
times, but where the search is now for a nearest neighbor
within a fixed radius, T. The fixed radius search means that if
(he dalabase conlains a vector that is within X of the query,
then there is a match, Otherwise, no match is found. In con-
trast, traditional vantage point trees will always refurn a near-
est neighbor, even if the distance between the neighbor and
the query is very large. In these cases, if the distance between
the query and fhe nearest neighbor exceeds a threshold, then
they are considered not to maich, This is precisely what the
excluded middle vanage point forest implicitly does.

Using an excluded middle vantage point forest, will allow
accurate real-time recognition of 100,000 broadcasted adver-
tisements. This entails constructing an excluded middle van-
tage point forest based on feature vectors extracted from say
90,000,000 frames of video. Of course, using some form of
prefiltering, that climinates a large number of redundant
frames or frames that are not considered to be good unigue
identifiers can reduce this number. One such pre-filter would
be 10 only examine the [-frames used when applying MPEG
compression. However, (his is unlikely to reduce the work
identification datahase (WIT) size by more than one order of
magnitude. Assuming 10 channels are monitored in each of
50 geographic regions, then the query rate is 15,000=10x50x
30 queries per second.

§4.3.2 Operational Example where Extra-Work
Information is Used to Identify the Work

FIG. 8 depicts a satcllite television broadcast system 800,
though ¢able and traditional broadcast modes are also appli-
cable. Block 810 represents audience members (users) watch-
ing a TV channel in their home, which also has a connection
812 to the Internet $20. Other networks are also possible. The
satellite broudcasts are also heing monilored by one or more
television monitoring centers 840a. These centers 840z may
monitor all or a subset of the television channels being broad-
cast, They are not restricted to monitoring satellite TV broad-
casts but may also monitor cable and traditional terrestrial
broadcasts. The primary purpose of these monitoring centers
8404 is 1o identify the works being broadeasted. Of particular
interest are television advertisements. However, other works,
or portions thereof, may also be identified. Each time a new
segment of a work is identified, the monitoring system or
systems 840q vpdate one or moie database centers 84056,
informing them of the time, place, channel and identity ofthe
identified segment. The segmenl may be 4 complete thirly
second commercial or, more likely, updates will oceur mare
trequently, perhaps ata rate of 1 update per second per chan-
nel per geographic location. The database center 8406
updates its database so thal queries can be efficiently
responded to in sub-linear time.

The database centers 8405 can use traditional database
techuology. In general, the query search initiated by an audi-
ence member is not a neares! neighbor search but can be a
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classical textual search procedure such as a binary search. The
nearest neighbor search is appropriate for the moaitoring
sub-system 840a. The database centers 8405 are continually
updated as each new advertisement, television show or por-

tion thereof is recognized. Standard updaling algorithms can

be used. However, random new eniries to the database arc
unlikely. Rather, each new entry, or set of entries, denotes a
new time segment (hat is later than all previously inserted
items. As such, each new entry can be appended to the end of
the database while still maintaining an ordered data structure
that is amenable 1o binary and other efficient search tech-
niques. If two entries have the same time in their time field,
items can be sorted based on secondary fields such as the
channel and geographic location, as depicted in FIG. 8. Since
the number of such entries will be relatively small compared
with the entire database, it may be sufficient to simply create
a Tinear linked list of such entries, as depicted in FIG. 9. OF
course, the sive of the database is constantly increasing. As
suchy, it may become necessary 10 have several levels of stor-
age and caching. Given the envisaged application, most user
queries will be for recent entries. Thus, the database may keep
the Jast hours worth of entries in memory. If there is one entry
per second for each of 100 channels in 100 geographic loca-
tions, this would correspond to 3600x100x160-36,000,000
entries which is easily accommodated in main memory.
Entries that are older than one hour may be stored on disk and
entries older than one week may be archived (e.g., backed up
on tape) for example. The entries to this database can include
Lime, location and channe] information together with aunique
identifier that is provided by the monitoring system. Of
course, additional fields for each entry are alse possible.
When a user query is received, the time, channel and geo-
graphic information are used to retrieve the corresponding
unique identifier that is then used to access a second database

that contains information associated with the identified work. 3:

An entry £000 in this sccond database is depicted in FIG.
10, which shows that associated with the unique identifier
1010, the name of a product 1020, a product category 1030,
the manufacturer 1040 and the commercial’s associated web
site 1050. Many ather data fields 1066 are also possible. Such
additional fields may include fields that indicate what action
should be taken on behalf of the requesting user. Example
actions include simply redirecting a request to an associated
Web site, or initiating an ¢-commerce transaction or provid-
ing an associated telephone number that may be automati-
cally dialed if the querying device is a cell phone or display-
ing additional information 10 the user. This database is likely
to be updated much less frequently, perhaps only as often as
once or twice a day, as baiches of new advertisements are
added to the system. Alternatively, itmight beupdated as each
new advertisement is added to the system.

An audience member (user) 810 watching a television
commercial for example may react to the advertisement by
initiating a query to the databasc center 8406, The device
whereby the user initiates the query might be a television or
set-top-box remote control, or a computer or a wireless PDA
or a (WAP-enabled) cell phone or a specialized device. Typi-
cally, the query will occur during the airing of the commercial
ora shortly therealler. However, the time hetween the broad-
casting of the advertisement and the time of the associated
query is not critical and can, in some instances be much
longer. For example, the audience member might bookmark
the query information in a device such as a PDAora special-
ized device similar to those developed by Xenote for their Itag
radio linking, Later, the audience member may transmit the
query to the database center 8405, This might happen hours or
even days later.
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The query contains information that the database center
8405 uses 10 identify the work being viewed. This informa-
tion might include the time and place where the audience
member was, together with the channel being viewed. Other
identifying information is also possible, The query may also
contain sdditional information that may be used to facilitate
the user’s transaction and will include the retum address of
the user. For example, if the user is intending to order a pizza
afier seeing a Pizza [Tt advertisement, the query may also
contain personal information including his or her identity,
street address and credit card information.

When the database center 8405 receives a query, data in the
query is used to identify the work and associated information.
A number of possible actions are possible at this point, First,
the database center 8405 may simply function as 4 form of

5 proxy server, mapping the audience member’s initial query

into a web address associated with the advertisement. In this
case, the audience member will be sent to the corresponding
Web site. The database center 8405 may also send additional
data included in the initial uery to this Web site 850 in order
1o facilitate an e-commerce transaction between the audience
member and the advertiser. Tn some cases, this transaction
will not be direct, but may be indirect via a dealer or third
party application service provider. Thus, for cxample, though
anadvertisement by Ford Motor Company may air nationally,
viewers may be directed to ditferent Web sites for Ford deal-
erships depending on both the audience member's and the
dealerships” geogtaphic locations. In other cases, advertisers
may have contracted with the database center 840510 provide
e-commerce capabilities. This latter arrangement has the
potential 1o reduce the amount of trallic directed over the
public Internet, restricting i, instead to a private network
associated with the owner of the database center.

If the audience member (user) is not watching live televi-
sionbut is instead watching a taped and therefore time-shitted
copy, then additional processes are needed. For the new gen-
eration of digital video recorders, irrespective of the record-
ing media (tape or disk), it is likely to be very easy to include
information identifying the location of the recorder, as wellas
the time and channe] recorded. Location information can be
provided to the recorder during the setup and installation
pracess, for example. Digital video recorders, such as those
currently manufactured by TIVO ef Alviso, CA or Replay TV
of Santa Clara, Calif. have a network connection via tele-
phone, which can then send the query of an andience member
1o the database center 8404 using the recorded rather than the
current information.

In cases where query information has not been recorded, it
is still possible to initiate a successful query. However, in this
case, it may be necessary 10 extract the feature vector from the
work of interest and send this information to the monitoring
center 840g where the feature vector can be identified. This
form of query is compulationally more expensive but the
relative number of such queries compared e those sent to the
database centers 8404 is expected to be small. It shouid also
be noted that ihe physical separation of the monitoring and
database centers, depicted in F1GS. 6 and 7, is not crucial o
operation of the system and simply serves 1o more clearly
separate the different functionality present in the overall sys-
tem configuration.

Although the implementation architectures described
above focus on the television media, it is apparent that the
present invention is applicable to audio, print and other
media.

§4.4 CONCLUSIONS

None of the embodiments of the invention require modifi-
cation to the work or content, i.e. no active signal is embed-
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ded, Consequently, there is no ¢hange to the production pro-
cesses. More importantly, from a user perspective,
deployment of this system need not suffer from poor initial
coverage. Provided the database is sufficiently comprehen-

sive, early adopters will have comprehensive coverage imme- 3

diately. Thus, there is less risk that the consumer will perceive
that the initial performance of the deployed system is poor.
Further, the present invention permits statistics to be gathered
that measure users' responses to content. This information is
expected 10 be very nseful to advertisers and publishers and
broadeasters.

What is ¢claimed is:

1. A method for associating an electronic work with an
action, the electronic work comprising at least one of audio
and video, the method comprising:

1) electronically extracting within a portuble client device

[catures from the eleetronic work;

b) transmitting the extracted features from the portable

client device to one or more servers;

¢) receiving at the portable client device from the one or

more servers an identification of the electronic work
hased on the extracted features, wherein the identifica-
tion is based on a non-cxhaustive scarch identifying a
neighbor;

d) electronically determining an action based on the iden~

tification of the electronic work; and

e) electronically performing the action on the portable

client device.

2, A method of claim 1, wherein the identification is based
on a non-exhaustive search identifying a neighbor within a
fixed radius.

1. The method of claim 1, wherein the non-exhaustive
search is sublinear.

4. The method of claim 1, wherein the non-exhaustive

scarch is based on kd-trees.

3. The method of claim 1, wherein the non-exhaustive
search is based on vantage point trees.

6. ‘I'he method of claim 1, wherein the non-exhaustive
search is based on excluded middle vantage point forest.

7. The method of claim 1, wherein the electronic work 8 an
audio work.

8. The method of claim 7, wherein the audio work is
obtained from at least one of a broadcast and an audio file
format.

9. The method of claim 7, wherein the identification
includes at least one of & song title, an album titke, and a
performer name.

10, The method of claim 1, wherein the electronic work is
a video work.

11. 'The method of claim 10, wherein the video work is
obtained from at least one of a broadeast and a video file
format.

12, The method of claim 10, wherein the identification
includes at least one of a title of the video work, a director of
the video work, and names of performers in the video work.

13. The method of claim 1, wherein the step of electroni-
cally determining the action includes receiving af the poriable
client device an action based on the identification of the
sleetronic work [rom the one or more servers.

14, The method of ¢laim 1, wherein the step of electroni-
cally extracting the features is performed by at least ane of'a
micropracessor of the portable client device and a digital
signal processor of the portable client device.

15. A method for associating an electronic work with an
action, the electronic work comprising at feast one of audio
and video, the method comprising:
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a) electronically extracting features from the electronic
work;

b) electronically determining an identification of the elec-
tronic work based on the extracted features, wherein the
identification is based on a non-exhaustive search iden-
tifying & neighbor;

¢) electronically determining an action based on the iden-
tification of the electronic work; and

d) electronically performing the action.

16. A method of claim 15, wherein the identification is
based on a non-cxhaustive scarch identifying a neighbor
within a fixed radius.

17. The method of claim 15, wherein the non-exhaustive
search is sublinear.

18. The method of claim 15, whercin the non-exhanstive
search is based on kd-trees.

19. The methed of claim 15, wherein the non-exhaustive
search is based on vaniage point trees.

20. The method of claim 15, wherein the non-exhaustive
search is based on excluded middle vantage point forest.

21. The method of claim 15, wherein the electronic work is
an audio work.

22. The method of claim 21, wherein the audic work is
obtained from at least one of a broadeast and an audio file
format.

23. The method of claim 21, wherein the idemtification
includes at least one of a song title, an album title, and a
performer name.

24. The method of claim 15, wherein the electronic work is
avideo work.

25, The method of claim 24, wherein the video work is
obtained from at least one of a broadcast and a video file
format.

26. The methad of claim 24, wherein the identification
includes at least one of a title of the video work, a dirccter of
the video work, and names of performers in the video work.

27. The method of claim 15, wherein the action promotes
€-COnUerce.

28. The method of claim 15, wherein the action promotes
interaction.

29. The method of claim 1, wherein the action promotes
e-commerce.

30. The method of claim 1, wherein the action promotes
interaction.

31. The method of claim 15, wherein the action comprises
providing and/or displaying additional information in asso-
ciation with the electronic work.

32. The method of claim 31, wherein the additional infor-
mation is an advertisement.

33. The method of claim 32, wherein the action comprises
providing a link to a site on the Warld Wide Web associated
with the advertisement.

34. The method of clain 32, wherein the action comprises
electronically registering a user with at Jeast one of a service
and a produet related to the advertisement.

35. The method of ¢laim 32, wherein the action comprises
electronically providing at least one of a coupon and a cer-
tificate related (o the advertisement.

36. The method of claim 32, whercin the zetion comprises
automatically dialing a telephone number associated with the
advertisement,

37. The method of claim 32, wherein the action comprises
collecting competitive market research data related to the
advertisement.

38. The method of claim 32, wherein the action comprises
purchasing a product or service related to the advertisement.
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9. The method of claim 32, wherein the action comprises
allowing a user o interact with a live bhroadeast related to the
advertisement.

40. The method of claim 1, wherein the action comprises

providing and/or displaying additional information in asso- :

ciation with the clectronic work.

41, The metkod of claim 40, wherein the additional infor-
mation is an advertisement.

42. The method of claim 41, wherein the action comprises
providing a link to a site on the World Wide Web associated
with the advertisement.

43. The method of claim 41, wherein the action comprises
elecironically registering a user with at least one of a service
and a product related 10 the advertisement.

44, The method of claim 41, wherein the action comprises
electronically providing at least one of a coupon and a cer-
tificate related to the advertisement.

45. The method of claim 41, wherein the action comptises
auntomatically dialing a telephone number associated with the
advertisement.

46. The method of claim 41, wherein the action comprises
collecting competitive market research data related to the
advertisement.
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47. The method of claim 41, wherein the action comprises
purchasing a product or service related to the advertisement.

48. The method of claim 41, wherein the action comprises
allowing a user 1o interact with a live broadcast related to the
advertisement.

49. The method of elaim 40, wherein the electronie work is
an audio work and the additional information comprises at
least one of a song title, an album title, and a performer name.

50. The method of claim 40, wherein the electronic work is
a video work and the additional information comprises at
least one of a title of the video work, a direcior of the video
work, and names of performers in the video work.

51. The method of claim 31, wherein the electronic work is
an audio work and the additional information comprises at
least one of a song title, an album title, and a performer name.

52.'The method of claim 31, wherein the electronic work is
4 video work and the additional information comprises al
least one of & title of the video wark, a director of the video
work, and names of performers in the video work.
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IDENTIFYING WORKS, USING A
SUB-LINEAR TIME SEARCH, SUCH AS AN
APPROXIMATE NEAREST NEIGHBOR
SEARCH, FOR INITIATING A WORK-BASED
ACTION, SUCH AS AN ACTION ON THE
INTERNET

§0. RELATED APPLICATIONS

The present application is a continuation of LS. patent
application Scr. No. 11/445,928 (incorporated herein by ref-
erence), titled “USING FEATURES EXTRACTED FROM
AN AUDIO AND/OR VIDEO WORK TO OBTAIN INFOR-
MATION ABOUT THE WORK,” filed on Jun. 2, 2006, and
listing Ingemar J. Cox as the inventor, which is a contimma-
lion-in-part ol 17.5, patent application Ser. No. 09/950,972
(incorporated herein by reference, issued as U.S. Pat. No.
7,058,223 on Jun, 6, 2006), titled “IDENTIFYING WORKS
FOR INITIATING A WORK-BASED ACTION, SUCH AS
AN ACTION ON THE INTERNET,” filed on Sep. 13, 2001,
now 11.8. Pai. No. 7,058,223 and listing Ingemar J. Cox as the
invenior, which application ¢laims benefit to the filing date of
provisional patent application Ser. No. 60/232,5618 (incorpo-
rated herein by reference), titled “Identifying and linking
television, andio, print and other media to the Internet”, filed
on Sep. 14, 2000 and listing Ingemar J. Cox as the inventor.

§1. BACKGROUND OF THE INVENTION

§1.1 Field of the Invention

The present invention concerns linking traditional mediato
new interactive media, such as that provided over the Internet
for example. In particular, the presemt invention concemns
identifying a work (e.g.. content or an advertisement deliv-

cred via print medis, or via a radio or television broadeast)

without the need to modify the work.

§1.2 Related Ari

§1.2.1 Opportunities Arising from Linking Works Deliv-
ered Via Some Traditional Media Channel or Conduit to a
More Interactive System

The rapid adoption of the Internel and associated World
Wide Web has recently spurred interest in linking works,
delivered via traditional media channels or conduits, to a
more interactive system, such as the Internet for example.
Basically, such linking can be used to (a) promote commerce,
such as e-commerce, and/or (b) enhance interest in the work
itself by fucilitaling audience interaction or participation.
Commerce apportunities include, for example, facilitating
the placement of direct oxders for products, providing product
coupons, providing further information related to a product,
product placentent, etc.

In the context of e-commerce, viewers could request dis-
count vouchers or covpons for viewed products thal are
redeemable at the point of purchase. E-commerce applica-
tions also extend beyond advertisements, It is now common
for television shows to include product placements. For
example, an actor might drink a Coke rather than a Pepsi
brand of soda, actors and actresses might wear designer-
laheled clothing such as Calvin Klein, ete. Viewers may wish
to purchase similar clothing but may not necessarily be able to
identify the designer or the particular style directly from the
show. However, with an interactive capability, viewers would
be able to discover this and other information by going to an
associated Web site. The link to this Web site can be auto-
matically enabled using the invention described herein.

In the context of facilitating audience interaction or par-
ticipation, there is much interest in the converpence of tele-
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vision and computers, Convergence encompasses a very wide
range of capabilities. Although a significant effort is being
directed to video-on-demand applications, in which there is
unique video stream for each user of the service, as well as to
transmitting video signals over the Internet, there is also
interest in enhancing the television viewing experience. To
this end, there have been a number of experiments with inter-
active television in which viewers can participate in a live
broadcast. Thete are a variety of ways in which viewers can
participate. For example, during game shows, users can
answer the questions and their scores can be tabulated. In
recent reality-bascd programming such as the ABC television
game show, *Big, Brother”, viewers can vote on contestants
who must leave the show, and be eliminated from the com-
petition.

§1.2.2 Embedding Work Identifying Code or Signals
Within Works

Known techniques of linking works delivered via tradi-
tional media channels to a more interactive system typically
require some type of code, used to identify the work, to be
inserted into the work before it is delivered via such tradi-
tional media channels. Some examples of such inserted code
include (i) signals inserted into the vertical blanking interval
(“VBI™) lines of a (c.g., NTSC) television signal, (ii) water-
marks embedded into images, (iii) bar codes imposed on
images, and (iv) tones embedded into music.

The comunon technical theme of these proposed imple-
mentations is the insertion of visible or invisible signals into
the media that can be decoded by a computer. These signals
can contain a variety of information. In its most direct form,
the signal may directly encode the URL of the associated Web
site. However, since the alphanumeric string has variable
tength and is not a particularly efficient coding, it is more
common to encode a unique ID. The computer then accesses
2 dutabase, which is usually proprietary, and matches the ID
with the associated web address. This databasc can be con-
sidered a form of domain name server, similar to those
already deployed for nerwork addresses. However, in this
case, the domain name server is proprietary and the addresses
are unique I1D’s.

There are two principa] advantages 1o encoding a propri-
ctary identificr into content. First, as previously mentioned, it
is 2 more efticient use of the available bandwidth and second,
by directing all traffic 1o a single Web site that contains the
database, a company can maintain control over the technol-
ogy and gather useful statistics that may then be sold to
adveriisers and publishers,

As an example of inserting signals into the vertical blank-
ing interval lines of a television signal, RespondTV of San
Francisco, Calif. embeds identification information into the
vertical blanking interval of the television signal. The VBI is
part of the analog video broadcast that is not visible to tele-
vision viewers. For digital television, il may be possible to
cncode the information in, for example, the motion picture
experts group (“MPEG"”) header. In the USA, the vertical
blanking interval is currently used to transmit close-caption-
ing information as well as other information, while in the UK,
the VBI is used to transmit teletext information. Although the
close captioning information is guaranteed (o be ransmitted
into the home in America, unfortunately, other information is
not. This is becanse ownership of the vertical blanking inter-
val is disputed by content owners, breadcasters and local
television operators.

As an example of embedding watermarks into images,
Digimarc of Tualatin, Oreg. embeds watermarks in print
media. Invisible watcrmarks are newer than VBI inscrtion,
and have theadvantage of being independent of the method of
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broadeast. Thus, once the information is embedded, it should
remain readable whether the video is transmitted in NTSC,
PAL or SECAM analog formats or newer digital formats. It
should be more reliable than using the vertical blanking inter-
va in television applications. Unfortunately, however, water-
marks still require modification of the broadeast signal which
is problematic for a number of economic, logistical, legal
(permission o alter the content is needed) and quality control
(the content may be degraded by the addition of a watermark)
reasons.

As an example of imposing bar codes on images, print
advertisers are currently testing a technology that allows an
advertisement to be shown to a camera, scanner or bar code
reader that is connected 1o a personal computer (“PC™). The
captured image is then analyzed 1o determine an associated
Web site that the PC’s browser then accesses. For example,
GoCode of Draper, Utah embecds small iwo-dimensional bar
codes for print advertisements. The latter signal is read by
inexpensive barcode readers that can be connected to a PC.
AirClic of Blue Bell, Pa. provides a combination of barcode
and wireless communication to enable wireless shopping
through print media. A so-called “CueCat™ reads bar codes
printed in conjunction with advertisements and articles in
Forbes magazine. Similar capabilitics arc being tested for
television and andio media.

Machine-readable bar codes are one example of a visible
signal. The advantage of this technology is that it is very
mature. However, the fact that the signal is visible is often
considered a disadvantage since it may detract from the aes-
thetic of the work delivered via a traditional media channel or
conduit.

As an example of embedding tones into music, Digital
Convergence of Dallas, Tex. proposes to embed identification
codes into audible music tones broadcast with television sig-
nals.

All the forepoing techniques of inserting code into a work
can be categorized as active techniques in that they must alter
the existing signal, whether It is music, print, television or
other media, such that an identification code is also present.
There are several disadvantages that active systems share.
First, (here are aesthetic or fidelity issues assoctated with bar
codes, andible tones and watermarks. More importantly, all
media must be processed, before it is delivered to the end user,
to contain these active signals. Even if a system is enthusias-
tically adopted, the logistics involved with inserting bar codes
or watermarks into, say every printed advertisement, are for-
midable.

Further, even if the rate of adoption is very rapid, it never-
theless remains true that during the early deployment of the
system, most works will not be tagged. Thus, consumers that
are early-adopters will find that most media is not identified.
At best, this is frustrating. At worst, the naive user may
conclude that the system is not reliable or does not work al all.
This erroneous conclusion might have a very adverse effect
ou the adoption rate.

Furiher, not only must there be modification to the produc-
tion process, but modifications must also be made to the
equipment in & user’s home. Again, using the example of
walermarking of print media, 2 PC must he fitted with a
camers and watermark detection sofiware must be installed.
In the case of television, the detection of the identification
signal is likely to occur at the set-top-box—this is the equip-
ment provided by the local cable television or satellite broad-
casting company. In many cases, this may require modifica-
tions to the hardware, which is likely to be prohibitively
expensive. For cxaniple, the andible tone used by Dipital
Convergence 1o recognize television content, must be fed
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directly into a sound card in a PC. This requires a physical
connection between the television and the PC, which may be
expensive or at least inconvenient, and a sound card may have
to be purchased.

§1.2.3 Unmet Needs

In view of the foregoing disadvamages of inserting an
identification code into a work, thereby altering the existing
signal, there s u need for techniques of identifying a work
without the need of inserting an identification code into a
work. Such an identification code can then be used to invoke
a work-related action, such as work-telated commerce meth-
ods and/or to increase audience interest by facilitating audi-
ence interaction and/or participation.

§2. SUMMARY OF THE INVENTION

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-executable programs for linking a media work to an
action. Such embodiments might (a) extract features from the
media work, (b) determine an identification of the media
work based on the features extracted using a sub-linear time
scarch, such as an approximate nearcst neighbor scarch for
example, and (c) detennine an action based on the identifica-
tion of the media work determined. In some embodiments
consistent with the present invention, the media work is an
audio signal. The audio signal might be obtained from a
broadcast, or an audio file format. In other embodiments
consistent with the present invention, the media work is a
video signal. The video signal might be obtained from a
broadcast, or a video file format.

In some of the embodiments pertaining to audio files, the
audio (ile might be an mp3 file or some other digital repre-
sentation olan audio signal. The information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video file might be a video
work, and tiie information might include a title of the video
work, a director of the video work, znd numes of performers
in the video work.

§3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a process bubble diagram of operations that may
be performed in accordance with one version of the present
invention, in which intra-work information is used o identify
the wark.

FIG. 2 is a block diagram illustrating a first embodiment of
the present invention, in which inira-work information is used
10 identify the work.

FIG. 3 is 2 block diagram illustrating a second embodiment
of the present invention, in which intra-work information is
used 1o identify the work.

FIG. disablock dinpram illustrating a third embodiment of
the present invention, in which intra-work information is used
1o identify the work.

FIG. 5 is a process bubble diagram of operations that may
be performed in accordance with another version of the
present invention, in which extra-work information is used o
identify the work.

FIG. 6 is a block diagram illustrating a fourth embodiment
of the present invention, in which extra-work information is
nsed to identify the work.

FIG. 7is a block diagram illustrating a fifth embodiment of
the preseat invention, in which extra-work information is
used to identify the work,
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FIG. 8 is a block diagram illustrating an environment in
which the present invention may operate.

FIG. 9 is an exemplary data structure in which extra-work
information is associated with a work identifler.

FIG. 10 is an exemplary data structure including work- 3

related actions.
§4. DETAILED DESCRIPTION

The present invention may involve novel methods, appa-
ratus and data structures for identifying works without the
need of emhedding signals therein. Onee identified, such
information can be used to determine a work-related action.
‘The following description is presented to enableone skilled in
the art to make and use the invention, and is provided in the
context of particular embodiments and methods. Various
modifications to the disclosed embodiments and methods will
be apparent to those skilled in the art, and the general prin-
ciples set forth below may be applied to other embodiments,

methods and applications. Thus, the present invention is not ,

intended to be limited to the embodiments and methods
shown and the inventors regard their invention as the follow-
ing disclosed methods, apparatus, data structures and any
other patentable subject matter to the extent that they are
patentable,

§4.1 FUNCTIONS

The present invention functions to identily  work without
the need of inserting an identification code into a work. The
present invention may do so by (i) extracting features from the
work to define a feature vecter, and (ii) comparing the feature
vector to feature vectors associated with identified works.
Altematively, or in addition, the present invention may do so
by (i) accepting extra-work information, such as the time of a

query orofa rendering of the work, the geographic location at =

wlich the work is rendered, and the station that the audience
member has selected, and {ii) use such extra-work informa-
tion 1o lookup an identification of the work. In either case, an
identification code may be used to identify the work.

The present invention may then function to use such an
jdentification code (o initiate a work-related action, such as
tor work-related commerce methods and/or to ingrease audi-
ence interest by facilitating avdience interaction and/or par-
ticipation.

§4.2 EMBODIMENTS

Asjustintroduced in §4.1 above, the present inveation may
use intra-work information and/or extra-work information to
identify a work. Once identified, such identification can be
used to initiate an action, such as an acticn related to com-
merce, or facilitating audience participation or interaction.
Exemplary embodiments of the present invention, in which
work is recognized or identified based on intra-work infor-
mation, are described in §4.2.1. Then, exemplary embodi-
ments of the present invention, in which work is recognized or
identified based on extra-work information, are described in
§4.22.

§4.2.1 Embodiments in Which Work is Recognized
Based on Intra-Work Information

Such as a Feature Vector
Opermtions related to this embodiment are described in

§4.2.1.1 below. Then, various architectures which may be
used to effect such operations are described in §4.2.1.2,
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§4.2.1.1 Operations and Exemplary Methods and
Techniques for Effecting Such Operations

FIG. 1 is 4 process bubble diagram of operations thut may
be performed in accordance with one version of the present
invention, in which intra-work intormation is used to identity
the work. As shown, a work-identification information stor-
age 110 may inciude a number of items or records 112. Tach
item or record 112 may associate a feature vector of a work
114 with a, preferably unique, work identifier 116, The work-
identification information storage 110 may be generated by a
database generation operation{s) 120 which may, in tum, use
afeature extraction operation(s) 122 to extract features from
a work at a first time (WORKg,,,), as well as a feature-to-
work identification tagging operation(s) 124.

Further, work identilier-action information storage 130
may include a mmber of items or records 132. Each item or
record 132 may associate a, preferably unique, work identi-
fier 134 withassociated information 136, such as an action for
example. The work identifier-action information storage 130
may be generated by a database generation operation(s) 138
which may, for example, accepl manual entries,

As can be appreciated from the foregoing, the work-infor-
mation storage 110 records 112 and the work identification-
action 130 records 132 can be combined inte a single record.
That is, there need not he two databases. A single database is
also possible in which the work identifiet, or a feature vector
extracted from the werk, serves as a key and the associated
fietd comtains work-related information, such as a URL for
example.

The feature extraction operation(s) 140 can accept a work,
such as that being rendered by a user, at a second time
(WORK g,0), and exirael features from that work, The
extracted features may be used to define a so-called feature
vector.

The extracted features, e.g., as a feature vector, can be used
by a feature {vector) lookup operation(s) 150 to search for a
matching feature vector 114, If a match, or a match withina
predetermined threshold is determined, then the associated
work identifier 116 15 read.

The read work identifier can then be wsed by a work-
associated information lookup operation(s) 160 to retreve
associated information, such as an action, 136 associated with
the work identifier. Such information 136 can then be passed

5 toaction initiation operation(s) 170 which can perform some

action based on the associated information 136.

§4.2.1.1.1 Exemplary Techniques for Feature
Extraction

When the user initiates a request, the specific television or
radio broadeast or printed commercial, each of which is
referred to as a work, is [irst passed o the feature exiraction
operation. The work may be an image, an audio file or some
portion of an audio signal or may be one or more frames or
fields of a video signal, or a multimediasignal. The purpose of
the feature extraction operation is to derive a compact repre-
sentation of the work that can subsequently be used for the
purpose of recognition. Tn the case of images and video, this
feature vector might be a pseudo-random sample of pixels
from the frame or a low-resolution copy of the frame or the
average intensities of nxn blocks of pixels. It might also be a
frequency-based decomposition of the signal, such as pro-
duced by the Fourier, wavelet and or discrete cosine trans-
forms. It might involve principal component analysis. It
mightalso be 2 combination of these. Fortelevision and audio
signals, recognition might also rely on a temporal sequence of
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feature vectors. The recognition literature contains many dif-
ferent represcntations. For block-based methods, blocks may
be accessed at pseudo-random locations in each frame or
might have a specilic structure. For audio, common feature

vectors are based on Fourier frequency decompositions, but 3

otherrepresentations are possible. See, e.g., R.0O.DudaandP.
E. Hart, Pattern Classification and Scene Analvsis (Wiley-
Interscience, New York, 1973). See also K. Fukunaga, Intro-
duction to Statistical Pattern Recognition, 2nd Ed. (Aca-
demic Press, New York, 1990). {These relerences  are
incorporated hercin by refercnce.)

As previously stated, one object of the vector extraction
stage is to obtain a more concise representation of the frame.
For example, each video frame is initially composed of 480x
720 pixels which is equivalent to 345,600 pixels or 691,200
byles. In comparison, an exemplary {eature vector might only
consist of 1 Kbyte of data.

A second purpose of the feature extraction process is to
acquire a represelitation that is robust or invariant to possible
noise or distortions that a signal might experience. For
example, frames of 4 television broadcast may experience a
small amount ol jitter, .., horivontal and or vertical transla-
tion, or may undergo lossy compression such as by MPEG-2.
It is advantageous that these and other processes do not
adversely atfect the extracted vectors. For still images there
has been considerable work on determining image properties
thatare invarient to affine and other geometric distortions. For
example, the usc of Radon and Fourier-Mellin transforms
have been proposed for robustness against rolation, scale and
trans)ation, since these transtorms are either invariant or bare
a simple relation to the geometric distortions. See, e.g., C.
Lin, M. Wi, Y. M. Lui, I. A. Bloom, M. L. Miller, L. J. Cox,
“Rotation, Scale, and Translation Resilient Public Water-
marking for Tmages,” IEEE Transactions on Inage Process-

ing (2001). Sce also, .8 Pat. Nos. 5,436,653, 5,504,518, °

5,582,246, 5,612,729, and 5.621,454. (Bach of these refer-
ences is incorporated herein by reference.)

§4.2.1.1.2 Exemplary Techniques for Database
Generation and Maintenance

A number of possibilities exist for gencrating and main-
taining work identitication (WID) and identitication-action
1ranslation (WIDAT) databases. However, in ol cases, works
of interest are processed o exiract a representative feature
vector and this feature vector is assigned a unique identifier.
This unigue identifier is then entered into the work identifi-
cation (WID) database 110 as well as into the WIDAT data-
base 130 together with all the necessary associated data. This
process is referred 10 as tagging. For example, in the case of an
advertisement, the WIDAT database 130 might include the
manufacturer (Ford), the product name (Taurus), a product
category (automotive) and the URL associated with the Ford
Taurus car together with the instruction to translate the query
into the associated URL.

‘I'je determination of all works of interest and subsequent
feature vector extraction and tagging depends on whether
content owners are actively collaborating with the eatity
responsible forcreating and maintaining the database. [l there
is no collaboration, then the database entity must eollect all
works of interest and process and tag them. While this is a
significant effort, it is not overwhelming and is certainly
commercially feasible. Tor example, competitive market
research firms routinely tabulate all advertisements appeating
in a very wide variety of print media. Newspapers and maga-
zines can be scanned in and software algerithms can be
applied to the images to identity likely advertisements. These
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possible advertisements can then be compared with adver-
tisements already inthe WID database 110. Ifthere isa match,
nothing furiher need be done. If there is not a maich, the
image can be sent o a human to determine il the page does
indeed contain an advertisement. If' so, the operator can
instruct the computer 1o extract the representative feature
vector and assign it a nnique identifier, Then, the operator can
insert this information into the content identification database
and as well as update the corresponding WIDAT database 130
with all the necessary associated data. This is continually
performed as now magazines and papers include new adver-
tisements to maintain the databases. This is a cost to the
database entity. Television and radio broadeasts can also be
monitored and, in fact, broadcast menitoring is currently
performed by companies suchas Nielsen Media research and
Competitive Media Reporting, Television and radio broad-
casts differ from print media in the real-time nature of the
signals and the consequent desire for real-time recognition.
In many cases, advertisers, publishers and broadcasters
may wish to collaborate with the database provider. In this
case, [eature extraction and annotation and/or extra-work
information may be performed by the advertiser, advertise-
ment agency. network and/or broadcaster and this informa-
tion sent to the database provider to update the database.
Cleatly, this arrangement is preferable from the database
provider’s perspective. However, it is not essential.

§4.2.1.1,3. Exemplary Techniques for Matching,
Extracled Features with Database Entries

The extracted feature vector is then passed to a recognition
(e.g., feature look-up) operation, during which, the vector is
compated 1o entries of known vectors 114 in a content iden-
tification (WID) database 110. Tt is impentant to realize that
the matching ol extracted and known veclors is not cquivalent
to looking up a word in an cleetronic dictionary. Since the
exiracted veetors contain noisc or distortions, binary scarch
might not be possible. Instead, a statistical comparison is
often made between an extracted vector and each stored vec-
tor. Common satistical measures include linear correlation
and related measures such as correlation coeflicient, but other
methods can also be used including mutual information,
Euclidean distance and Lp-norms. These measures provide a
statistical measure of the confidence of the match. A threshold

5 can be established, usually based on the required false posi-

tive and false negative rates, such that if the correlation output
exceeds this threshold, then the extracted and known vectors
arc said to match. See, ¢.g., R. Q. Dudaand P. . Hart, FPatiern
Classification and Scene Analysis (Wiley-Interscience, New
York, 1973). See also, U.8. Pat. No. 3,919,474 by W. D.
Moon, R. J. Weiner, R. A. Hansen and R. N, Linde, entitled
“Troadeast Signal Identification System”. (Bach of these ref-
erences is incorporated herein by reference.)

If binary scarch was possible, then a database containing N
veetors would require at most log(N) comparisons, Unfortu-
nately, binary search is not possible when taking a noisy
signal and trying to find the most similar reference signal,
This problem is one of nearest neighbor search in a (high-
dimensional) feature space. In previous work, il was not
uncommeon to perform a linear searchof all N entries, perhaps
halting the search when the first match is found. On average,
this will require N/2 comparisons. If N islarge, thissearchcan
be computationally very expensive.

Other forms of matching include those based on clustering,

5 kd-trees, vantage point trees and excluded middle vantage

point forests are possible and will be discussed in more detail
later. See, e.g., P. N. Yianilos “Excluded Middle Vantage
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Point Forests for nearest Neighbor Search”, Presented at the
Sixth DIMACS Implementation Challenge: Near Neighbor
Searches workshop, (Jan. 15, 1999). See also, P. N. Yianilos,
“Locally lilling the curse of Dimensionality lor nearest
Neighbor Search” SODA 2000; 361-370. (Each of these ref-
erences is incorporated herein by reference.) Thus, for
example, a sub-linear search time can be achieved. Unlike the
kd-tree method which finds the nearest neighbor with cer-
tainty, randomized constructions, like the one described in P.
N. Yianilos, “Locally lifting the curse of Dimensionality for
nearest Neighbor Search” SODA 2000: 361-370, that succeed
with some specified probability may be used. One example of
a sub-linear time search is an approximate nearest neighbor
search. A nearest neighbor search always finds the closest
point to the query. An approximate nearest neighbor search
does not always [ind the closest point 1o the query. For
example, it might do so with some probability, or it might
provide any point within some siall distance of the closest
point.

If the extracted vector “matches” a known vector in the
contenl identification datahase, then the work has been iden-
tified. OF course, there is the risk that the mateh is incorrect,
This type of crror is known as a false positive. The false
positive rate can be reduced to any desired value, but at the
expense of the false negative rate. A false negative occurs
when the vector extracted from a work is not matched to the
database even though the work is present in the database.
There are scveral reasons why a work’s feature vector may
fail to match a feature vector databasc entry. First, the recog-
nition system may not be capable of 100% accuracy. Second,
the extracted vector will often contain noise as a result of the
transmission process. This noise may alter the values of a
Teature vecior (o the extent that a match is no longer possible,

Finally, there is the case where the observed work is not

present in the database. In this case, the work canbe senttoan 35

operator for identification and insertion in the database.
§4.2.1.1.4 Exemplary Work Based Actions

Assuming, that the work is correctly identified, then the
identifier can be used to retrieve ussoctated information from
the second work tdentification-action translation (WIDAT)
database 130 that contains information 136 associated with
the particular work 134. This information may simply be a
corresponding URL. address, in which case, the action can be
considered to be a form of network address translation. [Tow-
ever, in general, any information about the work could bhe
stored therein, together with possible actions to be taken such
as initialing an e-commerce transaction. After looking up the
work identifier 134 in the WIDAT database 130, an action is
performed on behalf of the user, examples of which has been
previously described.

In addition to using the system lo allow audience members
of a work to connect to associated sites on the Internet, a
number of other uses are possible. First, the work identifica-
tion database 130 allows competitive market research data to
be collected (e.g., the action may include logging an event).
T'or example, it is possible to determine how many commer-
cials the Coca Cola Company in the Chicago market sired in
the month ef June. This information is valuable to competi-
1ors such as Pepsi. Thus, any company that developed a sys-
tem as described above could also expect to generate revenue
from competitive market research data that it gathers.

Advertisers often wish to ensure that they receive the
advertising time that was purchased. To do so, they often hire
commercial verification services to verify that the advertisc-
ment or¢ommercial did indeed runat the expected time. T do
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so, currently deployed systems by Nielsen and CMR embed-
ded active signals in the advertiscment prior to the broadcast,
These signals are then detected by remote monitoring facili-
ties that then report back to a central system which commer-
cials were positively identified. See for example U.S. Pat. No.
5,629,739 by R. A. Dougherty entitled “Apparatus and
method for injecting an ancillary signal into a low energy
density portion of a color television frequency spectrum”,
1J,8. Pat. No. 4,025,851 by D. . Ilaselwood and C. M. Solar
entitled “Automatic monitor for programs broadeast”, US.
Pat. No. 5,243,423 by 1. P. Delean, D. Lu and R. Weissman,
entitled “Spread spectrum digital data transmission over TV
video”, and U.8. Pat. No, 5,450,122 by L. 1. Keene entitled
“In-station television program encoding and monitoring sys-
tem and method”. (Each of these patents is incorporated
herein by reference.) Active systems are usually preferred for
advertisement verification because the required recognition
accuracy is difficult to achieve with passive systems. The
passive monitoring system described kerein supports com-
meicial verification.

§$4.2.1.2 Exemplary Architectures

Three altcrnative architectural embodiments in which the
first technique may be employed are now described with
reference to FIGS. 2, 3, and 4.

FIG. 2 is a block diagram illustrating a first embodiment of
the present invention, in which intra-work information is used
{o identify the work and in which a sudience member device
210, such as a PC for example, receives and renders a work
that is consumed by an audience member (user). At some
point, the user may wish to perform a work-specific action
such as traversing 10 an associated Web site. Upon initiation
of this request, the computer 210 performs the operations
1404, 1504, 1602 and 170a, such as those shown inFIG. 1. To
reiterate, thesc operations include a feature eXtraction opera-
tion{s) 1404, teature vector lookup or matching operation(s)
150g in connection with items or records 112a in a work-
identification (WID) database 110a. If a matching feature
vector 114ais found, the work-associated information lookup
operation(s) 160a can use the associated work identifier 1164
lo accessing a work identification-action translation
(WIDAT) database 130a to retrieve associated information
1364, possibly including determining what action should be
performed.

As described above, the two databases might be integrated
into a single database. However, conceptually, they are
deseribed here as separate.

An example illustrating operations that can occur in the
first embodiment of FIG. 1, is now described. Considera print
application, in which say 10,000 advertisements are to be
recognized that appear in national newspapers and maga-
vines. I 1 Kbyte is required (o store each [eature veclor then
approximately 10 Mbytes of storage will be required for the
work identification database 110a. Such a size does not rep-
reseni a serious problem, in either memory or disk space, t©o
present personal computers.

An impertant issue then becomes recognition rate. While
this may he problematic, all the images are two-dimen-
sional—three-dimensional object recognition Is not required,
Of course, sincea low cost camera captures the printed adver-
tisernent, there may be a number of geometric distortions that
might be introduced together with noise. Nevertheless, the
application is sufficiently constrained that adequate recogni-

5 tion rates should be achievable with current state-of-the-art

computer vision algorithms. See, ¢.g, P. N. Yianilos
“Excluded Middle Vamtage Point Forests for nearest Neigh-
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bor Search™, Presented at the Sixth DIMACS Implementation
Challenge: Near Neighbor Scarches workshop, Jan. 15,1999,
See also, P. N. Yianilos “Locally lifting the curse of Dimen-
sionality fornearest Neighbor Search™ SODA 2000: 361-370.

(Each of these references is incorporated herein by refer- -

cnce.) Thus, for example, a sub-lincar scarch time can be
achieved. Unlike the kd-tree method which [inds the nearest
neighbor with certainty, randomized constructions, like the
one described in P N. Yianilos, “Locally lifting the curse of
Dimensionality for nearest Neighbor Search” SODA 2000:
361-370, that succeed with some specitied probability may be
used. One example of a sub-linear time search is an approxi-
mate nearest neighbor search. Estimates of the size of the
WIDAT database 130a depend on what associated informa-
tion {recall ficlds 136) is stored. If, for example, only a URL
address is needed, about 20 characters can typically represent
most URLs. Thus, the size of the WIDAT database 1304
would be less than 1 Mbyte.

The configuration just described with reference to FIG. 2
places all of the processing and data on cach user’s local
machine 210, A mumber ofalternative embodiments, in which
some or all of the storage and processing requirements are
performed remotely, will be described shortly.

As new works are created and made publicly available, the
databases residing on a user’s local computer become obso-
lete. Just as the database provider 240 must continually
update the databases in order to remain current, there is also
a need to update locul databases on devices at audience mem-
ber premises. This update process can be performed over the
Internet 230 in a manner very similar to how sofiware is
currently upgraded. 1t is not necessary to download an
entirely new database although this is an option. Rather, only
the changes need to be transmitted. During this update pro-

cess, theuser’s compuier 210 might also transmit information 35

to a central monitoring center 240 informing it of which
advertisements the computer user has queried. This type of
information is valuable to both advertisers and publishers. OF
course, ¢are must be taken to ensure the privacy of individual
users of the system. [owever, it is not necessary to know the
identity of individual users for the system 1o work.

FIG.3isablock diagram illustrating a sccond embodiment
of the present invention, in which intra-work information is
used to identify the work. Although the WIDAT database can
be quite small, as illustrated in the exemplary embodiment
described above with respect to FIG. 2, there is still the
problem of keeping this database current. While periodic
updates of the local databases may be acceptable, they
become unnecessary if’ the WIDAT database 1305 is at a
remote location 340, In this arrangement, illustrated in FIG.
3, after the local computer 310 identifies the wotk, it sends a
query to the remote WIDAT database 1305. The query may
contain the work identifier. The remote site 340 may then
return the associated information 136. Although the remote
WIDAT database 1305 needs 1o be updated by the database
provider, this can be done very frequently without the need
for communicating the updates to the local computers 310.

The second embodiment is most similar to active systems
in which an emhedded signal is extracted and decoded and the
identifier is used to interrogate a central database. Conse-
quently it has many of the advantages of such systems, while
avoiding the need to insert signals into all works. One such
advantage, is that the database provider receives real-time
information relating to users’ access patterns.

The WIDAT database 1305 might physically reside at more
than one lacation. In such a case, some requests will go to one
site, and other requests will go to another. In this way, over-

=3

—
o

ra
"

w
Y

h -
=]

S
w

12

loading of a single site by too many users can be avoided.
Other load balancing techniques are also applicable.

FIG. 4isablock diagram illustrating a third embodiment of
the present invention, in which intra-work information is used
(o identify the work. Recall that the WIDAT databuse may bhe
small relative o that work identification datsbase (WID). As
the size of the work recognition (WID) database increases,
the foregoing embodiments may become impractical. Con-
sider, for example, a music application in which it is desired
to identify 100,000 song titles. If it is again assnmed thata |
Khbyte vector can uniquely represent each song, then on the
order of 100 Mbytes is now needed. Tlis size is comparable
to large application programs such as Microsoft’s Office 2000
suite. Although this siill does not represent an inordinate
amount of disk space, if this data needs to reside in memory at
all times, then very few present machines will have adequate
resources. Clearly, at same poinl, the proposed archilectures
seales (o a point where requirements become impractical. In
this case, a further modification to the architecture is possible.

Since the storage and searching of the work-identifier
(WID) database reqnire the most computation and storage, it
may be more economical 10 perform these actions remotely.
Thus, for example, if'a user is playing an MP3 music file and
wants 10 go to a corresponding website, the MP3 file is passed
to anoperation that defernyines one or more feature vectors. In
the third embodiment, instead of performing the matching
locally 419, the one or more vectors are transmitted to a
central site 440 at which is stored the WID and WIDAT
dutabases 110 and 130¢ together with sulliciently powerful
computers to resolve this request and those of other computer
users, This configuration is illustrated in FIG. 4. Similarly, if
a user is playing an MPEG or other video file and wants to
initiate a work-related action, the video file is passed to an
operation 140c that extracts one or more feature vectors. The
entire video file need not be processed. Rather, il may be
sufficient to process only those frames in the temporal viein-
ity to the users request, i.c., to process the current frame and
or some number of frames before and after the current frame,
e.g.perhaps 100 frames in all. ‘T'he extracted feature vector or
feature vectors can then be transmiited to a central site 440
which ¢an resolve the request.

Afier successfully matching the feature vector, the central
site 440 can provide the user with information directly, or can
direct the user 10 another Web site that contains the informa-

5 tion the user wanis. In cases where the recognition is ambigu-

ous, the central site 440 might return information identifying
one al several possible malches and allow the user to select
the intended one.

The third embodiment is particularly atiractive i’ the cost
of extracting the feamre vector is small. In this case, it
becomes economical to have feature vector extraction 140cin
digital set-top-boxes and in video recorders 410. The latter
may be especially useful for the new generation of consumer
digital video recorders such as those manufactured by TIVO
and Replay TV, These devices already have access to the
Internet via a phone line. Thus, when someone watching a
recorded movie from television reacts to an advertisement,
the video recorder would extract one or more feature vectors
and transmil them 10 a central site 440, This site 440 would
determine i a mateh existed between the query vector and the
database of pre-stored vectors 110¢. If a match is found, the
central server 440 wounld transmit the associated informaticn,
which might include a Web site address or an 800 number for
more traditional ordering, back to the audience user device
410. Of course, a consumer device 410 such as a digital video
recorder might alsostore personal information of the owner to
facilitate online e-commerce. Such a device 410 could siore
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the owner’s namre, address, and credit card information and
automatically transmit them to an on-line store to complete a
purchase. Very little user interaction other than to authorize
the purchase might be needed. This typeof purchasing may be
very convenient to consumers.

Another advantage of the third embodiment is that it obvi-
ates the need o update local databases while, at the same
time, the centrally maintained daiabases can be kept current
with very frequent updating.

§4.2.2 Embodiments in which Work is Recognized
Rased on Extra-Work Information

Operations related to this embodiment are described in
§4.2.2.1 below. Then, various architectures which may be
used to effect such eperations are described in §4.2.2.2.

Ifthe cost of extracting a feature vector is too large, then the
cost of deploying any of the embodiments described in §4.2.1

above may be prohibitive. 'This is particularly likely in very ,

cost sensitive consumer products, including set-top-boxes
andl nex! generation digital VCR’s. Acknowledging this fuct,
a different technique, one that is particularly well suited for
broadcasted media such as television and radio as well as to

content published in magazines and newspapers, is now 2

described. This technique relies on the fact that a work need
not be identified by a feature vector extracted from the work
(which is an example of “intra-work information™), but can
also be identified by when and where it is published or broad-
cast (which are examples of “extra-work information™)

An example serves to illustrate this point. Consider the
scenario in which a viewer sees a television commercial and
responds 1o it. The embodiments described in §4.2.1 above
required the user device (e.g., 4 compuler or sel-lop-box)

210/310/410 to extract a feature vector, Such an cxtracted 35

vector was attempted 10 be matched to another feature
vector(s), either locally, or at a remote site. In the embodi-
ments using a remote site, if the central site is monitering all
television broadcasts, then the user’s query does not need 1o
inelude the feature vector, Instead, the query simply needs to
identify the time, geographic location and the station that the
viewer is watching. A central site can then determine which
advertisement was airing at that moment and, once again,
return the associated information, The same is true for radio
broadcasts. Moreover, magazines and newspapers can also be
handled in this manner. Here the query might include the
name cf the magazine, the month of publication and the page
number.

§4.2.2.1 Operations and Exemplary Methods and
Techniques for Effecting Such Operations

FIG. § is 4 process bubble diagram of operations that may
be performed in accordance with anather version of the
present invention, in which extra-work information is used to
identify the work. As shown, a query work-identification
(QWID) information storage 510 may include a number of
items or records 512, Cach item or record 512 may associate
extra-work information 514, related 10 the work, witha, prel-
erably unique, work identifier 516. The query work-identifi-
cation (QWID) information storage 510 may be generated by
a database generation operation(s) 520.

Further, work identifier-action information (WIDAT) stor-
age 530 may include a number of items or records 532, Each
itent or record 532 may associate a, preferably unique, work
identifier 534 with associated information 536, such as an
action for example. The work identifier-action (WIDAT)
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information storage 530 may be generated by a database
generation operation(s) 538 which may, for example, accept
manual entries.

As can be appreciated from the foregoing, the query work-
information (QWID) storage 510 records 512 and the work
identification-action (WIDAT) storage 530 records 532 can
be combined into a single record.

The extra-work information aggregation {e.j5., query gen-
eration) operation(s) 540 can aceepl a information related 1o
a work, such as the time of a user request or of a rendering of
the work, the geographic location at which the work is ren-
dered, and the station that the andience member has selected,
and generate a query from such extra-work information.

The query including the extra-work information can be
used by a Jookup operation(s) $50 to scarch for a “matching”
sct of information 514. If a match, or a match within a pre-
determined threshold is determined, then the associated work
identifier 516 is read.

The read work identifier can then be uwsed by a work-
associated information lookup operation(s) 560 to retrieve
associated information, such as an action, 536 associated with
the work identifier. Such information 536 can then be passed
to action initiation operation(s) 570 which can perform some
action based on the associated information 536.

If the extra-work information of a work is known (in
advance), generating the query work identifier (QWID) infor-
mation 510 is straight-forward. 1T this were always the case,
an intra-work information-bascd recognition operation
would not be needed. However, very ofien this is not the case.
For example, local television broadcasts typically have dis-
crefion to insert local advertising, as well as national adver-
tising. Thus, it often is not possible to know in advance when,
on what station, and where a particular advertisement will
play.

Insuch instances, areal-time (e.g., centralized) monitoring
facility 580 may be used to (i) extract feature vectors from a
work, (ii) determine a work identifier 116 from the extracted
features, und (iii) communicale one or more messages 590 in
which exira-work information (e, time, channel, geo-
graphic market) 592 is associated with a work identifier 594,
1o operation(s) 520 for generating query work identification
(QWID) information 510,

§4.2.2.1.1 Exemplary Extra-Work Information

In the context of national broadeasts, geographic informa-
tion may be needed to distinguish between, tor example, the
ABC television broadcast in Los Angeles and that in New
York. While both locations broadcast ABC's programming,
this progranmuning airs at different times on the Gast and West
coasts of America. More importantly, the local network affili-
ates that air ABC’s shows have discretion 1o sell local adver-
tising as well as a responsibility to broadcast the national
commercials that ABC sells. In short, the works broadcast by
ABC in Los Angeles can be different from that in other
geographic locations. Geographic information is therefore
useful to distinguish between the different television markets.
In some circumstances, geographic information may not be
necessary, especially in parts of the world with highly regu-
lated and centralized broadecasting in which there are not
regional differences.

§4.2.2.1.2 Bxemplary Techniques for Generating
Databases

FIG. 5 illustrates a third databasc 510 referred to as the
query to work identification (QWID) database. This database
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510 maps the query {e.g., in the form of time, location and
channel information) into a unique 1D that idenlifies the per-
ceived work. The QWID 510 and WIDAT 530 databases
might not be separate, but for clarity will be considered so.
After retrieving the unique work identifier 512 from the
QWID database 510, the identifier can be used to access the
WIDAT database 530. This is discussed in more detail later,

As introduced above, although it appears that this architec-
ture does not require a recognition facility, such a facility may
be needed. The feature extraction operation(s) 1404, as well
as the work identification operation(s) 1504 and other data-
bases 1104, may be moved to one or more remiote sites S80.

Although TV Guide and other companies provide detailed
information regarding what will be broadcast when, these
scheduling guides do not have any information regarding
what advertisements wilj air when. In many cases, this infor-
mation is unknown until a day ot so before the broadeast.
Even then, the time slots that a broadcaster sells to an adver-
tiser only provide a time range, e.g. 12 pm 10 3 pm. Thus it is
unlikely that all commereials and aired programming can be
defermined from IV schedules and other sources prior to
transmission. Further, occasionally programming schedules
are altered unexpectedly due to live broadeasts that overrun
their time slots. This is common in sports events and awards
shows. Another example of interrupts 10 scheduled program-
ming oceurs when a particularly important news event oceurs.

During transmission, it may therefore be necessary for a
ceniral site 580 1o determine what work is being broadcast
and to update its and/or other's database 520 accordingly
based on the work identified 594 and relevant extra-work
information 592. There are a variety of ways that this can be
accomplished.

First, it may be economically feasible to manually monitor
all television stations that are of interest, and manually update
the database with information regarding the work being
monilored. In fact, Nielsen used such procedures in the early

1960°s for the company 1o tabulate competitive market data, 3

More (han one person can be employed 1o walch the same
channel in order to reduce the error rate, It should be noted
that the recent ruling hy the FCC that satellite broadeasters
such as DirecTV, Dishl'V and EchoStar can carry local sta-
tions significantly reduces the cost of monitoring many geo-
graphic markets. Currently, DirecTV, for example, camries the
four main local stations in each of the 35 largest markets,
Thus, these 4x35=140 channels can all be monitored from a
single site 580. This site would be provided with satellite
receivers (o obtain the television channels.

Unfortunately, however, humans are error prone and the
monitoring of many different stations from many difTerent
geographic locations can be expensive, In order to automate
the recoguition precess, a central site 580 could employ a
computer-based system to perform automatic recognition.
Because the recognition is centralized, only one or a few sites
are needed. This is in comparson with the first architecture
we described in which a complete recognition system was
required in every user’s home or premise. This centralization
makes it more economic 1o employ more expensive comput-
crs, perhaps even special purpose hardware, and more soplids-
ticated sofiware algorithms. When video frames or clips can-
not be identified or are considered ambiguous, this video can
be quickly passed 10 human viewers to identify. Further, it
should be possible for the automated recognition system to
use additional information such as television schedules, time
of day, etc in order to improve its recognition rate.

§4.2.2.1.2 Exemplary Techniques for Generating
Queries Based on Gxtra-Work Information

At the audience member (user) premises, all that is needed
is for the device to send a query to a database-server with
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information that includes extra-work information, such as
geographic location, time and channel, Usually, this extra-
work information would be transmitted in real-time, whije the
work (e.g., an advertisement) is being broadcast, However,
this is not necessary. If the television does not have access to
the Internet, and most TV's do not yet, then an andience
member (user) may simply remember or record which chan-
nel he or she was viewing at what time. In fact, the user device
could store this information for later retrieval by the user. At
4 convenient later fime, the user might access the Intemet
using a home PC. At this time, he or she can query the
database by entering this extra-work information (e.g.,
together with geographic information) into an application
program or a web browser plug-in.

Another possibility is allowing an audience member (user),
al the time he or she is consuming (e.g., viewing, reading,
listening to, etc.) the work, to enter query information into a
handheld personal digital assistant (“PDA”) such as & Palm
Pilot, so as not to forget it. This information can then be
manually transferred to a device connected to a network, or
the information can be transferred automatically using, for
example, infrared communications or via a physical link such
as acradle. Recently, PDAs also have some wireless network-
ing capabilities built in, and thus might support direct access
to the information desired. Further, sofiware is available that
allows a Palm Pilot or other PDA to function as a TV remote
contro] device. As such, the PDA already knows the time of
day and channel being viewed. It also probably knows the
location of the audicnce member, since most PDA users
include their own name and address in the PDA's phonebook
and jdentify it as their own. Thus, with one or a few clicks, an
audience member PDA user could bookmark the television
conlenthe or sheis viewing. I[the PDA is networked, then the
PDA can, itself, retrieve the associated information immedi-
ately. Otherwise, the PDA can transfer this bookmarked data
to a networked device, which can then provide access to the
central database.

§4.2.2.2 Exemplary Architectures

FIG. 6 35 a block diagram illustrating & fourth embodiment
of the present invention, in which extra-work information is
used to identity the work. As shown, an extra-work informa-
tion aggregation operation 540a may be eftected on a device
610, such as a PC, at the audience member (user) premises.
The various databases 510a, 5304, and 110e, as well as the
databuse generation operation(s) 520a/538a, the lookup
opcration(s) 550a and the work-associated information
lookup operation(s) 560z may be provided at one or more
centralized monitoring and query resolution centers 640.

FIG. 7is ablock diagram illustrating a fifth embodiment of
the present invention, in which extra-work information is
used lo identify the work. This fifih embodiment is similar to
the fourth cinbodiment illustrated in FIG. 6 but here, the
monitoring center 740a and query resolution center 7405 are
separate,

These embodiments have many advantages for television
and radie broadeasters who desire to provide Internet links or
other aetion. First, the audience member (user) equipment,
whether it is a computer, sei-top-box, television, radio,
remote control, personal digital assistant (pda), cell phone or
other device, does not need to perform any processing of the
received signal. As such, there is almost no cost involved to
equipment manufacturers.

These last embodiments have some similarity with ser-
vices such as those provided by the companies Real Names of
Redwood City, Calif,, America Online (*AOL™) and espe-
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cially iTag from Xenote. The popular press has reported on
the difficulties associated with assigning domain names. The
simplest of these problems is that almost all the one-word
names in the *.com” category have been used. Consequently,
domain names can often be difficult to remember. To alleviate
this problem, RealNames and AOL provide akernative, pro-
prietary name spaces (AOL calls these keywords). For a fee,
a company may register a name with these companies. Thus,
rather than type the URL hitp://www.bell-labs.com, the
simple keyword “bell” might be sulficient 1o aceess the same
Web site. These capabilitics arc convenient to users, How-
ever, these systems are very different from the fourth and fifih
embodiments described. First, and foremost, these systems
are not designed to identify content. Rather, they are simply
alternative network address translation systems based on eas-
ily remembered mnemonics which are sold (o interested com-
panies. As such, the user is still expected to typeinan address,
but this address is easier to remember than the equivalent
URL. In contrast, while a user may manually enter the infor-
mation describing the work, the preferred embodiment is for
the computer, set-top-hox or other device 1o automatically
generate this information. Further, the mapping ol keywords
to network addresses is an arbitrary mapping iaintained by
AQL or Real Names. For example, the keyword “bell” might
just as reasonably point to the Web site for Philadelphia’s
Liberty Bell as o Lucent’s Bell Labs. In contrast, the query
used in the fourth and fifth embodiments is designed to con-
tain all the necessary data to identify the work, e.g. the time,
place and television channel during which the work was
broadcast. There is nothing arbitrary about this mapping. It
should also be pointed out that the proposed system is
dynamic-—the same work, e.g. a commercial, potentially has
an infinite number of addresses depending on when and
where it is broadeast. If an advertisement airs 100,000 unigue

times, then there are 100,000 different queries that unigucly

identify it. Moreover, the exemplary query includes naturally
oceurring information such as time, place, channel or page
number. This is not the case for AOL or RealNames, which
typically assigns one or more static keywards to the address
ol a Web site,

Xenote's iTag system is designed to identify mdio broad-
casts and uses a query similar to that which may be used in the
fourth and fifth embodiments, i.e. time and station informa-
tion. However, the work identification information is not
dynamically construeted but is instead based on detailed pro-
gram scheduling that radio stations must provide it. As such,
it suiters from potential errors in scheduling and requires the
detailed cooperation of broadcasters. While the fourth and
{ifth embodiments might choose to use program scheduling
information and other ancillary information to aid in the
recognition process, they do not exclusively rely on this. The
concept of resolving 4 site name by recognizing the content is
absent from the above systems.

§4.2.3 Exemplary Apparatus for Audience Member
(User) Premise Device

While personal computers may be the primary computa-
lional device al a user’s location, il s not essential to usea PC.
This is especially true of the embodiments depicted in FIGS.
6 and 7, which do not require the content, e.g. video signal, 1o
be processed. Instead, only a unique set of identification
parameters such as time, location and channel are provided to
identify the perceived Work. Many forms of devices can
therefore take advantage of this configuration.

As previously noted, personal digital assistants (PDAs) can
be used to record the identification information. This infor-
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mation can then be transterred to a device with a network
communication such as a PC. However, incteasingly, PDAs
will already have wireless network communication capabili-
ties built-in, a8 with the Palm VTI PDA. These devices will
allow immediate communijcation with the query resolution
center and all information will be downloaded to them or they
can participate in facilitating an e-commerce transaction.
Similarly, wireless telephones are increasingly offering web-
enabled capabilities. Consequently, wireless phones could be
programmed o act as a user interface.

New devices can also be envisaged, inciuding a universal
remole control for home entertainment systems with a LCD
or other graphical display and a network connection. "This
connection may be wireless or the remote control might have
a phone jack that allows it to be plugged directly o an
existing phone line. As home networks begin 1o be deployed,
such devices can be expected to communicate via an inex-
pensive interface to the home network and from there to
access the Internet.

In many homes, it is not uncommon for a computer and
television to be used simullaneously, perhaps in the same
room. A person waltching television could install a web
browser plug-in or applet that would ask the user to identify
his location and the station being watched. Then, periodically,
every 2(tseconds for example, the plug-in would update a list
of web addresses that are relevant to the television programs
being watched, including the commercials. The audience
member would then simply click on the web address of inter-
st to obtain further information. This has the advantage that
the viewer does not have to guess the relevant address asso-
clated with a commercial and, in fact, can be directed to a
more specialized address, such as www.fordvehicles.com/
ibv/tausrus2k ash/flash Litml, rather than the generic www-
Jord.com site. Of course, this applet or plug-in could also
provide the database entity with information reparding, what
is being accessed from where and at what time. This infor-
mation, as noted earlier, is valuable to advertisers and broad-
casters. For PC’s that have infra-red communication capabili-
ties, it is straiphtforward to either control the home
enfertainment center from the PC or for the PC 1o decode the
signals from a conventional remote control. Thus, as a user
changes channels, the PC is able to automatically track the
channel changes.

Recording devices such as analog VCR's and newer digital

5 recording devices can also be exploited in the embodiments

depicled in FIGS. 6 and 7, especially il device also record the
channel and time information for the recorded content. When
4 user initiates a query, the recorded time and channel, rather
than the current time and channel, then form part of the
identification information. .

Digital set-top-boxes are also expected to exploit the capa-
bilities described herein. In particular, such devices will have
two-way communication capabilitics and may even include
cable modem capabilities of course, the two-way communi-
cation need not be over a lelevision cable. For example,
satellite set-top-boxes provide up-link communications via a
telephone connection. Clearly, such devices provide a conve-
nient lecation to enable the services described herein. More-
over, such services can be provided as pant of the OpenCable
and DOCSIS (data over cable service interface specification)
initiatives,

§4.2.4 Information Retrieval Using Features
Extracted from Audio and/or Video Works

Soure embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
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puter-executable program for providing information about an
audio file or (a video file) played on a device. Such cmbodi-
ments might (a) extract features from the audio (orvideo) file,
(b) communicate the features to adatabase, and (c) receive the
information about the audio {or video) file from the database.
1n some embodiments consistent with the present invention,
the act of extracting the features is performed by a micropro-
cessor of the device, and/er a digital signal processor of the
device. The received information might be rendered on an
output (e.g- a monitor, a speaker, etc.) of the device. The
received information might be stored (e.g., persisiently)
locally on the device. The information might be stored on a
disk, or non-volatile memory.

1n some cf the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
scntation of an audio signal, The information might include a
song title, an album title, and/or a performer pame.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video file might be u video
wark, and the information might include 1 title of the video
work, a director of the video work, and names of performers
in the video work.

§4.3 OPERATIONAL EXAMPLES

An example illustrating operations of an exemplary
embodiment of the present invention, that uscs intra-work
information to identify the work, is provided in §4.3.1. Then,
an example illustrating operations of an exemplary embodi-
ment of the present invention, that uses extra-work informa-
tion to identify the work, is provided in §4.3.2.

§4.3.1 Operationa! Example where Intra-Work
Information is Used to Tdentify the Work

A generic system for monitoring television commercials is
now described. Obviously, the basic ideas extend beyond this
specific application.

The process of recognition usually begins by recognizing
{he start of 2 commercial, This can be accomplished by lonk-
ing for black video frames before and aftera commercial. If a
number of black frames are detected and subsequently a
similar number are detected 30 seconds later, then there is a
good chance that a commercial has aired and that others will
follow. It is also well known than the average sound velume
during commercials is higher than that for television shows
and this too can be used as an indicator ofacommereial. Other
methods can also be nsed. The need to recognize the begin-
ning of a commercial is not essential. However, without this
stage, all television programming must be assumed to be
commercials. As such, all video frames must be analyzed.
The advantage of delermining the presence ola commercial is
that less video content must be processed. Since the percent-
age of advertising time is relatively small, this can lead 10
considerable savings. For example, commercials can be buff-
ered and then subsequently processed while the television
show is being broadeast. This reduces the real-time require-
ments ofa system at the expense of buffering, which requires
memory or disk space. Of course, for the applications envi-
sioned Lierein, a real-time response to a user requires real-time
processing.

Once it is determined that an advertisement is being broad-
cast, it is necessary To analyze the video frames. Typically, a
compact representation of each frame is extracted. This vec-
tor might be & pseudo-random sample of pixels from the
frame or a low-resolution copy of the frame or the average
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intensities of nxn blocks of pixels. It might also be a fre-
quency-based decomposition of the signal, such as produced
by the Fourier, Fourier-Mellin, wavelet and or discrete cosine
transforms. It might involve principal component analysis or
any combination (hereof. The recognition literature conlaing
many di fferent represcntations. For block-based methods, the
nxn blocks may be located at pseudo-random locations in
each frame or might have a specific structure, e.8. a complete
tiling of the frame. The feature vector might then be com-
posed of the pixels in each block or some property of each
block, e.g. the average intensity or a Fourier or other decom-
position of the block. The object of the vector extraction stage
is 1o obtain a more concise representation of the frame, Fach
frame is initially composed of 480x720 pixels which is
equivalent to 345,600 bytes, assuming one byte per pixel. In
comparison, the feature vector might only consist of 1 Kbyte
of data. For example, if each {rame is completely tiled with
16x16 blocks, then the number of blocks per frame is 3435,
600/256=1350. It the average intensity of each block consti-
tutes the feature vector, then the feature vector consists of
1350 bytes, assuming 8-bit precision for the average Intensity
values, Altemnatively, 100 16x16 blocks can be pseudo-ran-
domly located on cach frame of the video. For each of these
100 blocks, the first 10 DCT cocfficients can be determined.
The feature vector then consists of the 100x10=1000 DCT
coefficients. Many other variations are also possible. In many
media applications, the content possesses strong temporal
and spatial correlations. If necessary, these correlations can
be eliminated or substantially reduced by pre-processing the
content with 2 whitening filter.

A second purpose of the feature extraction process is to
acquire a representation that is robust or invariant to possible
noise or distortions that a signal might experience. Tor
example, frames of a television broadeast may experience a
small amount of jiticr, i.¢. horizontal and or verlical transla-
tion, or may undergo lossy compression such as MPEG-2. It
is advantageous, though not essential, that these and other
processes do not adversely affect the extracled vectors.

Each frame’s feature vector is then compared with a data-
base of known feature vectors. These known vectors have
previously been entered inlo a contenl recognition databuse
together with a unique identifier, If a frame’s vector matches
a known vector, then the commercial is recognized. Of
course, there is the risk that the match is incorrect. This type

5 oferroris knownas a false positive. The false positive rate can

be reduced to any desired value, but at the expense of the false
negative rate. A fulse negative occurs whena frame’s vectoris
not matched to the database even though the advertisement is
present in the database. There are several reasons why a
frame's feature vector may fail to match. First, the recogni-
tion system may not be capable of 100% accuracy. Second,
the extracted veciar will contain noise as a resull of the
transmission process. This noise may alter the values of a
feature vector to the extent that a match is no longer possible.
Finally, there is the case where the observed comunercial is
not yet present in the database. In this case, it is necessary to
store the commercial and pass it (e.g., to a person) for iden-
tification and subsequent entry in the database.

Itis important to realize thal the matching of extracted and
known veetars is nol cquivalent o looking up a word in an
electronic dictionary. Since the extracted vectors contain
noise or distortions, binary search is often noi possible.
Instead, a statistical comparison is often made between an
extracted vector and each stored vector. Common statistical
measures include linear correlation and related measures
such as corrclation cocfficient, but other methods can also be
used, including clustering techniques. See, e.g., the Dudaand
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Hart reference. These measures provide a statistical measure
of the confidence of the match. A threshold can be estab-
lished, usually based on the required false positive and nega-
tive rates, such that if the correlation output exceeds this
threshold, then the extracted and known vectors are said 1o
match.

It binary search was possible, then a database containing N
vectors would require at most log(N) comparisons. However,
in current advertisement monitoring applications there is no
discussion of efficient search methods, Thus, a linear search
of all N eniries may be perfonned, perhaps halting the search
when the first match is found. On average, this will require
N/2 comparisons. If N is large, this can be computationally
expensive. Consider a situation in which one out of 100,000
possible commercials is to be identified. Bach 30-second
commereial consists of 900 video frames. If all 900 frames
are stored in the dalabase, then N=90,000,000. Even if only
every 107 video frame is stored in the database, its sive is still
nine million. While databases of this size are now common,
they rely of efficient search to access entries, i., they do not
perform a linear search. A binary search of a 90,000,000-item
database requires less than 20 comparisons. In contrast, a
linear search will require an average of 45,000,000!

With 9 million cntries, if each vector is 1 Kbyte, then the
storage requireiment is 9 Gigabytes. Disk drives with this
capacity are extremely cheap at this time. However, if the
database must reside in memory due to real-time require-
ments, Then this still represents a substantial memory require-
ment by today's standards. One reason that the data may need
to be stored in memory is because of the real-time require-
ments of the database. If 10 channels are belng simulia-
neously monitored within each of 50 geographic areas, then
there will be 15,000 queries per second to the content recog-
nition database, assuming each and every frame is analyzed.

This query rale is low. However, il a linear scarch is per-

formed then 675 billion comparisons per second will be
required. This is an cxtremely high computational rate by
today’s stendards. Bven if only key frames are analyzed, this
is unlikely to reduce the compuiational rate by more than an
order of magnitude.

If an adverlisement is not recugnized, then typically, the
remote monitoring system will compress the video and trans-
mit it back to a central oftice. Here, the clip is identified and
added to the database and the remote recognition sites are
subsequently updated. Identification and annotation may be
performed manually. However, automatic annotation is also
possible using optical character recognition sofiware on each
frame of vidco, specch recognition software, close captioning
information and other information sources. As these methods
improve in accuracy, it is expected that they will replace
manual identification and anhotation.

The recognition system described can be considered to be
a form of nearest neighbor search in a high dimensional
feature space. This problem has been very well studied and is
known to be very difficult as the dimensionality of the vectors
increases. A number of possible data structures are applicable
including kd-trees and vantage point trees. These data struc-
tures and associated search algorithms organize a N-point
dutaset (N=90,000,000 in out previous example) so that sub-
linear time searches can be performed on average. However,
waorst-case search times can be considerably longer. Recently,
Yianilos proposed an excluded middle vantage point forest
for nearest neighbor search. See, e.g,, the Yianilos reference.
This data structure guarantees sub-linear worst-case search
times, but where the search is now for a nearest neighbor
within a fixed radivs, T. The fixed radius scarch means that if
the database contains a vector that is within T of the query,
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then there is a match. Otherwise, no match is found, In con-
trast, traditional vantage point trees will always returna near-
est neighbor, even if the distance between the neighbor and
the query is very large. In these cases, ilthe dislance between
the query and the nearest neighbor exceeds a threshold, then
they are considered not to match. This is precisely what the
excluded middle vantage point forest implicitly does.

Using an excluded middle vantage point forest, will allow
accurate real-time recognition of 100,000 broadcasted adver-
lisements. This entails construeting an excluded middle van-
tage point forest based on feature vectors exiracted from say
90,000,000 frames of video. Of course, using some form of
pre-filtering that eliminates a large number of redundant
frames or frames that are not considered to be good unique
identifiers can reduce this number. One such pre-filter would
be to only examine the I-frames used when applying MPEG
compression. However, this is unlikely to reduce the work
identification database (WID) size by more than one order of
magnitude. Assuming 10 channels are monitored in each of
50 geographic regions, then the query rate is 15,000=1 0x50x
30 queries per second.

§4.3.2 Operational Example where Extra-Work
Information is Used to Identify the Work

FIG. 8 depicts a satellite television broadcast system 800,
though cable and traditional broadcast modes are also appli-
cable. Block 810 represents audience members (users) waich-
ing a TV channel in their home, which also has a conmection
812 to the Internet 820, Other networks are also possible. The
satellite broadeasts are also being monitored by one or more
television monitoring centers $40a. These centers 840a may
monitor all or a subset of the television channels being broad-
cast. They are not restricted to monitoring satellite TV broad-
casts bul may also monitor cable and traditional terrestrial
broadcasts. The primary purpose of these monitoring centers
8404 is to identify the works being broadeasted, Of particular
interest are television advertisements. However, other works,
or portions thereof, may also be identified. Each time a new
sepment of a work is identified, the monitoring system or
systems 84fa update one or more database centers 8405,
informing them of the time, place, channel and identity of the
identified segment. The segment may be a complete thirty
second commercial or, more likely, updates will occur more

5 frequently, perhaps at a rate of 1 update per second per chan-

nel per geographic location. The database center 8405
updates its dalabase so thal gueries can be efficiently
responded to in sub-lincar time.

The database centers 8405 can use traditional database
technclogy. In general, the query search initiated by an audi-
ence member is not a nearest neighbor search but can be a
classical textual search procedure suchas a binary search. The
nearest neighbor search is appropriste for the monitoring
sub-system 840a. The databasc centers 8405 are contimaally
updated as each new advertisement, television show or por-
tion thereof is recognized. Standard updating algorithuns can
be used. However, random new entries to the dalabase are
unlikely. Rather, each new eniry, or set of entries, denotes 4
new time segment that is later than all previously inserted
items. As such, each new entry can he appended to the end of
the database while still maintaining an ordered data structure
that is amenable to binary and other efficient search tech-
niques. If two eniries have the same time in their time field,
items can be sorted based on secondary fields such as the
channel and geographic location, as depicted in FIG. 9. Since
the nurmber of such entries will be relatively small compared
with the entire database, it may be sufficient to simply create
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a linear linked list of such entries, as depicted in FIG. 9. Of
course, the size of the database is constantly increasing, As
such, it may become necessary to have several levels of stor-
age and caching. Given the envisaged application, most user
gueries will be for recent entries. Thus, the datubase may keep
the last hours worth of entries in memory. If there is one entry
per second for each of 100 channels in 100 geographic loca-
tions, this would correspond to 3600x100x100=36,000,000
entries which is easily accommodated in main memory.
Cntries that are older than one hour may be stored on disk and
entries older than one week may be archived {e.g., backed up
on tape) for example, The entries to this database can include
time, location and channel information together with aunique
identifier that is provided by ihe monitoring system. Of
course, additional fields for each entry are also possible.

When a vser query is received, the time, channel and geo-
graphic information ave used (o retrieve the corresponding
unigue identifier that is then used 1o access & second database
that contains information associated with the identified work,

An entry 1000 in this second database is depicted in FI1G.
10, which shows that associated with the unique identifier
1010, the name of a product 1020, a product category 1030,
the manufacturer 1040 and the commercial's associated web
sitc 1050. Many other data ficlds 1060 arc also possible. Such
additional fields may include fields that indicate what action
should be taken on behalf of the requesting user. Example
actions include simply redirecting a request to an associated
Web site, or initiating an e-commerce transaction or provid-
ing an associated telephone number that may be automati-
cally dialed if the querying device is a cell phone or display-
ing additional information to the user. This database is likely
to be updated much less frequently, perhaps ouly as often as
once or twice a day, as batches of new advertisements are
added to the system. Alternatively, it might be updated as each
new advertisement is added 1o the system.

An audience member (user) 810 watching a television
commercial for example may react ta the advertisement by
initiating a query to the database center 8404, The device
whereby the user initiates the query might be a television or
sef-top-box remote control, or a computer or a wireless PFDA
ora (WAP-enubled) cell phone or a specialized device. Typi-
cally, the query will oceur during the airing of the commercial
or a shortly thereatter. However, the time between the broad-
casting of the advertisement and the tinte of the associated
query is not critical and can, in some instances be much
longer. For example, the andience member might bookmark
the query information in a device such as a PDA or a special-
ized device similar to those developed by Xenote for their Itap,
radio linking. Later, the audience member may transmit the
query to the database center 8404. This might happen hours or
even days later.

The query contains information that the database center
8405 uses to identify the work being viewed, This informa-
tion might inchade the time and place where the audience
member was, together with the chaunel being viewed. Other
identifying information is also possible. The query may also
contair: additional information that may be used to facilitate
the user’s transaction and will include the retum address of
the user. For example, if the user is intending to order a pizza
afier sceing a Pizza Hut advertisement, the query may also
contain personal information including his or her identity,
street address and credit card information.

When the database center 8405 receives a query, data in the
query is used to identify the work and associated information.
A number of possible actions are possible at this point. First,
the databasc center 8405 may simply function as a form of
proxy server, mapping the audience member’s initial query
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into a web address associated with the advertisement, In this
casc, the audicnce member will be sent to the corresponding
Web site. The database center 8405 may also send additional
data included in the initial query to this Web site 850 in order
to facilitate an e-commerce transaction between the audience
member and the advertiser. In some cascs, this transaction
will not be direct, but may be indirect via a dealer or third
party application service provider. Thus, for example, though
anadvertisement by Ford Motor Company may air nationally,
viewers may be directed to different Web sites for Ford deal-
erships depending on both the audience member's and the
dealerships’ geographic locations. In other cases, advertisers
may have contracted with the database center 8404 to provide
e-commeice capabilities. This latter arrangement has the
potential to reduce the amount of traffic dirccted over the
public Internet, restricting it, instead to a private network
associated with the owner of tlte database center.

1f the audience member (user) is not watching live televi-
sion but is instead watching a taped and therefore time-shified
copy, then additional processcs are needed. For the new gen-
eration of digital video recorders, irrespective of the record-
ing media (tape or disk), it is likely to be very easy to include
intormation identifying the location of the recorder, as well as
the time and channel recorded. Lecation information can he
provided 1o the recorder during the setup and installation
process, for example. Digital video recorders, such as those
currenily manufactured by TIVO of Alviso, Calif. or Replay
TV of Santa Clara, Calif. have a network connection via
telephone, which can then send (he query of an audience
member fo the database center 8404 vsing the recorded rather
than the current information.

In cases where query information has not been recorded, it
is still possible to initiate a success(ul query. However, in this
case, il may be necessary to extract the feature vector [rom the
work of interest and send this information to the monitoring
center 840a where the feature vector can be identified. This
form of query is computationally more expensive but the
relative number ol such queries compared 1o those sent to 1he
database centers 8405 is expected to be small. It should also
be noted that the physical separation of the monitoring and
database centers, depicted in FIGS. 6 and 7, is not crucial to
operation of the system and simply serves (o more clearly
separate the different functionality present in the overall sys-
tem configuration.

Although the implementation architectures desecribed
above tocus on the television media, it is apparent that the
present invention is applicable to audio, prinl and other
media.

§4.4 CONCLUSIONS

None of the embodiments of the invention require modifi-
cation to the work or content, i.e., no active signal is embed-
ded. Consequently, there is no change to the production pro-
cesses. Mere importantly, from a user perspective,
deployment of this system need not suffer from poor initial
coverage, Provided the database is sufficiently comprehen-
sive, early adopters will have comprehensive coverage imme-
diately. Thus, there is less risk that the consumer will perceive
that the initial performance of the deployed system is poor.
Further, the present invenlion permits statistics to be gathered
that measure users’ responses to content. This information is
expected to be very useful to advertisers and publishers and
broadcasters.
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What is claimed is:

1. A computer-implemented method comprising!

a) receiving, by a computer system including af least one
compuier, features that were extracted from a media
work by a client device;

b) determining, by the computer system. an identification
of the media work using the received features extracted
from the media work to perform a sub-linear time search
of extracted features of identified media works to iden-
tify a neighbor; and

<) transmitting, by the computer system, informationabout
the identified media work to the client device.

2. The computer-implemented method of claim 1 wherein

the media work is an audio work,

wherein the features extracted from the work comprise a1
least one selected from a group consisting of (A) a fre-
quency decomposition of a signal of the audio work, (B)
information samples of the audio work, (C) average
imtensitics of sampled windows of the audio work, and
(D) information from freguencies of the audio work, and

wherein the audio work is one of (A) a broadeast, (I3} a
digital file, or (C) an MP3 file.

3, The computer-implemented method of claim 1 wherein
the information about the identified media work transmitted
to the client device includes at least one of (A) a title, or (B)
an author.

4. The computer-implemented method of claim 1 further
comprising performing an action including at least one of
promoting commerce or enhancing interest in the work.

5, Apparatus comprising:

a) at least one processor; and

b) at least one storage device storing processor-executable
instructions which, when exceated by the at least one
processor, perform a method of
1) receiving features that were extracted from a media

work by a client device,

2) determining, by the computer system, an identifica-
tion of the media work using the [eatures extracted
from the media work to perform a sub-linear time
search of extracted features of identified media works
1o identify a neighbor, and

3) transmitting information about the identified media
work to the client device.

6. The apparatus of claim 5 wherein the media work is an
auddio work,

wherein the features extracted from the work comprise at
least one selected from a group consisting of (A) a fre-
quency decomposition of a signal of the audio work, (B)
information samples of the audio work, (C) average
intensities of sampled windows of the audio work, and

(D) information from frequencies of the audio work, and

whercin the audio work is onc of {A) a broadcast, (B) a
digital file, or (C) an MP3 file.

7. The apparats of claim 5 wherein the information about
the identified media work transmitted to the client device
includes at least one of (A) a title, or (B) an author.

8. The apparatus of claim 5 wherein the method further
includes performing an action including at least one of pro-
moting commerce or enhancing interest in the wosk.

9. A computer-implemented method comprising:

a) receiving, by a computer system including at least one
computer, features what were extracted from media
work by a client device;

b) determining, by the computer system, an identification
of the media work using the received features extracted
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from the media work to perform an approXimate nearest

neighbor search of extracted features of identified media

works; and

¢) transmitting, by the computer system, information about

the identified media work w the client device.

10. The method of claim 9 wherein the media work is an
audio work,

wherein the features extracted from the work comprise at

least one selected from a group consisting of (A} a fre-

quency decomposition of a signal of the audio work, (B)

information samples of the audio work, (C) average

intensities of samplicd windows of the awdio work, and

(D) information from frequencies of the audio work,and

wherein the audio work eneof (A) a hroadcast, (B) a digital

file, or (C) an MP3 file.

11. The method of claim 9 wherein the information about
the identified media work transmitted (o the client device
includes at least one of (A) a title, or (B) an author.

12. The method of claim 9 further comprising performing
an action including at Jeast one of promoting commerce or
enhancing interest in the work.

13. Apparatus comprising;:

a) al keast one processor; and

b) at least one storage device storing processor-cxccutable

instructions which, when executed by the at least one

processor, perform a method of

1) receiving features what were extracted from a media
work by a client device,

2) determining, by the computer system, an identifica-
tion of the media work using the received features
extracted from the media work to perfonm an approxi-
mate nearest neighbor search of extracted features of
identified media works, and

3) transmitting information about the identified media
work to the client device,

14. The apparatus of claim 13 wherein the media work is an
audio work,

wherein the features extracted from the work comprise at

Jeast one selected from a group consisting of (A) a fre-

quency decompasition of a signal of the audio work, (B)

information samples of the audio work, (C) average

intensities of sampled windows of the audie work, and

(D) information frem frequencies of the audio work, and

wherein the audio work is one of (A} a broadcast, (8) a

digital file, ot (C) an MP3 file.

15. The apparats of claim 13 information abont the iden-
lified media work transmitted to the client device includes at
lcast one of (A) a title, or (B) an author.

16. The apparatus of claim 13 wherein the method further
includes performing an action including at least one of pro-
moting commerce or eshancing interest in the work.

17. The computer-implemented method of claim 1 wherein
the media work js a videv signal.

18. The computcrimplemented method of claim 17
wherein the video signal is obtained from at least one of (A)
a broadcast or (B) a video file format,

19. The computer-implenented method of claim 9 wherein
the media work is a video signal.

20, The compuler-implemented method of claim 19
wherein the video signal is obtained from at least ane of (A)
a broadcast or B) a video file format.

21. The computez-implemented method of claim 1 wherein
at least one of the acts of receiving or transmitting is per-
formed via a direct communication between the client device
and the computer system.

22. The computer-impkmented method of claim 1 wherein
at least one of the acts of receiving or transmitting is per-
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formed via an indirect communication between the client
device and the computer system.

23. The comptuer-implemented method of ¢laim 9 wherein
at least one of the acts of receiving or transmitting is per-
formed viy a direct communication between the client device
and the computer sysiem.

24. The computer-implemented method of claim 9 wherein
at least one of the acts of receiving or transmitting is per-
formed via an indirect communication between the client
device and the computer system,

25. A compnter-implemented methed comprising:

a) obtaining, by a computer system including at least one
computer, media work extracted features that were
extracted from a media work, the media work uploaded
from a client device;

b) determining, by the computer system, an identification
of the media work using the media work extracied fea-
tures 1o perform a nonexhaustive search of reference
extracted features of reference media works to identify a
near neighbor; and

¢) determining, by the computer system, an action based on
the determined identification of the media work.

26. The method of claim 25, wherein the action comprises
providing to and/or displaying, at another client device, addi-
tional information in association with the media work.

27. I'te method of claim 26, wherein the additional infor-
mation is an advertisement.

28. The method of claim 25, wherein the action comprises
providing 4 coupon,

29. The method of claim 25, wherein the action comprises
providing a link to a Web site.

30. The method of claim 25, wherein the action comprises
initiating an e-commerce transaction.
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31. The method of claim 25, wherein the action comprises
initiating a telephone call.

32. The method of claim 25, wherein the action comprises
logging an event relating to competitive market research data.

33. A computer-implemented method comprising:

4) oblaining, by a computer system including at least one
computer, media work extracted features that were
extracted from a media work, the media work uploaded
from a client device;

b) determining, by the computer system, an identification
of the media work using the media work extracted fea-
tures to perform a sublinear approximate nearcst neigh-
bor search of reference extracted features of reference
identified media works; and

¢) determining, by the computer system, an action based on
the determined identification of the media work.

34. The method ol claim 33, wherein the action comprises
providing to and/or displaying, at another client device, addi-
tional information in association with the media work.

35, ‘Ihe method of claim 34, wherein the additional infor-
mation is an advertisement.

36. The method of claim 33, wherein the action comprises
providing a coupon.

37. The method of claim 33, wherein the action compriscs
providing a link to a Website.

38. The method of claim 33, wherein the action comprises
initiating an e-commerce transaction.

39. The method of claim 33, wherein the action comprises
mitiating a telephone call.

40. The method of claim 33, wherein the action comprises
logging an event relating to competitive market research data.
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METHOD FOR USING EXTRACTED
FEATURES FROM AN ELECTRONIC WORK

§0. RELATED APPLICATIONS

The present application is a continuation of U.S, patent
application Ser. No. 11/977,202 (incorporated herein by ref-
erence), titled “IDENTIFYING WORKS, USING A SUB-
LINEAR TIME SEARCH, SUCH AS AN APPROXIMATE
NEAREST NEIGHBOR SEARCH, FOR INITIATING A
WORK-BASED ACTION, SUCHAS ANACTION ONTHE
INTERNET", filed Oct. 23, 2007, and listing Ingemar J. Cox
as the inventor, which is a continuation of U.S. patent appli-
cation Ser. No. 11/445,928 (incerporated herein by refer-
ence), titled “USING FEATURES EXTRACTED FROM AN
AUDIO AND/OR VIDEQ WORK TO OBTAIN INFORMA-
TION ABOUT THE WORK,” filed on Jun. 2, 2006, and
listing Ingemar J. Cox as the inventor, which is a continua-
tion-in=part of U.S. patent application Ser. No. 09/950,972
(incorporated herein hy reference, issued as U.S. Pat. No.
7,058,223 on Jun. 6, 2006), titled “IDENTIFYING WORKS
FOR INITIATING A WORK-BASED ACTION, SUCH AS
AN ACTION ON THE INTERNET,” tiled on Sep. 13, 2001,
and listing Ingemar J. Cox as the inventor, which application
claims benefi 1o the filing date of provisional patent applica-
tion Ser. Nu, 60/232,618 (incorporaled herein by reference),
titled “Identifying and linking television, sudio, print and
other media to the Internet”™, filed on Sep. 14, 2000 and listing
Ingemar J. Cox as the inventor.

§1. BACKGROUND OF THE INVENTION

§1.1 Field of the Invention

The present invention concerns linking traditional mediato

new interactive media, such as that provided over the Internet
for example. In particular, the present invention concerns
identifying a work (e.g.. content or an advertisement deliv-
ered via print media, or via a radio or television broadcast)
withotit the need to modify the work,

$1.2 Related Ast

§1.2.1 Oppormnities Arising from Linking Works
Delivered Via Some Traditional Media Channel or
Conduit to a More Imeractive System

The rapid adoption of the Internet and associated World
Wide Web hes recently spurred interest in linking works,
delivered via waditional media channels or conduits, to a
more interactive system, such as the Internet for example.
Basically, such linking can be used te (a) promote commerce,
stch as e-commerce, and/or (b) enhance inferest in the work
itsclf by facilitating audience interaction or participation.
Commerce opportunities include, for example, facilitating
the placement of direct orders for products, providing produet
coupons, providing further information related to a product,
product placement, etc.

In the context of e-commerce, viewers could request dis-
count vouchers or coupons for viewed products that are
redeemable at the point of purchase. E-commerce applica-
tions also extend beyond advertisements. It is now common
for television shows to include product placements. For
example, an actor might drink a Coke rather than a Pepsi
brand of soda, actors and aciresses might wear designer-
labeled clothing such as Calvin Klein, otc, Viewers may wish
to purchase similar clothing but may not necessarily beableto
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identity the designer or the particular style directly from the
show. However, with an interactive capability, viewers would
be ahle to discover this and other information by going to an
associaled Weh site. The link 1o this Web site can be auto-
matically enabled using the invention described herein.

In the context of facilitating audience interaction or par-
ticipation, there is much interest in the convergence of tele-
vision and computers. Convergence encompasses very wide
range of capabilities. Althongh a significant effort is being
direeted 1o video-on-demand applications, in which there is 2
unique video stream for cach user of the service, as well as to
transmitting video signals over the Internet, there is also
interest in enhancing the television viewing experience. To
this end, there have been a number of experiments with inter-
active television in which viewers can participate in a live
broadeast. There are a variety of ways in which viewers can
participate. For example, during game shows, users can
answer the questions and their scores can be tabulated. In
recent reality-based programming such as the ABC television
game show, “Big Brother”, viewers can vote on contestants
who must leave the show, and be eliminated [rom the com-
petition.

$1.2.2 Embedding Work Identifying Code or Signals
within Works

Known techniques of linking works delivered via tradi-
tional media channels to a more interactive system typically
require some type of code, used to identify the work, to be
inserted into the work before it is delivered via such tradi-
tional media channels. Some examples of such inserted code
include (i) signals inserted into the vertical blanking interval
(“VBI”) lines of a (e.g., NTSC) television signal, (ii) water-
marks embedded ifito images, (iii) bar codes imposed on
images, and (iv) tones embedded into music.

The conmon technical theme of thesc proposed imple-
mentations is the inscrtion of visible or invisible signals into
{he media that can be decoded by a computer. These signals
can contain a variety of information. In its most direct form,
the signal may directly encode the URL of the assaciated Web
site. However, since the alphanumeric string has variable
length and is not a particularly cfficient coding, it is more
common lo encode a unique ID. The computer then accesses
a database, which is usually proprietary, and matches the 1D
with the associated web address. This database can be con-
sidered a form of domain name server, similar to those
already deployed Tor neiwork addresses. However, in this
casc, the domain name server is proprictary and the addresses
are unigue ID’s.

"Ihere are o principal advantages to encoding a propri-
etary identifier into coutent. First, as previously mentioned, it
is a more efficient use of the available bandwidth and second,
by directing all waflic to a single Web site that contains the
database, a company can maintain control over the technol-
ogy and gather useful statistics that may then be sold to
advertigers and publishers.

As an example of inserting signals into the vertical blank-
ing interval lines of a television signal, RespondTV of San
Francisco, Calif. embeds identification information into the
vertical hlanking interval of the television signal. The VB is
part of the analog video broadcast that is not visible to tele-
vision viewers. For digital television, it may be possible to
encode the information in, for example, the motion picture
experts group (“MPEG™) header. In the USA, the vertical
blanking interval is currently used to fransmit close-caption-
ing information as well as other information, whilein the UK,
the VBIis used to transmit teletext information. Although the
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close captioning information is guaranteed to be transmitted
into the home in America, unfortunately, other information is
not. This is because ownership of the vertical blanking inter-
val is disputed by content owners, broadcasters and local
television operators.

As un example of embedding watermarks into images,
Digimare of Tualatin, Oreg. embeds watermarks in print
media. Invisible watermarks are newer than VBI insertion,
and have the advantage of being independent of the method of
broadcast. Thus, once the information is embedded, it should
remain readable whether the video is transmitted in NTSC,
PAL or SECAM analop, formats or newer digital formats. It
sliould be more reliable than using the vertical blanking inter-
val in television applications. Unfortunately, however, water-
marks still require modification of the broadcast signal which
is problematic for a number of economic, logistical, legal
(permission to alter the content is needed) and quality control
{the content may be degraded by the addition of'a watermark)
reasons.

As an example of imposing bar codes on images, print
advertisers are currently testing a technology that allows an
advertisement to be shown to a camera, scanner or bar code
reader that is conneeted o a personal computer (“PC). The
captured image is then analyzed to determine an associated
Web site that the PC’s browser then accesses. For example,
GoCode of Draper, Utah embeds smatl two-dimensional bar
codes for print advertisements. The latter signal is read by
inexpensive barcode readers that can be connected to a IC.
AirClic of Blue Bell, Pa. provides a combinatien of burcade
and wireless communication to enable wireless shopping
fhrough print media. A so-called “CueCat” reads bar codes
printed in conjunction with advertisements and articles in
Forbes magazine. Similar capabilities are being tested for
television and aundio media.

Machine-readable bar codes are one example of a visible
signal. The advantage of this technology is that it is very
mature. However, the fact that the sipnal is visible is often
considered a disadvaniage since it may deteact from the aes-
thetic of the work delivered via a traditional media channel or
conduit.

As an example o embedding lones into music, Digital
Convergence of Dallas, Tex. proposes (o cbed identification
codes into audible music tones broadcast with television sig-
nals.

All the foregoing technigues of inserting code into a work
can be categorized as active techniques in that they must alier
the existing signal, whether il is music, print, television or
other media, such that an identification code is also present.
There are several disadvantages that active systems share.
First, there are aesthetic or fidelity issues associated with bar
codes, audible tones and watermarks. More impertantly, all
media must be processed, before it is delivered to the end user,
10 contain thess active signals. Even if a system is enthusias-
tically adopted, the logistics involved with inscrting bar codes
or watermarks into, say every printed advertisement, are for-
midable.

Further, even if the rate of adoption is very rapid, it never-
theless remains true that during the early deployment of the
system, most works will not be tagged. Thus, consumers Lhal
are early-adopters will find that most media is not identified.
At best, this is frostrating. At worst, the naive user may
concludethat the systen: is not reliable or does not work atall.
This erroneous conclusion might have a very adverse effect
on the adoption rate.

Further, not only must there be modification to the produe-
tion process, but modifications must also be made to the
equipment in a user's home. Again, using the example of
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watermarking of print media, a PC must be fitted with a
camera and watermark detection software must be installed.
In the case of television, the detection of the identification
signal is likely to occur at the set-top-box-—this is the equip-
ment provided by the local cable television or satellite broad-
casting company, In many cases, this may require modifica-
tions (0 the hardware, which is likely 1o be prohibitively
expensive. For example, the audible tone used by Digital
Convergence o recoguize television content, must be fed
directly into a sound card in a PC. This requires a physical
connection between thie television and the PC, which may be
expensive or at least inconvenient, and a sound card may have
10 be purchased.

§1.2.3 Unmet Needs

In view of the forepoing disadvantages of inserting an
identification code into a work, thereby altering the existing,
signal, there is a need for techniques of identifying a work
without the need of inserting an identification code into a
work, Such an identification code can then be used (o invoke
a work-related action, such as work-related commerce meth-
ods and/or 1o increase audience interest by facilitating audi-
ence interaction and/or participation.

§2. SUMMARY OF THE INVENTION

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatos, orcom-
puter-exceutable programs for linking a media work to an
action. Such embodiments might (2) exwract features from the
media work, (b) determine an identification of the media
work baged on the features extracted using a sub-linear time
scarch, such as an approximate nearcst nejghbor scarch for
example, and {c) determing an action based on the identifica-
tion of the media work determined. In some embodiments
cansistent with the present invention, the media work is an
audio signal. The audio signal might be obtained from a
broadcast, or an audio file format. In other embodiments
consistent with the present invention, the media work is a
video signal. The video signal might be obtained from a
broadcast, or a video file format.

In some of the embodiments pertaining to audio files, the
audio fle might be an mp3 file or some other digital repre-
sentation of an andio signal. The information might include &
song title, an album title, and/or a performer name.

Tu some of the embodiments pertaining to video files, the
video file might be an MPEG [ile or some other digital rep-
resentation of a video signal. The video file might be a video
wark, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work.

§3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a process bubble diagram of operations that may
be performed in accordance with one version of (he present
invention, in which intra-work information is used to identify
the work.

FIG. 2 is ablock diagram illustrating a first embodiment of
the present invention, in which intra-work information is used
to identify the work.

FIG. 3 is a block diagram illustrating a second embodiment
of the present invention, in which intra-work information is
used to identity the work.
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FIG. 4 isablock diagram illustrating a third embodiment of
the present inveation, in which intra-work information is used
to identify the work.

FIG. §is a process bubble diagram of operations that may
be performed in accordance with another version of the
present invention, in which extra-work information is used to
identify the work.

FIG. §is a block diagram illusirating a fourth embodiment
of the present invention, in which extra-work information is
used to identify the work.

FIG. 7 is ablock diagram illustrating a fifth embodiment of
the present invention, in which extra-work information is
used to identify the work.

FIG. 8 is a block diagram illustrating an environment in
which the present invention may operate.

FIG. 9 is an exemplary data structure in which extra-work
information is associated with a work identifier.

TIG. 10 is an exemplary data structure including work-
related actions.

§4. DETAILED DESCRIPTION

The present invention may involve novel methods, appa-
ratus and data structures for identifying works without the
need of embedding signals therein. Once identified, such
infonnation can be used to determine a work-related action.
The following description is presented to enable one skilled in
the art to make and usc the invention, and is provided in the
context of particular embodiments and methods. Various
modifications to the disclosed embodiments and methods will
be apparent to those skilled in the art, and the general prin-
ciples set forth below may be applied to other embodiments,
methods and applications. Thus, the present invention is nol
intended to be limited to the embodiments and methods

shown and the jnventers regard their invention as the follow-

ing disclosed methods, apparatus, data structures and any
other patentable subject matter to the extent that they are
palentable.

§4.1 FUNCTIONS

The present invention functions to identify a work without
the need of inserting an identification code into a work. The
present invention may doso by (i) extracting features from the
work to define a feature vector, and (ii) comparing the feature
vector 1o feature veclors associated wilh identified works.
Alternatively, or in addition, the present invention may do so
by (i) accepting extra-work information, such as the time of a
query or of a rendering of the work, the geographic location at
which the work is rendered, and the station that the audience
member has selected, and (ii) use such extra-work informa-
tion to lookup an identification of the work, In either case, an
identification code may be used to identify the work.

The present invention may then fanction to use such an
identification code to initiate a work-related action, such as
for work-related conumerce methods and/or to increase audi-
ence interest by facilitating audience imeraction and/or par-
ticipation.

§4.2 EMBODIMENTS

Asjustintroduced in §4.1 above, the present invention may
use intra-work information andfor extra-work information to
identify a work. Once identified, such identification can be
used to initiate an action, such as an action related to com-
meree, or facilitating audience participation or interaction,
Exemplary embodiments of the present invention, in which
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work is recognized or identified based on intra-work infor-
mation, are described in §4.2.1. Then, exemplary embodi-
ments of the present invention, in which work is recognized or
identified based on extra-work information, are described in
§4.2.2,

§4.2.1 Embodiments in which Work is Recognized
Based on Intra-Work Information, Such as a Feature
Veclor

Operations related to this embediment are described in
§4.2,1.1 below. Then, various architectures which may be
used o effect such operations are described in §4.2.1.2.

§4.2.1.1 Operations and Exemplary Methods and
Techniques for Effecting Such Operations

FIG. 1 is a process bubble diagram of operations that may
be performed in accordance with one version of the present
invention, in which intra-work information is used to identify
the work. As shown, a work-identification informalion stor-
age 110 may include a number ol items or records 112. Each
item or record 112 may associate a feature vector of a work
114 with a, preferably unique, work identifier 116. The work-
identification information storage 11¢ may be generated by a
database generation operation(s) 120 which may, in turn, use
a feature extraction operation(s) 122 to extract features from
awork at a first time {WORK.sub.@11), as well as a feature-
to-work identification tagging operation(s) 124.

Further, work identifier-action information storage 130
may include a number of items or records 132, Each item or
record 132 may associate a, preferably unique, work identi-
fier 134 with associated information 136, such as an action for
example. The work identifier-action information storage 130
may be pencrated by a database generation operation(s) 138
which may, for example, accept manual entries.

As can be appreciated from the foregoing, the work-infor-
mation storage 110 records 112 and the work identification-
action 130 records 132 can be combined into a single record.
That is, there need not be two databases. A single database is
also possible in which the work identificr, or a feature vector
exiracted from the work, serves as a key and the associated
field contains work-related information, such as a URL for
example.

The feature extraction operation(s) 140 can accept a work,
such as that heing rendered by a user, at a second time
(WORK.sub.{@12), and extract features from that work. The
extracted teatures may be used to define a so-called feature
vector.

The extracted features, e.g., as a feature vector, can be used
by a feature (vector) lookup operation(s) 150 to search for a
malching feature vector 114, 11 a mateh, or a mateh within 2
predetermined threshold is determined, then the associated
work identifier 116 is read.

The read work identifier can then be wsed by a work-
associated information lookup operation(s) 160 to retrieve
associated information, such as an action, 136 associated witl
the work identifier. Such information 136 can then be passed
to action initiation operation(s) 170 which can perform some
action based on the associated infornmation 136,

§4.,2.1.1.1 Exemplary Techniques for Feature
Lxtraction

When the user initiates a request, the specific television or
radio broadcast or printed commercial, cach of which is
referred to as a work, is first passed to the feature exiraction
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operation. The work may be an image, an audio file or some
portion of an audio signal or may be one or more frames or
fields of a video signal, or a multimedia signal. The purposeof
the feature extraction operation is to derive a compact repre-

sentation of the work that can subsequently be used for the °

purpose of recognition. In the case of images and video, this
feature vector might be a pseudo-random sample of pixels
from the frame or a low-resolution copy of the frame or the
average intensities of n.times.n blocks of pixels. It might also
be a frequency-based decomposition of the signal, such as
produced by the Fourier, wavelet and or discrete cosinctrans-
formys. It might involve principal component analysis. Ii
might also be a combination of these. Fortelevision and audio
signals, recognition might alsorely on a temporal sequence of
feature vectors. The recoguition literature contains many dif-
ferent representations. For block-based methods, blocks may
be accessed al pseudo-randem locations in each frame or
might have a specific structure. For andio, conunen feature
vectors are based on Fourier frequency decompositions, but
other representations are possible. See, e.g.. R.O. Dudaand P.
B. Hart, Pattern Classification and Scene Analysis (Wiley-
Interscience, New York, 1973). See also K. Fukunaga, Intro-
duction o Statistical Pattem Recognition, 2nd Ed. (Academic
Press, New York, 1990). (These references are incorporated
herein by reference.)

As previously stated, one object of the vector extraction
stage is 10 obtain a more concise representation of the frame.
For cxample, cach video frame is initially composed of
480.1imes.720 pixels which is equivalent 1o 345,600 pixels or
691,200 bytes. In conparison, an exemplary feature vector
might only consist of 1 Kbyte of data.

A second purpose of the fealure extraction process is 1o
acquire a representation that is robust or invariant to possible

naisc or distortions that a signal might experience. For ¥

example, frames of a television broadcast may experience a
small amount of jitter, i.e., horizontal and or vertical ransla-
tion, or may undergo lossy compression such as by MPEG-2.
It is advantageous that these and other processes de not
adversely afTect the extracted veetors, For still images there
has been considerable work on determining image propertics
that are invariant to attine and other geometric distortions. For
example, the use of Radon and Fourier-Mellin transforms
have been proposed for robustness against rotation, scale and
translation, since these transforms are either invariant or bare
4 simple relation w the geomelric distortions. See, e.g., C.
Lin, M. Wu, Y. M. Lui, J. A, Bloom, M. L. Miller, L J. Cox,
“Rotation, Scale, and Translation Resilient Public Water-
marking for Images,” IEEE Transactions on Image Process-
ing (2001). See also, U.5. Pat. Nos. 5,436,653, 5,504,518,
5,582,246, 5,612,729, and 5,621,454, {Cach of these refer-
enees is incorporated herein by relerence.)

§4.2.1.1.2 Exemplary Techniques for Database
Generation and Maintenance

A number of possibilities exist for generating and main-
taining work identification (WID) and identification-action
translation (WIDAT) datubases. However, in all cases, works
ol interest are processed Lo extract a representabive feature
vector and this feature vector is assigned a wique identifier.
"This unique identifier is then entered into the work idemifi-
cation (WID) database 110 as well as into the WIDAT data-
base 130 together with ail the necessary associated data. This
process is referred to as tagging, For example, in the case of an
advertisement, the WIDAT database 130 might include the
manufacturer (Ford), the product name (Taurus), a product
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category (automotive) and the URL associated with the Ford
Taurus car together with the instruction to translate the query
into the associated URL.

The determination of all works of interest and subsequent
feature vector extraction and tagging depends on whether
content owners arc actively collaborating with the entity
responsible for creating and maintaining the database. I there
is no collaboration, then the database entity must collect all
works of interest and process and tag them. While this is a
significant effort, it is not overwhelming and is certainly
commercially feasible, For cxample, competitive market
research firms routinely tabulate all advertisements appearing
in a very wide variety of print media. Newspapers and maga-
zines can be scanned in and software algorithms can be
applicd to the images to identify likely advertiscments, These
possible advertisements can then be compared with adver-
tisements already in the WID database 110, Ifthere is a match,
nothing further need be done. If there is not a maich, the
jmage can be sent to a human to determine if the page does
indeed contain an advertisement. 11 so, the operator can
instruct the computer to extract the representative feature
vector and assign it a nnique identifier. Then, the operator can
insert this information into the conteat identification database
and as well as update the corresponding WIDAT database 130
with all the necessary associated data. This is continually
performed as new magazines and papers include new adver-
tisements 1o maintain the databases, This is a cost to the
databasc cntity. Television and radio broadcasts can also be
monitored and, in fact, broadcast monitoring is currently
performed by companies such as Nielsen Media research and
Competitive Media Reporting. Television and radio broad-
casls differ from print media in the real-time nature of the
signals and the consequent desire for real-time recognition.

In many cascs, advertisers, publishers and broadeasters
may wish to collaborate with the dmabase provider. In this
case, feature extraction and annotation and/or extra-work
information may be performed by the advertiser, advertise-
ment agency, network and/or broadcaster and ilhis informa-
tion sent o the database provider o update the database.
Clearly, this arrangement is preferable from the database
provider’s perspective. However, it is not essential.

§4.2.1.1.3. Exemplary Techniques for Matching
Extracted Features with Database Entries

The extracted feature vector is then passed to a recognition
{e.g., featurc look-up) operation, during which, the veetor is
compared 1o entries of known vectors 114 in a content iden-
tification (WID) database 110. It is important to realize that
the matching of extracted and known vectors is not equivalent
to looking up a word in an electronic dictionary. Since the
exlracted veclors contain noise or distortions, binary search
might not be possible, Instead, a statistical comparison is
often made between an extracted vector and each stored vec-
tor. Common statistical measures include linear correlation
and related measures such as correlation coefficient, but other
methods can also be used including mutual information,
Ruclidean distance and Lp-norms. These measures provide a
statistical measure ol the confidence ofthe match. A threshold
can be established, usually based on the required false posi-
tive and false negative rates, such that if the correlation cutput
exceeds this threshold, then the extracted and known vectors
are said to match, See, e.g., R. O. Duda and P. B. Hart, Pattern
Classification and Scene Analysis (Wiley-Interscience, New
York, 1973). See also, U.S. Pat, No, 3,919,474 by W. D.
Moon, R. J. Weiner, R. A. Hansen and R, N, Linde, eatitled
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“Broadeast Sigual Identitication System™, (Each of these ref-
crenees is incorporated herein by reference.)

If binary search was possible, thena database containing N
vectors would require at most log{N) comparisons. Unfortu-
nately, binary search is not possible when taking a noisy
signal and trying to find the most similar reference signal.
This problem is one of nearest neighbor search in a (high-
dimensional) feature space. In previous work, it was not
unconunon to perform a linear search of all N entries, perhaps
halting the search when the first matcl is found. On average,
this will require N/2 comparisons. If N is large, this search can
be computationally very expensive.

Other forms of matching include those based on clustering,
kd-trees, vantage point trees and excluded middle vantage
point forests arc possible and will be discussed in more detail
later. See, e.g., P. N. Yianilos “Excluded Middle Vantage
Point Forests for nearest Neighbor Search™, Presented at the
Sixth DIMACS Implementation Challenge: Near Neighbor

Scarches workshop, (Jan, 15, 1999). See also, P. N. Yianilos, =

“Laocally lilling the curse of Dimensionality for nearest
Neighbor Search” SODA 2000: 361-370. (Each of these ref-
erences is incorporated herein by reference.) lhus, for
exanple, a sub-linear search time can be achieved, Unlike the
kd-tree method which finds the nearest neighbor with cer-
tainty, randomized constructions, like the one described in 1%
N. Yianitos, “Locally lifting the curse of Dimensionality for
nearest Neighbor Search” SODA 2000: 361-370, that suc-
ceed with some specified probability may be used. One
example ola sub-linear lime search is an approximate nearest
uneighbor search. A nearest neighbor search always finds the
closest point to the query. An approximate nearest neighbor
search does not always find the closest point 1o the query, For
example, it might do so with some probability, or it might
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provide any point within some small distance of the closest

point.

If the extracted vector “matches” a known vector in the
content identification database, then the work has been iden-
tified. Of course, there is the risk that the match is incorrect.
This type of error is known as a false positive. The false
positive rate can be reduced to any desired value, but at the
expense of the false negative rate. A false negative occurs
when the vector extracted from a work is not matched to the
daiabase even though the work is present in the database.
There are several reasons why a works feature vector may fail
to match a feature vector database entry. First, the recognition
system may not be capable of 100% accuracy. Second, the
extracted vector will often contain noise as a result of the
transmission process. This noise may alter the values of a
feature vector to the extent that a match is no longer possible.

Finally, there is (he case where the observed work is not
present in the database. In this case, the work ¢an be sent toan
operator for identification and insertion in the database.

§4.2.1.1.4 Exemplary Work Based Actions

Assuming that the work is correctly identified, then the
identifier can be used (o retrieve sssociated information from
the second work identification-action translation (WIDAT)
database 130 that contains information 136 associated with
the particular work 134. This information may simply be a
corresponding URL address, in which case, the action can be
considered fo be a form of network address transiation. [How-
ever, in general, any information about the work could be
stored therein, together with possible actions to be taken such
as initiating an e-commerce transaction, After looking up the
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work identifier 134 in the WIDAT database 130, an action is
performed on behalf of the user, examples of which has been
previously described.

In addition to using the system to allow audience members
of a work to connect to associated sites on the Internet, a
oumber of other uses are possible. First, the work identifica-
tion database 130 allows competitive market research data to
be collected (e.g., the action may include logging an event).
For example, it is possible to determine how many commer-
cials the Coca Cola Company in the Chicagoe market aired in
the month of June, This information is valuable to competi-
tors such as Pepsi. Thus, any company that developed a sys-
tem as described above could also expect to generate reventie
from competitive market research data that it gathers.

Advertisers often wish to ensure that they receive the
advertising time that was purchased. To do so, they often hire
commercial verification services to verity that the advertise-
ment or commercial did indeed run at the expected time. To do
5o, currently deployed systems by Nielsen and CMR embed-
ded active signals in the advertisement prior to the broadcast.
These signals are then detected by remole monitoring facili-
ties that then report back o a central system which commer-
clals were positively identified. See for example U.S. Pat.
Nos, 5,629,739 by R. A. Dougherty entitled “Apparatus and
method for injecting an ancillary signal into 2 low energy
density portion of a color television frequency spectrum”,
4,025,851 by D. L. Iaselwood and C. M. Solar entitled
“Automatic monitor for programs broadeast”, 5,243,423 by J,
P. Delean, D. Lu and R, Weissman, eatitled *“Spread spectrum
digital data transmission over TV video”, and 5,450,122 by L.
D. Keene entitled “In-station television program encoding
and monitoting system and method”. (Each of these patents is
incorporated herein by reference.) Active systems are usually
preferred for advertisement verification because the required
recognition accuracy is difficult to achieve with passive sys-
tems. The passive monitoring system described herein sup-
ports commercial verification.

§4.2.1.2 Exemplary Architectures

Three allernative architectural embodiments in which the
first techinique may be cmployed arc now described with
reference to FIGS. 2, 3, and 4.

FIG. 2 is ablock diagram illustrating a first embodiment of
the present invention, in whicl intra-work information is used
to identify the work and in which a audience member device
210, such as a PC for example, receives and renders a work
that is consumed by an audience member (user). At some
point, the user may wish to perform a work-specific action
such as traversing to an associated Web site, Upon initiation
of this request, the computer 210 performs the operations
140a,150a, 160a and 1704, such as those shown in FIG. 1. To
reiterate, these operations include « feature extraction opera-
tion(s) 140¢, feature veetor lookup or matching operation(s)

5 150« in connection with items or recards 112g in a work-

identification (WID) database 110a. If a matching feature
vector 114ais found, the work-associated information lookup
operation(s) 160« can use the associated work identifier 1164
o accessing a work identification-action  translation
(WIDAT) database 1304 1o retrieve associated informalion
136a, possibly including determining what action should be
performed.

As described above, the two databases might be integrated
into a single database. [owever, conceptually, they are
described here as separate,

An example illustrating operations that can occur in the

. firstembodiment of FIG. 1, is now described. Consider a print
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application, in which say 10,000 advertisements are to be
recognized that appear in national newspapers and maga-
zines. If 1 Kbyte is required to store each feature vector then
approximately 10 Mbytes of storage will be required for the

work identification database 110a. Such a size does not rep- 3

resent a serious problem, in either memory or disk space, to
present personal compuiters.

An important issue then becomes recognition rate. While
this may be problematic, all the images are two-dimen-
sional—three-dimensional object recognition is not required.
Of course, since a low cost camera captures the printed adver-
tisement, there may be a number of geometric distortions that
might be introduced together with noise, Neveriheless, the
application is sufficiently constrained that adequate recogni-
don rates should be achievable with cuem state-of-the-art
computer vision algorithms, See, e.g, I N. Yianilos
“Excluded Middle Vantage Point Forests for nearest Neigh-
bor Search”,

Presented ot the Sixth DIMACS Implementation Chal-
lenge: Near Neighbor Searches workshop, Jan. 15, 1999. See
also, P. N. Yianilos “Locally lifting the curse of Dimension-
ality for nearest Neighbor Search™ SODA 2000: 361-370.
(Each of these references is incorporated herein by refer-
cnce.) Thus, for cxample, a sub-linear scarch time can be
achieved. Unlike the kd-tree method which finds the nearest
neighbor with certainty, randomized constructions, like the
one described in P. N, Yianilos, “Locally lifting the curse of
Dimensionality for nearest Neighbor Search” SODA 2000:
361-370, that succeed with some specified probability may he
used, One example of a sub-linear time search is an approxi-
mate nearest neighbor search. Estimates of the size of the
WIDAT database 1302 depend on what associated informa-
tion (recall fields 136) is stored. I, for example, only a URL
address is needed, about 20 characters can typically represent

most URLs. Thus, the size of the WIDAT database 130a 3

would be less than 1 Mbyte,

The configuration just described with reference to FIG. 2
places all of the processing and data on each user’s local
machine 210. A number of alteriative embodiments, i which
some or all of the storage and processing requirements are
perlormed remotely, will be described shorly,

As new works arc created and made publicly available, the
databases residing or a user's local computer become obso-
lete. Just as the database provider 240 must continually
update the databases in order to remain current, there is also
a need to update local databases on devices at audience mem-
ber premises, This update process can be performed over the
Interret 230 in a manner very similar to how sofiware is
currently upgraded. It is not necessary to download an
entirely new database although this is an option. Rather, only
the changes need to be transmitted. During this update pro-
cess, theuser's computer 210 might also transmit information
to a central monitoring cenler 240 informing it of which
advertisements the computer user has queried. This type of
information is valuable to both ndvertisers and publishers, Of
course, care must be taken to ensure the privacy of individual
users of the system. However, it is not necessary to know the
identity of individual users for the system to work.

FIG. 3 isablock diagram illustrating a second embodiment
of the present invention, in which intra-work information is
used to identify the work. Although the WIDAT database can
be quite small, as illustrated in the exemplazy embodiment
described above with respect to FIG. 2, thete is still the
problem of keeping this database current. While periodic
updates of the local databases may be acceptable, they
become unnecessary if the WIDAT databasc 1305 is at a
remote location 340. In this arrangement, illustrated in FIG.
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3, ofter the local computer 310 identifies the work, it sends a
query to the remote WIDAT database 1304. The query may
contain the work identifier. The remote site 340 may then
return the associated information 136. Although the remote
WIDAT database 1305 needs 1o be updated by the database
provider, this can be done very frequently without the need
for communicating the updates to the local computers 310.

The second embodiment is most similar to active systems
in whichan embedded signal is extracted and decoded and the
identifier is used to interrogate a central database. Conse-
quently it has many of the advantages of such systems, while
avoiding, the nced to insert signals into all works. One such
advantage, is that the database provider receives real-time
information relating to users’ access patterns.

The WIDAT database 1305 might physically reside at more
than one location. In such a case, some requests will go toone
site, and other requests will go 1o another. In this way, over-
loading of 4 single site by 100 many users can be avoided.
Other load balancing techniques are also applicable.

FIG. 4 is ablock diagram illustrating a third embediment of
the present invention, inwhich intra-work information is used
to identify the work. Recall that the WIDAT database may be
small relative to that work identification database (WID). As
the size of the work recognition (WID) database increases,
the foregoing embodiments may become impractical. Con-
sider, for example, a music application in which it is desired
to identify 100,000 song titles. If it is again assumed thata 1
Kbyte vector can uniquely represent each song, then on the
order of 100 Mbyles is now needed. This size is comparable
1o large application programs such as Microsoft’s Office 2000
suite. Although this still does not represent an inordinate
amount of disk space, if this data needs to reside in memory at
all times, then very few present machines will have adequate
resources. Clearly, at some point, the proposed architectures
scales 1o a point where requirements beeome impractieal. In
this case, a further modification to the architecturc is possible.

Sinee the storage and searching of the work-identifier
(WILy) database require the most computation and storage, it
may be more economical to perform these actions remotely.
Thus, for example, if a user is playing an MP3 music file and
wanls 1o go 1o a corresponding websile, the MP3 (ile is passed
to an operation that determines one or more feature vectors. In
the third embodiment, instead ol performing the matching
locally 410, the one or more vectors are ransmitted 10 a
central site 440 at which is stored the WID and WIDAT
databases 110¢ and 130¢ together with sufficiently powerfiul
compulers 10 resolve this reguest and those ol other computer
users, This configuration is illustrated in FIG. 4. Similardy, if
a user is playing an MPEG or other video file and wants to
initiate a work-related action, the video file is passed to an
operation 140¢ that extracts one or more feature vectors, The
entire video file need not be processed. Rather, it may be
sullicient to process only those frames in (he temporal vicin-
ity to the vscrs request, i.c., to process the current frame and
or some number of frames betore and after the current frame,
e.g. perhaps 100 frames in all. The extracted feature vector or
feature vectors can then be transmitted to a central site 440
which can resclve the request,

After successfully matching the [eature vector, the central
site 440 ean provide the user with information direcily, or can
direct the user to another Web site that contains the informa-
tion the user wants. [n cases where the recognition is ambigu-
ous, the central site 440 might return information identifving
one af several possible matches and allow the user 1o select
the intended one.

The third embodiment is particularly attractive if the cost
of extracting the feature vector is small. In this case, it
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becomes econonical to have feature vector exwraction 140c in
digital sel-top-boxes and in video recorders 410. The latter
may be especially useful for the new generation of consumer
digital video recorders such as those manufuctured by TIVO

and Replay 'V, These devices already have access to the -

Internet via a phone line. Thus, when someone watching a
recorded movie from television reacts to an advertisement,
the video recorder would extract one or more feature vectors
and transmit them to a central site 440. This site 440 would
determine it a match existed between the query vector and the
database of pre-stored vectors 110c. If a match is found, the
central server 440 would transmit the associated information,
which might include a Web site address or an 800 number for
more traditional ordering, back 1o the audience user device
410. Ofcourse, a consumer device 410 such as a digital video
recorder might also store personal information of the ownerto
facilitate online e-conuncrce. Such a device 410 could store
the owner's name, address, and credit card information and
automatically teansmit them to an on-line store to complete
purchase. Very litlle user interaction other than to authovize
the purchase might be needed. Thistype of purchasing may be
veTy convenient L COnsumers.

Another advantage of the third embodiment is that it obvi-
ates the need to update local databases while, at the same
time, the centrally maintained databases can be kept current
with very frequent updating.

§4.2.2 Gmbodiments in which Work is Recognized
Based on Bxtra-Work Information

Operations related to this embodiment are described in
§4.2.2.1 below. Then, various architectures which may be
used to effect such operations are described in §4.2.2.2.

Ifthe costof exlracting a feature vector is too large, then the
cost of deploying any of the embodiments described in §4.2.1
above may be prohibitive. This is particularly likely in very

cost sensitive consumer products, including set-top-boxes -

and next generation digital VCRs. Acknowledging this fact,a
different technique, one that is particularly well suited for
broadcasted media such as television and radio as well as to
content published in magarines and newspapers, 15 now
described. This technique relies on the fact that a work need
not he identified by a feature veetor extracted from the work
(which is an example of “intra-work information™), but can
also be identified by when and where it is published or broad-
cast (which are examples of “extra-work information”)

An exomple serves to illustrate this point. Consider the
scenario in which a viewer sees a Lelevision commercial and
responds to it. The embodiments described in §4.2.1 above
required the user device (e.g., a computer or sel-top-hox)
210/310/410 to extract a feature vector. Such an extracted
vector was attempted to be matched to another feature
vector(s), either locally, or at a remote site. In the embodi-
ments using a remote site, if the central site is monitoring all
television broadcasts, then the user’s query does not need 10
include the feature vector. Instead, the query simply needs to
identify the time, geographic location and the station that the
viewer is watching. A central site can then determine which
advertisemeni was airing at that moment and, once again,
return the associated information. The same is true for radio
broadeasis. Moreover, magazines and newspapers can zlso be
handled in this manner. Here the querv might include the
name of the mapazine, the month of publication and the page
number.

§4.2.2.1 Operations and Ixemplary Methods and
Techniques for Effecting Such Operations

FIG. 5 is a process bubble diapram of operations that may
be performed in accordance with another version of the
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present invention, in which extra-work information is used 1o
identify the work. As shown, a query wark-identification
(QWID) information storage $10 may include a number of
items or records 512, Rach item or record 512 may associate
extra-work information 514, related to the work, with a, pref-
erably unique, work identifier 516. The query work-identifi-
cation (QWID) information storage 510 may be generated by
a database generation operation(s) 520.

Further, work identifier-action information (W. TDAT) stor-
age 530 may include a number ol items or records 532, BEach
item or record 532 may associate a, preforably unique, work
identifier 534 with associated information 536, such as an
action for example. The work identifier-action (WIDAT)
information storage 530 may be generated by a database
generation operation(s) 538 which may, for example, accept
manual entries.

As can be appreciated from the foregoing, the query work-
information (QWID) storage 510 records 512 and the work
identification-action (WIDAT) storage 530 records 532 can
be combined into  single record.

The extra-work information aggregation (e.g., query gen-
eration) aperation(s) 540 can accept a information related to
a work, such as the fime of a vset request or of a rendering of
the work, the geographic location at which the work is ren-
dered, and the station that the audience member has selected,
and generate a query from such extra-work information.

The query including the extra-work information can be
vsed by a lookup operation(s) 550 to scarch fora “matching”
set of information 514. If a match, or a match within a pre-
determined fhreshold is determined, then the associated work
identifier 516 is read.

The read work ideatifier can then be used by a work-
associated information lookup operation{s) 560 to retrieve
associated information, such as an action, 536 associated with
the work identifier. Such information 536 can then be passed
to action initiation operation(s) 570 which can perform some
action based on the associated information 536.

1f the extra-work information ef a work is known (in
advance), generating the query work identifier (QWID) infor-
mation 510 is straight-forwurd. 17 this were always the case,
an intra-work infonmation-based rccognition operation
wonld not be needed. However, very often this is not he case.
For example, local television broadeasts typically have dis-
cretion to insett local advertising, as well as national adver-
tising. Thus, it often is not possible to know in advance when,
on what station, and where a particular advertisement will
play.

In such instances, a real-time (e.g., centralized) monitoring
facility 580 niay be used 10 (i) extract feature vectors from a
work, (i1} determine a work identifier 116 from the extracted
features, and (ifi) communicate one or more messages 590 in
which extra-work information (e.g., time, channel, geo-
graphic market) 592 is associated with a work identificr 594,
1o aperation(s) 520 for generating query work identification
(QWID) information 510.

§4.2.2.1.1 Exemplary Extra-Work INFORMATION

In the context of national broadeasts, geographic informa-
tion may be needed to distinguish between, for cxample, the
ABC television broadcast in Los Angeles and that in New
York. While both locations broadcast ABC’s programming,
this programming airs at different times on the Fast and West
coasts of America. More importantly, the local network affili-
ates that air ABC's shows have discretion 1o sell local adver-
tising as well as a responsibility to broadcast the national
commercials that ABC sells. In short, the works broadcast by
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ABC in Los Angeles can be diflerent from that in other
geographic locations, Geographic information is therefore
useful to distinguish between the different television markets.
In some circumstances, geographic information may not be
necessary, especially in parts of the world with highly regu-
lated and centralized broadeasting in which there are not
regional differences.

§4.2.2.1.2 Lixemplary Techniques for Generating
Databases

FIG. 5 illustrates a third database 510 referred to as the
query to work identification (QWID) database. This database
510 maps the query (e.g., in the form of time, location and
chanrel information) into a unique 1D that identifies the per-
ceived work. The QWID 510 and WIDAT 530 databases
might not be separate, but for clarity will be considered so.
Aller retrieving the unique work identifier 512 from the
QWID database 510, the identifier can be used to access the
WIDAT database 530. 'This is discussed in more detail later.

As introduced above, although it appears that this architec-
Ture doesnof require a recognition facility, such a facility may
be needed. The feature extraction operation(s) 1404, as well
as the work identification operation(s) 1804 and other data-
bases 1104, may be moved to one or more remote sites 580.

Although TV Guide and other companies provide detailed
information regarding what will be broadcast when, these
schednling guides do not have any information regarding
what advertisements will air when. In many cases, this infor-
mation i3 unknown until a day or so before the broadcast.
Even then, the time slots that a broadcaster sells 1o an adver-
tiser only provide a time range, e.g. 12 pm to 3 pm. Thus it is
unlikely that all commercials and aired programming ean be
determined from TV schedules and other sources prior to

transmission. Further, occasionally programming schedules a3

arc aliered unexpeetedly due to live broadcasts that overrun
their time slots, This is common in sports events and awards
shows, Another example of interrupts to scheduled program-
ming occurs when a particularly important news event occurs.

During transmission, it may therefore be necessary for a
central site 580 1o determine whal work is heing hroadeast
and to update its and/or other’s database 520 accordingly
based on the work identified 594 and relevant extra-work
information 592. There are a variety of ways that this can be
accomplished.

Tirst, it may be economically feasible to manvaily monitor
alltelevision stations that are of interest, and manually update
the database with information regarding the work being
monitored. In fact, Nielsen used such procedures in the early
1960°s for the company 1o tabulate competitive market data,
More than one person can be employed to watch the same
channel in order to reduce the error rate. It should be noted
that the recent ruling by the FCC that satellite broadcasters
such as DirecTV, DishTV and EchoStar can carry local sta-
tions significantly reduces the cost of monitoring many geo-
graphic markets. Currently, DirecTV, for example, carries the
four main local stations in each of the 35 largest markets.
Thus, these 4.times.35=140 channels can all be monitored
from a single site 580, This site would be provided with
satellite receivers to obtain the television channels.

Unfortunately, however, humans are error prone and the
monitoring of many different stations from many different
geographic locations can be expensive. In order to automate
the recognition process, a central site 580 could employ a
computer-based system to perform automatic recognition.
Because the recognition is centralized, only one ora fow sites
are needed. This is in comparison with the first architecture
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we described in which a complete recognition system was
required in every user’s home or premise, This centralization
makes il more economic to employ more expensive comput-
ers, perhaps evenspecial purpose hardware, and more sophis-
ticated software algorithms, When video frames or clips can-
not be identified or arc considered ambiguous, this video can
be quickly passed 10 human viewers to identify. Further, it
should be possible for the automated recognition system to
use additional information suck as television schedules, time
of day, etc in order to improve its recognition rate.

§4.2.2.1.2 Exemplary Techniques for Generating
Queries Based on Extra-Work Information

At the audience member (user} premises, all that is needed
is for the device to send a query to a databasc-server with
information that includes extra-work information, such as
geographic location, time and channel. Usually, this extra-
work information would be transmitted in real-time, while the
work (e.g., an advertisement) is being broadeast. However,
this is not necessary. I the television does not have access to
the Internet, and most TVs do not yet, then an audience
member (user) may simply remember or tecord which chan-
nel he or she was viewing at what time, In fact, the user device
could store this information for later retrieval by the user. At
a convenient later time, the user might access the Interet
uvsing 2 home PC. At this time, he or she can query the
database by cntering this cxtra-work information (c.g.,
together with geographic information) into an application
program or a web browser plug-in,

Another possibility is allowing an audience member (user),
al the time he or she is consuming (e.g., viewing, reading,
listening 1o, ete.) the work, to enter guery information into a
handheld personal digital assistant (“PI3A”™) such as a Palm
Pilot, so as not 1o forget it. This information can then be
marnually transferred to a device connected to a network, or
the information can be transferred automatically using, for
example, infrared communications or via a physical link such
uy a crudle. Recently, PDAs also have some wircless network-
ing capabilitics built in, and thus mipht suppart dircct access
to the information desired. Further, software is available that
allows a Palm Pilot or other PDA to function as a TV reniote
contro] device. As such, the PDA already knows the time of
day and channel being viewed. It also probably knows the
location of the audience member, since most PDA users
include their own name and address in the PDA’s phonebook
and identity it as their own. Thus, with one or 2 few clicks, an
audience member PDA user could bookmark the television
content he or she is viewing,. If the PDA isnetworked, thenthe
PDA can, itself, retrieve the associated information immedi-
ately, Otherwise, the PDA can transfer this bookimarked data
to a networked device, which can then provide access to the
central database.

§4.2.2.2 Exemplary Architectures

[IG. 6 is a block diagram illustrating a fourth embodiment
ol die present invention, in which extra-work information is
used to identily the work. As shown, an extra-work informa-
tion aggregation operation 540a may be effected on a device
610, such as a PC, at the audience member (user) premises.
The various databases 510a, 5304, and 110¢, as well as the
database generation operation(s) 520a/538a, the lookup

i operation(s) 550a and the work-associated information

lookup operation(s) 560« may be provided at one or more
centralized monitoring and query resolution centers 640.
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FIG. 7is a block diagram illustrating a fifth embodiment of
thie present invention, in which extra-work information is
used to identify the work. This fifth embodiment is similar to
the fourth embodiment illustrated in FIG. é but here, the
monilering center 740a and query resolution center 7405 are
separaie.

These embodiments have many advantages tor television
and radio broadcasters who desire to provide Internet links or
other action. First, the andience member (user) equipment,
whether it is a compuwter, set-top-box, television, radio,
remote control, personal digital assistant (pda), cell phone or
other device, docs not need to perform any processing of the
received signal. As such, there is almost no cost involved to
equipment manufacturers.

These last embodiments have some similarity with ser-
vices suchas those provided by the companies Real Names of
Redwood City, Calil., America Online (“AOL™) and espe-
cially iTag from Xenote. The popular press has reported on
the difficulties associated with assigning domain names, The
simplest of these problems is that almost all the one-word
names in the “.com” category have been used. Consequeatly,
domain names can often be difficult to remember. To alleviate
this problem, RealNames and AQL pravide alternative, pro-
prictary name spaces (AOL calls these keywords). For a fee,
a company may register a name with these companies. Thus,
rather than type the URL hup://www.bell-labs.com, the
simple keyword “bell™ might be sufficient to access the sume
Weh site. These capabilities are convenient to users, How-
ever, these systems are very different from the [ourth and fifih
embodiments described. First, and foremost, these systems
are not designed to identify content. Rather, they are simply
alternative network address translation systems based on eas-
ily remembered mnemonics which are sold to interested con1-
panies. As such, the user is still expected to type in an address,
but this address is casier 10 remember than the equivalent
URL. In contrast, while a user may manually cnter the infor-
mation deseribing the work, the preferred embodiment is for
the computer, set-top-box or other device 1o automatically
generate this information. Further, the mapping of keywords
1o network addresses is an arbitrary mapping maintained by
AOL or Real Names, Forexample, the keyword “bell” might
just as reasonably point to the Web site for Philadelphia’s
Liberty Bell as 1o Lucent’s Bell Labs. In contrast, the query
used in the fourth and fifth embodiments is designed to con-
tain all the necessary data to identify the work, e.g. the time,
place and television channel during which the work was
broadeast. There is nothing arbitrary about this mapping. It
should also be pointed out that the proposed system is
dynaniic—the same work, e.g. a commercial, potentially has
an infinite number of addresses depending on when and
where it is broadcast. If an advertisement airs 100,000 unique
times, then there are 100,000 different queries that uniquely
identify it. Moreover, (he exemplary query includes naturally
occurring information such as time, place, channcl or page
number. This is not the case for AOL or RealNames, which
typically assigns one or more static keywords to the address
of a Web site.

Xenote’s iTag system is designed to identify radio broad-
custs and uses a query similar (o that which may be used in the
lourth and fifth embodiments, i.c. time and station informa-
tion. However, the work identification information is not
dynamically constructed but is instead based on detailed pro-
gram scheduling that radio stations must provide il. As such,
it suffers from potential errors in scheduling and requires the
detailed cooperation of broadcasters. While the fourth and
fifih cmbediments might choosc to use propram scheduling
information and other ancillary information to aid in the
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recognition process, they do not exclusively rely on this, The
concept of resolving a site name by recognizing the content is
absent from the above systems.

§4.2.3 Fxemplary Apparatus for Audience Member
{User) Premise Device

While personal computers may be the primary compuita-
tional device ata user’s location, it is not essential touse a PC.
This is especially true of the embodiments depicied in FIGS,
6 and 7, which do not require the content, e.g. video signal, to
be processed. Instead, only a unique sct of identification
parameters such as time, location and channel are provided to
identify the perceived Work. Many forms of devices can
therefore take advantage of this configuration.

As previously noted, personal digital assistants (PDAs) can
be used 1o record the identification information. This infor-
mation can then be translerred o a device with @ network
communication such as a PC. However, increasingly, PDAs
will already have wireless network communication capabili-
ties bujlt-in, as with the Paim VII PDA. These devices will
allow immediate communication with the query resolution
center and all information will be downloaded to them or they
can participate in facilitaling an ¢-comumerce transaction.
Similarly, wireless telephones are increasingly offering web-
enabled capabilities. Consequently, wireless phones could be
programmed to act as a user interface.

New devices can also be envisaged, including a universal
remote control for home enlertainment systems with a LCD
or other praphical display and a network connection. This
connection may be wireless or the remote control might have
a phone jack that allows it to be plugged directly into an
existing phone line. As home networks begin to be deployed,
such devices can be expected to communicate via an inex-
pensive interface to the home network and from there 1©
access the Internct.

In many homes, it is not uncomuton for a computer and
television to be used simultaneously, perhaps in the same
roont. A person watching television could install a web
browser plug-in or applet that would ask the user to identify
Tnis location and the station being watched. Then, periodically,
cvery 20 sceonds for example, the plug-in would update a list
of web addresses that are relevant to the television programs
being watched, including the commercials. The audience
member would then simply click on the web address of inter-
est to abtain further information. This has the advantage that
the viewer does not have (0 guess the refevant address asso-
ciated with a commercial and, in fact, can be directed to a
more specialized address, such as www.fordvehicles com/
ibv/tausrus2kflasl/flash html, rather than the generic
www.ford.com site. Of course, this applet or plug-in could
also provide the database entity with information regarding
what is being accessed from where and at whal time. This
information, as noted carlier, is valuable to advertisers and
broadeasters. For PC's that have infra-red communication
capabilities, it is straightforward to either control the home
entertainment center from the PC or for the PC 1o decode the
signals from a conventional remote control. Thus, as a user
changes channels, the PC is able 10 automatically track the
chunnel changes.

Recording devices such as anatog VCRs and newer digital
recording devices can also be exploited in the embodiments
depicted in FIGS. 6 and 7, especially if device also record the
channel and time information for the recorded content. When
a user initiales a query, the recorded time and channel, rather
than the current time and channel, then form part of the
identification information.
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Digital set-top-boxes are also ¢xpected to exploit the capa-
bilities described herein, In particular, such devices will have
wo-way communication capabilities and may even include
cable modem capabilities of course, the two-way communi-
cation need not be over a television cable. For example,
satcllite sct-top-boxes provide up-link communications via a
telephone connection. Clearly, such devices provide s conve-
nient Jocation to enable the services described herein, More-
over, such services can be provided as part of the OpenCable
and DOCSIS (data over cable service interface specification)
initiatives,

§4.2.4 Information Retrieval Using Features
Extracted from Audio and/or Video Works

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-executable program for providing information about an
audio file or (a video file) played on a device. Such embodi-
ments mighl (a) exiract features from the audio (or video) file,
(b) communicate the features to a database, and (¢) receive the
information about the audio (or video) file from the database.
In some embodiments consistent with the present invention,
the act of extracting the features is performed by a micropro-
cessor of the device, and/or a digital signal processor of the
device. The received information might be rendered on an
output (e.g., a monitor, a speaker, ete.) of the device, The
reccived information might be stored (c.g.. persistently)
locally on the device. The information might be stored on a
disk, or non-volatile memory,

In some of the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation ol an sudio signal, The information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the -

video file might be an MPEG file or some other digital rep-
resemtation of a video signal. The video file might be a video
work, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work.

§4.3 OPERATIONAL EXAMPLES

An example illustrating operations of an exemplary
embadiment of the present invention, that uses intra-work
informration to identify the work, is provided in §4.3.1. Then,
an example illustrating operations of an exemplary embodi-
ment of the present invention, that uses extea-work informa-
tion to identify the work, is provided in §4.3.2.

§4.3.1 Operational Example where Intra-Work
Information is Used to Identify the Work

A generic system for monitoring television commercials is
now described. Obviously, the basic ideas extend beyond this
specific application.

The process of recognition usually begins by recognizing
the start of a commercial. This can be accomplished by look-
ing for black video frames belore and after a commercial. Ila
number of black frames are detected and subsequently a
similar number are detected 30 seconds later, then there is a
good chance that a commercial has aired and that athers will
follow. It is also well known than the average sound volume
during commercials is higher than that for television shows
and this too can be used as an indicator of'a commercial. Other
methods can also be used. The need to recognize the begin-
ning of a commercial is not essential, However, without this
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stage. all television programming must be assumed to be
comumercials. As such, all video frames must be analyzed.
Theadvantage of determining the presence of a commercial is
that less video content must be processed. Since the percent-
age ol advertising time is relatively small, (his can lead 1o
considerable savings. For example, commercials can be buff-
ered and then subsequently processed while the television
show is being broadeast. This reduces the real-time require-
ments of 3 system at the expense of buffering, which requires
memeory or disk space. Of course, for the applications envi-
sioned herein, a real-time response to auser requires real-time
processing.

Once it is determined that an advertisement is being broad-
cast, it is necessary to analyze the video frames. Typically, a

5 compaci representation of each frame is extracted. This vec-

tor might be a pseude-random sample of pixels from the
ltame or 2 low-resolution copy of the frame or the average
intensities of ntimes.n blocks of pixels. It might also be a
frequency-based decomposition of the signal, such as pro-
duced by the Fourier, Hourier-Mellin, wavelet and or discrete
cosine transforms. It might involve principal component
analysis or any combination thereof. The recognition litera-
Lurecontains many dilTerent representations. Forblock-hased
methods, the ntimes.n blocks may be located at pscudo-
random lecations in each frame or might have a specific
structure, e.g. a complete tiling of the frame. The feature
vector might then be composed of the pixels in each block or
sonte property of each block, e.g. the average intensity or a
Fourier orother decomposition of the block. The object of the
vector extraction stage is 1o obtain a more concise represen-
tation of the frame. Each frame is initially composed of
480.times. 720 pixels which is equivalent to 345,600 bytes,
assuming one byte per pixel. In comparison, the feature vec-
tor might only consist of 1 Kbyte of data, For example, if each
lrame is completely tiled with 16.1imes. 16 blocks, then the
oumber of blocks per frame is 345,600/256=1350. If the
average intensity of each block constitutes the feature vector,
then the feature vector consists of 1350 bytes, assuming 8-bit
precision for the average intensity values. Alternatively, 100
16.times. 16 blocks can be pseudo-randomly located on each
frame of the video. For each of these 100 blocks, the first 10
DCT cocfficients can be determined. The feature vector then
consists of the 100.times.10=1000 DCT coetticients. Many
other variations are also possible. In many media applica-

5 tions, the content possesses strong temporal and spatial cor-

relations, If necessary, these correlations can be eliminated or
substantially reduced by pre-processing the content with a
whitening, filter.

A second purpose of the feature extraction process is to
acquire a representation that is robust or invariant to possible
noise or distortions that a signal might experience. For
example, frames of a television broadcast may experience a
small amount of jilter, i.e. horizontal and or vertical transka-
tion, or may undergo lossy compression such as MPEG-2. Tt
is advantageous, though not essential, that these and otler
processes do not adversely affect the extracted vectors.

Each frame’s feature vector is then compared with a data-
base of known feature vectors. These known vectors have
previously been entered into a content recognition database
together with a unique identifier. ITa frame™s veetor matches
a known vector, then the commercial is recognized, Of
course, there is the risk that the match is incorrect. This type
of error is known as a false positive. The false positive rale can
be reduced to any desired value, but at the expense of the false
negative rate. A false negative occurs when a frame’s vector is
not matched to the database even thongh the advertisement is
present in the dalabase. There are several reasons why a
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frame's feature vector may fail to maich. First, the recogni-
tion system may uot be capable of 100% accnracy. Second,
the extracted vector will contain noise as a result of the
transmission process. This noise may alter the values of a
feature vector Lo the extent that a match is no longer possible,
Finally, there is the case where the observed commercial is
not yet present in the database. In this case, it is necessary 10
store the commercial and pass it (e.g., to a person) for iden-
tification and subsequent entry in the database.

It is important to realize that the matching of extracted and
known vectors is not equivalent to Jooking up a word in an
clectronic dictionary. Since the extracted vectors coatain
noise or distortions, binary search is often not possible.
Instead, a statistical comparison is ofien made between an
extracted vector and each stored vector. Common statistical
measures include linear correlation and related measures
such as correlation coefMicient, but other methods can also be
used, including clustering techniques. See, e.g., the Duda and
Hart reference. These measures provide a statistical measure
of the confidence of the match. A threshold can be estab-
lished, nsually based on the required false positive and nepa-
tive rates, such that if the correlation output exceeds this
threshold, then the extracted and known veelors are said 1o
mateh.

It binary search was possible, then a database containing N
vectors wonld require at most log{N} comparisons. However,
in current advertisement monitoring applications there is no
discussion of efficient search methods. Thus, a linear search
of all N entries may be performed, perhaps halting the search
when the first match is found. On average, this will require
N2 comparisons. If N is large, this can be computationally
expensive. Consider a situation in which one out of 100,000
possible commercials is to be identified. Each 30-second
commercial consists of 900 video frames. If all 900 frames

are stored in the database, then N=90,000,000. Even il only 35

every 10.sup.th video frame is stored in the database, its size
is still nine million. While databases of this size arc now
common, they rely of efficient search 1o access entries, i.e.,
they do not perform a linear search. A binary search of a
90,000,000-item database requires less than 20 comparisons.
In contrast, a linear search will require an average of 45,000,
600!

With 9 million entries, it each vector is 1 Kbyte, then the
storage requirement is 9 Gigabytes. Disk drives with this
capacity are extremely cheap at this time. However, if the
database must reside in memory due to real-time require-
ments, then (his still represents a substantial memory require-
ment by todays standards. One reason that the data may need
10 be stored in memory is because of the real-time require-
ments of the database. If 10 channels are being simulta-
neously monitored within each of 50 geographic areas, then
there will be 15,000 queries per second to the content recog-
nition database, assuming each and every frame is analyzed.
This query rate is low. However, if a lincar scarch is per-
formed then 675 billien comparisons per second will be
required. This is an extremely high computational rate by
today’s standards. Even if only key frames are analyzed, this
is unlikely to reduce the computational rate by more than an
order of magnitude.

If an adverlisement is not recognized, then lypicaily, the
remote monitoring system will compress the video and trans-
mit it back to a central office. Here, the clip is identified and
added to the database and the remote recognition sites are
subsequently updated. Identification and annotation may be
performed manually. However, automatic annotation is also
possible using optical character recognition software on each
frame of video, speech recognition sofiware, close captioning
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information and other information sources. As these methods
improve in accuracy, it is cxpected that they will replace
manual identification and annotation.

The recognition system described can be considered to be
a form of nearest neighbor search in a high dimensional
feature space. This problem has been very well studied and is
known to be very dillicult as the dimensionality of the vectors
increases. A number of possible data structures are applicable
including kd-trees and vantage point trees. These data struc-
tures and associated search algorithms organize a N-point
datasct (N=90,000,000 in out previous example) so that sub-
linear time searches can be performed on average. [Towever,
worst-casesearch times can be considerably longer. Recently,
Yianilos proposed an excluded middle vantage point forest
for nearest neighbor search. Sce, ¢.g., the Yianilos reference.
This data structure guarantees sub-linear worst-case search
times, but where the search is now for a nearest neighbor
within a fixed radius, .tau. The fixed radius search means that
if the database contains a vector that is within .tau. of the
yuery, then there is a match. Otherwise, no match is found. In
contrast, iraditional vantage point trees wili always retum a
nearest neighbor, even if the distance between the neighbor
and the query is very large. In these cases, if the distance
between the query and the nearest neighbor exceeds a thresh-
old, then they are considered not to match. This is precisely
what the excluded middle vantage point forest implicitly
does.

Using an excluded middle vantage point forest, wil] allow
accurate real-time recognition of 100,000 broadcasted adver-
tisements. ‘This entails constructing an excluded middle van-
tage point forest based on fearure vectors extracted from say
90,000,000 lrames of video. Of course, using some form of
pre-filtering that eliminates a large number of redundant
frames or frames that are not considered to he gaod unique
identifiers can reduce this number. One such pre-filter would
be to only examine the 1-frames used when applying MPEG
compression. However, this is unlikely to reduce the work
identification database (WID) size by more than one order of
magnitude. Assuming 10 channels are monitared in each of
50 geographic rcgions, then the query rate s
15,000=10.times.50.1imes.30 queries per second.

§4.3.2 Operational Example where Extra-Work
Information is Used to Identify the Work

FIG. 8 depicts a satellite television broadeast system 800,
though cable and traditional breadeast modes are also appli-
cable. Block 810 represents audience members (users) watch-
ing a'I'V channel in their kome, which also has a connection
812 to the Internet 820. Other networks are also possible. The
satellite broadcasts are also being monitared by one or more
television monitoring centers 840a. These centers 8400 may
monitor all ora subset of the television chanuels being broad-
cast. They are not restricted to monitoring satellite TV broad-
casts but may also monitor cable and traditional terrestrial
broadcasts. The primary purpose of these monitoring centers
8404 is to identify the works being broadcasted. Of particular
interest are television advertisements. However, other works,
or portions thereol, may also be identified. Each time a new
segment of a work Is identitied, the monitoring system or
systems B40a update one or more database centers 8405,
informing them of the time, place, channel and identity of the
identified segment. The segment may be a complete thirty
second commeicial or, more likely, updates will oceur imore
frequently, perhiaps at a rate of | update per second per chan-
nel per geographic location. The database center 8405
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updates its database so that queries can be efficiently
responded 10 in sub-linear time.
The database centers 8406 can use traditional database
technology. In general, the query search initiated by an audi-

ence member is not a nearest neighbor search but can be a3

¢lassical textual search proceduse such as 4 binary search. The
nearest neighbor search is appropriate for the monitering
sub-system 840a. The database centers 8404 are continually
updated as each new advertisement, television show or por-
tion thereof is recognized. Standard updating algorithms can
be used. However, random new entries to the database are
unlikely. Rather, cach new cntry, or set of entries, denotes a
new time segment that is later than all previously inserted
items. As such, each new entry can be appended to the end of
the database while still maintaining an ordered data structure
that is amenable to binary and other efficient search tech-
nigues. 1f lwo entries have (he same time in their time field,
tems can be sorted based on secondary fields such as the
channe] and geographic location, as depicted in F1G. 9. Since
the number of such entries will be relatively small compared
with the entire database, it may be sufficient to simply create
a linear linked list of such entries, as depicted in FIG. 9. Of
course, the size of the databasc is constantly increasing. As
such, it may become necessary to have several levels of stor-
age and caching. Given the envisaged application, most user
queries will be forrecent entries. Thus, the database may keep
the last hours worth of entries in memory. If there is one entry
per second for each of 100 channels in 100 geographic loca-
tions, this would correspand 0
3600.1imes. 100.times.100-36,000,000 entries which is eas-
ily accommodated in main memory. Entries that are elder
than one hour may be stored ondisk and entries vider than one
week may be archived (e.g., backed up on tape) for example.
The entries to this database can include time, location and

channel information together with a unique identifier that is

provided by the monitoring system. Of course, additional
ficlds for cach entry arc also possible.

When a user query is received, the time, channel and geo-
graphic information are used to retrieve the corresponding
unique identifler that is then used to access a second database
that contains information associated with the identified work.

An entry 1000 in this sccond database is depicted in FIG.
10, which shows that associated with the wnique identitier
1010, the name of a product 1029, a product category 1030,
the manufacturer 1040 and the commercial's associated web
site 1050. Many other data fields 1060 are also possible. Such
additional fields may include fields that indicate what action
should be taken on behalf of the requesting user. Example
actions include simply redirecting a request to an associated
Web site, or initiating an e-conimerce transaction or provid-
ing an associated telephone number that may be automati-
cally dialed if the querying device is a cell phone or display-
ing additional information to the user. This database is likely
to be updated much less frequently, perhaps only as ofien as
once or twice a day, as batches of new advertisements are
added to the system. Alternatively, it might beupdated as each
new advertisement is added to the systen.

An audience member (user) 810 watching a television
commereizd for exumple may rescl (o the advertisement by
initiating a query 1o the database center 8405, The device
whereby the user initiates the query might be a television or
set-top-hox remote control, or a computer or a wireless PRA
or a {WAP-enabled) cell phone or a specialized device. Typi-
cally, the query will accur during the airing of the cortumereial
or a shortly thereafter, However, the time between the broad-
casting of the advertisement and the time of the associated
query is not critical and can, in some instances be much
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longer. For example, the audience member might bookmark
the query information in a device such as a PDA or a special-
ized device similar to those developed by Xenote for their Itag
radio linking. Later, the audience member may transmit the
query to the database center 8405. This might happen hours or
cven days later.

The query contains information that the database cenler
8405 uses to identify the work being viewed. This informa-
tion might include the time and place where the andience
member was, together with the channel being viewed. Other
tdentifying information is also possible. The query may also
contain additional information that may be used to facilitate
the user’s transaction and will include the retum address of
the user. For example, if the user is intending to order a pizza
afier seeing a Pizza Hut advertiscment, the query may also
containt personal information including his or her identity,
street address and credit card information.

When the database center 84{ receives a query, data in the
query s vsed to identify the work and associated information.
A number o[ possible actions arc possible at this point. First,
the database center 8405 may simply function as a form of
proxy server, mapping the audience member®s initial query
into a web address associated with the advertisement. Tn this
case, the audience member will be sent 10 the corresponding
Web site. The database center 8405 may also send additional
data inchuded in the initial query to this Web site 850 in order
1o facilitate an e-commerce transaction between the audience
member and the advertiser. In some cases, this transaction
will not be direct, but may be indirect via a dealer or third
party application service provider. Thus, for example, though
anadvertisement by Ford Motor Company may air nationally,
viewers may be directed to different Web sites for Ford deal-
erships depending on both the audience member's and the
dealerships® geographic locations. In other cases, advertisers
may have contracted with the database center 8405 to provide
c-comumeree capabilitics. This latter arrangement has the
potential to reduce the amount of traffic directed over the
public Internet, restricting it, instead to a private network
assaciated with the owner of the database center.

1M the andience member (user) is nol walching live televi-
sion but is instcad watching a taped and therefore time-shifted
copy, then additional processes are needed. For the new gen-
eration of digital video recorders, irrespective of the record-
ing media (tape or disk), it is likely to be very easy to include
information identifying the location of the recorder, as well as
the time und channel recorded. Location information can be
provided to the recorder during the sctup and installation
process, for example. Digital video recorders, such as those
currently manufactured by 1TV of Alviso, Calif. or Replay
TV of Santa Clara, Calif. have a network connection via
telephone, which can then send the query of an audience
member o the databuse center 8406 using the recorded rather
than the current information.

In cases where query information has not been recorded, it
is still possible 10 initiate a successful query. However, in this
case, it may be necessary 10 extract the feature vector from the
work of interest and send this information to the monitoring
center 840a where (he [eature vector can be identified. This
form of query is computationally more expensive bot the
relative number of such queries compared to those sent o the
database centers 8406 is expected to be small. It should also
be noted that the pliysical separation of the monitoring and
database centers, depicted in FIGS, 6 and 7. is not crucial to
operatien of the system and simply serves to more clearly
scparate the different functionality present in the overall sys-
tem configuration.
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Although the implementation architectures described
above focus on the television media, it is apparent that the
present invention is applicable 10 audio, print and other
media.

§4.4 CONCLUSIONS

Nonc of the cimbodiments of the invention require modifi-
cation to the work or content, i.e., no active signal is embed-
ded. Consequently. there is no change to the production pro-
cesses, More importamily, from a user perspective,
deployment of this system need not sulfer from poor initial
coverage, Provided the database is sufficiently comprehen-
sive, early adopters will have comprehensive coverage inume-
diately. Thus, there is less risk that the consumer will percejve
that the initial perforniance of the deployed system is poor.
Further, the present invention permits statistics to be gathered
that measure users’ responses o conlent. This information is
expected to be very useful to advertisers and publishers and
broadcasters.

What is claimed is:

1. A computer-implemented method comprising:

(w) maintaining, by a computer system including at least

one computer, a databasc comprising:

(1) first electronic data related to identitication of cne ot
more reference electronic works; and

(2) second electronic data related to action information
comprising an action to perform corresponding to
each of the one or more reference electronic works;

(b) obtaining,. by the computer system, extracted {eatures
of'a first electronic work;

(c) identifying, by the computer system, the first electronic
work by comparing the exiracted features of the first
electronic work with the first electronic data in the data-
basc using a non-exhaustive neighbor search;

(d) determining, by the computer system, the action infor-
mation corresponding, to the identified first clectronic
work based on the second electronic data in the database;
and

(e) associating, by the computer system, the determined
action information with the identified first electronic
work.

2. The computer-implemented method of ¢laim 1, wherein
the step of obtaining comprises receiving the first electronic
work and extracting the extracted features from the first elec-
tronic work,

3. The computer-implemented method of claim 2, wherein
the first electronic work is received from at least onc of a
set-top-box, a video recorder, a cell phone, a camputer, or a
portable device.

4. The computer-implemented method of claim 1, wherein
the step of obtaining comprises receiving the extracted fea-
tures.

3, The computer-implemented method of claini 4, wherein
the extracted features are received from at least one of a
set-top-boX, a video recorder, a cell phone, a computer, or a
portable device.

6. The computer-implemented method of claim 1, wherein
the step of ohiaining comprises receiving the first electronic
work and the extracied features of the first electronic work.

7. The computer-implemented method of claim 6, wherein
the frst electronic work and the extracted features of the first
electronic work are received from at least one of a set-top-
box, a video recorder, a cell phone, a computer, ot a portable
device.

8. The computer-implemented method of claim 1, wherein
at least one of the first electronic work or the extracted fea-
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tures of the first electronic work is obtained from at least one
of a set-top-hox, a video recorder, a cell phone, a computer, or
aportable device that stores commercial transaction data, and
wherein the action information comprises a commercial
{ransaction, and the method further comprises:
clectronically performing the commercial transaction
using the stored commercial transaction data.

9, The computer-implemented method of ¢laim 1, wherein
at least one of the first electronic work or the extracted fea-
tures of the first electronic work is obtained from at least one
of a set-top-box, avideo recorder, a cell phone, a computer, or
a portable device, and wherein the action information com-
prises comunercial transaction data, and the method further
comprises:

electronically performing the commercial transaction
through the at least one of a sel-top-bex, a video
recorder, a cell phone, a computer, or & portable device
using the commercial transuction data.

10. The computer-implemented method of claim 8,
wherein the stored commercial transaction data comprises at
least one of a purchaser’s name, a purchaser's address, or
credit card information.

11. The compuler-implemented method of claim 1,
whercin the action compriscs at least one of directing auserto
a website related to the first electronic work, initiating an
e~commerce transaction, or dialing a phone number.

12, The computer-implemented method of claim 1,
wherein the action comprises providing and/or displaying
additional information in association with the [irst electronic
work.,

13. A computer-implemented method comprising:

(a) maintaining, by a computer system, one or more dala-

bases comprising:

(1) first electronic data comprising a first digitally cre-
aled compact electronic representation of one or more
reference electronic works; and

(2) second clectronic data related to an action, the action
comprising providing and/or displaying an advertise-
ment corresponding to each of the one or more refer-
ence electronic works;

(b) obtaining, hy (he compuler system, a second digitally
creaied compact clectronic representation of a first clee-
tronic work;

{c) identifying, by the computer system, a matching refer-
ence electronic work that matches the first electronic
work by comparing the first electronic data with the
second digitally created compact electronic representa-
tion nsing a non-cxhaustive neighber scarch;

(d) determining, by the computer system, the action corre-
sponding to the matching reference electronic work
based on the second electronic data in the database; and

(e) asscciating, by the computer system, the determined
action wilh the first electronic work.

14. The computer-implemented method of claim 13,
wherein the action further comprises providing a link to a site
on the World Wide Web associated with the advertisement.

15. The computer-implemented method of claim 13,
wherein the action further comprises electronically register-
ing a user with at least one ol a service ora product related o
the advertisement.

16. The computer-implemented method of <laim 13,
wherein the action further comprises electronically providing
at least one of a coupon or a certificate related to the adver-
tisement.

17. The computer-implemented method of claim 13,
wherein the action further comprises automatically dialing a
telephoue number associated with the advertisement.
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18. The computer-implemented method of claim 13,
wherein the action further comprises collecting competitive
market research data related vo the advertisement.

19. The computer-implemented method of claim 13,
wherein the action further comprises purchasing a produet or
service related 1o the advertisement,

20. The compuler-implemented method of claim 13,
wherein the action fusther comprises allowing a user to inter-
act with a broadcast related to the advertisement.

21. The computer-implemented methed of claim 1, further
comprising the step of transmitting, by the computer system,
the determined action as associated with the first clectronic
work,

22. The computer-implemented method of claim 1,
wherein the one or more electronic works comprise at least
one of a video work, an audio work, or an image work.

23. The computer-implemented method of claim 1,
wherein the method further comprises the additional steps of:

(D) obtaining, by the computer system, second extracted
features of a second electronic work;

{g) searching, by the computer system, foran identification
of the second electronic work by comparing the second
extracied features of the sceond electronic work with the
first electronic data in the database using a non-cxhaus-
tive neighbor search; and

(h) determining, by the computer system, that the second
electronic work is not identified based on results of the
searching step.

24. The compuler-implemented methed ol claim 13,

wherein the method further comprises the additional steps of’

(1) obtaining, by the computer system, second extracted
features of a second electronic work to be identified;

(g) searching. by the computer system, foran identification
of the second electronic work by comparing the second

extracted fentures of the second cleetronic work with the

first clectronic data in the database using a non-cxhaus-

tive neighbor scarch; and

(h) determiining, by the computer system, that the second
electronic work is not identified based on results of the
searching step.

25, A computer-implemented method comprising the steps

of:

(a) maintaining, by a computer systen, one or more data-
bases comprising:

(1) first electronic data comprising a first digitally cre-
ated compact electronic representation comprising an
extracled leature vector o vue or more reference elec-
tronic works; and

(2) second elecironic data related 10 action information,
the action information comprising an action to per-
form cortesponding to each of the one or more refer-
ence electronic works;

(b) obtaining, by the computer system, a second digitally
created compact clectronic representation comprising
an extracted feature vector of a first electronic work;

() identifying, by the computer system, a matching refer-
ence electronic work that matches the first electronic
work by comparing the first electronic data with the
second digitally created compuct electronic representu-
tien of the first electronic work using a non-exhaustive
neighbor search;

{d) determining, by the computer system, the action nfor-
mation corresponding to the matching reference elec-
tronic work based on the second electronic data in the
database; and

(c) associating, by the computer system, the determined
action information with the first electranic work.
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26. The computer-implemented method of claim 25,
wherein the one or more compufer readable media have
stored thereon further computer instructions for carrying out
the additiona] steps of:

5 (D) obtaining, by the computer system, a third digitally
created compact clectronic representation comprising
an extracted feature vector of a second electronic work;

(2) searching, by the computer system, for a matching

reference electronic work thai matches the second elec-
tronic work by comparing the third digitally created
compact cleetronic representation of the second clec-
tronic work with the first ¢lectronic data in the database
using a non-exhaustive neighbor search; and

(h) detenmining, by the computer system, that a matching,

reference electronic work that matches the second elec-

tronic work does not exist based on results of the search-
ing step.

27. The method of claim 13, wherein the extracted feature
is extracted vsing trequency based decomposition.

28. The computer-implemented method of claim 13,
wherein the exiracted feature is extracted using principal
component analysis.

29. The compuler-implemented method of claim 13,
wherein the extracted feature is extracted vsing temporal
sequence of feature vectors.

30, ‘The computer-implemented method of claim 13,
wherein the first electronic work is obtained from a first user
device that is at least one of a sei-top-box, a video recorder, a
cell phone, a computer, or a portable device, and wherein the
action information comprises a commercial transaction, and
the method further comprises:

electronically performing the commercial transaction

using commercial transaction data. obtained nsing the

first user device,

31, The computer-implemented method of claim 30,
wherein the commercial transaction data comprises al least
one of a purchaser’s name, a purchaser’s address, or credit
card information.

32. The computer-implemented method of claim 13,
wherein the extracted features of the first electronic work are
obtained from a first user device that is at least onc of a
set-top-box, a video recorder, a cell phone, 4 compuser, or a
portable device that stores commercial transaction data, and
wherein the action information comprises a commercial
transaction, and the method forther comprises:

electronically performing the commercial transaction

using commercial transaction data obtained using the
first user device.

33. The computer-implemented method of claim 32,
wihierein the commercial transaction data comprises at least
one of a purchaser’s name, a purchaser’s address, or credit
card information.

34. The computer-implemented method of claim 13, fur-
ther comprising the step of transmitting, by the computer
system, the determined action information as associated with
the first electronic identified work.

35. The computer-implemented method of claim 13,
wherein the one or more electronic works comprise at least
one ol a video wuork, an audio work, or an image work.

36. The computer-implemented method of claim 25, fur-
ther comprising the step of transmitting, by the computer
system, the determined action information as associated with
the first electronic identified work.

37. The computer-implemented method of claim 35,
wherein the one or more electronic works comprise at least
ane of a video work, an audio work, or an image work.
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1
SYSTEM FOR USING EXTRACTED
FEATURES FROM AN ELECTRONIC WORK

§0. RELATED APPLICATIONS

The present application is a continuation of U.S. patent
application Ser. No. 13/800,573 (incerporate] herein by rel-
erence), titled “METHOD FOR TAGGING AN ELEC-
TRONIC MEDIA WORK 'TO PERFORM AN ACTION,”
filed on Mar. 13, 2013, and listing Ingemar J. Cox as the
inventor, which is a continvation of U.S. patent application
Ser. No. 13/338,079 (incorporated herein by reference), titled
“METHOD FOR USING EXTRACIED FEAIURES
FROM AN ELECTRONIC WORK," filed on Dec. 27, 2011,
and listing Inpemar J. Cox as the inventor, which is a continu-
ation of U.S. patent application Ser. No. 11/977,202 (incor-
porated herein by reference, issuedas U.S. Pat, No. 8,205,237
on Jun. 19, 2012), titled “IDENTIFYING WORKS, USING
A SUB-LINEAR TIME SEARCH, SUCH AS AN
APPROXIMATE NEAREST NEIGHBOR SEARCH, FOR
INITIATING A WORK.-BASED ACTION, SUCH AS AN
ACTION ON THE INTERNET™, filed Oct. 23, 2007, and
listing Ingemar J. Cox as the inventor, which is a continuation
of U.S. patent application Ser. No. 11/445,928 (incorporated
hereinby reference, issued as U.S, Pat, No. 8,010,988 on Aug,
30,201 1), titled “USING FEATURES EXTRACTED FROM
AN AUDIO AND/OR VIDEQ WORK TC OBTAIN INFOR-
MATION ABOUT THE WORK,” filed on Jun. 2, 2006, and
listing Ingemar J. Cox as the inventor, which is a continua-
tion-in-part of U.S. patent application Ser. No. 0%/950,972
(incorporated herein by reference, issued as U.S. Pat. No.
7,058,223 on Jun. 6, 2006), titled “IDENTIFYING WORKS
FOR INITIATING A WORK-BASED ACTION, SUCH A8

AN ACTION ON THE INTERNET,” filed on Sep. 13, 2001, ?

and listing Ingemar J. Cox as the inventor, which application
claims benefit to the filing date of provisional patent applica-
tion Ser. No. 60/232,618 (incorporated herein by reference),
titled “IDENTIFYING AND LINKING TELEVISION,
AUDIO. PRINT AND OTHER MEDIA TO THE INTER-
NET™, filed on Sep. 14, 2000 and listing Ingemar J. Cox as the
inventor.

§1. BACKGROUND OF THE INVENTION

§1.1 Field of the Invention

The present invention concerns linking traditional media o
new interactive media, such as that provided over the Internet
for examiple. In particular, the present invention concerns
identifying a work (e.g., content or an advertisement deliv-
ered via print media, or via a radio or television broadcast)
without the need to modify the work.

§1.2 Related An

§1.2.1 Opportunitics Arising from Linking Works Deliv-
ered Via Some Traditional Media Channel or Conduit to a
More Interactive System

The rapid adoption of the Internet and associated World
Wide Web has recently spurred interest in linking works,
delivered vig traditional media channels or conduits, 0 a
more interactive system, such as the Internet for example.
Basically, such linking can be used to (a) promote commerce,
such as e-commerce, and/or (b) enthance interest in the work
itself by facilitating audience interaction or participation.
Commerce opporiunities include, for example, facilitating
the placement of direct orders for products, providing produet
coupons, providing further information related to a product,
product placement, ¢tc.
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In the context of e-commerce, viewers could request dis-
count vouchers or coupons for viewed products that are
redeemable at the point of purchase, E-commerce applica-
tions also extend beyond advertisements. It is now common
for tefevision shows 1o include produet placements. For
example, an actor might drink a Coke rather than a Pepsi
brand of soda, actors and actresses might wear designer-
labeled elothing such as Calvin Klein, etc. Viewers may wish
to purchase similar clothing but may not necessarily beable to
identify the designer or the particular style directly from the
show. However, with an interactive capability, viewers would
be able to discover this and other information by going to an
associated Web site. The link to this Web site can be auto-
matically enabled using the invention described herein.

In the context of facilitating audience interaction or par-
ticipation, there is much interest in the convergence of tele-
vision and computers. Convergence encompasses a very wide
range of capahilitics. Although a significant effort is being
directed to video-on-demand applications, in which there is a
unique video stream for each user of the service, aswell as to
transmitting video signals over the Internet, there is also
interest in enhancing the television viewing experience. To
this end, there have been a number of experiments with inter-
active television in which viewers can participate in a live
broadcast. There are a variety of ways in which viewers can
participate. For example, during game shows, users can
answer the questions and their scores can be tabulated. In
recent reality-based programming such as the ABC television
game show, “Big Brother", viewers can vote on conlestanis
who must leave the show, and be eliminated from the com-
petition.

§1.2.2 Embedding Work Identifying Code or Signals
within Works

Known techniques of linking works delivered via tradi-
tional media channels 10 a more interactive system typically
require some type of code, used to idemify the work, to be
inserted into the work betore it is delivered via such tradi-
tional media channels. Some examples of such inserted code
include (i) signals inserted into the vertical blanking interval
(“VBI) lines of a (e.g., NTSC) television signal, (ii) water-
murks embedded into images, (ili) bar codes imposed on
images. and (iv) tones cmbedded into music.

The common technical theme of these proposed imple-
mentations is the insertion of visible or invisible signals into
the media that can be decoded by a computer. These signals
can contain a variety of information. In its most direct form,
the signal may directly encode the URL of the assaciated Web
site. However, since the alphanumeric string has variable
length and is not a particularly efficient coding, it is more
commot to encode a unique 1. The computer then accesses
a database, which is usually proprietary, and matches the 11D
with the associated web address. This database can be con-
sidered a form of domain name server, similar to those
already deployed for network addresses. However, in this
case, the domain name server is proprietary and the addresses
are nnique 1D’s.

There are two principal advantages 1o encoding a propri-
etary identifier into content. First, as previously mentioned, it
is 2 more elficient use of the available bandwidth and second,
by directing all 4raffic to a single Web site that contains the
database, a company can maintain control aver the technol-
ogy and gather useful statistics that may then be sold to
advertisers and publishers.

As an example of inserting signals into the vertical blank-
ing interval lines of a television signal, RespondTV of San
Francisco, Calif. embeds identification information into the
vertical blanking interval of the television signal, The VBl is
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part of the analog video broadcast that is not visible to tele-
vision viewers, For digital television, it may be possible to
encode the information in, for example, the motion picture
experts group (“MPEG™) header. In the USA, the vertical
blanking interval is currently used to transmit close-caption-
ing information as well as other information, while in the UK,
the VBI is used to transmit teletext information, Although the
close captioning information is guaranteed to be transmitted
into the home in America, unfortunately, other information is
not. This is because cwnership of the vertical blanking inter-
val is disputed by content owners, broadocasters and local
television operators.

As an example of embedding watermarks into images,
Digimarc of lualatin, Oreg. embeds watermarks in print
media, Invisible watermarks are newer than VBI insertion,
and have the advantage of being independent of the method of
broadeast, Thus, once the information is embedded, it should
remain readable whether the video is transmitted in NTSC,
PAL or SECAM znalog formats or newer digital formats. It
should be more reliable than using the vertical blanking inter-
val in television applications. Unfortunately, however, water-
marks still require modification of the broadcast signal which
is problematic for a number of cconomic, logistical, legal
(permission to alter the content is needed) and quality control
(the content may be degraded by the addition of'a watermark)
reasons.

As an example of imposing bar codes on images, print
advertisers are currently testing a technology that allows an
advertisement (o be shown to a camera, scanner or bar code
reader that is connected to a personal computer (“PC”). The
captured image is then analyzed to determine an associated
Web site that the PC’s browser then accesses. For example,
GoCode of Draper, Uiah embeds small two-dimensional bar
codes for print advertisements. The latter signal is read by

inexpensive barcode readers that can be connected to a PC.

AirClic of Blue Bell, Pa. provides a combination of barcode
and wireless communication to enable wircless shopping
through print media. A so-called “CueCat” reads bar codes
printed in conjunction with advertisements and articles in
Forbes magazine. Similar capabilities are being tested for
television and audio media.

Machine-readable bar codes arc one example of a visible
signal, The advantage of this technology is that it is very
mature. However, the fact that the signal is visible is often
considered a disadvantage since it may detract from the aes-
thetic of the work delivered via a traditional media channel or
conduit.

As an cxample of embedding tones into music, Digital
Convergence of Dallas, Tex. proposes to embed identification
cades into audible music tones breadeast with television sig-
nals.

All the foregoing techniques of inserting code into a work
cun be categorized as active techniques in that they must alter
the existing signal, whether it is music, print, tclevision or
other miedia, such that an identification code is also present.
‘There are several disadvantages that active systems share.
First, there are aesthetic or fidelity issues asseciated with bar
codes, andible tones and watermarks. More importantly, all
media must be processed, before it is delivered to the end user,
o contain these active signals. Even if a system is enthusias-
tically adopted, the logistics iavolved with inserting bar codes
or watermarks into, say every printed advertisement, are for-
midable.

TFurther, even if the rate of adoption is very rapid, it never-
theless remains true that during the early deployment of the
systen1, most works will not be tagged. Thus, consumers that
are early-adopters will find that most media is not identified.
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At best, this is frustrating. At worst, the naive user may
conclude that the system is not reliable or does not work atall.
This erroneous conclusion might have a very adverse effect
on the adoption rate.

Further, not only must there be modification to the produc-
tion process, but modifications must also be made 1o the
equipment in a user’s home. Again, using the example of
watermarking of print media, a PC must be fitted with a
camera and watermark detection sofiware must be installed.
In the case of television, the detection of the identification
signal is likely to occur at the set-top-box—this is the equip-
ment provided by the local cable welevision or satellite broad-
casting company. In many cases, this may require modifica-
tions to the hardware, which is likely to be prohibitively
expensive. For cxample, the audible tonc used by Digital
Convergence to recogaize television content, must be fed
directly into a sound card in a PC. This requires a physical
connection between the television and the PC, which may be
expensive or at least inconvenient, and a sound card may have
1o be purchased.

§1.2.3 Unmet Needs

In view of the foregoing disadvantages of inserting an
identification code into a work, thereby altering the existing
signal, there is a need for techniques of identifying a work
without the need of inserting an identification code into a
work. Such an identification code can then be used to invoke
a work-related action, such as work-related commerce meth-
ods and/or to increase audicnce interest by facilitating audi-
ence interaction and/or participation.

§2. SUMMARY OF THE INVENTION

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, orcom-
puter-cxecutable programs for linking a media work to an
action. Such embodiments might {a) extract features trom the
media work, (b) defermine an identification of the media
work based on the features extracted using a sub-linear time
search, such as an approximare nearest neighbor search for
example, and (¢) determine an aetion based on the identifica-
tion of the media work determined. In some embodiments
consistent with the present invention, the media work is an
audio signal, The audio signal might be obtained from a
broadcast, or an audio file format. In other embodiments

5 consistent with the present invention, the media work is a

video signal. The video signal might be cblained from a
broadcast, or a video file format,

In some of the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation of an audio signal. The information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video file might be a video
work, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work.

§3, BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a process bubble diagram of operaticns that may
be performed in accordance with one version of the present
invention, in which intra-work information is used to identify
the work.

FIG. 2 is a block diagram illustrating a first embodiment of
the present invention, in which intra-work information is used
to identity the work.

Google Ex. 1001

Google Ex. 1020



US 3,656,441 B1

5

FIG. 3 isablock diagram illustrating a second embodiment
of the present invention, in which istra-work information is
used to idemify the work.

FIG. 4is ablock diagram illustrating a third embodiment of
the present invention, in which intra-work information is used
to identify the work.

FIG. 5 is a process bubble diagram of operations that may
be performsed in accordance with another version of the
present invention, in which extra-work information is used to
identify the work.

FIG. 6 is a block diagram illustrating a fourth embodiment
of the present invention, in which extra-work information is
used to identify the work.

FIG. 7is ablock diagram illustrating a fifth embodiment of
the present invention, in which extra-work information is
used (o identify the work,

FIG. 8 is a block diagram illustrating an environment in
which the present invention may operate.

FIG. 9 is an exemplary data structure in which extra-work
information is associated with a work identifier.

FIG. 10 is an exemplary daa structure including work-
related actions.

§4. DETAILED DESCRIPTICN

"The present invention may invoive novel methods, appa-
ratus and data structures for identifying works without the
need of embedding signals therein. Once identified, such
infurmation can be used to determine a work-related action,
The following description is presented to enable one skilled in
the arl to make and use the invention, and is provided in the
context of particular embodiments and methods. Various
modifications to the disclosed embodiments and methods will
be apparent to those skilled in the art, and the general prin-

ciples set forth below may be applied to other embodiments,

methods and applications. Thus, the present invention is not
intended to be limited to the embodiments and methods
shown and the inventors regard their invention as the follow-
ing disclosed methods, apparatus, data structures and any
other patemtable subject matter to the extent that they are
palentable.

§4.1 Functions

The present invention functions to identify a work without
the need of inserting an identification code into a work. The
present invention may do so by (i) extracting features from the
work to define a feature vector, and (ii) comparing the feature
vector to feature vectors associaled with identified works,
Altemnatively, or in addition, the present invention may do so
by (i) accepting extra-work information, such as the time of a
query or ofa rendering of the work, the geographic location at
which the work is rendered, and the station that the audience
member has selected, and (ii) vse such extra-work informa-
tion 1o lookup an identification of the work. In either case, an
identification code may be used to identify the work.

The present invention may then function to use such an
identification code to initiate a work-related action, such as
for work-related commerce methods and/or to increase audi-
ence interest by facilitating audience interaction andfor par-
ticipation.

§4.2 Embodiments

Asjustintroduced in §4.1 above, the present invention may
use intra-work information and/or extra-work information to
identify a work. Once identified, such identification can be
used to initiate an action, such as an action related to com-
merce, or facilitating audience participation or interaction.
Exemplary embodiments of the present invention, in which
work is recognized or identified based on intra-work infor-
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mation, are described in §4.2.1. Then, exemplary embodi-
ments of the present invention, in which work is recognized or
identified based on extra-work information, are described in
§4.2.2,

§4.2.1 Embodiments in which Work is Recognized Based
on Intra-Work Information, Such as a Feature Vector

Operations related to this embediment are described in
§4.2.1.1 below. 'Then, various architectures which may be
used to effect such operations are described in §4.2.1.2.

§4.2.1.]1 Operations and Exemplary Methods and Tech-
niques for Effecting Such Operations

FIG. 1is a process bubble diagram of operations that may
be performed in accordance with one version of the present
invention, in which intra-work information is used to identify
the work. As shown, a work-identification information stor-
age 110 may include a number of items or records 112. Each
item or record 112 may associate a feature veetor of a work
114 with u, preferably unique, work identificr 116. The work-
identification information storage 110 may be generated by a
database generation operation(s) 120 which may, in tum, use
a feature extraction operation{s) 122 to extract features from
a work at a first fime {WORK.sub.@t1), as well as a feature-
to-work identification tagging operation(s) 124.

Further, work identificr-action information storage 130
may include a number of items or records 132, Each item or
record 132 may associate a, preferably unique, work identi-
fler 134 with associated information 136, such as an action for
example. The work identifier-action information storage 130
may be generated by a database generation operation(s) 138
which may, for example, accept manval entries.

As can be appreciated from the toregoing, the work-infor-
mation storage 110 records 112 and the work identification-
action 130 records 132 can be combined into a single record.
That is, there need not be two databases. A single database is
also possible in which the work identifier, or a feature vector
extracted from the work, scrves as a key and the associated
ficld comtains work-related intormation, such as a URL for
example.

‘The feature extraction operation(s) 14{ can accept a work,
such as that being rendered by a user, at a second time
(WORK.sub.@12), and extract [eatures from that work. The
extracted features may be used to define a so-called feature
vector.

The extracted features, e.g., as a feature vector, can be used

5 by a feature (vector) lookup operation(s) 150 to search for a

matching feature vector 114. If a match, or a match witlin a
predetermined threshold is determined, then the associated
work identifier 116 is read.

The read work identifier can then be used by a work-
associated information lockup operation(s) 160 to retrieve
associated information, such as an action, 136 associated with
the work identifter. Such information 136 can then be passed
{0 action initiation operation(s) 170 which can perform some
action based on the associated information 136.

§4.2.1.1.1 Exemplary Techniques tor Feature Extraction

When the user initiates a request, the specific television or
radio broadcast or printed commercial, each of which is
referred to as a work, is first passed to the feature extraction
operation. The work may be an image, an audio file or sume
portion of an audio signal or may be one or more [rames or
fields of'a video signal, or a multimedia signal, The purpose of
the feature extraction operation is to derive a compact repre-
sentation of the work that can subsequently be used for the
purpose of recognition, In the case of images and video, this
feature vector might be a psendo-random sample of pixels
from the frame or a low-resolution copy of the frame or the
average intensities of n.times.n blocks of pixels. It might also
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be a frequency-based decomposition of the signal, such as
produced by the Fourier, wavelet and or discrete cosine trans-
forms. It might invelve principal component analysis. It
might also be a combination of these, For television and audio
signals, Tecognition might also rely on a temporal sequence of
feature veelors. The recognition literature contains many dil-
ferent representations. For block-based methods, blocks may
be accessed at pseudo-random locations in each frame or
might have a specific structure. For audio, common feature
vectors are based on Fourier frequency decompositions, but
other representations are possible. See, ¢.g., R, O, DudaandP.
E. Hart, Pattern Classification and Scene Analysis (Wiley-
Interscience, New York, 1973). See also K. Fukunaga, Intro-
duction to Statistical Pattern Recognition, 2nd Ed. (Academic
Press, New York, 1990). (These references are incorporated
herein by reference.)

As previously stated, one object of the vector extraction
slage is Lo obtain a more concise representation of the frame.
For example, each video frame is Initially composed of
480.1imes, 720 pixels which is equivalent to 345,600 pixels or
691,200 bytes. In compatison, an exemplary feature vector
might only consist of 1 Kbyte of data.

A second purpose of the feature extraction process is 10
acquire a representatior that is robust or invariant to possible
noise or distortions that a signal might experience. For
example, frames of a television broadcast may experience a
small amount of jitter, i.e., horizontal and or vertical transla-
tion, or may undergo lossy compression such as by MPEG-2.
1t is advantageous that (hese and other prucesses do not
adversely aflect the extmeted vectors. For still images there
has been considerable work on determining image properties
that are invariant to affine and other geometric distortions. For
example, the use of Radon and Fourier-Mellin transforms
have been proposed for robustness against rotation, scale and

translation, since these transforms are either invariant or bare

a simple relation to the geometric distortions. See, ¢.g., C.
Lin, M. Wu, Y. M. Lui, J, A. Bloom, M. L. Miller, L. J. Cox,
“Rotation, Scale, and Translation Resilient Public Water-
marking for Images.” JEER Transactions on Image Process-
ing (2001). See also, U.S. Pat. Nos, 5,436,633, 5,504,518,
5,582,246, 5,612,729, and 5,621,454, (Fach of these refer-
ences is incorporated herein by reference.)

§4.2.1.1.2 Exemplary Techniques for Database Generation
and Maintenance

A number of possibilities exist for generating and main-
taining work identification (WID) and identification-action
translation (WIDAT) databases. However, in all cases, works
of interest arc processed to extract a representative feature
vector and this feature vector is assigned a unique identitier.
‘This unique identifier is then entered imto the work identifi-
cation (WD) database 110 as well as into the WIDAI data-
base 130 together with all the necessary associated data. This
process is refierred 10 as tagging. Forexample, in the caseofan
advertiscment, the WIDAT database 130 might inchunde the
manutacturer (Ford}, the product name (Taurus), a product
category (avtomotive) and the URL associated with the Ford
Taurus car together with the instruction to translate the query
into the associated URL.

The determination of 21l works of interest and subsequent
feature vector extraction and lagging depends on whether
content owners are actively collaborating with the entity
responsible for creating and maintaining the database. If there
is no collaboration, then the database entity must collect all
works of interest and process and tag them. While this is a
significant effort, it is not overwhelming and is certainly
commercially feasible. For cxample, competitive market
research firms routinely tabulate all advertisements appearing
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in a very wide variety of print media, Newspapers and maga-
zines can be scanned in and software algorithms can be
applied to the images to identify likely advertisements. These
possible advertisements can then be compared with adver-
tisements already in the WID database 110, Il there is a match,
nothing further need be done, 11 there is not a mateh, the
image can be sent to a human to determine if the page does
indeed contain an advertisement. If so, the operator can
instruct the computer to extract the representative feature
vector and assign it a unique identifier. Then, the operator can
insert this information into the content identification database
and aswell as update the corresponding WIDAT databasc 130
with all the necessary associated data. This is continually
performed as new magazines and papers include new adver-
tisements to maintain the databases. This is a cost to the
database entity. Television and radio broadeasts can also be
monitored and, in fact, broadeast monitoring is currently
performed by companies such as Niclsen Media research and
Competitive Media Reporting. Television and radio broad-
casts differ from print media in the real-time nature of the
signals and the consequent desire for real-time recognition.

In many cases, advertisers, publishers and broadcasters
may wish to collaborate with the database provider. In this
case, feature extraction and annotation and/or ¢xtra-work
information may be performed by the advertiser, advertise-
ment agency, network and/or broadeaster and this informa-
tion sent to the database provider to update the database.
Clearly, this arrangement is preferable from the database
provider’s perspective. However, it is not essential.

§4.2.1.1.3. Exemplary Techniques for Matching Extracted
Features with Database Entries

The extracted feature vector is then passed to a recognition
(e.g., featuré look-up) operation, during which, the vector is
compared to entries of known vectors 114 in a content iden-
tification (WID) database 110, Tt is important (o realize that
the matching of extracted and known vectors is not equivalent
to Jooking up a word in an clectronic dictionary. Since the
extracted vectors contain noise or distortions, binary search
might not be possible. Instead, a statistical comparison is
often made between an extracted vector and each stored vec-
tor. Common statistical measures include finear correlation
and related measurcs such as correlation cocfficient, but other
methods can also be used including mutval information,
Euclidean distance and Lp-porms, These measures provide a
statistical measure of the confidence of the match. A threshold
can be established, uswally based on the required false posi-
live and false negative rates, such that if the correlation output
exceeds this threshold, then the extracted and known vectors
are said to match. See, e.g., R. ©. Duda and P. E. Hart, Pattem
Classification and Scene Analysis (Wiley-Interscience, New
York, 1973). See also, U.S. Pat. No. 3,919,474 by W. D.
Moon, R. J. Weiner, R. A. Hansen and R. N. Linde, entitled
“Broadeast Signal Identification System”. (Each of these ref-
erences is incorporated herein by reference.)

Ifbinary search was possible, then a database containing N
vectors would require at most log(N) comparisons. Unfortu-
nately, binary search is not possible when taking a noisy
signal and rying to find the most similar reference signal.
This problem is one of nearest neighbor search in a (high-
dimensional) feature space. In previous work, it was not
uncommon to perform a linear searchof all N entries, perhaps
halting the search when the first match is found, On average,
this will require N/2 comparisons. If N is large, this search can
be computationally very expensive.

Other forms of matching include those based on clustering,
kd-trees, vantage point trees and excluded middle vantage
point forests are possible and will be discussed in more detail
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later. See, e.g., P. N. Yianilos “Excluded Middle Vantage
Point Forests for nearest Neighbor Search”, Presented at the
Sixth DIMACS Implementation Challenge: Near Neighbor
Searches workshop, (Jan. 15, 1999). See also, P. N. Yianilos,
“Locally lifting the curse of Dimensionality for nearest
Neighbor Scareh’” SODA 2000: 361-370. (Each of these rel-
erences is incorporated herein by reference.) Thus, for
example, a sub-linear search time can be achieved. Unlike the
kd-tree method which finds the nearest neighbor with cer-
tainty, randomized constructions, like the one described in P.
N. Yianilos, “Locally lifting the curse of Dimensionality for
nearest Neighbor Search” SODA 2000: 361-370, that suc-
ceed with some specified probability may be used. One
example of a sub-linear time search is an approximate nearest
neighbor search. A nearest neighbor search always finds the
closest point to the query. An approximate nearest neighbor
search does not always find the closest point to the query. For
example, it might do so with some probability, or it might
provide any point within some small distance of the closest
point.

If the extracted vector “malches” a known vector in the
content identification database, then the work has been iden-
tified. Of course, there is the risk that the maich is incorreel,
This type of error is known as a falsc positive. The falsc

positive rate can be reduced to any desired value, but at the 2

expense of the false negative rate. A false negative occurs
when the vector extracted from a work is not matched to the
database even though the work is present in the database.
There are several reasons why a works leature veclor may [ail
to maich a feature vector database entry, First, the recognition
system may not be capable of 100% accuracy. Second, the
extracted vector will often contain noise as a result of the
wransmission process. This noise may alter the values of a
feature vecior to the extent that a match is no longer possible.

Finally, there is the case where the ohserved work is not

present in the database. In this case, the work can be sentto an
operator for identification and insertion in the databasc.

§4.2.1.1.4 Exemplary Work Based Actions

Assuming that the work is correctly identified, then the
identifier can be used to retrieve associated information from
the second work identification-action translation (WIDAT)
databasc 130 that contains information 136 associated with
the particular work 134. This information may simply be a
corresponding URL address, in which case, the action can be
considered to be a form of network address translation. How-
ever, in general, any information about the work could be
stored therein, together with possible actions lo be taken such
as initiating an e-commerce transaction. After looking up the
work identifier 134 in the WIDAT database 130, an action is
performed on behalf of the user, examples of which has been
previously described,

In addition to nging the system to allow audience members
of a work 1o connect to associaled sites on the Infernet, a
number of other uscs arc possible. First, the work identifica-
tion database 130 allows competitive market research data to
be collected (e.g., the action may inchide logging an event).
For example, it is possible to determine how many conimer-
cials the Coca Cola Company in the Chicago market aired in
the month of June. This information is valuable 1o competi-
tors such as Pepsi. Thus, any company that developed 4 sys-
tem as described above could also expect to generate revenue
from competitive market research data that it gathers.

Advertisers often wish to ensure that they receive the
advertising time that was purchased. To do so, they often hire
commercial verification services to verify that the advertise-
mentorcommercial did indeed runat the expected time. To do
s0, currently deployed systems by Nielsen and CMR embed-
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ded active signals in the advertisement prior to the broadeast.
‘I'hese signals are then detected by remote monitoring facili-
ties that then report back to a central system which commer-
cials were positively identified. See for example U.S, Pat.
Nos. 5,629,739 by R. A. Dougherly entitled “Apparatus and
method for injecting an ancillary signal into a low cnergy
density portion of a color television frequency spectrum®,
4,025,851 by D. E. Haselwoed and C. M. Solar entitled
“Automatic monitor for programs broadcast™, 5,243,423 by J.
P. Delean, D. Lu and R. Weissman, entitled “Spread spectrum
digital data transmission over TV video™, and 5,450,122by L.
D. Keenc cntitied “In-station television program encoding
and monitoring system and method”. (Each of these patents is
incerporated herein by reference.) Active systems are usually
preferred for advertisement verification because the required
recognition accuracy is difficult to achieve with passive sys-
tems. The passive monitoring system described herein sup-
ports commercial verification.

§4.2.1.2 Exemplary Architectures

Three alternative architectural embodiments in which the
first technique may be employed are now described with
reference to FIGS. 2, 3, and 4.

FIG. 2 is a block diagram illustrating a first embodiment of
the present invention, inwhich intra-work information is used
to identify the work and in which a audience member device
210, such as a PC for example, receives and renders a work
that is consumed by an audience member (user). At some
peint, the user may wish to perform a work-specific action
such as traversing to an associaled Web site. Upon initiation
of this request, the computer 210 performs the operations
140a,1504, 1602 and 1704, such as those shown in FIG. 1. To
reiterate, these operations include a feature extraction opera-
tion(s) 140a, feature vector lookup or matching operation(s)
150a in connection with items or records 1124 in a work-
identification (WID) database 110a. If a matching [eature
vector 114« s found, the work-associated information lookup
operation(s) 160 can use the associated work identifier 1164
to accessing a work identification-action translation
(WIDAL) database 130z 1o retrieve associated information
1364, possibly including determining what action sheuld be
performed.

As described above, the two databases might be integrated
into a single database. However, conceptually, they are
described here as separate.

An example illustrating operations that can occur in the
firstembodiment of F1G. 1, is now described. Consider a print
application, in which say 10,000 advertisements are to be
recognized that appear in national newspapers and maga-
zines. 1f 1 Kbyte is required to store each feature vector then
approximately 10 Mbytes of storage will be required for the
work identification database 110a. Such a size does not rep-
resent a serious problem, in either memory or disk space, to
present personal computers.

An important issue then becomes recognition rate, While
this may be problematic, all the images are two-dimensional-
three-dimensional object recognition is not required. Of
course, since a low cost camera captures the printed adver-
tisement, there may be a number of gpeometric distortions that
might be introduced together with noise. Nevertheless, the
application is sufficiently constrained that adequate recogni-
tion rates should be achievable with current state-of-the-art
computer vision algorithms. See, eg., P. N. Yianilos
“Excluded Middle Vantage Point Forests for nearest Neigh-
bor Search™, Presented at the Sixth DIMACS Implementation

5 Challenge: Near Neighbor Searches workshop, Jan, 15, 199%.

Sce also, P. N. Yianilos “Locally lifting the curse of Dimen-
sionality for nearest Neighbor Search” SODA 2000: 361-370.
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(Each of these references is incorporated herein by refer-
ence.) Thus, for example, a sub-linear search time can be
achieved. Unlike the kd-tree method which finds the nearest
neighbor with certainty, randomized constructions, like the

one deseribed in P N, Yianilos, “Locally lifting the curse of

Dimensionality for nearest Neighbor Search™ SOIDA 2000:
361-370, that succeed with some specified probability may be
used. One example of a sub-linear time search is an approxi-
mate nearest neighbor search. Estimates of the size of the
WIDAT database 130a depend on what associated informa-
tion (recall fields 136) is stored. If, for example, only a URL
address is needed, about 20 characters can typically represent
most URLs. Thus, the size of the WIDAT database 1304
would be less than 1 Mbyte.

The configuration just described with reference to FIG. 2
places all of the processing and data on each user’s local
machine 210. A number of aliemative embodiments, in which
some or all of the storage and processing requirements are
performed remotely, will be described shortly.

As new works are created and made publicly available, the
databases residing on a user’s local computer become obso-
lete. Just as the database provider 240 must continually
update the databascs in order 1o remain current, there is also
a need to update local databascs on devices at 2udience mem-
ber premises. This update process can be perforned over the
Internet 230 in a manner very similar to how software is
currently upgraded. It is not necessary to download an
entirely new database although this is an option. Rather, only
the changes need (o be transmitted. During this update pro-
cess, the user’s computer 210 might also transmit information
to a central monitoring center 240 informing it of which
advertisements the computer user has queried. This type of
information is valuable to both advertisers and publishers. Of
course, care must be taken to ensure the privacy of individual
users of the system, However, 1t is not necessary to know the
identity of individual users for the system to work.

FIG.3isablock diagram illustrating a second embodinient
of the present invention, in which intra-work information is
used to identify the work. Although the WIDAT database can
be quite small, as illustrated in the exemplary embodiment
described above with respect to FIG. 2, there is still the
problem of keeping this database current. While periodic
updates of the local databases may be acceptable, they
become unnecessary if the WIDAT database 1305 is at a
remote location 340, In this arrangement, illustrated in FIG.
3, after the local computer 310 identifies the work, it sends a
guery to the remote WIDAT database 1305, The query may
contain the work identifier. The remote site 340 may then
return the associated information 136. Although the remote
WIDAL database 1305 needs to be updated by the database
provider, this can be done very frequently without the need
for communicating the updates o the local computers 310.

The second embodiment is most similar (o active systems
inwhichan embedded signal is extracted and decoded and the
identifier is used to interrogate a central database. Conse-
quently it has many of the advantages of such systems, while
avoiding the need to insert signals into all works. One such
advantage, is that the database provider receives real-time
information relating to users’ aceess patlemns.

The WIDAT database 1305 might pliysically reside at more
thon one location. In such a case, some requests will go toone
site, and other requests will go to another. In this way, over-
loading of a single site by 100 many users can be avoided.
Other load balancing techniques are also applicable.

FIG. 4 is ablock diagrans illustrating a third embodiment of
the present invention, in which intra-work infermation is nsed
to identify the work. Recall that the WIDAT database may be
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small relative to that work identitication database (WID). As
the size of the work recognition (WID) database increases,
the foregoing embodiments may become impractical. Con-
sider, for example, a music application in which it is desired
to identily 100,000 song titles. Ifit is again assumed thata 1
Khyle vector can uniquely represent each song, then on the
order of 100 Mbytes is now needed. This size is comparable
to large application programs such as Microsoft’s Office 2000
suite. Although this still does not represent an inordinate
amount of disk space, if this data needs to reside in memory at
all times, then very few present machines will have adequate
resources, Clearly, at some point, the proposcd architectures
scales to a point where requirements become impractical. In
this case, a further modification to the architecture is possible.

Since the storage and searching of the work-identifier
(WID) database require the most computation and storage, it
miay be more economical to perform these actions remotely.
Thus, for example, iCa user is playing an MP3 music file and
wants to go to a corresponding website, the MP3 file is passed
to an operation that determines one or more feature veciors. I
the third embodiment, instead of performing the matching
locally 410, the one or more vectors are transmitted 1o a
ceniral site 440 at which is stored the WID and WIDAT
databases 110¢ and 130¢ together with sufficiently powerful
compulers to resolve this request and those of other computer
users. This configuration is illustrated in F1G. 4. Similardy, if
a user is playing an MPEG or other video file and wants to
initiate a work-related action, the video file is passed to an
aperation 140¢ that extracts one or more [eature veetors. The
entire video file need not be processed, Rather, it may be
sutlicient to process only those frames in the temporal vicin-
ity 1o the users request, i.e., to process the current frame and
or some number of frames before and after the current frame,
e.g. perhaps 100 frames in all. The extracted feature vector or
feature veelors can then be transmitted to a central site 440
which can resolve the request.

After successfully matching, the feature vector, the central
site 440 can provide the user with information directly, or can
direct the user to anather Web site that contains the informa-
tion the user wants. In cases where the recognition is ambigu-
ous, (he central site 440 might return information identifying
onc of several possible matches and allow the user to seleet
the intended one.

The third embodiment is particularly attractive if the cost
of extracting the feature vector is small. In this case, it
becomes economical to have feature vector extraction 140¢ in
digital set-top-boxes and in video recorders 410. The latter
may be especially useful for the new generation of consumer
digital video recorders such as those manudactured by TIVO
and Replay TV, These devices already have access to the
Internet via a plhone Jine. Thus, when someone watching 2
recorded movie from television reacts to an advertisement,
the video recorder would extract one or more feature vectors
and transmit them 1o a central site 440. This site 440 would
determine if a match existed between the query vector and the
database of pre-stored vectors 110¢. If a match is found, the
central server 440 would transmit the associated information,
which might include a Web site address or an 800 number for
more traditional ordedng, back to the audience user device
410, Of course, a consumer deviee 410 such as a digital video
recorder might also store personal information of'the owner to
facilitate online e-commerce. Such a device 410 could store
the owner’s name, address, and credit card infermation and
automatically transmit them to an on-line store to complete 2
purchase. Very little user imteraction other than to authorize
the purchase might be nceded, This type of purchasing may be
very convenient to consumers.
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Another advantage of the third embodiment is that it obvi-
ates the need to update lacal databases while, at the same
time, the centrally maintained databases can be kept current
with very frequent updating,

§4.2.2 Embodiments in which Work is Recopnized Based s

on Extra-Work Information

Operations related to this embodiment are described in
§4.2.2.1 below. Then, various archilectures which may be
used to effect such operations are described in §4.2.2.2,

If the cost of extracting a feature vector is too large, then the
costof deploying any of the embodiments described in §4.2.1
above may be prohibitive. This is particularly likely in very
cost sensitive consumer products, including set-top-boxes
and next generation digital VCRs. Acknowledging this fact, a
different technique, one that is particularly well suited for
broadcasted media such as television and radio as well as o
content published in magavines and pewspapers, is now
described. This technigue relies on the fact that a work aced
not be identified by a feature vector extracted from the work

(which is an example of “intra-work information™), but can 2

also be identified by when and where it is published or broad-
cast (which are examples of “extra-work information™)

An cxample serves to illustrate this point. Consider the
scenario in which a viewer sees a television commercial and
responds 1o it. The embodiments described in §4.2.1 above
required the user device (e.g., a computer or set-top-box)
210/310/410 10 extract a feature vector. Such an extracted
vector was attempted to be matched to another feature vec-
tor(s), either locally, or al a remote site. In the embodiments
using a remote site, if the central site is monitoring all televi-
sion broadcasts, then thenser' s query does not need to include
the feature vector. Instead, the query simply needs to identify
the time, geographic location and the station that the viewer is
watching. A central site ¢an then determine which advertise-

ment was airing at thal moment and, once again, retumn the

associated information, The same is true for radio broadeasts.
Morcover, magazines and newspapers can also be handled in
this manner. Here the query might include the name of the
magazine, the month of publication and the page number.

§4.2.2.1 Operations and Exemplary Methods and Tech-
niqques [or Effecting Such Operations

FIG. 5is a process bubble diagram of operations that may
be performed in accordance with another version of the
present invention, in which extra-work information is used to
identify the work. As shown, a query work-identification
(QWID) information storage 510 may include a number of
items or records 512. Each ftem or record 512 may associate
extra-work information 514, rclated to the work, with a, pref-
erably unique, work identifier 516. The query work-identifl-
cation (QWID) information storage 510 may be generated by
a database generation operation(s) 520,

Turther, work identifler-action information (WIDAT) stor-
age 530 may include a number of items or records 532. Each
item or record 532 may associate a, preferably unique, work
identifier 534 with associated information 536, such as an
action for example. '[he work identifier-action (WIDAT)
information storage 530 may be generated by a database
generation operation(s) 538 which may, for example, accept
manual eniries.

As can be appreciated from the foregoings, the query work-
information {QWID) storage 510 records 512 and the work
identification-action {WIDATY) storage 530 records 532 can
be combined into a single record.

The extra-work information aggregation (e.g., query gen-
eration) operation(s) 540 can accept a information related to
awork, such as the time of a uscr request or of a rendering of
the work, the geographic location at which the work is ren-
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dered, and the station that the audience member has selected,
and generate a query from such extra-work information.

The query including the extra-work information can be
used by a lookup operation(s) 550 to search for a “matching™
set of information 514. 11 a match, or a match within 4 pre-
determined threshold is determined, then the associated work
identifier 516 is read.

‘The read work identifier can then be used by a work-
associated information lookup operation(s) 560 fo retrieve
associated information, such as an action, 536 associated with
the wark identifier. Such information 536 can then be passed
to action initiation operation(s) 370 which can perform some
action based on the associated intormation 536.

If the extra-work information of a work is known (in
advance), generating the query work identifier (QWID)infor-
mation 510 is straight-forward. If this were always the case,
an intra=work information-based recognition operation
would not be needed. However, very ofien this is not the case.
For example, local television broadcasts typically have dis-
cretion to insert local advertising, as well as national adver-
tising. Thus, it often is not possible to know in advance when,
on what station, and where a particular advertisement will
play.

Insuch instances, a real-time (c.g., centralized) monitoring
facility 580 may be used to (i) extract feature vectors from a
work, (ii) determine a work identifier 116 from the extracted
features, and (iii) communicate one or more messages 590in
which extra-work information (e.g., time, channel, geo-
graphic market) 592 is associated with a work identifier 594,
to operation{s) 520 for generating query work identification
(QWID) information 510.

§4.2.2.1.1 Exemplary Extra-Work Informatien

In the context of national broadcasts, geographic informa-
tion may be needed to distinguish between, for example, the
ABC television broadeast in Los Angeles and that in New
York. While both locations broadeast ABC’s programming,
this programming airs at dittcrent times on the East and West
coasts of America. More importantly, the local network affili-
ates that air ABC's shows have discretion to sell local adver-
tising as well as a responsibility to broadcast the national
commercials that ABC sells. In short, the works broadcast by
ABC in Los Angeles can be different from that in other
geographic locations. Geographic information is therefore
usefuil to distinguish between the different television markets.
In some circumstances, geographic information may not be
necessary, especially in parts of the world with highly regu-
lated and centralized broadeasting in which there are not
regional differences,

§4.2.2.1.2 Exemplary Techniques for Generating Data-
bases

FIG. 5 illustrates a third database 510 referred to as the
query to work identification (QWID) database. This database
510 maps the query (e.g., in the form of time, location and
channel information) into 2 unique ID that identifies the per-
ceived work. The QWID 510 and WIDAT 530 databases
might not be separate, but for clarity will be considered so.
After retrieving the unique work identifier 512 from the
QWID database 510, the identifier can be used to access the
WIDAT database 530. This is discussed in more detail later.

As inroduced above, although it appears that this architec-
ture does not require a recognition facility, such a facility may
be needed. The feature extraction operation(s) 1404, as well
as the work identification operation(s) 1504 and other data-
bases 1104, may be moved 10 one or more reniote sites 580.

Although TV Guide and other companies provide detailed
information regarding what will be broadeast when, these
scheduling, puides do not have any information regarding
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what advertisements will air when. In many cases, this infor-
mation is unknown until a day or so before the broadcast,
Even then, the time slots that a broadcaster sells to an adver-
tiser only provide a time range, e.g. 12 pm to 3 pm. Thus it is
unlikely that all commercials and aired programming can be
determined from TV schedules and other sourees prior o
transmission. Further, occasionally programming schedules
are altered unexpectedly due to live broadcasts that overrim
their time slots. This is common in sports events and awards
shows. Another example of interrupts to scheduled program-
ming occurs when a particolarly important news event occurs,

During transmission, it may therefore be necessary for a
central site 580 to determine what work is being broadcast
and 1o update its and/or other's database 520 accordingly
based on the work identified 594 and relevant extra-work
information 592. There are a variety of ways that this can be
accomplished,

First, it may be cconomically [easible to manually monitor
all television stations that are of interest, and manually update
the database with information regarding the work being
monifored. In fact, Nielsen used such procedures in the early
1960"s for the company to tabulate competitive market data.
More (han one person can be employed to watch the same
channel in order to reduce the error rate. It should be noted
that the recent ruling by the FCC that satellite broadcasters
such as Direc1'V, DishTV and EchoStar can carry local sta-
tions significantly reduces the cost of monitoring many geo-
graphic markets. Currently, DirecTV, for example, carries the
four main local stations in each of the 35 largest markets.
Thus, these 4.times.35=140 chamnels can ali be monitored
from a single site 580. This site would be provided with
satellite receivers to obtain the television channels.

Unfortunately, however, humans are error prone and the
monitoring of many different stations from many different
geographic locations can be expensive. In order (o sutomate
the recopnition process, a central site 580 could employ a
computer-based system to perform automatic recognition.
Because the recognition is centralized, only one or a few sites
are needed. This is in comparison with the first architecture
we described in which a complete recognition system was
required in every user’s home or premise. This centralization
makes it more cconontic to employ more expensive comput-
ers, perhaps even special purpose hardware, and more sophis-
ticated software algorithms. When video frames or clips can-
not be identified or are considered ambiguous, this video can
be quickly passed to human viewers to identify. Further, it
should be possible for (he automated recognition system (o
use additional information such as television schiedules, time
of day, etc in order to improve its recognition rate.

§4.2.2.1.2 Exemplary Techniques for Generating Queries
Based on Extra-Work Information

At the audience member (user) premises, all that is needed
is for the device to send a query 1o & database-server with
inforination that includes extra-work information, such as
geographic location, time and channel, Usually, this extra-
work information would be transmitted in real-time, while the
work (e.g., an advertisement) is being broadcast. However,
this is not necessary. If the television does not have access to
the Internet, and most TVs do nol yet, then an audience
member (user) may simply remember or record which chan-
nel he or she was viewing at what time. In tact, the user device
could store this information for later retrieval by the user. At
a convenient later time, the user might access the Internet
using a home PC. Ar this time, he or she can query the
database by entering this extra-work information (e.g.
together with geographic information) into 2n application
program or a web browser plug-in,
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Another possibility is allowing an andience member (user),
at the time he or she is consuming (e.g., viewing, reading,
listening to, etc.) the work, 1o enter query information into a
handheld personal digital assistant (“PDA”) such as a Palm
Pilot, so as not 1o forget it. This information can then be
manually transferred 1o a device connected 1o 4 network, or
the information can be transferred awtomatically using, for
example, infrared communications or via a physical link such
asacradle. Recently, PDAs also have some wireless network-
ing capabilities built in, and thus might support direct access
to the information desired. Further, sofiware is available that
allows a Palm Pilot or other PDA to function as a TV remote
control device. As such, the PDA already knows the time of
day and channel being viewed. 1t also probably knows the
location of the audience member, since most PDA users
include their own name and address in the PDA’s phonebook
and identify it as their own. Thus, with one or a few clicks, an
audicnce member PDA user could bookmark the television
conteni he or she is viewing. If the PDA is networked, then the
PDA can, itself, retrieve the associated information immedi-
ately. Otherwise, the PDA can transfer this bookmarked data
to a networked device, which can then provide access to the
central databasce.

§4.2.2.2 Exemplary Architectures

FIG. 6 is a block diagram illusirating a fourth embodiment
of the present invention, in which extra-work information is
used to identify the work. As shown, an extra-work informa-
tion aggregation operation 540z may be effected on a device
610, such as a PC, at the audience member (user) premises.
The various databases 510a, 530q, and 110e, as well as the
database generation operation(s) 520a/538a, the lookup
operation(s) 5502 and the work-associated information
lookup operation(s) $60a may be provided at one or more
centralized monitoring and query resolution centers 640.

FIG. 7isa block diapram illustrating a fifth embodiment of
the present invention, in which extra-work information is
vsed to identify the work. This fifth embodiment is similar to
the fourth embodiment illustrated in FIG. 6 but here, the
monitoring center 740a and query resolution center 7404 are
separate.

These embodiments have many advamages for television
and radio broadcasters who desire to provide Inteniet links or
other action, First, the audience member (user) equipment,
whether it is a computer, set-top-box, television, radio,
remote control, personal digital assistant (pda), cell phone or
other device, does not need to perform any processing of the
received signal. As such, there is almost no cost involved 10
cquipment manufacturers.

These last embodiments have some similarity with ser-
vices such as those provided by the companies Real Names of
Redwood City, Calif., America Online (“AOL”) and espe-
cially iTag from Xenote. The popular press has reported on
the difficulties associated with assigning domain names, The
simplest of these problems is that almost all the one-word
names in the “.com” category have been used. Consequently,
domain names can often be difficult to remember. To alleviate
this problem, RealNames and AOL provide alternative, pro-
prietary name spaces (AOL calls these keywords). For a fee,
4 company may register a name with these companies. Thus,
rather than type the URL hitp/Awww.bell-labs,com, the
simple keyword “bell” might be sufficient to access the same
Web site. ‘These capabilities are convenient to users. How-
ever, these systems are very different from the fourth and fifih
embodiments described. First, and foremost, these systems
are not designed #o identify content. Rather, they are simply
alternative network address translation systems based on cas-
ily remembered mnemonics whiclt are sold to interested com-

Google Ex. 1001

Google Ex. 1020



US 8,656,441 B1

17
panies. As such, the user is still expected to type inan address,
but this address is easicr to remember than the equivalent
URL. In contrast, while a user may manually enter the infor-
mation describing the work, the preferred embodiment is for
the computer, set-top-box or other device to automatically
generate this information. Further, the mapping of keywonds
1o network addresses is an arbitrary mapping maintained by
AOL or Real Names. For example, the keyword “bell” might
just as reasonably point to the Web site for Philadelphia’s
Liberty Bell as to Lucent’s Bell Labs., In contrast, the query
used in the fourth and fifth embodiments is designed to con-
tain all the necessary data to identify the work, e.g. the time,
place and television channel during which the work was
broadcast. There is nothing arbitrary about this mapping. It
shonld also be pointed out that the proposed system is
dynamic—the same work, e.g. a commercial, potentially has
an infinite number of addresses depending on when and
where it is broadcast. Ifan advertisement airs 100,000 unique

times, then there are 100,000 different queries that uniquely 2

identify it. Moreover, the exemplary query includes naturally
occurring information such as time, place, channel or page
number. This is not the case for AOL or RealNames, which
typically assigns one or more static keywords to the address
of a Web site.

Kenote’s iTag system is designed to identify radio broad-
casts and uses aquery similar to that which may be usedinthe
fourth and fifih embodiments, i.e. time and station informa-
tion. However, the work identification information is not
dynamically constructed but is instead hused on detailed pro-
gram scheduling that radio stations must provide it. As such,
it suffers from potential errors in scheduling and requires the
detailed cooperation of broadcasters, While the fourth and

fifth embodiments might choose to nse program scheduling

information and other ancillary information 0 aid in {he
recognition process, they do not exclusively rely on this. The
concept of resolving a site name by recognizing the content is
absent from the above systems.

§4.2.3 Exemplary Appuratus for Audience Member (User)
Premise Device

While personal computers may be the primary computa-
tional deviceat a user’s location, it is not essential touse a PC.
This is especially true of the embodimeuts depicted in FIGS.
6 and 7, which do not require the content, e.g. video signal, to
be processed. Instead, only a unique set of identification
parameters stich as time, location and channel are provided 1o
identify the perecived Work. Many forms of devices can
therefore take advantage of this configuration.

As previously noted, personal digital assistants (P2As) can
be used to record the identification information. This infor-
mation can then be transferred to a device with a network
communication such as a PC. However, increasingly, PDAs
will alrcady have wireless network communication capabili-
ties built-in, as with the Palm VII PDA. These devices will
alfow immediate communication with the query resolution
center and all information will be downloaded to them or they
can parlicipate in facilitating an e-commerce transaction.
Similarly, wireless telephones are increasingly offering web-
enahled capabilitics. Consequently, wireless phones could be
programmed 10 act as a user interface,

New devices can alse be envisaged, including a nniversal
remote control for home entertainment systems with a LCD
or other graphical display and a network connection. This
connection may be wireless or the remote control might have
a phone jack that allows it to be plupged dircctly into an
existing phone line. As home networks begin to be deployed,
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such devices can be expected to communicate via an inex-
pensive interface to the home network and from there to
access the Internet.

In many homes, it is not uncommon for a computer and
television 10 be used simultaneously, perhaps in the same
room, A person watching television could install a web
browser plug-in or applet thut would ask the user 1o identily
his location and the station being watched. Then, periodically,
every 20 seconds for example, the plug-in would update alist
of web addresses that are relevant to the television programs
being watched, including the commercials. The audience
member would then simply click on the web address of inter-
est to obtain further information. This has the advantage that
the viewer does not have 1o guess the relevant address asso-
ciated with a comumercial and, in fact, can be directed to a
more specialized address, such as www.fordvehicles.com/
ibv/tausrus2kflash/flash html, rather than the generic
www.ford.com site. Of course, this applet or plug-in could
also provide the database entity with information regarding
what is being secessed from where and at what time. This
information, as noted earlier, is valuable to advertisers and
broadeasters. For PC’s that have infra-red communication
capabilities, it is straightforward to cither control the home
entertainment center from the PC or for the PC to decede the
signals from a conventional remote control. Thus, as a user
changes channels, the PC is able to automatically track the
channel changes.

Recording devices such as analog VCRs and newer digital
recording devices can also be exploited in the embodiments
depicted in FIGS, 6 and 7, especially if device also record the
channel and time information for the recorded content. When
a user initiates a query, the recorded time and channel, rather
than the current time and channel, then form part of the
identification information.

Digital sct-top-boxes are also expected to exploit the capa-
bilitics described herein. In particular, such devices will have
two-way comnunication capabilities and may even include
cable modem capabilities of course, the two-way communi-
cation need not be over a television cable. For example,
satellite set-top-boxes provide up-link communications via a
telephone connection. Clearly, such devices provide a conve-
nient location 1o enable the services described herein, More-
over, such services can be provided as part of the OpenCable
and DOCSIS (data over cable service interface specification)
initiatives.

§4.2.4 Information Retrieval Using Features FExiracted
from Audio and/or Video Works

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-execuiable program for providing information about an
andio file or (a video file) played on a device. Such embodi-
ments might (a) extract features from the audio {or video) file,
(b) communicate the features to a database, and (¢) receive the
information about the audic (or video) file from the database.
In some embodiments consistent with the present invention,
the act of extracting the features is performed by a micropro-
cessor of the device, and/or a digital signal processor of the
device. The received information might be rendered on an
output (¢.g., a monitor, a spegker, ete.) of the device. The
received intormation might be stored (e.g., persistently)
locally on the device. The information might be stored on a
disk, or non-volatile memory.

In some of the embodiments periaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation of an audio signal. The information might includea
song title, an album title, and/er a performer name.
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In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video file might be a video
work, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work,

§4.3 Operational Examples

An example illustrating operations of an exemplary
embodiment of the present invention, that uses intra-work
information to identify the work, is provided in §

4,3.1. Then, an example illustrating operations of an exem-
plary embodiment of the present invention, that uses cxtea-
work information to identify the work, is provided in §4.3.2.

§4.3.1 Operational Example where Intra-Work Informa-
tion is Used to Identify the Work

A generic system for monitoring television commercials is
now described. Obviously, the basic ideas extend beyond this
specific application.

The process of recognition usually begins by recognizing
the start of a commercial. This can be accomplished by Jook-
ing for black video frames before and after a commercial. If a
number of black frames are detected and subsequently a
similar number are detected 30 seeonds later, then there is a
good chance that a conunercial has aired and that others will
follow. It is also well known than the average sound volume
during commercials is higher than that for television shows
and this too can be used as an indicator of a commercial, Other
methods can also be used. The need to recognize the begin-
ning ol a commercial is not essential. However, without this
stage, all television programming must be assumed to be
commetcials. As such, all video frames must be analyzed.
Theadvantage of determining the presence of a conymercial is
that less video content must be processed. Since the percent-
age of advertising time is relatively small, this can lead to

considerable savings. For example, commercials can be bufl- 35

cred and then subsequently processed while the television
show is being broadeast. This reduces the real-time require-
ments of a system at the expense of buffering, which requires
memory or disk space. Of course, for the applications envi-
sioned herein, a real-time responseto a user requires real-tinie
processing.

Ongeeit is determined that an advertisement is being broad-
cast, it is necessary to analyze the video fromes. Typically, a
compact representation of each frame is extracted. This vec-
tor might be a pseudo-random sample of pixels from the
frame or a low-resolution copy of the frame or the average
intensities of n.times.n blocks of pixels. Tt might also he a
frequency-based decomposition of the signal, such as pro-
duced by the Fourier, Fourier-Mellin, wavelet and or discrete
cosine transforms. It might involve principal component
analysis or any combination thereod, The recognition litera-
turecontains many different representations. For block-based
methods, the ntimes.n blocks may be located at pseudo-
random locations i cach frame or might have a specific
structure, e.g. a complete tiling of the frame. The feature
vector might then be composed of the pixels in each block or
some property of each block, e.g. the average imensity or a
Fourier or other decomposition of the block. The object of the
veclor extraction stage is to oblain a more concise represen-
tation of the frame, Each frame is initally composed of
430.times, 720 piXels which is equivalent to 345,600 bytes,
asswining one byte per pixel. In comparison, the feature vec-
tor might only consist of 1 Kbyte of data. For example, if each
frame is completely tiled with 16.times.16 blocks, then the
number of blocks per frame is 345,600/256=1350. If the
average intensity of each block constitutes the feature vector,
then the feature vector consists of 1350 bytes, assuming 8-bit
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precision for the average intensity values. Alternatively, 100
16.times.16 blocks can be pseudo-randomly located on each
frame of the video. For each of these 100 blocks, the first 10
DCT coefficients can be determined. The feature vector then
consists of the 100.times.10=1000 DCT coeficients. Many
other variations are also possible, In many media applica-
tions, the coment possesses strong temporal and spatial cor-
relations. If necessary, these correlations can be eliminated or
substantially reduced by pre-processing the content with a
whitening filter.

A second purpose of the feature extraction process is to
acquirc a representation that is robust or invariant to possible
noise or distortions that a signal might experience. For
example, frames of a television broadcast may experience a

3 small amount of jitter, i.e. horizontal and or vertical transla-

tion, or may undergo lossy compression such as MPEG-2. Tt
is advantageous, though not essential, that these and other
processes do not adversely affect the extracted veetors.

Each frame’s feature vector is then compared with a data-
base of known feature vectors. ‘l'hese known vectors have
previously been entered into a content recognition database
together with a unique identifier. If a frame’s vector matches
a known veclor, then the commercial is recognized. OF
course, there is the risk that the mateh is incorrect. This type
of'error is knownas a talse positive, The false positive rate can
bereduced to any desired value, but atthe expense of the false
negative rate. A false negative occurs when a frame’s vector is
not matched to the database even though the advertisement is
present in the dutabase. There are several reasons why a
frame’s feature vector may fail to match. First, the recogni-
tion system may not be capable of 100% accuracy. Second,
the extracted vector will contain noise as a result of the
transmission process. This noise may ‘alter the values of a
feature vector to the extent that a match is no longer possible.
Finally, there is (he case where the observed commercial is
not yet present in the database, In this case, it is necessary to
store the commercial and pass it (c.g., to a person) for iden-
tification and subsequent entry in the database.

It is important to realize that the matching of extracted and
known vectors is not equivalent to looking up a word in an
electronic dictionary. Since the exiracted vectors contain
noisc or distortions, binary search is often not possible.
Instead, a statistical comparison is often made between an
extracted vector and each stored vector, Common statistical

5 measures include linear correlation and related measures

such as correlation coefficient, but other metheds can also be
used, including clustering techniques. See, e.g., the Duda and
Hart reference. These measures provide a statistical measure
of the confidence of the match. A threshold can be estab-
lished, usually based on the required false positive and nega-
tive rates, such that if the correlation output exceeds this
threshold, then the extracted and known vectors are said to
match.

Ifbinary search was possible, then a database containing N
vectors would require at most log(IN) comparisons, However,
in current advertisenient monitoring applications there is no
discussion of efficient search methods. Thus, a linear search
of all N entries may be performed, pethaps halting the search
when the first match is found. On average, this will require
N/2 comparisons. If N is large, this can be computationally
expensive. Consider a situation in which one out of 100,000
possible commercials is to be identified. Each 30-second
commercial consists of 900 video frames. If all 900 frames
are stored in the database, then N=90,000,000. Even if only
every 10.sup.th video frame is stored in the database, its size
is still nine million, While databascs of this size arc now
common, they rely of efficient search to access entries, i.e.,
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they do not perform a linear search. A binary search of a
90,000,000-item database requires less than 20 comparisons.
In contrast, a linear search will require an average of 45,000,
000!

With 9 million entries, il each vectar is 1 Khyte, then the
storage requirement is 9 Gigabyles. Disk drives with this
capacity are extremely cheap at this time. However, it the
database must reside in memory due to real-time require-
ments, then this still represents a substantial memory require-
ment by today's standards. One reason that the data may need
to be stored in memory is because of the real-time require-
ments of the databasc. If 10 channels are being simulta-
neonsly monitored within each of 50 geographic areas, then
there will be 15,000 queries per second 1o the content recog-
nition database, assuming each and every frame is analyzed.
This query rate is low. However, if a linear search is per-
formed then 675 hillion comparisons per second will he
required. This is an extremely high computational rate by
today's standards. Even if only key frames are analyzed, this
is unlikely to reduce the compuiational rate by more than an
order of magnitude.

If an advertisement is not recognized, then typically. the
remote moniloring system will campress the video and trans-
mit it back to a central office. Here, the clip is identified and
added to the database and the remote recognition sites are
subsequently updated. ldentification and annotation may be
performed manually. However, automatic annotation is also
possible using optical character recognition sofiware on each
frame ol video, speech recognition sofiware, close captioning
information and other information sources. As these methods
improve in accuracy, it is expected that they will replace
manual identification and annotation.

The recognition system described can be considered to be
a form of nearest neighbor search in a high dimensional

feawre space, This problem has been very well studied and is

known to be very difficult as the dimensionality of the vectors
increases. A number of possible data structures are applicable
including kd-trees and vantage point trees. These data struc-
tures and associated search algorithms organize a N-point
dataset (N=90,000.000 in out previous example) so that sub-
linear time searches can be performed on average. However,
worsi-case search times can be considerably longer. Recently,
Yianilos proposed an excluded middle vantage point forest
for nearest neighbor search. See, e.g., the Yianilos reference,
This data structure guarantees sub-linear worst-case search
times, but where the search is now for a nearest neighbor
within 4 [ixed radius, .tau. The fixed radius search means that
if the database containg a vector that is within .tau. of the
query, then there is & match. Otherwise, no match is found, In
contrast, traditional vantage point trees will always retumn a
nearest neighbor, even if the distance berween the neighbor
and the query is very large. In these cases, if the distance
between the query and the nearest neighbor exceeds a (hresh-
old, then they are considered not 1o match, This is preciscly
what the excluded middle vantage point forest implicitly
does.

Using an excluded middle vantage point forest, will allow
accurate real-time recognition of 100,000 broadcasted adver-
tisements. This entails constructing an excluded middle van-
tage point forest based on [eature vectors extracted [rom say
90,000,000 frames of video, Of course, using some form of
pre-filtering that eliminates a large number of redundant
Trames or frames that are not considered to be good unique
identifiers can reduce this number. One such pre-filter would
be to only examine the I-frames used when applying MPEG
compression. However, this is unlikely to reduce the work
identification database (WID) size by more than one order of
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magnitude. Assuming 10 channels are monitored in each of
50 pgeographic regions, then the query rate is
15,000=10.times.50.times.30 queries per second.

§4.3.2 Qperational Example where Extra-Work Informa-
tion s Used to Identify the Work

FIG. 8 depicts a satellite television broadeast sysiem 800,
though cable and traditional broadcast medes are also appli-
cable. Block 810 represents audience members (users) watcl-
ing a TV channel in their home, which also has a connection
812 to the Internet 824. Other networks are also possible, The
satellite broadcasts are also being monitered by one or more
television monitoring couters 840«. These centers 8404 may
monitor all or 4 subset of the television channels being broad-
cast. They are not restricted to monitoring sateilite TV broad-
casts but may also monitor cable and traditional terrestrial
broadcasts. The primary purpose of these monitoring centers
840a is to identily the works being broadeasted. Of particular
interest are lelevision advertisements. However, other works,
or portions thereof, may also be identitied, Each time a new
segment of a work is identified, the monitoring system or
sysiems 840a update one or more database centers 840,
informing them of the time, place, channe! and identity of the
identified segment. The segment may be a complete thiny
second commercial or, morc likely, updates will occur more
frequently, perhaps at a rate of 1 update per second per chan-
ne] per geographic location. ‘The database center 8405
updates its database so that queries can be efficiently
responded 1o in sub-linear time.

The datubase centers 8405 can use traditional databuse
technology. In general, the query search initiated by an audi-
ence member is not a nearest neighbor search but can be a
classical textual search procedure such as a binary search. The
nearest neighbor search is appropriate for the monitoring
sub-system 840a. The database centers 8405 are continnally
updated as each new advertisement, television show or por-
tion thereof is recoguized. Standard updating algorithms can
be used. However, random new entries 1o the databasc are
unlikely. Rather, each new entry, or set of entries, deniotes a
new time segment that is later than all previously inserted
items. As such, each new entry can be appended ta the end of
the database while still maintaining an ordered data structure
that is amenable to binary and other cfficient search tech-
niques. If two entries have the same time in their time field,
items can be sorted based on secondary fields such as the
channel and geographic location, as depicted in FIG. 9. Since
the number of such entries will be relatively small compared
with the entire database, it may be sufficient to simply create
a lincar linked list of such entries, as depicted in FIG. 9, Of
course, the size of the database is constantly increasing. As
such, it may become necessary to have several levels of stor-
age and caching. Given the envisaged application, most user
queries will be for recent entries. Thus, the database may keep
the last hours worth of entries in memory. Il there is one entry
per sccond for each of 100 channcls in 100 geo-
graphic  locations, this would  correspond 1o
3600.times.100.times.100=36,000,000 eniries which is eas-
ily accommodated in main memory. Entries that are older
thtan one hour may be stored on disk and entries older than one
week may be archived (e.g., backed up on tape) [or example.
The entries 10 (his database can include time, location and
channel information together with a unique identifier that is
provided by the monitoring system. Of course, additional
fields for each entry are also possible.

When a user query is received, the time, channel and geo-

5 graphic information are used fo retrieve the corresponding

unique identifier that is then used to access a second database
that contains information assaciated with the identified work.
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An entry 1000 in this second database is depicted in FIG.
10, which shows that associated witlh the unique identifier
1010, the name of & product 1020, a product category 1030,
the manufacturer 1040 and the commercial’s associated web
site 1050, Many other data felds 1060 are also possible. Such
additional fields may include fields that indicate what action
should be taken on behalf of the requesting user. Example
actions include simply redirecting a request 1o an associated
Web site, or initiating an e-commerce transaction or provid-
ing an associated telephone number that may be antomati-
cally dialed if the querying device is a cell phone or display-
ing additional information to the user. This databasc is likely
1o be updated much less frequently, perhaps only as often as
once or twice a day, as batches of new advertisements are
added o the system. Alternatively, it might beupdated as each
new adveriisement is added to the system.

An audience member (user) 810 walching a television
commercial [or example may react 1o the advertisement by
initiating a query to the database center 8405. The device
whereby the user initiates the query might be a television or
set-top-box remote control, or a computer or a wireless PDA
or a (WAP-enabled) cell phone or a specialized device. Typi-
cally, the query will oceur during the airing ol the commuercial
or a shortly thereafter, However, the time between the broad-
casting of the advertiserent and the time of the associated
query is not critical and can, in some instances be much
longer. For example, the audience member might bookmark
the query information in a device such as a PDA ora special-
izeddevice similar to those developed by Xenote [or their liag
radio linking. Later, the audience member may transmit the
query to the database center 8405, This mighthappen hoursor
even days later.

The query contains information that the database center
8404 uses to identify the work being viewed. This informa-

tion might include (he lime and place where the audience 3

member was, together with the channel being viewed. Otlier
identifying information is also possible. The query may also
contain additional information that may be used to facilitate
the user's transaction and will include the return address of
the vser. For example, if the user is intending to order a pizza
alier seeing a Pizza Hut advertisement, the query may also
contain personal information including his or her identity,
street address and credit card information.

When the database center 8405 receives a query, data in the
query is used to identify the work and associated information.
A number of possible actions are possible at this point. First,
the database center 8405 may simply function as a form of
proxy server, mapping the audience member's initial query
into a web address associated with the advertisement. In this
case, the audience member will be sent to the corresponding
Web site. The database center 8404 may also send additional
data included in the initial query to this Web site 858 in order
10 [aeilitate an e-commerce (ransaction between the audience
member and the advertiser. In some cases, this transaction
will not be direct, but may be indirect via a dealer or third
party application service provider. Thus, for example, though
anadvertisement by Ford Motor Company may air nationally,
viewers may be directed to different Web sites for Ford deal-
erships depending on bath the sudience member's and the
dealerships’ geographic locations, In ether eases, advertisers
may have contracted with the database center 8405 10 provide
¢-commerce capabilities. This latter arrangement has the
potential to reduce the amount of traffic directed over the
public Internet, restricting it, instead to a private network
associated with the owner of the database center.

H the audicnce member (user) is aot watching live televi-
sion butisinstead watching a taped and therefore time-shifted
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copy, then additional processes are needed. For the new gen-
eration of digital video recorders, irrespective of the record-
ing media (tape or disk), it is likely to be very easy to melude
information identifying the location of the recorder, as well as
the time and channel recorded. Location information can be
provided 10 the recorder during the sclup and installation
process, for example. Digital video recorders, such as those
currently manufactured by TIVO of Alviso, Calif. or Replay
TV of Santa Clara, Calif. have a network connection via
telephone, which can then send the query of an audience
member to the database center 8405 using the recorded rather
than the current information.

In cases where query information has not been recorded, it
is still possible 10 initiate a successful query. However, in this
case, il may be necessary 10 extract the feature vector from the
work of interest and send this information to the monitoring
center 840a where the feature vector can he identified. This
form of query is computationally more expensive but the
relative number of such queries compared to those sent to the
database centers 8405 is expected 1o be small. It should also
be noted that the physical separation of the monitoring and
database centers, depicted in FIGS. 6 and 7, is not crucial to
operation of the system and simply serves to more clearly
separate the different functionality present in the overall sys-
tem configuration.

Although the implementation architectures described
above focus on the television media, it is apparent that the
present invention is applicable to audio, print and ather
media.

§4.4 Conclusions

None of the embodiments of the invention require modifi-
cation to the work or content, i.e., no active signal is embed-
ded. Consequently, there is no change to the production pro-
cesses. More imporlantly, from a user perspective,
deployment of this system need not suffer from poor initial
coverage. Provided the database is sufficiently comprehen-
sive, carly adopters will have comprehensive coverage imunie-
diately. Thus, there js less risk that the consumer will perceive
that the initia) performance of the deployed system is poor.
Further, the present invention permits statistics to be gathered
that measure users’ responses to content. This information is
expested to be very uscful to advertisers and publishers and
broadcasters.

What is claimed is:

1. A cempuier system comprising:

one or more electronic communications devices;

one or more processors operatively connected to the one or
more electronic comnninications devices; and

one or more computer readable media operatively con-
nected to the one or more processors and having stored
thereon computer instructions for carrying out the steps
of:

{2) maintaining, by the computer system, a databasc
comprising:

(1) first electronic data related 1o identification of one
or more reference electronic works; and

{2) second electronic data related to action informa-
lion comprising an action to perform comrespond-
ing to each of the one or more reference electronic
works;

(b) obtaining, by the computer system, extracted fea-
tures of a first electronic work;

() identifying, by the computer system. the first elec-
tronic work by comparing the extracted features of the
first clectronic work with the first clectronic data in
the database using a non-exhaustive neighbor search;
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(d) determining, by the computer systen, the action
information corresponding to the identified first clec-
tronic work based on the second electronic data in the
database; and

(e) associating, by the computer system, the determined -

action information with the idemified first clectronic
work.

2. The computer system of claim 1, wherein the step of
obtaining comprises receiving the first electronic work and
extracting the extracted features from the first electronic
work,

3. The computer system of claim 2, wherein the first elec-
tronic work is received from at least one of a set-top-box, a
video recorder, a cell phone, acomputer, ora portable device.

4. The computer system of claim 1, wherein the step of
oblaining comprises receiving the extracted features.

5. The computer system of claim 4, wherein the extracted
features are received from at least one of a set-lop-box, a

video recorder, acell phone, a computer, or a portable device. 2

6. The computer system of claim 1, wherein the step of
obtaining comprises receiving the first electronic work and
the extracted features of the first electronic work.

7. The computer system of claim 6, wherein the first elec-
tronic work and the extracted features of the first electronic
work are received [rom at least one of a set-top-hox, & video
recorder, a cell phone, a computer, or 2 portable device.

8. lie computer system of claim 1, wherein at least one of
the first electronic work or the extracted features of the first
electronic work is oblained fram at least one of a sel-top-box,
a video recorder, a cell phone, a computer, or a portable
device that stores commercial transaction data, and wherein
the action information comprises a commercial transaction,
and the one or more compuler readable media have stored
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thereon further computer instructions for camrying out the

additional step of:

electronically performing the commercial transaction

using the stored commercial transaction data,

9. The computer system of claim 1, wherein at least one of
the first electronic work or the extracted features of the first
electronic work is obtained from at least one of a set-top-box,
a video recorder, a cell phone, a computer, or a portable
device, and wherein the action information comprises com-
mercial transaction data, and the one or more computer read-
able media have stored thereon further computer instructions
for carrying out the additional step oft

clectronically performing the commercial transaction

through the at least one of a sel-lop-box, a video
recorder, a cell phone, a computer, or a portable device
using the commercial transaction data.

10. The computer system of claim 8, wherein the stored
commereial transaction data comprises at least one of a pur-
chaser’s name, a purchaser’s address, or credit card informa-
tion.

11. The computer system of claim 1, wherein the acilon
comprises at least one of directing a user to a website related
10 the first electronic weork, initiating an e-commerce trans-
action, or dialing a phone number.

12. The computer system of ¢laim 1, wherein the action
comprises providing and/or displaying additional informa-
tion in association with the first electronic work.

13. A computer system ¢comptising:

one or more electronic communications devices;

o1¢ or more processors operatively connected to the oncor

more electronic communications devices; and
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one or more computer readable media operatively con-
nceted to the one or more processors and having stored
thereon computer instructions for carrying out the steps
oft
(a) maintaining, by the computer system, one or more

databases comprising:

(1) first electronic data comprising a first digitally
created compact electronic representation of one or
more reference electronic works; and

(2) second electronic data related to an action, the
action compsising providing andfor displaying an
advertisementt corresponding to each of the one or
more reference electronic works;

(b) obtaining, by the computer system, a second digitally
created compact electronic representation of a first
electronic work;

(c) identifying, by the computer system, a marching
reference electronic work that matches the first elec-
tronic work by comparing the first clectronic data
with the second digitally created compacet electronic
representation using a non-exhaustive neighbor
search;

(d) determining, by the computer system, the action
corresponding to the matching reference clectronic
work hased on the second electronic data in the data-
base; and

(¢) associating, by the computer system, the determined
action with the first electronic work.

14, The computer system af claim 13, wherein the action
further comprises providing a link to a site on the World Wide
Web associated with the advertisement.

15. The computer system of' ¢laim 13, wherein the action
fiurther comprises clectronically registering a user with at
leastoneola service or a product related to the advertisement,

16. The computer system of claim 13, wherein the action
further comprises electronically providing at least one of a
coupon or a certificate related to the advertisement.

17. The computer system of claim 13, wherein the action
further comprises automatically dialing a telephone number
associsted with the advertisement.

18, The computer system of ¢laim 13, wherein the action
further comprises collecting competitive market research
data related to the advertisement.

19. The computer system of claim 13, wherein the action
further comprises purchasing a product or service related to
the advertisement.

20. The computer system of claim 13, wherein the action
further comprises allowing a user to interact with a broadcast
related 1o the advertisement.

21. The computer system of claim 1, further comprising the
step of transmitting, by the compuler system, the determined
action as associated with the first clectronic work.

22. The computer system of claim 1, wherein the one or
more electronic works comprise at least one of a video work,
an audio work, or an image work.

23, The computer system of claim 1, wherein the one or
more compuier readable media have stored thereon further
compuler instructions for carrying out the additional steps of:

(1} obtaining, by the computer system, second extracted
features of a second electronic work;

(g) searching, by the computer system, for an identification
of the second electronic: work by comparing the second
extracted features of the second electronic work withithe
first electronic data in the databasc using a non-cxhaus-
tive neighbor search; and
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(h) determining, by the computer system, that the second

electronic work is not identified based on results of the

searching step.

24, The computer system of claim 13, wherein the one or
more computer readable media have stored thereon further
compuler instructions for carrying out the additional sieps of:

{§) obtaining, by the computer system, second extracted

features of a second electronic work to be identified;

(g) searching, by the computer system, foran identification

of the second electronic work by comparing the second

extracted features of the second electronic work with the
first clectronic data in the database using a non-cxhaus-
tive neighbor search; and

(h) determining, by the computer system, that the second

electronic work is not identified based on results of the

searching step.

25. A compuier system comprising:

one or more electronic communications devices;

one or more processors operatively connected to the one or

more electronic communications devices; and

one or more computer readable media operatively con-

nected to the one or more processors and having stored

thereon computer insiructions for carrying out the steps
of:

(a) maintaining, by the computer system, oie or more
databases comprising:

(1) first electronic data comprising a first digitally
created compact electronic representation com-
prising an extracted feature vector of one or more
reference electronic works; and

(2) second electronic data related to action informa-
tion, the action information comprising an actionte
perform corresponding o each of the one or more
reference electronic works;

(b)obtaining, by the computer system, asecond digitally
created compact electronic representation cormprising
an extracted feature vector of a first ¢lectronic work;

(c) identifying, by the computer system, a matching
reference electronic work that matches the first elec-
tronic work by comparing the first electronic data
with the second digitally created compact electronic
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representation of the first electronic work using a
non-cxhaustive neighbor search;

(d) determining, by the computer system, the action
information comresponding to the matching reference
electronic work based on the second electronic datain
the database; and

(&) associaling, by the computer system, he determined
action information with the first electronic work.

26. The computer system of claim 25, wherein the one or
more computer readable media have stored thereon further
computer instructions for carrying out the additional steps of:

(f) obtaining, by the computer system, a third digitally

created compact electronic representation comprising

an extracted feature vector of a second electronic work;

() searching, by the computer system, for a maiching

reference electronic work that matches the second clee-
tronic work by comparing the third digitally created
compact electronic representation of the second elec-
tronic work with the first electronic data in the database
using a non-exhaustive neighbor search; and

(h) determining, by the computer system, that a matching

reference elecironic work that maiches the seeond elee-

tronic work does not exist based on results of the search-
ing step.

27. The computer system of claim 13, wherein the
extracted feature is extracted using frequency based decom-
position.

28. The computer system of claim 13, whercin the
extracted feature is extracted using principal component
analysis.

29. The computer system of claim 13, wherein the
exiracied feature is extracted using temporal sequence of
feature vectons.

30. The computer system of claim 13, wherein the one or
more computer readable media have stored thereon further
computer instructions for carrying out the additional step of
transmiiting, by the computer system, the determined action
infermation as associated with the first electronic identified
work.
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1
MUSIC SEARCH BY MELODY INIUT

BACKGROUND OF THE INVENTION

1. Ficld of the Invention

The presenl invention is directed to a mechanism for
cnabling the scarching of songs by their melodies in sound
files such as midi files.

2. Description of the Related Arl

In the prior ar, if one knows a song melody, but not the
artist or title, about the only way to determine the title would
be to ask a person having knowledge of the melody and title
such as a person who works in a retail record/compact disc
store. Existing music search capability available utilizing the
Internet usually requires at least a part of its tifle or com-
poser’s name,

In U.S. Pat. No. 5.739.451. a hand held music reference
device is described with song segments, typically slored as
compressed MIDI files. as well as titles, lyrics, artists and
the like. Ilowever, searching is generally performed by
entering at least one of the title, lyrics, artist or the like which
is then searched. Reference is made to note structure com-
parator 62 and performing a melody line search utilizing a
nole structure entered via divectional keys. A note structure
is defined as a series of relative note or pitch values, i.c., 2
melody line which is rising, falling or remaining 1he same in
pitch value. Comparator 62 operales to locate songs which
have the inputtcd note structure. Apparcntly, comparator 62
is a microprocessor which bas been programmed to perform
this function, the details of which are nel set forth as
scarching by note structure docs not appear to be the
preferred mechanism for performing a search. Also, the
entering of a note structure as described in this patent
provides a limited mechanism for enabling the comparator
to locate a desired song since basing a search on rising,
falling or remaining the same pitch values provides only
limited information.

In U.S. Pat. No. 5,402,339, a more sophisticated mecha-
nism is described for performing a search based on a
melady. However, to perform the search, a user must enter
a siring of note dala items which is a period and scale level
of a single sound identified by a musical note. To do this, the
user musl possess a high level of music knowledge and
sophistication, making the described mechanism unsuitable
for use by the average person baving a limited knowledge of
music. Further, period, i.¢., note duration is very diflicull to
estimate, cven for a user having a high level of music
knowledge.

SUMMARY OF THE INVENTION

A method and apparatus is disclosed fo enable one to
search for a song litle when only its meledy is known. The
invented music search allows a user to search a database and
thereby obtain the title of the work only with its melody as
input to a search engine and a minimal knowledge of musie.
The invention uses a piano roll music notation interface or
a piano keyboard interface which allows the user 1o enter the
melody in an easy to understand manner. This invention
assumes a user has access to a remote music database
through, for example, the Internet using a personal computer
(PC) which functions as a ciient, with a PC keyhoard,
monitor, preferably a sound curd, optionally a microphone
and Internet or other network connection. Upon receiving a
search request, the database server i.e., a remote computer,
which can be accessed by the user via the client PC, sends
a web puges for example, in H'IML or Java containing the
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search resulls to the client PC. The client PC receives and
displays (he search resulls on the monitor and exchanges
duta with the server. Sound may also be played through the
sound card o connecled speakers.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a piano roll grid onto which 2 melody may
be entered.

FIG. 2 is a portion of the work entitled Fur Elise in
standard music notation.

FIG. 3 is a partion of the work entitled Traumerei in
standard music notation.

TIG. 4 itlustrates a piane roll window [or the melody (F
ur Elise) shown in FIG. 2.
_ G s illustrates a piano roll window for the melody (1t
aumerei) shown in FIG. 3.

FIG. 6 illustrates Traumerei in piano roll notaticn.

FIG. 7 illustrates user input for Traumerei in piano roll
notation.

FIG. 8 illustrates a portion of the piano roll window
showing the selection of a particular block representing a
note.

FIG. 9 illustrales a portion of the piano roll window
showing the sclection of a particular block wpresenting a
note with 1 duration twice as long as the note shown in FIG.
8

FIG. 10 illustrates a portion of the piano roll window
showing the selection of a particular block representing a
note twice as long as the note shown in FIG. 8 with a
following note with the same pitch.

FIG. 11 illustrates user input for Traumerei in piano roll
notation.

FIG. 12 illustrates user input for Traumerei in pino roll
notation.

FIG. 13 illustrates an alternate interface for inputting a
melody using a representation of a piano keyboard.

FIG, 14 llustrates a melody having 4 repeated pattern

DETAILED DESCRIPTION OF THE
INVENTION

FIG. 1 shows an example of a search interface according
1o the present invention. The interface includes piano roll
grid 1, mouse or other pointing device cursor 2, play button
3, clear button 4, search button 5, and search result window
6. Piano roll grid 1 has vertical scroll button 1a and hori-
zontal scroll button 1h. Bven if a user does nol know
traditional musical notation, with this piano roll input, the
vser can easily input a melody to search, This kind of music
inpul interface is alrcady used in existing music nolation
softwarc. For example, a commercially available product
known as Midisoflt Studio 6.0 utilizes a piano roll input
interface. Sce, hitp:/fwww.midisoft.cornmupgrade.him. In
this casc however, the interface is used to create and edit
music rather than to perform searches.

The horizontzl axis of the grid represenls ime and the
vertical axis of the grid indicates pitch. Each block repre-
sents a nole. One block above represents a half note. If the
current bloek is C, ils upper block is CH.

The user moves cursor 2 to a block to select 11 and then
presses the mouse button. 1f the selected box pitch is C4, a
tone of C4 will be generated by the soundcard of the PC and
the user hears the tone, This tone feedback allows the user
to correct the pitch easily. If the pitch is correct, the user
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releases the mouse button and that block is fixed. Tf the pitch
is wrong, the user moves cursor 2 upward or downward 10
find the correct pitch, To correct a fixed block, the user
moves the cursor onto the block and drags-and-drops il onto
another block to correct the piteh. By dragging cursor 2 to
the right, the user can prolong the duration ol a note. Lor
example, in FIG. 8, a block is chosen by moving cursor 2
onto it. In FIG. 9, by continuing to press the mouse button,
the user drags cursor 2 1o the next rightmost block and
releases the button. These two blocks, which are solid,
represent one note with duration 2. In FIG, 10, the third
block is clicked. Because the mouse bution has been
released, this block, which is hatched, is detected as a
following note with the same pitch. In this manner, the user
inputs each note in the melody to search.

When the user finishes the melody input, play butten 3 is
clicked. The whole melody which has been entered is
generated by the soundeard in the PC and is heard through
connected speakers. IF the melody is correet, search bution

5 js selected to start the search. If the user wants to delete ail 2

entries made in the piano roll grid, clear button 4 is clicked.

In this search system, the duration of each note is ignored
because it is difficult, if not impossible, for a user to input the
correct duration. No rests {period of silence) are considered,
either. For this reason, the user does not have to be con-
cerned aboult the duration of each note. However, since it is
easier for some users to enable each note to have at least an
approximate duration to playback their input melody, if the
user desires to input duration. such capability is provided,
However, duration information is not used to perform a
search.

FIG. 2 is the famous melody in “Fur Elise” by L. V.
Beethoven, FIG. 4 shows an example of piano roll notation
for “Fiic Elise”. FIG. 3 is another example melody. “Te
aumerci” by R. Schumann, FIG, 5 is the piano roll notation
for this melody. The user may input the melody in any key.
"The invented search system automatically shifts its key (o fit
the cdata in the databasc as described in detail below. The
user need only be concerned with pitch distance between
each nole.

Tor those who are familiar with music notation, (here are
alternative input methods. A piano keyhoard and a music
sheet are displayed as shown in I1G. 13. The user chooses
a key on keyboard 17 by pointing to the desired key with a
cursor and clicking a mouse button. A corresponding note
appears on the sheet 19, This kind of traditional input
melhod may allernatively be employed. In this case, il a
MIDI instrument s available. for example, a MIDI

keyboard, it may be connected to the PC, and the user may s

enter a melody from the keyboard.

The invented keyboard (or piano arid) interface is
designed for an-line access. In order to generale a tone of
cach piano key, the network server sends the souad [iles 10
the ¢lient computer over the network. The client computer
docs not have 1o store the sound files. They will be sent on
demand in the preferred embodiment. There are several
choices for sound files. One is a MID] data file. The MIDL
file has only a pitch and duration valucs. So its size is very
compact. It can be accessed over a network relatively
quickly. A disadvantage is that the client computer must
have a MIDI sound generator. Most UNIX computers have
no MIDI generator. Thys, although a MIDI file is small,
using MIDI limits the number of clients that can be used.
Another solution is a waveform file like a .au or .wav file
which are well known sound file formats. Each waveform
file is several Kbytes, 60-key data is about 250 kbytes. It is
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larger than a MIDI Flle and thus takes more time 1o send.

However, no MIDI sound geaerator is required. Compared

with a MIDI file, more clients can bandle the waveform fles.
Also, instead of a keyboard or piano grid inpul interface,

a microphone can be used. The microphone receives the

user's voice (c.g, by humming) and converls il o an

clectronic signal. The signal is amplified and analog-to-
digital converted. The digitized signal is analyzed in a CI'U
by a FFT (Fast Fourier 'Iransform) algorithm according to
well known techniques in which FFT is used to analyze
sound by oblaining frequency spectrum information from
waveform dala. The frequency of the voice is obtained and
finally a musical note that has the nearest pitch is selected.
This kind of interface is already in practical wse. Far
example, the following web pages describe software prod-
uects with such an interface.
http:/fwww.medianavi.co.jp/product/hana/tk9907.him]
http:/fwaw.medianavi.co.jp/product/hana/step.himl
http:/www.medianavi.co.jpfproduct/hana/step2.himl
hitp:/www.medianavi.co.jp/product hana/step3.himi
Regardless of the input method employed, in the prelerred
embodiment. 8 user uses a browser, such as Netscape

Navigator available from America on Line installed on the

client computer and performs the following steps 10 do a

search.

(1) The client requests the scarch engine web page (e,8...
Java applet) over a network (¢.g., the Internet).

(2) The web server receives the request and sends back the
web page data which includes the user intorface described
above, which is for example a Java applei and sound files.

(3) T he client computer displays the web page. The user
enters the melody to search using any of the above-
described techniques or anv other suitable mechanism to
enter the melody. The client computer sends the melody
data 10 the web server.

(4) The web server passes the melody data to a CGIL
(Common Gateway Interface) script. The CGI seript is,
for example, a Perl (Practical Exiraction Report
Language) script, an exarmple of which follows:

# Melody Search Program
I ENV{QUERY_STRING}) {
Sentered = SENV{QUERY_STRINGY};

@search_result = ‘melody_search.exe @melody’;
orint "Content-type: text/htmlinin”;
print “<html>\n";
print *<head»in™
print “<title>Melody Search Result</title>\n™;
print “<heads\n™;
print “<body>";
print “<k12=Melody Search Result </I2Ad™
print “<hr>"
If(SENV{QUERY_STRINGY) {
print “@search_result \o™}

prinL “<hrs™;
print “</hody>\";
print “<fhimisin™;

(3) The CGI script calls the search program (the invented
peak search program described below) and gives the
melody data to it.

(6) The scarch program searches the database and oblains
the informition about the entered melody.

(7) The search program returns the search result to the CGI
seripl.

(8) The CGI seript passes the result o the web server.
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(9) The web server returns the search result to the client, The
client browser displays it.

Most of the existing online scarch engines have a similar
scarch process. The search engine as described is novel at
least as (o the following points.

(a) The web server provides a Java applel and sound files.
So, the user can enter a melody while listening 1o play-
back. The uscs can use any Java-ready computer.

(b) Fast Peak search. The peaks in all the melodies stored
the databases arc marked in advance. For melody
matching, the entered melody is time-shifted, as explained
below, so that its peak matches cach peak in the refercnce
melody.

The Music Melody Database
A composer’s name and a music title are stored with its

melody data in the database. I necessary, related

information, for example, performers, history, backgeound,
can be linked to the database,

The melody data may be stored as a MID! file. When
scarched, its melody is extracted from the MIDI file and

compared with the input melody. If search speed does not =

maticr, this is a good solution because the user listens to the
searched music by playing the MIDI file. The melody stored
in the database could be not only the beginning of the
melody, but also one or more famous phrases in the middle
of the music.

The following is an cxample of a databuse siructure for
sturing the foregoing information in C language notation.
Each melody data is grouped with its composer ID and ils
tifle 10 as follows. Here, up 1o G4 notes are stored for a
melady. Of course, the size of the array used to store the
melody may be adjusted up or down as desired, depending
on the amount of storage available.

struet melody_database {
int composer_10:
int title_{0:
int m{64):

Thus, a music database for that has 5000 classical mela-
dies would be defined as follows:

struct melody_database DB[S000;
Key Shift and Pattern Malching

Composer-ID Tist und Title-ID Tist are shown below.,
DB[0] is assigaed for *“Traumerei”.
3650 is slored i DB[0).composer_ID. DR[0]ditle_ID) is
1720. The search enginc finds that the cntered melody
matches DBO] and oblains these two Ids. Then they are
referred to the lists and 1he composer’s name “Schumann”
and the tifle “Traumerei” are obtained.

Composer-112 Jist

D Compaser
3600 SCIEIN, Johann [Termann (1586-1630)
3610 SCHUICK, Amolt (. 1460, 1517)
34620 SCHOBNBERG, Arnold (1874=1951)
an30 SCHUBERT, Frunz Peter (1797-1828)
3640 SCRUBERT, Franz (1808-78)
3650 SCHUMANN, Robert Alexunder (1810-56)
3660 SCHUTZ, Heintdch (1585-1672)
3670 SCRIABIN, Alexander (1872-1915)
3680 SERMISY, Claudin de {c.1490-1562)
3690 SGAMBATI, Giovanni (1841-1914)

£
=3

5

<

60

n
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-continued
Title-1D list
J(H] Title
1710 Togeata, Op. 7
1720 Traumerei (Kinderszenen Op. 15)
1730 Fantasia in C, Op. 17
1740 Arabeske, Op. 18
1750 Noveleties No, 6, Op. 21
1760 Remance No. 2, Op. 28

A pitch number is assigned to each key as shown in Table
1.

TABLE 1
Key Value Key Value Key Value Key Veluc
Ci 36 c2 48 C3 60 C4 2
c# 37 C# 4 C#3 6 Cd T
DI 8 D2 50 D3 62 Da 74
D4 3 D# 51 D# 6 D# 5
El 40 E2 52 E3 64 E4 76
Fl 41 F2 53 F3 65 F4 T
F#l 42 F#2 54 F#3 66 Fi#d 13
G1 43 G2 55 G3 67 G4 %
G#l 44 G# 56 G# 8 G# 80
Al 45 AZ 57 A3 £ Ad 81
A#l 46 A2 58 AH3 70 A#d ¥2
Bi 47 B2 59 B3 71 B4 83
Peak Scarch

Traumerei starts with C3. which hus value 60. The first 21
notes are represeated as A[O][D . . . 21]={60, 65, 64, 65, 69,
72,77, 77, 76, 74, 72,77, 67, 69, 70, 74, 65, 67, 69, 72, 67}.

Note that these absolute pitch values need not be stored in
the database. A difference between two adjacent notes is
stored 10 DB[ Jm[ ] (When no index is given to an array m[
), it indicates the entire data of the array.) If the database has
absolute pitch data, an entered melody must be key-shifted
1o each melody in the database. This is very time-
consuming. To avoid key-shifl, absolule pilch data is con-
verled (o relative piteh data and used for matching. Relative
pitch data is obtained by the next formula.

Absolute pitch data: a[i)
where 0 5 < m and m is the length of the melody.

Relative pitch data: #[f] = ali + 1] - ali] where Ogiam=l.

Traumerei’s relative pitch data is stored from DB[0].m[0]
to DB[0].m[20].

DB[0]m[0 ... 20}<{5,~1,1,4,3,5,0,-1,-2,-2,5,-10,
2,1,4,-9,2,2,3, -5}

In DB[0).m([21] and later, fill data such as 9999, is stored.
‘Fhe length of melody in the database is flexible, which in the
example, is up lo 64 byles. It should be long cnough (o
uniquely identify the melody.

Peak notes are also detected and marked when the data-
base is buill. A peak note is defined as the note that is higher
than ar equal to each of the adjacent notes. When hoth of left
and right nole are equal 1o the note, ie. when three con-
seculive noles have the same pitch, the center (second) note
is not regarded as a peak. In FIGS. 6 and 7, u white dot
indicales a peak note. in relative pitch nolation, ifl the next
value is positive or zero and the next value is negative or
zero, the current value is marked as a peak. In case of a serics
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of zeroes, only the first zero is marked. In the next
representalion, a peak is marked with an asterisk.

DB[0].mf0 . . . 20]={*5, -1, 1, 4,3, *5,*0, -1, -2, -2,
5, 10,2, 1, 4,9, 2,2, 3, -5}

Similarly, the absolute pitch data of Fir Eliso is repre-
sented as

A[1Y0 ... 16]={76,75,76, 75, 76, 71, 74, 72, 69, 60, G4,
69, 71, 64, 68,71, 72}. DB[1].m[0 . . . 15] will be DB{1].m
bl[0 ... 15]={-1, *1, =1, *1,~5,*3, -2, =2, -9,4,5,*2,
-7, 4,3,1}.

Assume that the user inputs a part of Traumerei into the
piano roll grid as shown in FIG. 7. The user may enter a
melody in any key. The first note in FIG. 7 is C3, which is
60. (The actugl pitch is F3.) Note that the user does not
always enter a melody from the beginning correctly. In this
case, the user has dropped the first thres notes. The pitch data
of the entered melody is as [ollows.

AAn[0 . . . 10]={60, 64,67, 72, 72,71, 69, 67,72, 62, 64},

The relative pitch data of Ain[ § will be

Rio[0 . . . 11]={4, 3, *5, *0, -1, -2, =2, *5, -10, 2}

Next, Rin[ ] is time-shifted for matching. Rin{ ] will be
compared to DB[0).m[ ] Since the first peak in Rin[ ] is
Rin[2).Rin[ ]is time-shifted (i.e, moving the array 1o the left

ot right, as appropriatc) so that Rinf2] locates in the position

of DB[0].m[0].

P65, =1, 143, #5, 60,=1, =2, =2, 45, -10,2, 1,4, =9,
2,2, 3, ~5H4,3, £5.0,-1,-2. -2, 5 -10.2}
012650103

Each value helow the line is an absolute difference of the
two nssociated values. The values in un-overlapped area are
neglected. The tolal ubsolute dillerence is

04+1424645+0+104+3=27.

When the two melodies completely match, the total absoluie
difference will be zero. The goal is to find a reference
melody that pives the least total absolute difference. Again,
Rin[ ]is time-shifted {in ihis case, moved lo the right} so that
Rin[2] and DB[0].m{5] match.

1#5,-1,1,4,3, ¢85, #0,-1, -2, -2, +5,-10, 2 1,4, -9,
2.2, 3, =514, 3, #5,0,-1, -2, -2, =5, -1G, 3}
0000000000

This time, the total absolute difference is zero. The two
melodies completely match, DB[0] is the melady the user is
looking for. DB[0].composer_1D and DB[0)title_ID are
returned as a search result, The result is indicated in search
result window 6 in FIG. 1, In this manner, the entered
melody is shifted 10 each peak in each reference melody and
compared. The reference melady thal pives the least differ-
ence is returned as a search result,

To accelerate the search, computation of the total absolute
difference can be stopped when it exceeds a certain limit.
Linked Fealures

If this database is linked to a music database that has
complete music score dala, searched music may be played
automatically. For example, DB[0].title_ID may be linked
1o the MIDI file of Traumerei . The server sends the MIDI
file 1o the cliet PC and the client PC play it. Moreover, the
result can be Yinked 1o the list Compact Pise on on-line CD
shop. For example, all the CDs that includes Trawmerei arc
shown on the display. By clicking one of them, il is sent lo
the shopping cart of on-line purchaser.
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Variations

Tnstead of a peak, a dip can be used. Adip note is indicated
with a black dot in FIGS. 6 and 7.

Also both peaks and dips may be used together. The
number of peaks and dips in each reference melody are
detected beforehand and a flag indicates which ace fewer in
number. Before matching, this flag is detecied and it is
decided which is to be used, peaks or dips, If dips are fewer
than peaks, the entered melody is shifted so that the dip in
the entered melody lacates in the position of the dip in the
reference melody, This methed will save computation time
because scarch time greatly depends on the number of
matching peaks er dips required 1o be made.

Moreaver, in order o further accelesate the search, the
order of comparison may be considered for search speed
improvement, I1 is most probable that the highest peak in the
entered melody matches the highest one in the reference
melody. Therefore, the highest peak is first compared wilh
the highest one in the reference melody and next compared
with the second highest peak. For example, in Traumerei,
there are four peaks, DB[0].m[0], DB[0].m[5], DB{0].m[6],
and DB{O].m[10). Their absolule pitch value are ALO][1),
AJ0I[6], A[0Y(7], A[O][11]. Fhey are respectively, 65, 77,77,
and 77. The highest peak in Traumerei is DB[0]m[5],
DB[0]).m[6], and DB[0].m{10]. DB0].m{0] is the second
highest. The height order is stored in the database before-
hand. The highest peak in the entered melody Rinf 1is
Rin[2], Rin[3], and Rin[7] are the highesl and they are 72.
For matching, the entered melody is shifted so that the
Rin[2] locates in the same position of the highesl peak
PBR[01m[5], DR{0).m[6] and NR[0].m{10] respectively.
After this match, the entered melody is shifted to the second
highest peak DBRIO]m[0].

Instead of using a peak , a differential between notes may
also be used. The largest step-up in the input melody is
detected, In relative pitch data DB[ J.m{ 1, the largest value
indicates the largest step-up. In case of ‘Iraumerei,
DB0}.m[i5] is the largest step-up, which is marked with a
pound. The second largest step-up is marked with a double-
pound. In this way, cach step-up in the database is numbered
in large step-up order.

DR{O}m[0 . . . 201={##5, -1, 1,4, 3, ##5,0, -1, -2, -2,

s, 10,2, 1,4, 49,2,2,3,5}

Each step-up in the entered melody is also marked in the
same way when it is entered.

Rio[0 . . . 11}={4, 3, #5, 0, -1, -2, -2, #5, -10, 2}.

The entered melody is shifted so that the largest entered
step-up locates at the largest step-up in the reference melody.
The ahsolute difference between the 1wo melodies are com-
puted as described above. If' the largest step-up is done, the
entered melody is shifted to the second largest step-up
(marked wilh a double-pound) in the reference melody. In
this way, Ihe entered melody is shifted 10 each siep-up and
compared. FIGS. 11 and 12 illustrale this step-up search.
‘These figures have (he same pattern as IIGS. 6 and 7
respectively. Solid arrows indicate the largest step-up in
FIG. 12. If is five steps. Instead of step-up, siep-down data
can be used. In FIGS. 11 and 12, a doited arrow indicates the
larpest step-down.

Instead of relative pitch data, the original absolute pitch
data can be stored in the database and used for matching,
The input melody is key-shifted so that the peaks in the input
melody have the same pilch as each peak in the reference
melody. This is done by comparing peaks in the input

s melody and reference melody, and then subtracting the

difference from cach subsequent note until the next peak,
and then repeating for the second and each subsaequent
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peak. Adisadvantage of absalute pitch data is that a key-shift
15 required for every matching. An advantape is original
absolule pitch dala can be stored without modilication. Also
a MIDI file, which includes pitch, duration, and other data,
can be used although it takes time 1o analyze MIDI format.
Advantages of Peak Search
(1) Scarch Speed

Peak notes are approximately 20% of the tofal number of
notes in a typical melody. That means scacch speed using
peak notes s 20% ol 4 brule force search which shilts the
entered melody, note by note. Also because relative pitch
data is used, no key-shilt is required Lo compare with each
reference melody.
(2) No Restriction on Incomplete Input

The entered melody is shifted based on a peak note in the
meledy. Therefore, the user can start a melody with any note.
In the above example, an exact resull was obtained even
though the first three notes of the melody were dropped . The
only restriction is that an entered melody mus! include at
least one peak.
(3) Input Fault Tolerance

The user does not always enter the melody without
mistakes. Some notes could be dropped or given a wrong
pitch. 8o a search engine should have some input faull
tolerance. Il a peak note is correctly entered, this search

engine will find the closest melody [rom the databasc. Even 2

il a peak has a wrong pitch, another peak can be used [or the
search. In the above example, assume Rin{2] has the wrong
pitch. In this case, no cxact result is oblained. So, another
search will be done with the sccond peak Rin[7]. When
Rin[7] is shified to DB[0].m[10], the total absolute dilfer-
ence will be a minimum and the correet result will be
obtained. (As described above, a dip can be used instead of
a wrong peak.) For these reasons, a correct search can be
obtained notwithstanding, inaccurate Input from the user.
(4) Flexibility on Search Area

Some melodies have a repeated pattern as shown in FIG.
14. In this melody, the second measure is identical to the first
one. Two peaks are in the melady, but the second peak is not
necessary to test because the user also cnters the same
repeated patlern. As described above, each peak in the
dutabase is marked when the database is buill. In this
peak-marking process, each repeated peak can be omitted.
This omission avoids unnecessary searching and accelerates
search speed. Also, u peak that is in un unimporiant porlion
can be skipped. In 4 long musie selection, there are some
imporiant portions that arc indispensable to identify the
melody. These portions are well recegnized and remembered
by the user. ‘The user identilies such important potlions as a
keyword (key-melody}. The other unimportant portions can

often be ignored. Therefore, peaks in an unimportant portion

can be omitted in the same way as a repeated peak. This
omission also contribuics to pecforming a fast search. Boyer-
Moare (discussed below) or other string-matching algo-
rithms do not have this kind of flexibility. They only search
word by word from the beginning of the database to the end.
Alternative Search Method

A musical nole can be represent as an infeger like an
ASCII character. Therefore, a melody data can be handled in
the same manoer as a character string. Fundamentaily, a
melody search is equivalent o string search. Of course,
however, a key-shift is required for a melody search. There
are many studies for fast and efficient string search tech-
niques. For example, the Boyer-Moore algorithm is well-
known as one of the best solutions. See

htip:fforca.st.usm.edu/~suzi/

http://www-igm.univ-mlv.fr/~mac/DOC/B5-

survey.himl#pm.

—
o

—-
o™

™
=

3
A

ey
“h

tn
L

65

10

Instead of the using these techniques to perform a string
search, these search algorithms may be applied o
perform melody searches,

Turther Search With A Wildeard

When a regular scarch docs not result in a good match,
further searches using wildeards can be performed. In a
string, search, a wildcard like “?" is uscd instcad of an
uncertain character. The character *?” matches any charac-
ter. For example, if it desired to find a three-letter word
which starts with “a” and ends with *d", the search keyword
entered would be “ald”. As a search result, “add”, “aid”,
“and”, etc. would be returned. Such a wildcard can be
introduced to music search according to the present inven-
tion. A problem is that the user may not know whal note of
the entered melody is wrong. So, it is desirable that a search
engine automatically searches with the modified input
melody. The invented search engine also has such input favlt
tolerance capability.

First, in the case when string-search algorithm is used,
assume that the user entered n notes as follows.

(a[1), a[2], af3] . . . a[n])

The index of the array starts with 1 for simplicity. (Note
that actual search uses not a[ ], but a relative difference
between 1wo adjacent notes.)

(1) Correction of a Wrong Pitch

The search engine assumes ane of the n notes has a wrong
pitch. The search engine replaces one of them with a
wildcard and tries a search. There are n variations. The
database is searched n times. The madified input melody is
represented as follows.

(, 2[2], a[3], . . . a[n])
(1], %, 3], . . . 4n]

(af1), u[2] ... a[n-13, ")
(2) Compensation lor 4 Dropped Note

The scarch engine assumes onc note has been dropped.
The search engine adds ¢ wildeard as a new note [or further
scarch. There arc n+1 varialions, The database is searched
n+1 times. The modified input melody is represented as
follows.

(% a[1}, a[2]}, &3], . . . a[n])
(a[1], % a[2], a[3), . . . a[n])

@1}, (2], a[3], . - . afn], 7)
(3) Removal of a Redundant Note

The search engine assumes one of the n notes is redun-
dant. The search engine drops a note and tries further search.
This has n variations. The search is repeated n times. The
modified input melody is represented as follows.

(a[2}, o[3], . . . a[n])
{a(1], a[3], . . . a[n])

(3[1]1 2[2], e a[n_l])

Totally, the further search takes 3n+1 times lenger than
the regular search. The invented method can be applied for
two or more erfanents notes in the same way. If computa-
tional speed is fast enough, further search for two or more
errors can be done,

For the peak search, mare cansideration is required.
Nepending on what note is modified, a decision must be
made as o which peak is 1o be used for the search.

{4) Correction of 4 Wrong Pitch

Assume that a[2] is the vriginal peak note. An asterisk

indicates a peak.

(af1], *a[2], a[3], . . . a[n]
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The search engine assumes one of the n notes has a wrong
pitch. It replaces one of them with a wildeard. When a note
{0 be replaced is neither the peak nor the two adjacent notes,
the peak will be siill a peak after modification. Since o peak
is defined only by two adjacent notes, modification to the
other notes does not allect tbe original peak. So, the search
will be done using the original peak. For cxample, even if
a[n-1] is replaced with a wildeard, a[2] is still a peak. So,
the modified melody can be shift so that a[2] locates at each
peak of the reference melodies,

(a[1], *a[2], a[3], . .. a[n-2], ?, a{n]}

In case a nofe to be replaced is either the original peak or
the 1wo adjacent notes. When another peak exists and the
modification o these three notes does not affect that peak, it
is possible to use it as 2 substitute peak. In the next example,
let a[n-1] be another peak.

(a[1], *a[2], a[3], . . . a[n-2], *a[n-1], a[n])

Even after one of a[1] to a[3] is modified, a[n-1] is still
a peak. So, a[n-1] will be used. What if such another peak
does nol exist? The original peak is used for the search
although it might not be a peak after modification. (This is
the worst case scenario.)

(5) Cumpensation for u Dropped Note
The search engine assumes one note has been dropped

and adds a new note as a wildeard. This is similar 10 (4). If

the newly added note is placed outside of the original peak
and the two adjacent notes,, the original peak is used. In the
next example, the new notes are placed botween a[n—1] and

a[n]. That never affects a[1] 1o a[3}. So, scarch will be done

using a[2].

(a[l]v l“a[?']’ a[3]! s a[n'l]v % a[n])

In case that a wildcard s placed next to the peak, if
available, another peak is used. In the mex! examples,
another peak a[n-2] is used for search.

(a[1], 2, *a[2], a[3], . . . a[n~1], *a[n-2], a[n]}

(a[1], *a[2}, 7, a[3], . . . a[n-1), *a[n-2], a[n]])

If no other peak is available, a[2] is used.

(6) Removal of a Redundant Note
The solution for this case is simple. After removing a

redundant nole, a new peak is found in the modified input

melody. The new peak is used for the search,

The invented input fault tolerance function allows the user
to ohtain an exact result even when an entered melody has
some errors. The user does not have 1o use a wildeard. When
a regular search dues not oblain a good maich, the input
melody is aulomatically modified with a wildcard and
lurther search starts with the modified melody,
Conclusions

The invented melody search as described above has the
following advantages,

A user can search a music title from its melody. No other
information is required to be input.

The melody input is easy. No traditional music notation is
required.

The user does not have to pay attention to the duration of
each note. Only the pitch is used for the search.

A user can playback the input melody to verify, ils correct-
ness hefore performing the search.

This search engine is designed not only for stand-alone PC
but also for on-line access over the network. The interface
software is written in multi-platform language like Java.
So a user can aceess e remole server with any computer.
{Windows PC, Macintosh, UNIX, elc)

Interface software including sound files are sent to the client
from the server on demand. ‘The client do not have (o
install any files in advance,

—
>

[~
=

“
b

30

3;

h

&
in

o
™

12

A fast search is performed by using a peak or differentia?
malching algorithm,

The llexible nalure of the search ulgorithm enables the
searching of an incomplete melody. It has input fault
lolerance,

When you build the database, by un-marking peaks you can
sclect the portions that should not be scarched. 'This
avoids searching unnecessary portions and accelerates
scarch speed.

"The search resull can be linked to its sound (MIDI) file. The
user can immediately listen to its music.

The search result can be linked to on-line music shop, By
clicking a CD list, the user can easily purchase the CD that
includes the music.

The invented melody search provides a very useful,
user-friendly and fast mechanism to search music. A user
can obtain an exact music title from a melody and use the
information to. for example, purchase its CD or tape.

I claim:

1. A method for searching tor a musical piece which
includes at least one melody comprising the steps of:

) receiving nole inlormation representing the melody

provided by a user;

b) converting the received information to u series of
values cotresponding 1o each recsived note informa-
tion;

c) calculating relative pitch values from said serics of
values

d) comparing said relative pitch values to values stored in
said database representing stored melodies;

¢) selecting as the musical piece being searched one of
said stored melodics which produces a closest match
based on said comparing.

2. The method defined by claim 1 further comprising the
step of marking pitch peaks in said stored values and
determining peak pitch valves from said relative pitch values
for said comparison step.

3. The method defined by claim 2 further comprising the
step of time shifting said relative pitch values Lo match a first
peak in said relative pitch values with a first peak in said
stored values.

4. The method defined by claim 3 further comprising the
slep of time shifting said relative peak values 10 match
subsequent peaks in said relative pitch values with corre-
sponding subsequent peaks in said stored values,

5. The method defined by claim 4 wherein the closest
match is determined by calculating absolute differences
between said time shifted relative peak values and said
storcd valucs, said closest match being one have a smallest
caleulated absolute difference.

6. The method defined by claim 1 further eomprising the
step of marking pitch dips in said stored values and deter-
mining dip pitch values from said relative pitch values for
said comparison step.

7. The method defined by claim 5 further comprising the
step of time shifling said relative pitch values to match a first
dip in said relative pitch values swith a first dip in said stored
values.

8. The method defined by claim 7 further comprising the
step of time shifting said relative dip values to match
subsequent dips in said relative pitch values with corre-
sponding subsequent dips in said stored values.

9. The method defined by claim 8 wherein the closest
malch is delermined by ecaleulating absolute differences

5 between said time shifted rejative dip values and said stored

values, said closest match being one have 4 smallest caleu-
lated absolute dilference.
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10. The method defined by claim 1 further comprising the
step of marking largest pitch differentials in said slored
values and determining largest differential pitch values [rom
suid relative pitech values [or sajd comparisen step.

11. The method defined by claim 10 further comprising
the step ol time shilling said relative pitch values lo match
a first Targest difference in said relative pitch values wilh a
first larpest difference in said stored values.

12. The method defined by claim 11 further comprising
the step of time shifting said relative dip values to maich
subsequent largest differences in said relative pitch values
with corresponding subsequent largest ditferenes in said
stored values,

13, The method defined by claim 12 wherein the closest
match is determined by caleulating absolute differences
hetween said time shifted relative largest difference values
and said stored values, said closest match being one have a
smallest calculated absolute difference.

14. The method defined by claim 1 wherein said note
information is received from a user hased on a piano roll grid
interface in which cells within an array represent pitch
values and are selected by a user using a pointing device.

15. The metbod defined by claim 1 wherein said note
information is received [rom a4 user based on a piuno
keyboard grid interface in which keys on u piano keyboard
represent pitch values and are selected by a uscr using, a
puinting device.

16. The method defined by claim 1 wherein said note
information is recelved from a user bascd upon sounds input
to a micfophone representing the melody.

17, The method defined by claim 1 farther comprising the
step of playing said note information for verification of its
correctness.

18. The method defined by claim I wherein note infor-
mation includes at least one wildcard character.

19. The method defined by claim 1 further comprising the
step of playing the selected musical piece.

20. The method defined by claim 1 further comprising the
siep of enabling the user to make an on-line purchase of the
selected musical piece.

21. A method for searching for a musical piece which
includes at least one melody comprising (he steps ol:

) receiving note information representing the melody
provided by a user;

b) converting the received information lo a series of
values corresponding to cach reccived note informa-
tion;

¢) adjusting said serics of values by key shifting said
values;
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d) comparing said key shifted pitch values 1o absolute i

pitch values stored in said databasc representing stored
melodies;

¢) selecting as the musical piece being searched one of

said stored melodies which produces a closest match §

based on said comparing.

22, The method defined by claim 21 further comprising
the step of marking pitch peaks in said stored values and
determining peak pitch values from said key shifted pitch
values for said comparison step.

23. The method defined by claim 22 further comprising
the step of time shifting said key shitied pitch values to
malch a fiest peak in said relative pitch values with a fimst
peak in said stored values.

24. The method defined by claim 23 further comprising
the step ol time shifting said key shilted peak values to

n
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match subsequent peaks in said relative piteh valies with
corresponding subsequent peaks in said stored values,

25. The method defined by claim 24 wherein the closest
malch is determined by caleulating absolute dilferences
between said time shifted and key shifted poak values and
said stored values, said closest match being one have a
smallest calculated absolute difference.

26. The method defined by claim 21 further comprising
the step of marking pitch dips in said stored values and
determining dip pitch values from said key shifted pitch
values for said comparison step.

27. The method defined by claim 21 further comprising
the step of time shifting said key shifted pitch values to
match a fiest dip in said key shifted pitch values with a first
dip in said stored values.

28. The method defined by claim 27 further comprising
the step of time shifting said key shifted dip values to match
subsequent dips in said key shifted pitch values with corre-
sponding subsequent dips in said stored values.

29, The method defined by claim 28 wherein the closest
match is determined by caleulating absolute dillerences
hetween said time shilted and key shifted dip values and said
stored values, said closesl match being one have a smaliest
caleulated absolute dillerence.

30. The metbod defined by ¢laim 21 further comprising
the step of marking largest pitch diffecentials in said stored
valugs and determining larpest difforential piteh values from
said key shifted pitch values for said comparison step.

31. The method defined by claim 30 further comprising
the step of time shifting said key shifted pitch values to
match a first largest difference in said key shifted pitch
values with a first largest difference in said stored valucs.

32. The method defined by claim 31 further comprising
the step of time shifting said key shifted dip values to match
subsequent largest differences in said key shified pitch
values with corresponding subsequent largest differenes in
said stored values.

33. The method defined by claim 32 wherein the closest
match is determined by calculating absolute differences
between said time shified and key shifted largest difference
values and said stored values, said closest match heing one
have a smallest caleulated absolute dillerence.

34. The method delined by claim 21 wherein said note
infermation is received from a user based on a piana rall grid
interface in which cells within an arcay represent pitch
values and are selected by a user using a pointing device.

35, The method defined by claim 21 whercin said note
information is received from 4 user based on a piano
keyboard grid interface in which keys on a piano keyboard
represent pitch valucs and arc sclected by a user using a
pointing device.

36. The method defined by claim 21 wherein said nete
information is received from a user based upon sounds input
to a microphone representing the melody.

37. The method defined by claim 21 further comprising
the step of playing said note information for verification of
its correciness.

38. The method defined by claim 21 wherein note infor-
mation includes at least one wildcard character.

39. The methed defined by claim 21 further comprising
the step of playing the selected musical piece.

40). The method defined by claim 21 further comprising
the step of enabling the user to make an on-line purchase of
the selecled musical pieee.
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1
APPARATUS AND METHOD FOR
SEARCHING A MELODY

CROSS REFERENCE TO A RELATED
APPLICATION

This application claims priority of provisional application
Ser. No. 60/008,177, filed Oct. 31, 1995, which is hereby
incorporated herein by reference.

BACKGROUND OF THE INVENTION

The present invention relates generally lo database
searching. More particularly, the present invention relates to
melody scarching.

Next generation databases should include image, audio,
and video data in addition to traditional text and numetical
data. Thesc data types will requirc query methods that arc
more appropriate and natural to the type of respective data.
For instance, a natural way to query an image database is to
retrieve images based on operations on images or sketches
supplicd as input. Similarly, a natural way of querying an
audio database (of songs) is to hum the tune of a song, as
apparently addressed in T. Kageyama and Y. Takashima, “A
Melody Retrieval Method With Hummed Melody”

(language: Japanese), Transactions of ihe Institute of 2

Electronics, Information and Communication Fingineers
D-if, J77D-11(8): 1543-1551, August 1994. Such a system
would be useful in any multimedia dalabase containing
musical data by providing an alternative and natural way of
querying. One can also imagine a widespread use of such a
system in commercial music industry, music radie and TV
stations, music stores, and even for one’s personal use.

11 has been observed that melodic contour, delined as the
sequence of relative dilferences fo piteh between successive
noles, ¢an be used lo discriminate between melodies. See
Stephen Handel, Listening: An iniroduction te the Percep-
tion of Auditory Events, The MIT Press, 1989, which indi-
cales that melodic contour is one of the most important
methods that listeners use to determine similaritics between
melodics. In Michael Jerome Hawley, Structure owt of
Sound, PhD thesis, MIT, September 1993, a method of
querying a collection of melodic themes by searching for
exact matches of sequences of relative pitches input by a
MIDI keyboard is briefly discussed,

US. Pat. No. 5,510,572 discloses utilizing pitch differ-
ences between successive notes in classifying motion for a
melody analyzer and harmonizer, wherein a search may be
incidentally used to find an appropriate chord progression to,
for example, harmonize music 5o as to accompany a singer.
Other art which may he of interest includes U.S. Pal. Nos.
5,040,081; 5,146,833; 5,140,886; 4,688,464, and 5,418,322.

SUMMARY OFF THE INVENTION

Itis an object of the present invention to easily, efficiently, <

and aceurately scarch melodics.

In order to easily, efficiently, and accurately search
melodies, in accordance with the present invention, a com-
puter means is provided which has a database of melodies
each including a pluralily of notes in a form of a sequence
of digitized representations of relative pitch ditferences
between successive notes, a melody is inputted to the
computer means and converted into a form of a sequence of
digitized representations of relative pitch differences
helween successive notes thereof, and the melody database
is searched for at least one sequence of digilized represen-
tations of relative pilch dilferences between successive notes
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which at Jeast approximately matches the sequence of digi-
tized representations of relative pitch differences between
suceessive noles of the melody.

‘The above and other objects, leatures, and advantages of
the present invention will be apparent in the following
detailed deseription of a preferred embodiment thereof when
read in conjunction with the accompanying drawings
wherein the same reference numerals denote the same or
similar parts throughout the several views.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram ilfustrating an apparatus and
method which embaodies the present invention.

FIGS. 2 and 3 are graphs illustrating an excitation signal
and train of such excitation signals respectively used to
create a synthesized pitch for the method and apparatus.

FIG. 4 is a graph of a formant structure which is formed
from cerfain formant trequencies.

FIG. 5 is a graph of a synthesized piteh created by
convolving the train of excitation pulses of FIG. 3 ard the
[ormant structure of FI1G. 4.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring to FIG. 1, thers is illustrated generalty at 10
apparatus for scarching a melody, which is represented by a
series of successive notes, illusirated at 12, which of course
have different pitches. In other words, it may be desirable to
know the identity of the particelar melody or tune 12, and a
database, illustrated at 14, of melodies or tunes is searched,
as described hereinafter, to locate at least one melody or tune
which at leasl approximately matches the tune 12. The
database 14 is shown to be contained within a general
purpose computer 16, but, allernatively, the database 14 may
be located apart from the computer 16 and suitably con-
nected thereto for communicating between the computer and
database. Both of these alternatives are meant to come
within the scope of the present invention.

In accordance with the present invention, the tune 12 is
hummed by a person 18 into a microphone 20, and the
hummed query, illustrated at 21, is suitably digitized, in
accordance with principles commonly known to those of
ordinary skill in the art to which this invention pertains, and
the digitized sipnals of the hummed query 21 are fed 1o a
pitch tracking module 22 in computer 16. The pitch tracker
assembles a contour representation of the hummed melody
12, as hereinafter discussed in greater detail, which is fed to
a query engine, illustrated at 24. The query engine 24
searches the melody database 14 and outputs a ranked list of
approximately matching melodies, as illustrated at 26. A
preselected error tolerance may be applicd 10 the search, The
yuery engine 24 may of course allernatively be programmed
to output the single most approximate matching mekly or,
if desired, 1o output an ¢xact matching melody. However, by
searching for an approximate matching melody, as herein-
after discussed, various forms of anticipated errors may be
taken into account.

The database 14 of melodies may be acquired, for
example, by processing public domain MIDI songs, or may
otherwise be suitably acquired, and may be stored as a
(at-flle database. Pitch tracking may be performed in, [or
example, Matlab software, a produet of the Matworks, Tnc.

5 of Natick, Mass,, chesen for its built-in audio processing

cupabililies and the east of testing a number of algorithms
within it, Hummed queries may be recorded in a variety of
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formats, depending upon the platform-specific audio input
capabilities of the Matlab software. For example, the format
may be a 16-bit, 44 Khz WAV format on 4 Pentium system,
or a 8-bit 8 Khz AU format on 2 Sun Sparcstation, The query
¢ngine 24 may use an approximale paltern matching
algorithm, described bereinafier, in order to tolerate hum-
ming, errors.

User input 12 (humming) to the system L0 is converted
into a sequence of relative pitch transitions, as follows, A
note 12 in the input may be classified in onc of three ways:
a note is either the same as the previous note (S), higher than
the previous note (U), or lower than the previous nole (D).
Thus, the input is converted into a string with a three letter
alphabet (U,D,S). For example, the introductory theme of
Beethoven’s 5th Symphony would be convered into the
sequence: — S 8 D U S S D (the first note is ignored as it
has no previous pilch). For another example, the melody

-portion 12, as illustrated in FIG. 1 with one high note
between (wo lower notes, would be converted into the
sequence: U D,

To accomplish this conversion, a sequence of pitches in
the melody must be isolated and tracked. This is not as
siraight-forward as il sounds, however, as there is still
considerable controversy over exuctly what pitch is. The

general coneeplt of piteh is clear: given anole, the piteh is the 4

[requency that most closely matches what one hears. Per-
farming this conversion in a computer can become trouble-
some because some intricacies of human hearing are still not
clearly understood. For instance, if one plays the 4th, 5th,
and Gth barmonics of some fundamental frequency, one
actually hears the fundamental frequency, not the harmonics,
even though the fundamental frequency is not present. This
phenomenon was first discovered by Schouten in some
pioneer investigations carried out frem 1938 to 1940.

Schouten studied the pitch of periodic sound waves pro- 3

duced by an optical siren in which the fundamental of 200
Hz was cancelled completely. The pitch of the complex tone,
however, was the same as that prior to the elimination of the
fundamental. See R. Plamp, Aspects of Tone Sensation,
Academic Press, London, 1976.

Because of the interest in tracking pitch in humming,
methods were examined for automatically wracking pitch in
a human voice, Defore ane can estimate the pitch of an
acoustic signal, we must first understand how this signal is
crealed, which requires forming a model of sound produc-
tinp at Lhe source. The vibrations ol the vocal cords in voiced
sounds are caused as a consequence of forces that are
exerled on the laryngeal walls when air flows through the
glottis (the gap between the vocal cards). The terms “vocal

folds” and “vocal cords” arc more or less used as synonyms s

in the literature. Wolfgang Hess, Pirclt Deterntination of
Speech Signals, Springer-Verlag, Berlin Heidelberg, 1983,
describes a model of the vocal cords as proposed by M.
Hirano, “Structure and Vibratory Belhavior of the Vocal
Folds,” in M. Sawashima and F. S. Cooper, editors,
Dynamic aspects of speech production, pages 13-27, Uni-
versity of Tokyo Press, 1976. For the purposes of the present
application though, it is sufficient 1o know that the glotiis
repeatedly opens and closes thus providing bursts of air
through the vocal tract,

The vocal tract can be modeled as a linear passive
fransmission system with a transfer function H(z). If one
adds an additional transfer [unction R(z) which takes into
account the radiation, the outpul impedance of the vocal
tract can approximately he sel to zero. In the neutral position
where the vocal tract can be regarded as a wniform tube, the
resonances of the vocal tract oceur at sound wavelengths of
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With L-17 cm (average value of vocal-tract length) and a
sound propagation speed ol ¢~340 metersisec., the frequen-
cies of these resonances will be:

Fym(2k-1)500 Hz; k=1,23, . . -
The frequencies F; are called formant frequencies.

The resulting sound that is heard is considered to be the
convelution of the excitation pulse, illustrated at 30 in FIG.

5 2, created by the glottis and the formant frequencies.

Therefore, il one wants to model a speech signal, one starts
with a train of excitation pulses 30, as shown in FIG. 3. The
period T, in the train of excitations 36 is 0.01 scc. making
the pitch 100 z. For the formant {reguencies, the above
cquation for F,, is uscd with ke {1,2,3}. This pives formant
freguencies: Fy=500 Hz, Fy=1500 Hz, and F;=2500 Hz.
Combining these [requencies and adding an exponential
cnvelope produces the formant structure shown at 40 in FIG.
4. By convolving the train of cxeitation pulses 30 with the
formant siructure 40 a synthesized pitch, as shown at 50 in
FIG. 5, is obtained.

Since what one hears as pitch is considered to actually be
the frequency at which the bursts of air accur, one may be
able to find the pitch of the segment by tracking the bursts
of air.

There are at least three approaches to tracking pitch.

The Maximum Likelihood approach, which is described
by James D. Wise, James R. Caprio, and Thomas W. Parks
in “Maximum Likelihood Pitch Bstimation,” JEEE Trans.
Acoust.,, Speech, Signal Processing, 24(5); 418-423, Qcto-
her 1976, is a modilication of autocorrelation (hereinafter
discussed) hat increases (he accuracy of the pitch and
decreases the chances of aliasing.

However, this approgeh is very slow due Lo its compula-
tional complexity. An implementation in Matlab software
may lypicully take approximalely one hour or longer 16
cvaluate 10 scoonds of audio on a 90 MHz Peotinm work-
station. With some optimizalicns, the performance may be
improved to approximately 15 minutes per 10 seconds of
audio, but this is still far too slow for the purposes of this
invention.

The Cepstrum Analysis approach, which is discussed in
A. V. Oppenheim, “A Speech Analysis-Synthesis System
Based on Homomorphic Filtering,” J. Aceistical Saciety of
America, 45: 458465, February 1969, and in Alan V.
Oppenbeim and Ronald W. Schafer, Discretetime-Signal
Processing, Prentice Hall, Englewood Cliffs, N.J., 1989,
does nol give very accurate results for-humming.

In order to provide both rapid and accurate pitch tracking,
a preferred pitch tracking approach is autocorrelation, which
is described in L. R. Rabiner, 1. J. Dubnowski, and R. W.
Schafer, “Realtime Digital Hardware Pitch Detector,” IEEE
Transuctions on Acoustics, Speech and Signal Processing,
ASSP-24(1): 2-8, Tehruary 1976. This upproach isolates
and tracks the peak eaergy levels of the signal which is 2
measure of the pitch. Referring back to F1G. 4, the signal
s(n), illustrated at 40, peuks where the impulses oceur.
Therefore, tracking the frequency of these peaks 42 should

5 provide the pitch of the signal. In order (o get the frequency

of thesc peaks 42, aulocorrelation is cmployed, which is
defined by:
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Rii)= k§ hRAI +R)

where | is the lag and h is the input signal.

While autocorrelation is subject to aliasing (picking an
integer multiple of the actual pitch) and is computationally
complex, it still provides greater speed and accuracy as
compared 10 the previously discussed approaches. The
present implementation of autocorrelation was found to
require approximately 45 seconds for 10 seconds of 44 Kilz,
16-bit audio on a 90 MHz pentium workstation.

In order to improve the performance and speed and
robustness of the pitch-racking algorithm, a cubie-spline
wavelel transform or other svitable wavelel transform may
be used, The cubic spline wavelel peaks at discontinuities in
the signal (i.c., the air impulscs). One of the most significant
features of the wavelel analysis is that it can be implemented
in a filter bank structure and therefore computed in O(n)
time.

1t is preferred that the cubic spline wavelet implementa- .

tion be an cvent-based implementation of the tracer.

The cubic spline wavelet transform is linear and shifi-
invariant which arc useful propertics for speech signals since
they are often modelled as a linear combination of shifted
and damped sinusoids.

If a signal x(1) or its derivatives have discontinuities, then
the modulus of the cubic spline transform of x(1) exhibils
local maxima around the points of discontinuity. This is
considered 1o be a desirable property far a cubic spline
wavelet pilch-tracker since glottal closure causes sharp
changes in the derivative of the wir flow in the glouis and
transients in the speech signal,

It hus been shown in 8. Mallat and W. L. Ilwang,
“Singularity Detection and Processing with Wavelels”,
"lechnical Report, Courant lastitute of Mathematical
Sciences, New York, March, 1991, that if one chooses a
wavelet function g(t) that is the first derivative of a smooth-
ing function (a smoothing function is a function whose
Fourier transform has emergy concentrated in the low-
frequency region) P(t), then the local maxima of the traps-
form indicate the sharp variations in the signal whereas the
local minima indicate the slow variations. Hence, Lhe local
maxima of the transform using a wavelet, which is the first
derivative of a smoothing function, is considered to be
desirable for detecting the abrupt changes or transients in the
speech signal caused by glottal closure.

One of the most appealing features of the cubic spline
wavelet transform is that is can be implemented in a filter
bank structure, It therefore is 0(n) fast.

Preferably, the autocorrelation piteh tracking upproach s

includes low-pass Nltering (for removing non-vocal
frequencies) and cenler-clipping, as deseribed in M. M.
Sondhi, “Nuew Methods of Pilch Extraction,” IEEE Trans.
Audlo Efectroucoust. (Special Issue on Speech Communi-
cation and Processing—Part I, AU-16: 262-266, Junc
1968. 1t is considered that these will help climinate the
formant structure that generally causes difficulty for auto-
corrclation based pitch detectors.

This preferred form of autocorrelation takes between 20
and 45 seconds on a Sparcl0 workstation to process typical
sequences of hummed notes. A brute-force search of the
database unsurprisingly shows linear growth wilh the size of
the database, but remains below 4 seconds for 100 songs en
a Sparc2. Therefore, the search time is currently effectively
limited by the efficicncy of the pitch-tracker.

In order to search the database, songs in the database 14
are preprocessed lo convert the melody into a stream of the
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previously discussed U,D,S characters, and the converled
user input {the key 23) is compared with all the songs.

The patlern-matching desirably uses a “luzzy” search to
allow for errors within the matches, These erross reflect the
inaccuracies in the way puople hum as well us errors in the
representation of the songs themselves,

For performing the key-search within the databasc 14, it
is considesed desirable 1o use an cfficient approximate
patiern matching algorithm. By “approximate” is meant that
the algorithm should be able to take into account various
forms of errors.

Using the word CASABLANCA as an example, the
following are examples of the types of crrors which may
oceur in a typical pattern matching scheme.

In CASABLANCA In a melody

Transpasilion error CASABALNCA twa noles revemed

Dropout errer CAS BLANCA u nole dropped
Duplication error CASAABLANCA o note duplicated
Insertion error CASABTLANCA a note inseried

Several Algorithms have been developed that address the
problem of approximate string matching. Running times
have ranged from O(mn) lor the brue force algorthm to
0(kn) or O(nlog(m), where “0” means “on the order of,” m
is the number of pitch dilferences in the guery, and n is the
size of the string (song). Sec Ricardo Bacza-Yates and G. H.
Gonnet, “Fast String Matching with Mismatches,” Informa-
tion and Computation, 1992. A preferred algorithm which is
considered to offer better performance in general for this
purpose is that described in Ricardo A. Bacsa-Yates and
Chris H. Perieberg, “Fast and Practical Approximate String
Maiching, “Combinatorial Pattern Marching, Third Annual
Symposium,* pages 185-192, 1992,

This algorithm addresses the problem of string matching
with k mismatches. The problem consists of finding all
instances of a patlern string P=pl,p2,p3 . . . pm in a text
steing T=t1,t2,43 . . . (o such that there are al most k
mismatches (characiers that are not the same) for cach
instance of P in T. When k=0 (no mismatches) one has the
simple string malching problem, solvable in O(n) time.
When kum, every subsiring of T of length m qualifies as a
malch, since every character of P ean be mismatched. Cach
of the errors in the above CASABLANCA example corre-
sponds 10 kel,

"The worst case for this algorithm occurs when P (the key
23) consists of m oecurrences of 4 single distinet character,
and T (contour representation of song) coosists of o
instances of that character. In this case 1he renning time is
O{mn). However, this is neither a common nor useful situ-
ation for the present invention. In the average case of an
alphabet in which each character is equally likely to occur,
the running time is

(1 +m)
I

where [ is the size of the alphabet.

The computer 16 may desicably be programmed so 1hat,
for a given query, the database 14 returns a list of songs
runked by how well they matched the query, not just one best
match. The number of matches that the database 14 should
reiricve depends upon the error-tolerance used during the
key-search, This error-tolerance could be set in one of two
possible ways: either it can be a user-definable parameter or
ihe database can itself determine this parameter based on, for
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example, heuristics that depends on the length of the key.
‘This would give the user an opporlunity lo perform gueries
even il the user is nol sure of some noles within the tune.

From the results of the query the user can identily Lhe
song of interest. If the list is 100 large, the user can perform
a new yuery on a restricted search list consisting of songs
just retrieved. This allows the user to identify sets of songs
that contain similar melodies.

An experimental evaluation of the system tested the
tolerance of the system with respect to input errors, whether
from mistakes in the user’s humming or from problems with
the pitch-tracking.

Effectiveness of the system 10 is direclly related to the
accuracy with which pitches that are hummed can be tracked
and the accuracy of the melodic information within the
database 14, Under ideal circumsiances, one can achieve
close to 100% accuracy tracking humming, where “ideal
circumstances” means that the user places a small amount of
space between each note and hits each note strongly, For this
purpase, humming short notes is encouraged. Even mare
ideal is for the user 1o aspirate the notes is much us possible,
perhaps going so far as 1o voice a vowel, as in “hasa haaa
haaa.” Only male voices have been experimenied with.

‘The evaluation dutabase contained a tota] of 183 songs.
Each song wis converled {rom public domain General MIDI
sources. Melodies from differcnt musical peares were
included, including buth classical and popular music. A few
simple beuristics were used to cut down on the amount of
irrelevant information from the data, ¢.g., MIDI channcl 10
was ignored as this is reserved for percussion in the General
MIDI standard. However, the database still contained a great
deal of information unrclated to the main theme of the
melody. Even with this limitation, it is discovered that
sequences of 10 to 12 pitch transitions were sufficient to
discriminate %0% of the songs.

As a consequence of using a fast approximate string
malching algorithm, search keys can be matched with any
portion of the melody, rather than just the beginning. As the
size of the database grows larger, however, this may not
prove to be an advantage.

Contour representations for each seng are stored in sepa-
rate files, Opening and closing [iles muy become a signifi-
cant overhead. Performance may therelore be improved by
packing all the songs into one file, or by using a database
manager. The programming code may be modernized 1o
make It independent of any particular database schema,

‘The pattern matching algorithm in the form previeusly
deseribed does not discriminate between the various forms
of patiern matching crrors discussed carlicr, but only
accounts for them colleetively, Some forms of errors may be
more common than others depending upon the way people
casually hum different tunes. For example, drop-out esrors
reflected as dropped notes in tunes are more common than
transposition or duplication errors. Tuning the key-search so

that it is more telerant to drop-out errors, for example, may &

yield better results.

The generation of the melodic contours of the source
songs automatically from MIDI data is convenient bul not
optimal. More accuracy and less redundant information
covld be obtained by entering the melodic themes for
particular songs by keyboard.

The resolution of the relative pitch differences may be
desirably increased by using query alphabets of (hree, five,
and more possible relationships between adjacent pilehes.
Early experiments using an alphabet of five relative pitch
diflerences (same, higher, much higher, lower, much lower)
indicaled changes of this sor are promising. One drawback
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of introducing more resclution is that the users must be
somewhal more aceurate in the intervals they actually hum.

[t sheuld be understood that, while the present invention
has been described in detail heresin, the invention can be
embodicd otherwise without departing from the principles
thereol, and such other embodiments are meant 10 come
within the scope of 1he present invention as defined by the
appended claims.

What is claimed is:

1. Apparatus for searching a melody comprising a com-
puter means having a database of melodics cach including a
plurality of notes in a form of a sequence of digitized
representations of relative pitch differences between succes-
sive notes, means [or inpulting a melody to said computer
means, meaas for converting the melody into a form of a
sequence of digitized representations of relative pitch dif-
ferences between successive notes thereof, and means for
searching said melody database for at least one sequence of
digitized representations of relative pitch differences
hetween successive notes which at least approximately
malches szid sequence of digitized representations of rela-
tive pitch dilferences between successive notes ol the
melody.

2. Apparatus aceording to claim 1 wherein said input
means comprises a microphone.

3. Apperatus accarding to clim 1 further comprising
means for outputling from said computer a ranked list of
approximatcly matching melodies.

4. Apparatus according to claim 1 wherein said converting
means comprises an aulocorrelation based pilch detector
means.

5, Apparatus according to claim 1 wherein said converting
means comprises an autocorrelation based pitch detector
means having low-pass filter means for removing non-vocal
frequencies and center-clipping means for eliminating
unwanted formant structure,

6. Apparatus according to claim | wherein said converting
means comptises a wavelet pitch tracker.

7. Apparatus according to claim 1 wherein said converting
means comprises a cubic spline wavelet pitch tracker.

8. Apparatus according to claim 1 further comprising
means lor approximately malching sequences of digitized
representations of relative pitch differences between succes-
sive notes.

9. A method for searching a melody comprising (he steps
of: (a) selecting a compuler means having a datzbase of
melodics cach including a plurality of notes in a form of a
sequence of digilized represcntations of relative piteh dif-
ferences between successive notes, (b) inputting a meledy to
the computer means, (¢) converting the meledy into a form
of a sequence of digitized representations of relative pitch
differences between successive notes thereof, and (d)
searching the melody database for at least one sequence of
digitized representations of relative pitch differences
between successive notes which at least approximately
matches the sequence of digitized representations of relative
pitch differences between successive notes of the melody.

10. A method according o claim 9 wherein the step of
inputting the melody comprises humming into a micro-
phooe.

11. A method according to claim 9 further comprising
operating the computer 1o output a ranked list of approxi-
mately matching melodies.

12. A method according to claim 9 wherein the step of
converting comprises applying to the sequence of represen-
tations of relative pitch changes between successive notes of
the hummed melody an autocorrelution based pitch detector.
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13. A method according to claim 9 wherein the step of
converting comprises applying to the sequence of represen-
tations of relative pitch chunges belween successive notes of
the hummed melody an autocorrelation based pitch detector
having low pass filtering for removing non-vocal frequen-
cies and center-clipping for eliminating unwanted formant
structure,

14. A method according to claim 9 wherein the step of
converting comprises applying to the sequence of represen-

tations of relative pitch changes between successive notes of 10

the hummed melody a wavelet piteh tracker.

10

15. A methad according to claim 9 wherein the step of
converting comprises applying to the sequence of represen-
{ations of relative pilch changes belween suceessive notes of
the hummed melody a cubiv spline wavelet pitch tracker.

16. A method according o claim 9 further comprising
operating the compuler means to obtain approximate
matches of scquences of digitized representations of relative
pitch differences between successive nofes.

C I O
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034 www.sonymusic.com/catalog/05634.html
112 www.sonymusic.com/catalog/00014.html
198 www.supertracks.com/index/artistsftaylor.htm
376 www.emusic.com/0555353x.pdf
597 www.cdw.com/music/featured_CDs/index.html
612 www.sonymusic.com/catalog/00231.html
850 www.polygram.com/franklin/adf_234.htm
921 www.loudeye.com/rap/1999/46755646.html
FIG. 3
034 www.sonymusic.com/catalog/05634.html
112 www.sonymusic.com/catalog/00014.html
198 www.supertracks.com/index/artists/taylor.htm
378 www.emusic.com/0555353x.pdf
597 www.cdw.com/music/featured_CDs/index.html
612 www.sonymusic.com/catalog/00231.htm
850 www.polygram.com/franklin/adf_234.htm
883 www.userdefined.com/00004.html
921 www.loudeye.com/rap/1989/46755646.html
FIG. 4
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CONSUMER DRIYEN METHODS FOR
ASSOCIATING CONTENT INDENTIFIERS
WITH RELATED WEB ADDRESSES

RELATED APPLICATION DATA

The subject matter of the present application is related to
that disclosed in copending application Ser. No, 09/475,686,
filed Dec, 30, 1999; 09/531,076, filed Mar. 18, 2000; Ser.
Na, 09/563,664, filed Muy 2, 2000; and 09/574,726, filed
May 18, 2000. The disclosures of these applications are
incorporated herein by reference.

FIELD OF TIIE INVENTION

‘The present iovention relates 1o leasing of virtual
addresses, as may be associated with music or other media
content.

BACKGROUND AND SUMMARY OF THE
INVENTION

For expository convenience, the present disclosure is
itlustrated with reference to audio content. ITowever, it
should be recognized that the principles described below are
applicable in any media context, including still imagery,
video, product packaging, elc.

In the cited patent applications, the present assignee
disclosed a variety of technologies by which andio content
can be associated with corresponding internet resourees. In
some such approaches, the audio content is stegancgraphi-
cally encoded (¢.g., by digital watermarking) o convey an
identifier. When a computer encounters such an encoded
audio object, it discerns the encoded identifier, forwards the

identifier to a remote database (2 “Registry database™), and 3

receives in response—I{rom a database record indexed by the
identifier—-the address of one or more internet resources
related to that audio (e.g., fan siles, concerl schedules,
¢-commerce opportunities, elc.) The computer can then link
1o such a resource and present same to a user, &.g., Using an
internel browser program. Such an arrangement is shown in
FIG. I.

There are many variations on this model. For example,
instead of steganographically encoding the identifier in the
content, the identifier can be added into header or other data
wilh which the content is conventionally packaged.

The identifier can be assigned to the content. Or the
identifter can be derived, in some manner, from the content.

In the former, assigned identifier case, an enlity such as a
music publisher (e.g., Sony) or a music distributor (¢.g..
emusic.com), selects 4 number for encoding into the content.
The number may be selecled from a limited range of
numbers (e.g., a range of numbers allocated to that publisher
by the proprietor of the Registry database), but the number
itself is not inherently related to the content with which it is
associated,

In the Tatter ease, the identifier is derived from the content,
or from other information associated with the content.

One way 1o derive an identifier is 1o employ selected bits
of the content, itself, as the identifier. For example, in MP3
audio, where the signal is encoded mto frames, the Nth bit
of the first 128 frames of a musical work can be assembled
together into a 128 bit identifier. Or data present in MP3
headers can be used. In another approach, some or all of the
content data is processed by a hashing alporithm to yield a
128 bit identifier corresponding to that content. In both of

=
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these cases, the identifier is implicit in the audio itself. That
is, no data needs to be added (e.g., in a header, or by
steganographic encoding).

When deriving the identificr from associated information,
one can use the table of contents (TOC) of the CD or file
allocation table of the DVD. The ID can be embedded within
the MP3 filg, if it is being ripped from the CD or DVD at the
time or ID creation. The method of embedding can be
embedded via header, footer or frame bits, or via a water-
mark.

Some techniques for deriving an idemifier may rely on
external resources. Dor cxample, when “ripping” a song
from a commercial music CD into MP3 form, many ripper
software programs refer (o an on-line disc recognition
database, found at www.cddb.com, to obtain the title and
length of the song. This “table of centents” information can
be used 1o form the identifier, e.g., by selecting predeter-
uined bits, bashing, etc. In this case, the identifier must
generally be added to the audio (Le., it is explicit, as was the
case of the assigned identifiers). Such an arrangement is
shown in FIG. 2.

The artisan will recognize that there are an essentially
infinite number of algorithms by which such derived iden-
tifiers can be generated. (It will be noled that derived
identifiers may nol be unigue. That is, two unrelated audio
files may—coincidentally-—correspond lo the same identi-
fier. But by making the identifier sufficiently long (e.g., 128
bits), such occurrences can be made arbitrarily unlikely.)

When an identifier is assigned to conteat, the entity deing
the assigning {c.g., a record labe] such as Sony, or a music
distribwtor such as Emusic) can ¢nsure that the Registry
database has a record corresponding to (hat identifier. The
database record comtains, e.g., one or more URL(s) leading
to information relating to the audio content.

A different situation arises when the identifier is derived
from content, No master authorjty ensures that the Registry
database has a record corresponding to that identifier. Thus,
if a college student rips music from a privately-produced CD
into an MP3 file, the identifier derived from that music may
not point to an active databasc record in the Regisiry
dutabase. This cun also oceur with CDs from major or minor
labels that don’t register all their identifiers, For example,
the Kinks’ CDs may not be registered by the label owning
rights to their albums because of their fall in popularity.
Ilowever, a general consumer/business person could register
the CD’s identifier 1o seli Kinks® paraphernalia. The con-
sumer/business person does not need to make the same
amount of revenue as the record label to make the registra-
tion process and maintenance worth his/her time.

If the MP3 file so-produced becomes popular, and is
widely spread (e.g., through means such as Napster, Gnu-
tella, elc,) a large potential audience may develop for
internel resources related to that MP3, The issue then arises:

. who manages the Registry database address represented by

the corresponding identifier?

The present invention addresses this and related issucs.

In accordance with one aspect of the present invention, a
user who encounters an unused Registry database record is
given an option 1o manage it, or to participate financially in
its exploitation.

For example, in one embodiment, when the Registry
database first receives a query corresponding to an un-used
identifier, the person initiating the query is given an oppor-

5 tunity to leasc thal identifier for a predetermined period,

such as two months. Upan payment of a nominal fee (e.g.,
$10), the user can specify a URL that will be stored in the
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Registry database in association with that identifier, and to
which subsequent users will be directed.

In accordance with another aspect, when a user first
queries an un-used identifier in the Regisiry database, an

auction commenees, with a nominal opening bid (e.g., $10). 3

The auction continues for a short period, such as a week or
a monsh, allowing other persons who encounter such music
early in its distribution life fo have a chance at gaining the
leasehold rights. At the ead of the auction, the winner is
granted a lease to that identifier for a predetermined period
and can specify the URL with which that identificr is
associated.

Al the end of the predetermined period, the identifier can
be leased for a subsegueat term—either for a fixed fee (e.g.,
a multiple of the fee earlier charged), or through an auction.

Tt will be recognized that this arrangement has certain
similaritics 1o the present system for internet dumain name
registration, A user can query 2 whois database maintained
by Network Solutions and the like to determine whether a

domain name is assigned. If it is not, Network Solutions will 2

offer to assign (he domain name for a term of years in
exchange for a payment. Bul the present imvention serves
dillerent needs and is otherwise different in certain delails.

The foregoing, and other features and advantapes of the
present invention will be more readily apparent from the
detailed description, which proceeds with reference to the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an arrangement by which media content is
linked 1o associated inlernet resources.

FIG. 2 shows a process employing an external resource
(here www.cddb.com) to derive an identifier corresponding
10 audio content.

FIG. 3 shows a Registry databasc with which one cmbadi-
ment of the present invention is illustrated.

FIG. 4 shows the Registry database of FIG. 3 affer entry
of a new record.

DETAILED DESCRIPTION

Referring to FIG. 3, an exemplary Regisiry database can
be conceptualized as a large look-up table. Bach active
record includes an identifier and a corresponding URL.
When a consumer uses a suilably equipped device (e.g., 2
personal computer, or wireless internet appliance) to decode
an identifier from audio content and send the identifier to the
database, the database responds by returning the URL cor-
responding lo that identifier back to the user device. The user
device then dircets an internet browser to that URL. By such
arrangements, musie (c.g., in MP3 format) can serve as 4
porial fo a web site dedicated o the music artist, a web site
giving concert schedules for the artist, a web sile offering
CDs, ete.

In the FIG. 3 example, if the device decodes the identifier
476" from an MP3 file, and queries the database with this
data, the database relurns the URL www.emusic.com/
0555353x%.pdf. The user’s web browser is then directed to
that URL. (For expository convenience, the identifiers are
assumed 1o be in the range 0-1023. In actual implementa-
tions, a much larger range would usually be used.)

The just-described sequence of operations is illusirative
and is subject to numerous variations—various of which are
detailed in the earlier-ciled applications.

Now assume that an up-and-coming band (“The
Pinecones”) releases a song in MP3 formal. No identifier is
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affirmatively assigned to the MP3 when it is encoded, but
compliant players process the MP3 dala to derive an iden-
fificr. (An excmplary algorithm may take the first ten framcs
of MP3 data, and select the 100% data bit from each frame,
to yicld a ten bit identifier.) The derived identifier may be
<883.! A listener of (he song forwards this ‘883’ identifier to
the Repistry database, hoping thereby (o be linked to supple-
mental information about The Pinecones or the song.
lnstead, the Registry reports (e.g., by a default web page)
that there is oo fucther information related to that MP3 (ie..
there is no database record corresponding to ideatifier
‘883").

In this case, the Registry can invike the listener to remedy
this deficiency and to creats a web page that will be
associated with that song. In exchange for a small fee, the
listener is allowed to specify a URL fhat will be associated
with that identifier for a month. If the user is not equipped
lo design and host a web page, the Registry can provide
simple web page authoring tools and a hosting service
permitting the listener to easily create a page on-line.

I€ the listener accepts this invitation, he makes the pay-
ment by various known methods (e.g., via credit card, by one
of several emerging web currencies, ete.). He then composes
(or specifies) a web page to correspond to that song. The
Registry is updated to include a new record for identifier
<483, 10d includes u link Lo the page specified by the listener
{e.g., www.userdefined.com/00004.hml). The table after
updating is shown in FIG. 4.

11 the uscr wishes, he can complement the substance of the
linked page with banner adverlising, co-op links to on-line
retailers (e.g., Amazon.com), or other revenue-producing
uses.

Other copies of the same bil-rate Pinccunes’ MP3 file
likewise do not have an assigoed identifier. However, com-
pliant players will all derive identifiers using the same
algorithm, so all other listeners of the song will be directed
1o the same ‘883 identifier in the Registry database. Once
the first listener activates such a record, later listeners who
link to the Registry will be linked to the www.userdefined-
com/00004.umn] web page specified by the first listener.

Since the ID is automatically generated, it may be differ-
ent for each bit-rale MP3 release as well as for each CD
release. Different bit-rate MP3 releases, such as 128 kbps
and 96 kbps releases, praduce different bits in the resulling
MP3 file; thus, the automatically generated identifiers may
be different. CD releases refer to different mixes of the
music, not copies of the master CD; thus, different CD
releases have different bits on the CD and, correspondingly,
the automatically generated identifiers may be different for
cach CD release. In addition, if the MP3 version is ripped by
the consumer from the CD, the compliant ripper should
embed the identifier generated from the CD into the MP3
file. This struciure is necessary because various consumer
rippers produce dillerent bits in the MP3 file, since the MP3
format ooky defines a standard decoder. In all of these cases,
the server has two options. One option is to check and make
sure {hat the same song and arlist don’t already exist. If they
do, the new identifier is linked 1o the same web page. The
second option is to sllow cach identifier, cven if from the
sume song bul different MP3 or CD releases, o have an
owner.

OF course, by suitably designing the algorithm by which
identifiers arc derived, non-identical versions of the same
Dbasic content may nonetheless correspond to the same
identifier. There is extensive published research on such
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technology, e.g., hashing algorithms by which similar or
related, but non-identical, inputs map to the same hash
outputs.

In another embodiment, the firsl listener does not have an
absolute right to Jease the identificr. Rather, the first listener
is given a “first mover” advantage in a brief auction for that
identifier. By placing a minimum stacting bid (e.g., $10), an
auction for the identifier is commenced, and continues for a
week. Subsequent listeners who link to that identifier during
the auction are given the opportunity lo beat ihe then-highest
bid. At the ¢nd of the auction period, the high bidder is
charged {typically by pre-arranged means), and given the
opportunity to specify a link for that identifier. {Again, the
Registry operator may offer to hosi the linked page.)

In a variant of the foregoing, Ihe final bid proceeds are
sphit, with the Registry propricior sharing a portion (e.g.,
5-50%) ol the proceeds with (he listener who initiated the
auction, This may create a strong incentive for use of the
system, as listeners try to find music not already linked by
the database, hoping to start auctions and share in their
proceeds.

Assume the initial lease is for a period of two months.
Thring that period The Pinecones have become wildly
popular, and thousands of listeners are linking to the corre-

sponding web page daily. The link is now a hot property. At 2.

the expiry of the initial lease term, the Registry proprietor
can re-auction the link. The band or its promoters may
naturally be one of the bidders. This time the auction may
resull in large bids, commensurate with the popularity of the
music to which it corresponds. Again, the proceeds of the
auction may be shared by the Registry proprietor, e.g., with
the original listener who discovered the identifier, or with the
party who was high bidder in the previous (initial) avction.

In similar fashion, ihe linking rights can be re-auctioned
periodically, with the prive being proportional o the music’s
then-current popularity.

It will be recognized that much of the internet is pornog-
raphy, and some of the persons leasing identifier links from
the Registry may seek to promote pornographic or other
inappropriate sites by such links. Accordingly, the Regisiry
may place certain limitations on the linked sites. The sites
may be checked for RSAC ratings, and only sites with
non-adult ralings may be allowed. Alternatively (or addi-
tionally), the sites may be automatically scanned for key-
words or centent (using intelligent search engines, possibly
based upon trained networks andfor artificial intelligence)
suggesling pornography, and those having such words may
be manually reviewed. Ete.

The proprietor may also require that the linked pages
contain at least a threshold amount of non-advertising con-
tent {e.g., 30% of screen display)—again to encourage use
of the identifiers as links to bonafide resources relaled to the
corresponding audio content.

The problem of automated “bots” querying all possible
identifiers in the Registry in an attempt to identify and usurp
the inactive eatries is mitigated by (a) the huge universe of
such identifiers, and (b) the costs of registering,

The maintenance of the table 12 is well understood by
those skilled in data structures. For case of deseription, the
present disclosure assumes that the entries are sorted, by
identifier. In actual implementation, this may not be the case.
‘The system may be keyed by identifier, song and artisi, thus
increasing the speed at which the system can find duplicate
songs with different identifiers.

From the foregoing, it will be recognized that embodi-
ments of the present invention can be utilized 1o spur
grassroots development of internet resources associated with
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a wide variety of media content objects. Commerce in a new
class of virtual assets is enabled—offering the possibility of
significant financial returns to individuals who have a knack
for identifying popular music before it becomes popular. A
link that was first Ieased by 4 high-schooler for ST0 may later
be re-leased ta Sony Music for $10,000. The virtual real
estate represented by these identifiers is priced, over time,
commensurately with Iheir changing commercial impor-
tance.

Having described and illustrated the principles of the
invention with reference to illustrative emboediments, it
should be recognized that the invention is not so limited.

For example, while the discussion contemplaied that the
unassigned identifiers were derived from the content, the
same or similar approaches ¢an be applied with assigned
identifiers.

Likewise, it will be recognized that the universe of
identiflers may be segmented in varicus ways to achieve
various purposcs, and only a subset of the entire universe of
possible identifiers may be made available in the manners
bere described. For example, derived identifiers may be
designed to map into a lower half of a universe of possible
identifiers, with the upper half being reserved for assigned
identifiers, i.c. setting the most significant bit to delermine
whether the identifier Is assigned or automatically generated.

The prineiples deseribed hercin are applicable in other
contexis and in other applications, €.g., wherever there exists
a large universe of identifiers, some of which correspend
objects, and that correspondence is not initially known lo an
entity controlling usage to which the identifiers are put. To
name but one alternative, when video compression and
Internct bandwidih improve, this auction sysiem can he
applied to videos.

While the exphcit identifiers detailed above took the form
of watermatks and header data, these are Illustrative only;
any form of identifier can be similarly treated as virtual real
estate and granted 10 its discover. Thus, systems based on
barcodes and other identifiers may make use of the prin-
ciples of this invention.

To provide a comprehensive diselosure without unduly
lengthening this specification, the palents and applications
cited herein are incorporated herein by reference.

1t should be recognized that the particular combinations of
elements and features in the above-detailed embodiments
are exemplary only; the interchanging and substitution of
these teachings with other teachings in this and the incor-
porated-by-reference patents/applications are also contem-
plated.

In view of the wide variely of embodiments to which the
principles and features discussed above can be applied, it
should be apparent that the detailed embodiments are illus-
trative only and should not be taken as limiting the scope of
the invention. Rathes, 1 claim as my invention all such
modifications as may come within the scope and spirit of the
following claims and cquivalents thereaf

We claim:

1. A method of operating a datubase that bas plural
records, the method including receiving gueries, each
including an identifier, and replylng to said queries by
reference 1o information from database records associated
with said identifiers, said identifiers being drawn from a
universe of possible identificrs, a majority of which do not
have active database records associated therewith, the
method including:
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receiving a query trom a user including an identifier that
has no active database record associated therewith, said
identifier being derived from an existing media content
object; and

permitting the user to create an active database record

corresponding to said identifier.

2. The method of claim 1 that includes allowing the user
10 pay a [ee, said fee entiiling the user o specily at least a
portion of the database record correspondiag to said iden-
tifier.

3. The method of claim 1 that includes allowing the user
to make a first bid in an auction, said auction continuing for
a predetermined period commencing with said [irst bid.

4. A method comprising:

deriving an identifier corresponding to an exisling media

content ohject;

querying a database with the derived identifier; and

if the database has no active record corresponding to said

derived identifier, permitting a party who first gueried

the database with said identifier to define such a record.

5. The method of claim 4 in which the media content
object is an audio file.

6. The method of claim 4 in which the media content
object is an MP3 audio file.

7. 'The methed of claim 4 in which the media content
object is a video file.

8. The method of claim 4 in which the deriving includes
consulting a resource external of the media content cbject.

9. The method of cleim 8 in which the resource is a
database.

10. The method of claim 4 in which the deriviag includes
processing data from the media content object to obtain said
dentifier.

11. The method of claim 4 in which several identifiers can -

correspond (o the same media content object.

12. The method of claim 11 in which the identifiers are
automatically generated from different releases of an audio
CD, wherein the releases have ditferent audio and/or table of
contents.

13. The method of claim 11 in which the identiflers are
automatically generated from differsnt versions of an MP3
file, wherein the versions have different bits due to the
compression andfor bit-rale.

14. A method of managing a universe of identifiers, some
of said identifiers being active and having internet resources
associated therewilli, and others of said identifiers being
inactive, the method including receiving a query corre-
sponding to an inactive identifier and, in response, initiating
a time-limited auction, a winner of said auction being
granifed the privilege of associating an internet resource with
said identifier for at least a predetermined time period.

15. The method of claim 14 in which said active identi-
fiers correspond to different audio content, and the internet
resources corresponding lo said active identifters correspond
1o said audio content.
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16. A method comprising:

auctioning to the highest bidder the privilege of defining
a link that is to be associated, for a predetermined time
period, with an identifier through a database; and

at the cxpiry of said predetermined time period, re-

auctioning said privilege.

17. The method of clain1 16 in which the proceeds of said
re-auctioning are shared with the high bidder of a previous
auction for said privilege,

18. The method of claim 16 in which the identifier
corresponds to an existing media content object.

19. The method of claim 18 in which the identifier is
derived, rather than assigoed.

20. The method of claim 1 wherein a primary function of
the database is to link consumers to internet resources, such
as web pages, Ihal promote goods or services thal are related
1o the media content objeets and that are offered by com-
mercial entities, and said user s one of said consumers,
wherein the consumer can participate in such linking in a
manner customarily reserved lo the commercial entities.

21. The method of claim 1 that includes automatically
providing the identifier from a process on a user
device—such as a computer—io the database, withoul
requiring the user to type or otherwise manually enter the
identitier,

22. 'The method of claim 4 wherein a primary function of
the database is 1o link consumers to internet resources, such
as web pages, that promote goods or services that arc related
1o media content objeets and that are offered by commercial
entities, and said party is one of said consumers, wherein the
consumer can participate in such linking in a manner cus-
tomarily reserved to the commercial entities.

23, The method of claim 1 that includes automatically
providing the identifier from a process on a device main-
tained by said party—such as a computer—to the database,
without requiring said party to type or atherwise manually
enter the identifier,

24, 'The method of claim 14 wherein said identifiers and
internel resources are associated through a database, a
primary function of which is to link consumers to internet
resources that promote goods or services thal are related to
media content objects and that are offered by commercial
entities, and said winner is one of said consumers, wherein
the consumer can participate in such linking in a manner
customarily reserved to the commercial entities.

25. The method of claim 14 thal includes automatically
deriving the identifier using a deviee maintained by said
winner, without requiring said winner to type or otherwise
manually enler the identifier.

26. The method of claim 16 wherein a primary function of
the database is to link consumers to internet resources that
promote goods or services that are related to media content
objects.

27. The method of claim 16 that includes automatically
deriving the identifier from a media content abject.
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