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1.2.1 THE PROBLEM

INFINIBAND CONCEPTUAL OVERVIEW

The InfiniBand™ Architecture Specification describes a first order inter-
connect technology for interconnecting processor nodes and I/O nodes to
form a system area network. The architecture is independent of the host
operating system (OS) and processor platform.
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HCA = InfiniBand Channel Adapter in processor node

Eibre Channe TCA = InfiniBand Channel Adapter in I/O node
hub & FC

devices

Figure 1 IBA System Area Network

Existing interconnect technologies have failed to keep pace with computer
evolution and the increased burden imposed on data servers, application
processing, and enterprise computing created by the popular success of
the internet. High-end computing concepts such as clustering, fail-safe,
and 24x7 availability demand greater capacity to move data between pro-
cessing nodes as well as between a processor node and I/O devices.
These trends require higher bandwidth and lower latencies, they are
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pushing more functionality down to the I/O device, and they are de-
manding greater protection, higher isolation, deterministic behavior, and a
higher quality of service than currently available.

1.2.2 FEATURES

InfiniBand™ Architecture (IBA) is designed around a point-to-point,
switched 1/O fabric, whereby end node devices (which can range from
very inexpensive I/O devices like single chip SCSI or ethernet adapters to
very complex host computers) are interconnected by cascaded switch de-
vices. The physical properties of the IBA interconnect support two pre-
dominant environments, with bandwidth, distance and cost optimizations
appropriate for these environments:

* Module-to-module, as typified by computer systems that support
I/0O module add-in slots

* Chassis-to-chassis, as typified by interconnecting computers, ex-
ternal storage systems, and external LAN/WAN access devices
(such as switches, hubs, and routers) in a data-center environ-
ment.

The IBA switched fabric provides a reliable transport mechanism where
messages are enqueued for delivery between end nodes. In general,
message content and meaning is not specified by InfiniBand Architecture,
but rather is left to the designers of end node devices and the processes
that are hosted on end node devices. IBA defines hardware transport pro-
tocols sufficient to support both reliable messaging (send/receive) and
memory manipulation semantics (e.g. remote DMA) without software in-
tervention in the data movement path. IBA defines protection and error
detection mechanisms that permit IBA transactions to originate and termi-
nate from either privileged kernel mode (to support legacy /O and com-
munication needs) or user space (to support emerging interprocess
communication demands).

The IBA Specification also addresses the need for a rich manageability in-
frastructure to support interoperability between multiple generations of
IBA components from many vendors over time. This infrastructure pro-
vides ease of use and consistent behavior for high volume, cost sensitive
deployment environments. IBA also specifies interfaces for industry stan-
dard management that interoperate with enterprise class management
tools for configuration, asset management, error reporting, performance
metric collection, and topology management necessary for data center
deployment of IBA.

1.2.3 BENEFITS

For all of the revolutionary aspects of IBA, the architecture has been care-
fully designed to minimize disruption of prevailing market paradigms and
business practices. By simultaneously supporting board and chassis in-
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1.3 Scopre

terconnections, it is expected that vendors are able to adopt InfiniBand Ar-
chitecture technology for use in future generations of existing products,
within current business practices, to best support their customers needs.

IBA can support bandwidths that are anticipated to remain an order of
magnitude greater than prevailing I/O media (SCSI, Fibre Channel,
Ethernet). This ensures its role as the common interconnect for attaching
I/0 media using these technologies. Reinforcing this point is IBA’s native
use of IPv6 headers, which supports extremely efficient junctions between
IBA fabrics and traditional internet and intranet infrastructures.

IBA supports implementations as simple as a single computer system,
and can be expanded to include: replication of components for increased
system reliability, cascaded switched fabric components, additional 1/0
units for scalable I/O capacity and performance, additional host node
computing elements for scalable computing, or any combinations thereof.
InfiniBand Architecture is a revolutionary architecture that enables com-
puter systems to keep up with the ever increasing customer requirement
for increased scalability, increased bandwidth, decreased CPU utilization,
high availability, high isolation, and support for Internet technology.

Being designed as a first order network, IBA focuses on moving data in
and out of a node’s memory and is optimized for separate control and
memory interfaces. This permits hardware to be closely coupled or even
integrated with the node’s memory complex, removing any performance
barriers. IBA is flexible enough to be implemented as a second order net-
work permitting legacy and migration. Even when implemented as a
second order network, IBA’'s memory optimization operation permits max-
imum available bandwidth utilization and increases CPU efficiency.

IBA supports a range of applications from being the backplane intercon-
nect of a single host, to a complex system area network consisting of mul-
tiple independent and clustered hosts and I/O components.

For the single host environments, as depicted in Figure 2, each IBA fabric
serves as a private I/O interconnect for its host and provides connectivity

InfiniBandSM Trade Association

Page 42

42



InfiniBan

d™

Architecture Release 1.0.a
VOLUME 1 - GENERAL SPECIFICATIONS

Introduction June 19, 2001
FINAL

between the host's CPU/memory complex and a number of I/O modules.
For this environment, all devices are dedicated to the host.

Processor Node
_cpu || cpu 00| ceu |

| HCA — Mem |

I/O

STHEN Chassis

[tcal
1/0 Module
[tcal
1/0 Module
[tcal
1/0 Module
[Tca ]
1/0 Module
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1/0 Module

000
scs &~ / & AN X Video
Ethernet Graphics
Fibre Channel
hub & FC

devices

Figure 2 Single Host Environment
On the other end of the scale is multiple host connectivity as depicted in
Figure 1. Here a single fabric or even multiple fabrics interconnect nu-
merous hosts and various I/O units. Some hosts might share 1/0O devices
and others do not. Interprocess communication between hosts becomes
a very significant objective. Trivial fabric management is no longer suffi-
cient as network administrators desire additional features to maintain sep-
aration and assure deterministic behavior.

The architecture not only specifies the mechanisms for I/O and interpro-
cess communication, but it also specifies an extensive set of management
mechanisms that are flexible enough to permit single host environments
with out undue burden and costly fabric managers and at the same time
support very complex system area networks (SAN) and feature rich fabric
management.

1.4 DOCUMENT ORGANIZATION

1.4.1 SERIES OF VOLUMES

There are two volumes that comprise the InfiniBand normative specifica-
tions suite:

Volume 1 - specifies the core InfiniBand™ Architecture. It provides nor-
mative information required for IBA operation for switches, routers, host
channel adapters for processor nodes, target channel adapters for /O de-
vices, and management.
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Volume 2 - specifies electrical & mechanical configurations. It specifies
requirements for a number of different physical media and signaling rates,
defines mechanical form factors, and specifies physical and chassis man-
agement requirements.

1.4.2 VOLUME 1 ORGANIZATION

1.5 DOCUMENT CONVENTIONS

1.5.1 BYTE ORDERING

This specification uses Big Endian byte ordering. For fields greater than
one byte in size this means that the most significant byte of each field is
transmitted first as illustrated in Figure 3.

Figure 3 Byte Order for Multiple Byte Fields

Byte offset previous field
+0 Most Significant Byte
+1 Second Most Significant Byte
o
o
0
+n Least Significant Byte

Unless specifically stated otherwise, the text of this document lists fields
in the order of transmission. In most cases, multiple byte fields are aligned
to start or end on a 32-bit boundary. For clarity, certain figures show fields
ordered in 32 bit words. These words are in big endian format and imple-
mentations targeted for little endian processing need to pay particular at-
tention to byte ordering to assure correct operation since little endian
processing tends to place the least significant bytes in lower byte offsets.
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Figure 4 illustrates how numeric and bit significant fields should be inter-

preted.
Figure 4 Byte Order Examples

bits| b7 b0 | b7 b0 | b7 b0| b7 b0

Byte
Byte 0,4,8. Byte 1,5,9,... | Byte 2,6,10,... | Byte 3,7,11,...

Offset
0-3 |b15 16-bit field b0 | b15 16-bit field b0
4-7 1b31 32-bit field b0
811 |b7  1-byte b0 [b23 24-Dbit field b0
12-15 |b23 24-bit field b0|b7 1-byte b0
16-19 [o47 48-bit field (high) b16
20-23 |b15 48-bit field (low) b0 |b47 48-bit field (high bytes) b32
24-27 |b31 48-bit field (low bytes) b0
28-31 |b63 64-bit field (high bytes) b32
32-35 |b31 64-bit field (low bytes) b0
36-39 |b127 128-bit field (highest bytes) b96
40-43 |b95 b64
44-47 |b63 b32
48-51 |b31 128-bit field (lowest bytes) b0

Bit fields with other than byte granularity follow the same rules - that s, the
most significant bits of the field occupies the higher order bits of the lowest
byte offset with least significant bits being in the lowest byte offset as illus-
trated in Figure 5.

Figure 5 Bit Order Examples

Previous First Byte Next Byte Following
Byte Byte
5-bit field 3-bit field | 2-bit 6-bit field
b4 | b3 | b2 | b1 | b0 | b2 |b1[b0]b1|b0]b5|b4|b3|b2|b1|BO
4-bit field 12-bit field

b3 | b2 | b1 | b0 |b11|b10|b9|b8|b7|b6|b5|b4|b3|b2|b1|BO

14-bit field 2-bit

b13|b12|b11|b10]| b9 | b8 |b7|b6|b5|b4|b3|b2|b1|bOJD1|DO

1.5.2 NUMERIC VALUES

Unless otherwise stated numerical values without qualifiers are decimal.
This document uses the following qualifiers:

Ox prefixed to a hexidecimal value (e.g., 0Ox15F7)
b’ prefixed to a binary value (e.g., b’0110)
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1.6 DISCLAIMER

An obvious exception are binary numbers used in figures and tables

In table headings a colon is used to specify a range of bits (e.g. Bits 7:0)
and table values in that column are binary numbers.

A dash between two numbers represents a range (e.g. 0-3 = zero to three)

Global IDs are 128-bit values specified in the format :
value:value:value:value:value:value:value:value

Where each value represents a 4-digit hexidecimal number (e.g.,

FF02:0:0:0:0:0:0:1)

Like any document, this specification is subject to errata for correctness,

clarity, and enhancements. The InfiniBandSM Trade Association hosts a
web site at http://www.InfiniBandTA.org. Please visit this site to check for
errata and updates to this specification.
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Glossary

CHAPTER 2: GLOSSARY

Active

Address Handle

Address Vector

AETH
AM

Asynchronous error

Attribute

Automatic Path Migration

B_Key

Base LID

Baseboard Managed Unit

Baseboard Management
Key

Binding

BTH

Describes an entity initiating a communication establishment request
(e.g., TCP CONNECT).

An object that contains the information necessary to transmit messages
to a remote port over Unreliable Datagram service.

A collection of address and Path information specifying a remote port and
the parameters to be used when communicating with it.

Ack Extended Transport Header

Attribute Modifier.

A permanent error that cannot be reported through immediate or comple-
tion error handling mechanisms at the local end. Asynchronous errors

may be unaffiliated or may be affiliated with a specific Completion
Queue, End to End Context, or Queue Pair.

The collection of management data carried in a Management Datagram.

The process in which a Channel Adapter, on a per-Queue Pair basis, sig-
nals another CA to cause Path Migration to a preset alternate Path. Auto-
matic Path Migration uses a bitin a request or response packet (MigReq)
to signal the other channel adapter to migrate to the predefined alternate
path.

See Baseboard Management Key.

The numerically lowest Local Identifier that refers to a Port. The Path Bits
of a Base LID are always zero.

Any Unit which provides InfiniBand™ specification defined information
about itself by a Baseboard method MAD operation through the Infini-
Band™ link.

A construct that is contained in IBA management datagrams to authenti-
cate that the sender is allowed to perform the requested operation.

The act of associating a virtual address range in a specified Memory
Reqistration with a Memory Window.

Base Transport Header.
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CA
Channel

Channel Adapter

Channel Interface

Channel, Reliable Datagram

Cl

Client

CM
CME

Communication Manager

Completion Error

Completion Queue

Completion Queue Entry

Connection

Consumer
CQE
CRC

Data Payload

Data Segment

See Channel Adapter.

The association of two queue pairs for communication.

Device that terminates a link and executes transport-level functions. One
of Host Channel Adapter or Target Channel Adapter.

The presentation of the channel to the Verbs Consumer as implemented
through the combination of the Host Channel Adapter, associated firm-
ware, and device driver software.

See Reliable Datagram Channel.

See Channel Interface.

The active entity in an active/passive communication establishment
exchange.

See Communication Manager.

Chassis Management Entity.

The software, hardware, or combination of the two that supports the
communication management mechanisms and protocols.

Permanent interface or processing error reported through completion
status.

A queue containing one or more Completion Queue Entries. Completion
Queues are internal to the Channel Interface, and are not visible to verb
consumers.

The Channel Interface-internal representation of a Work Completion.

An association between a pair of entities (e.g., processes) over one or
more Channels.

See Verbs Consumer.

Completion Queue Entry, commonly pronounced "cookie".

Cyclic Redundancy Check.

The data, not including any control or header information, carried in one
packet.

A tuple in a Work Request that specifies a virtually contiguous buffer for
Host Channel Adapter access. Each Data Segment consists of a Virtual
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DETH

DGID

DLID

EEC

EECN

EE Context

End to End Context

End to End Context Number

End to End Flow Control

Fabric

Gb/s
GB/s

General Service Interface

GID

Global Identifier

Global Route Header

Globally Unique Identifier
GMP
GRH

GSI

Address, an associated Local Key or Remote Key, and a length.

Datagram Extended Transport Header.

Destination Globally Unigue |dentifier.

Destination Local Identifier

See End to End Context.

See End to End Context Number.

See End to End Context.

The endpoint of a Reliable Datagram channel.

Identifies a specific End to End Context within a Channel Adapter.

A mechanism to prevent a sender from transmitting messages during pe-
riods when receive buffers are not posted at the recipient.

The collection of Links, Switches, and Routers that connects a set of
Channel Adapters.

Giga-bits per second (109 bits per second)
Giga-bytes per second (109 bytes per second)

An interface providing management services (e.g., connection, perfor-
mance, diagnostics) other than subnet management.

See Global Identifier.

A 128-bit identifier used to identify a port on a channel adapter, a port on
a router, or a multicast group. GIDs are valid 128-bit IPv6 addresses (per
RFC 2373) with additional properties / restrictions defined within IBA to fa-
cilitate efficient discovery, communication, and routing.

Routing header present in InfiniBand™ Architecture packets targeted to
destinations outside the sender’s local subnet.

A number that uniquely identifies a device or component.
General Management Packet.

See Global Route Header.

See General Service Interface.

InfiniBandSM Trade Association

Page 49

49



InfiniBand ™

Architecture Release 1.0.a
VOLUME 1 - GENERAL SPECIFICATIONS

Glossary June 19, 2001

FINAL

GUID
HCA

Host

Host Channel Adapter
IBA

IB-ML

ICRC

Immediate Data

Immediate Error
Initiator
Interface Error
Invalid Key

Invariant CRC

I/O

I/0 Controller

I/0 Unit

I/0O Virtual Address

See Globally Unique Identifier.

See Host Channel Adapter.

One or more Host Channel Adapters governed by a single memory/CPU
complex.

A Channel Adapter that supports the Verbs interface.

InfiniBand™ Architecture.
InfiniBand™ Management Link.
See Invariant CRC.

Data contained in a Work Queue Element that is sent along with the pay-
load to the remote Channel Adapter and placed in a Receive Work Com-

pletion.

A permanent Interface Error reported through the verb status.
The source of requests.

An error due to an invalid field in a Work Request.

See Key.

A CRC covering the fields in a packet that do not change from the source
to the destination.

Input/Output.
One of the two architectural divisions of an 1/O Unit. An I/O controller

(I0C) provides I/O services, while a Target Channel Adapter provides
transport services.

An 1/O unit (I0U) provides I/O service(s). An I/O unit consists of one or
more |/O Controllers attached to the fabric through a single Target Chan-

nel Adapter.

An address having no direct meaning to the Host processor, intended for
use only in describing a Local or Remote memory buffer to the Host
Channel Adapter.

IOC See |/O Controller.
[e]V) See |/O Unit.
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IPv6

IPv6 Address

Key

L_Key
LID

LID Mask Control

Link

LMC

Local Identifier

Local Key

Local Route Header

Local Subnet

LRH

Internet Protocol, version 6

A 128-bit address constructed in accordance with IETF RFC 2460 for
IPv6.

A construct used to limit access to one or more resources, similar to a
password. The following keys are defined by the InfiniBand™ Architec-
ture:

Baseboard Management Key

Local Key
Management Key
Queue Key
Partition Key
Remote Key

See Local Key.

See Local Identifier.

A per-port value assigned by the Subnet Manager. The value of the LMC
specifies the number of Path Bits in the Local Identifier.

A full duplex transmission path between any two network fabric ele-
ments, such as Channel Adapters or Switches.

See LID Mask Control.

An address assigned to a port by the Subnet Manager, unique within the
subnet, used for directing packets within the subnet. The Source and

Destination LIDs are present in the Local Route Header. A Local Identi-
fier is formed by the sum of the Base LID and the value of the Path Bits.

An opaque object, created by a verb, referring to a Memory Registration,
used with a Virtual Address to describe authorization for the HCA hard-
ware to access local memory. It may also be used by the HCA hardware
to identify the appropriate page tables for use in translating virtual to
physical addresses.

Routing header present in all InfiniBand™ Architecture packets, used for
routing through switches within a subnet.

The collection of links and Switches that connect the Channel Adapters
of a particular subnet.

See Local Route Header.
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M_Key
MAD

Managed Unit

Management Datagram

Management Key

Maximum Transfer Unit
MB/s

Memory Protection At-
tributes

Memory Region

Memory Region Handle

Memory Registration

Memory Window

Message

Message-Level Flow Con-

trol

See Management Key.

See Management Datagram.

A Unit which provides Vital Product Data about itself to an external entity,
and is managed by that entity.

Refers to the contents of an Unreliable Datagram packet used for com-
munication among HCAs, switches, routers, and TCAs to manage the
fabric. InfiniBand™ Architecture describes the format of a number of
these management commands.

A construct that is contained in IBA management datagrams to authenti-
cate the sender to the receiver.

See Path Maximum Transfer Unit.

Mega-bytes per second (106 bytes per second)

The access rights granted to Memory Reqistrations.

A virtually contiguous area of arbitrary size within a Consumer’s address
space that has been registered, enabling HCA local access and optional
remote access.

An opaque object returned to the consumer when the consumer registers
a Memory Registration. The Memory Region Handle is used to specify
the registered region to the memory management verbs.

The act of registering a host Memory Reqistration for use by a consumer.
The memory registration operation returns a Memory Region Handle.
The process provides this with any reference to a virtual address within
the memory region.

An allocated resource that enables remote access after being bound to a
specified area within an existing Memory Regqistration. Each Memory
Window has an associated Window Handle, set of access privileges, and
current R_Key.

A transfer of information between two or more Channel Adapters that
consists of one or more packets.

See End to End Flow Control.
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Message Sequence
Number

Modifiers

MSN
MTU

Multicast

Multicast Identifier

Multicast Group

NQ

Out-of-band Management

Outstanding

P_Key

Packet

Packet Payload

Packet Sequence Number

Partition

A value returned as part of an acknowledgement by the responder to the
requestor, indicating the last message completed. Contrast Packet Se- |
guence Number.

In a verb definition, the list of input and output objects that specify how,
and on what, the verb is to be executed.

See Message Sequence Number. |

Maximum Transfer Unit, see Path Maximum Transfer Unit.

A facility by which a packet sent to a single address may be delivered to
multiple ports.

An identifier for a set of ports making up a Multicast Group, typically
belonging to different Channel Adapters. On a subnet, Multicast Identifi- |
ers share the address space of Local Identifiers.

A collection of Channel Adapter ports that receive Multicast packets sent
to a single address. |

Notification Queue. |

Management messages which traverse a transport other than the Infini-
Band™ fabric.

1) The state of a Work Request after it has been posted on a Work
Queue, but before the retrieval of the Work Completion by the con-
sumer.

2) The state of a packet that has been sent onto the fabric but has not
been acknowledged.

See Partition Key.

The indivisible unit of IBA data transfer and routing, consisting of one or
more headers, a Packet Payload, and one or two CRCs.

The portion of a Packet between (not including) any Transport header(s)
and the CRCs at the end of each packet. The packet payload contains up
to 4096 bytes.

A value carried in the Base Transport Header that allows the detection |
and re-sending of lost packets.

A collection of Channel Adapter ports that are allowed to communicate
with one another. Ports may be members of multiple partitions simulta-
neously. Ports in different partitions are unaware of each other’s pres-
ence insofar as possible.
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Partition Key

Partition Key Table

Partition Key Table Index
(P_Key_ix)

Partition Manager

Partition Membership Type

Passive

Path

Path Bits

Path Maximum Transfer
Unit

Path Migration
PD

Peer

Pinning memory

A value carried in packets and stored in Channel Adapters that is used to
determine membership in a partition.

Default Partition Key: A partition key special value providing Full mem-
bership in the default partition. See Partition Membership Type.

Invalid Partition Key: A special value that indicates that the Partition
Key Table entry does not contain a valid key.

A table of partition keys present in each Port.

An index into the partition key table.

The entity that manages partition keys and membership.

The high-order bit of the partition key is used to record the type of mem-
bership in an Port’s partition table: 0 for Limited, 1 for Full. Limited mem-
bers cannot accept information from other Limited members, but
communication is allowed between every other combination of member-
ship types.

Describes an entity waiting to receive a communication establishment
request (e.g., TCP LISTEN).

The collection of links, switches, and routers a message traverses from a
source Channel Adapter to a destination channel adapter. Within a sub-
net, a path is defined by the tuple <SLID, DLID, SL>.

The portion of a Local Identifier that may be changed to vary the Path
through the subnet to a particular Port. If the Path Bits are zero, the Local
Identifier is equal to the Base LID. The number of Path Bits applicable to
a particular port is specified by the Subnet Manager through the LID Mask
Control value.

The maximum size of the Packet Payload supported along a Path from
source to destination. PMTU is described in terms of the payload size,
and may be 256, 512, 1024, 2048, or 4096 bytes.

The modification of the Path used by a connection.

See Protection Domain.

1) One of the agents in an active/active connection establishment ex-
change.

2) A generic term for the entity at the other end of a connection.

A function supplied by the OS which forces the memory region to be res-
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PM
PMTU

Port

Post

Private Data

Processing Error

Protection Domain

PSN

Q_Key

QoS

QP

Quality of Service

Queue Key

Queue Pair

Queue Pair Context

ident and keeps the virtual-to-physical translations constant from the
HCA point of view.

See Partition Manager.

See Path Maximum Transfer Unit.

Location on a Channel Adapter or Switch to which a link connects. There
may be multiple ports on a single Channel Adapter, each with different
context information that must be maintained. Switches/switch elements
contain more than one port by definition.

To place a Work Request on a Work Queue.

A field present in Communication Management messages that is opaque
at all IBA layers. Consumers may use this field to "piggy-back" additional
information over the CM message exchange.

A processing error is an error that occurs when the Host Channel
Adapter is performing the unit of work described by the Work Queue Ele-
ment and is unable to complete the request successfully due to an error
that is returned by the transport protocol.

A mechanism for associating Queue Pairs, Address Handles, Memory
Windows, and Memory Registrations.

See Packet Sequence Number.

See Queue Key.

See Quality of Service.

See Queue Pair.

Metrics that predict the behavior, reliability, speed, and latency of a given
network connection.

A construct that is used to validate a remote sender’s right to access a
local Receive Queue for the Unreliable Datagram and Reliable Datagram
service types. If the Q_Key present in an incoming packet does not
match the value stored in the receiving QP, the packet shall be dropped.

Consists of a Send Work Queue and a Receive Work Queue. Send and
receive queues are always created as a pair and remain that way
throughout their lifetime. A Queue Pair is identified by its Queue Pair
Number.

The information that pertains to a particular Queue Pair, such as the cur-
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Queue Pair Handle

Queue Pair Number
R_Key

Raw Datagram

RC

RD
RDC
RDD
RDETH
RDMA

Receive Queue

Region Handle
Registered Memory

Registration

Registered memory region

Reliable Connection

Reliable Datagram

rent Work Queue Elements, Packet Sequence Numbers, transmission
parameters, etc.

An opaque object that refers to a specific Queue Pair. A Queue Pair Han-
dle is returned by the operation that creates the QP and is supplied as an
identifying parameter for other QP operations.

Identifies a specific Queue Pair within a Channel Adapter.

See Remote Key.

A packet that contains an IBA Local Route Header, may contain an IBA
Global Route Header, but does not contain an IBA Transport header, and
is not handled by IBA transport services.

See Reliable Connection.

See Reliable Datagram.

See Reliable Datagram Channel.

See Reliable Datagram Domain.

Reliable Datagram Extended Transport Header.

See Remote Direct Memory Access.

One of the two queues associated with a Queue Pair. The receive queue
contains Work Queue Elements that describe where to place incoming
data.

See Memory Region Handle.

A region of memory that has been through Memory Regqistration.

See Memory Registration.

See Memory Registration.

A Transport Service Type in which a Queue Pair is associated with only
one other QP, such that messages transmitted by the send queue of one
QP are reliably delivered to receive queue of the other QP. As such, each
QP is said to be “connected” to the opposite QP.

A Transport Service Type in which a Queue Pair may communicate with
multiple other QPs over a Reliable Datagram Channel. A message trans-
mitted by an RD QP’s send queue will be reliably delivered to the receive
queue of the QP specified in the associated Work Request. Despite the
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Reliable Datagram Channel

Reliable Datagram Domain
Remote Direct Memory Ac-
cess

Remote Key

Retired

RNR Nak

Router
SA
SAR

Send Queue

Server

Service ID

Service Level

Service Type

name, Reliable Datagram messages are not limited to a single packet.

The association of two Reliable Datagram End to End Contexts. A Reli-
able Datagram channel may multiplex Reliable Datagrams from many
RD Queue Pairs.

An association that defines which Reliable Datagram Queue Pairs may
use an End to End Context.

Method of accessing memory on a remote system without interrupting
the processing of the CPU(s) on that system.

An opaque object, created by a verb, referring to a Memory Registration
or Memory Window, used with a Virtual Address to describe authoriza-
tion for the remote device to access local memory. It may also be used by
the HCA hardware to identify the appropriate page tables for use in trans-
lating virtual to physical addresses.

The state of a Work Queue Element after the Host Channel Adapter
completes the operation specified by the WQE, but before the Work
Completion has been presented to the consumer.

Receiver Not Ready. A response signifying that the receiver is not cur-
rently able to accept the request, but may be able to do so in the future.

A device that transports packets between IBA subnets.

See Subnet Administration.

Segmentation and Re-assembly.

One of the two queues of a Queue Pair. The Send queue contains WQEs
that describe the data to be transmitted.

1) The passive entity in a connection establishment exchange.

2) An entity (e.g., a process) that provides services in response to re-
quests from clients.

A value that allows a Communication Manager to associate an incoming
connection request with the entity providing the service. The Service ID
is similar to the TCP Port Number.

Value in the Local Route Header identifying the appropriate Virtual Lane
for a packet, enabling the implementation of differentiated services. While
the appropriate VL for a specific Service Level may differ over a packet’s
Path, the Service Level remains constant.

See Transport Service Type.
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Signaled Completion

SGID
SLID
SL
SM
SMA
SMP

Solicited Event

Subnet

Subnet Administration

Subnet Manager

Subnet Management Agent
Subnet Management Data
Subnet Management
Packet

Switch

TCA

A modifier used for Work Requests submitted to the Send Queue speci-
fying that a Work Completion shall be generated when the work
requested completes, whether successfully or in error.

Source Global Identifier.

Source Local Identifier
See Service Level.

See Subnet Manager.

See Subnet Management Agent.

See Subnet Management Packet.

A facility by which a message sender may cause an event to be generated
at the recipient when the message is received.

A set of Infiniband™ Architecture Ports, and associated links, that have a
common Subnet ID and are managed by a common Subnet Manager.
Subnets may be connected to each other through routers.

The architectural construct that implements the interface for querying and
manipulating subnet management data.

One of several entities involved in the configuration and control of the
subnet.

Master Subnet Manager: The subnet manager that is authoritative,
that has the reference configuration information for the subnet.

Standby Subnet Manager: A subnet manager that is currently quies-
cent, and not in the role of a master SM, by agency of the master SM.
Standby SMs are dormant managers.

An entity present in all IBA Channel Adapters and Switches that pro-
cesses Subnet Management Packets from Subnet Manager(s).

Vital Product Data required by the Subnet Manager.

The subclass of Management Datagrams used to manage the subnet.
SMPs travel exclusively over Virtual Lane 15 and are addressed exclu-
sively to Queue Pair Number 0.

A device that routes packets from one link to another of the same Sub-
net, using the Destination Local Identifier field in the Local Route Header.

See Target Channel Adapter.
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Target Channel Adapter

Transport Service Type

ucC
ub

Unicast

Unit

Unreliable Connection

Unreliable Datagram

Unsignaled Completion

Variant CRC

VCRC

Verbs

A Channel Adapter typically used to support I/O devices. TCAs are not
required to support the Verbs interface. See also 1/O Unit.

Describes the reliability, sequencing, message size, and operation types
that will be used between the communicating Channel Adapters.

Transport service types that use the IBA transport:

* Reliable Connection

* Unreliable Connection

+ Reliable Datagram

* Unreliable Datagram

Raw Datagram service does not use the IBA transport.

See Unreliable Connection.

See Unreliable Datagram.

An identifier for a single port. A packet sent to a unicast address is deliv-
ered to the port identified by that address.

One or more sets of processes and/or functions attached to the fabric by
one or more channel adapters. See Host and 1/O Unit.

A Transport Service Type in which a Queue Pair is associated with only
one other QP, such that messages transmitted by the send queue of one
QP are, if delivered, delivered to the receive queue of the other QP. As
such, each QP is said to be “connected” to the opposite QP. Messages
with errors are not retried by the transport, and error handling must be
provided by a higher level protocol.

A Transport Service Type in which a Queue Pair may transmit and
receive single-packet messages to/from any other QP. Ordering and
delivery are not guaranteed, and delivered packets may be dropped by
the receiver.

A modifier used for Work Requests submitted to the Send Queue signify-
ing that a Work Completion is to be generated only if the requested
action completes in error.

A CRC covering all the fields of a packet, including those that may be
changed by Switches.

See Variant CRC.

An abstract description of the functionality of a Host Channel Adapter. An
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Verbs Consumer

Virtual Lane

Vital Product Data
VL

VPD

wcC

Window Handle

Work Completion

Work Queue

Work Queue Element

Work Queue Pair

Work Request

WQ
WQE
WQP

WR

operating system may expose some or all of the verb functionality
through its programming interface.

The direct user of the Verbs.

A method of providing independent data streams on the same physical
link.

Device-specific data to support management functions.
See Virtual Lane.

See Vital Product Data.

See Work Completion.

An opaque object that identifies a Memory Window.

The consumer-visible representation of a Completion Queue Entry. A
Work Completion may be obtained when a consumer polls a Completion
Queue.

One of Send Queue or Receive Queue.

The Host Channel Adapter’s internal representation of a Work Request.
The consumer does not have direct access to Work Queue Elements.

See Queue Pair.

The means by which a consumer requests the creation of a Work Queue
Element.

See Work Queue.

Work Queue Element, commonly pronounced "wookie".

See Work Queue Pair.

See Work Request.
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CHAPTER 3: ARCHITECTURAL OVERVIEW

This chapter provides a top-down description of the InfiniBand™ Architec-
ture (IBA) features, capabilities, components, and elements and it de-
scribes various principles of operation. Itis a high level overview intended
as an informative guide and thus certain details are intentionally excluded
for the purpose of clarity.

IBA defines a System Area Network (SAN) for connecting multiple inde-
pendent processor platforms (i.e., host processor nodes), I/O platforms,
and 1/O devices (see Figure 6). The IBA SAN is a communications and
management infrastructure supporting both 1/0 and interprocessor com-
munications (IPC) for one or more computer systems. An IBA system can
range from a small server with one processor and a few 1/O devices to a
massively parallel supercomputer installation with hundreds of processors
and thousands of I/0 devices. Furthermore, the internet protocol (IP)
friendly nature of IBA allows bridging to an internet, intranet, or connection
to remote computer systems.

IBA defines a switched communications fabric allowing many devices to
concurrently communicate with high bandwidth and low latency in a pro-
tected, remotely managed environment. An endnode can communicate
over multiple IBA ports and can utilize multiple paths through the IBA
fabric. The multiplicity of IBA ports and paths through the network are ex-
ploited for both fault tolerance and increased data transfer bandwidth.

IBA hardware off-loads from the CPU much of the I/O communications op-
eration. This allows multiple concurrent communications without the tradi-
tional overhead associated with communicating protocols. The IBA SAN

provides its I1/0 and IPC clients zero processor-copy data transfers, with

no kernel involvement, and uses hardware to provide highly reliable, fault
tolerant communications.
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Figure 6 IBA System Area Network
An IBA System Area Network consists of processor nodes and I/O units
connected through an IBA fabric made up of cascaded switches and

routers.

IO units can range in complexity from single ASIC IBA attached devices
such as a SCSI or LAN adapter to large memory rich RAID subsystems
that rival a processor node in complexity.

3.1 ARCHITECTURE SCOPE

This volume of the InfiniBand Architecture Specification defines the inter-
connect fabric, routing elements, endnodes, management infrastructure,
and the communication formats and protocols. It does not specify /10
commands or cluster services.
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For example, consider an IBA SCSI adapter. IBA does not define the disk
I/O commands, how the SCSI adapter communicates with the disk, how
the operating system (OS) views the disk device, nor which node in the
cluster owns the disk adapter. IBA is an essential underpinning of each of
these operations, but does not directly define any of them. Instead, IBA
defines how data and commands can be transported between the I/O
driver on a processor node and the SCSI adapter.

IBA handles the data communications for I/O and IPC in a multi-computer
environment. It supports the high bandwidth and scalability required for
IO. It caters to the extremely low latency and low CPU overhead required
for IPC. With IBA, the OS can provide its clients with communication
mechanisms that bypass the OS kernel and directly access IBA network
communication hardware, enabling efficient message passing operation.
IBA is well suited to the latest computing models and will be a building
block for new forms of I/O and cluster communication. IBA allows I/O units
to communicate among themselves and with any or all of the processor
nodes in a system. Thus an I/O unit has the same communications capa-
bility as any processor node.

3.1.1 TOPOLOGIES & COMPONENTS

At a high level, IBA serves as an interconnect for endnodes as illustrated
in Figure 7. Each node can be a processor node, an /O unit, and/or a
router to another network.

Node Node
Node
IBA Fabric
Node Node Node

Figure 7 IBA Network

An IBA network is subdivided into subnets interconnected by routers as
illustrated in Figure 8. Endnodes may attach to a single subnet or multiple
subnets.
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Figure 8 IBA Network Components

An IBA subnet is composed of endnodes, switches, routers, and subnet
managers interconnected by links as illustrated in Figure 9. Each IBT de-
vice may attach to a single switch or multiple switches and/or directly with

each other Multiple links can exist between any two IBT devices.

End End
Node — Node

Figure 9 IBA Subnet Components

1. Single endnode to endnode connection creates an independent subnet, with
no connectivity to the remainder of the IBT devices, in which case one of the two
interconnected endnodes functions as the subnet manager for that link.
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3.2 COMMUNICATION
3.2.1 QUEUING

The architecture is optimized for units that contain multiple independent
processes and threads (consumers) as illustrated in Figure 10. Each
channel adapter constitutes a node on the fabric. The architecture sup-
ports multiple channel adapters per unit with each channel adapter pro-
viding one or more ports that connect to the fabric, in which case the
processor node appears as multiple endnodes to the fabric.

Processor Node

@onsum) @onsum) @onsum) 000

Message & Data Service

———————— Verbs————————'
Channel Adapter Channel Adapter Scope of
(endnode) ©00 (endnode) InfiniBand
Architecture
Port | 2°°1 Port Port | °°°| Port

Figure 10 Processor Node
In a processor node, the message and data service is an OS component
that is outside the scope of this document. This document specifies the
semantic interface between the message and data service and a channel
adapter. This semantic interface is referred to as IBA Verbs. Verbs de-
scribe the functions necessary to configure, manage, and operate a host
channel adapter. These verbs identify the appropriate parameters that
need to be included for each particular function. Verbs are not an API, but
provide the framework for the OSV to specify the API.

IBA is architrected as a first order network and as such it defines the host
behavior (verbs) and defines memory operation such that the channel
adapter can be located as close to the memory complex as possible. It
provides independent direct access between consenting consumers re-
gardless of whether those consumers are 1/O drivers and I/O controllers
or software processes communicating on a peer to peer basis. IBA pro-
vides both channel semantics (send and receive) and direct memory ac-
cess with a level of protection that prevents access by non participating
consumers.

The foundation of IBA operation is the ability of a consumer to queue up
a set of instructions that the hardware executes. This facility is referred to
as a work queue. Work queues are always created in pairs, called a
Queue Pair (QP), one for send operations and one for receive operations.
In general, the send work queue holds instructions that cause data to be
transferred between the consumer’s memory and another consumer’s
memory, and the receive work queue holds instructions about where to
place data that is received from another consumer. The other consumer
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is referred to as a remote consumer even though it might be located on
the same node. IBA specifically describes the queuing relationship for a
Host Channel Adapter (HCA) but not the 1/0O unit because an I/O unit is

not necessarily subject to 2"% and 3" party interoperability that is present
in a host environment (i.e., interoperability between the HCA vendor, the
OS vendor, and an IHV’s I/O driver or an ISV’s application using IPC). The
following describes the HCA queuing model.

The consumer submits a work request (WR), which causes an instruction
called a Work Queue Element (WQE) to be placed on the appropriate
work queue. The channel adapter executes WQEs in the order that they
were placed on the work queue. When the channel adapter completes a
WQE, a Completion Queue Element (CQE) is placed on a completion
queue1. Each CQE specifies all the information necessary for a work com-

pletion, and either contains that information directly or points to other
structures, for example, the associated WQE, that contain the information.

Consumer Work Queue
WQE N
Work Queue
(nectds et woe | [ woe | [(woe | [ woe 1|
Work Queue
[ wae | [ woe b

Completion Queue
Work f - = Hardware
Completion CQE H CQE H CQE ‘I CQE

Figure 11 Consumer Queuing Model

Each consumer may have its own set of work queues, each pair of work
queues is independent from the others. Each consumer creates one or
more completion queues and associates each send and receive queue to
a particular completion queue. It is not necessary that both the send and
receive queue of a work queue pair use the same completion queue.

Because some work queues require an acknowledgment from the remote
node and some WQEs use multiple packets to transfer the data, the
channel adapter can have multiple WQEs in progress at the same time,
even from the same work queue. Thus the order in which CQEs are

1. WQEs and CQEs are not architected entities, only the Work Request verbs
are architected.
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posted to the completion queue is not deterministic except that CQEs for
the same work queue are normally posted in the order that the corre-

sponding WQE was posted to the work queue .

1

Datato | _ _ _ _ __ __ __ __
Send -~
\
Datato leg- — — — — — — __ _ \
Write
\
Read '@ — — — — — __ N \
Buffer ~ < <
RDMA RDMA RDMA \
Atomic Read Write SEND
WQE | | WQE | | wQE | | WQE -
Send Queue / ™
\ Hardware\:\
/)
Receive Queue
Work Work Work
Queue Queue Queue
Entry Entry Entry
7 7
- / / /
Receive =
Buffer < / / /
/ / /
Receive 7 / /
Buffer ™ T T — — /
/
< J /
Receive —
Buffer T — — — — — — - /
/
Receive -
Buffer % — — — — — — — —

Figure 12 Work Queue Operations
There are three classes of send queue operations SEND, Remote
memory Access (RDMA), and MEMORY BINDING.

* For a SEND operation, the WQE specifies a block of data in the
consumer’s memory space for the hardware to send to the desti-
nation, letting a receive WQE already queued at the destination
specify where to place that data.

1. Receive completions for reliable datagram service are the exception because
concurrent reception on multiple EE contexts can result in out of order posting.
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* For an RDMA operation, the WQE also specifies the address in
the remote consumer’s memory. Thus an RDMA operation does
not need to involve the receive work queue of the destination’.
There are 3 types of RDMA operations, RDMA-WRITE, RDMA-
READ, and ATOMIC.

* The RDMA-WRITE operation stipulates that the hardware is
to transfer data from the consumer’s memory to the remote
consumer’s memory.

»  The RDMA-READ operation stipulates that the hardware is to
transfer data from the remote memory to the consumer’s
memory.

* The ATOMIC operation stipulates that the hardware is to per-
form a read of a remote 64-bit memory location. The target re-
turns the value read, and conditionally modifies/replaces the
remote memory contents by writing an updated value back to
the same location.

MEMORY BINDING instructs the hardware to alter memory regis-
tration relationships (see section 10.6.6.2). It associates (binds) a
Memory Window to a specified range within an existing Memory
Region. Memory binding allows a consumer to specify which por-
tions of registered memory it shares with other nodes (i.e., the
memory a remote node can access) and specifies read and write
permissions. The result produces a memory key (R_KEY) that
the consumer passes to remote nodes for their use in their RDMA
operations.

There is only one receive queue operation and it is to specify a receive
data buffer.

A RECEIVE WQE specifies where the hardware is to place data
received from another consumer when that consumer executes a
SEND operation. Each time the remote consumer successfully
executes a SEND operation, the hardware takes the next entry
from the receive queue, places the received data in the memory
location specified in that receive WQE, and places a CQE on the
completion queue indicating to the consumer that the receive op-
eration has completed. Thus the execution of a SEND operation
causes a receive queue operation at the remote consumer.

Normally an RDMA operation does not consume a receive WQE at the
destination, but there is one exception. That is for an RDMA WRITE op-
eration which specifies immediate data. Immediate data is 32 bits of infor-
mation that is optionally provided in a SEND or RDMA WRITE instruction,
transferred as part of the operation, but instead of writing the immediate
data to memory, the data is treated as another piece of status information

1. RDMA Write with immediate data does involve the destination’s receive work
queue.
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3.2.2 CONNECTIONS

3.3 COMMUNICATIONS STACK

and returned as a special field of the RECEIVE CQE status. This means
that an RDMA WRITE with immediate data will consume a RECEIVE
WQE at the destination.

IBA supports both connection oriented and datagram service. For con-
nected service, each QP is associated with exactly one remote consumer.
In this case the QP context is configured with the identity of the remote
consumer’s queue pair. The remote consumer is identified by a port and
a QP number. The port is identified by a local ID (LID) and optionally a
Global ID (GID). During the communication establishment process, this
and other information is exchanged between the two nodes.

For datagram service, a QP is not tied to a single remote consumer, but
rather information in the WQE identifies the destination. A communication
setup process similar to the connection setup process needs to occur with
each destination to exchange that information.

The communication stack for IBA is illustrated in Figure 13. The architec-
ture provides a number of IBA transactions that a consumer can use to
execute a transaction with a remote consumer. The consumer posts work
queue elements (WQE) to the QP and the channel adapter interprets
each WQE to perform the operation.

Consumer Transactions,

( Consumer )4- - _Qp_er_aycln_s.,_eic; >< Consumer >
(IBA Operations)

Channel
Adapter L EOE L] CQE
woey | * WQE 4
IBA Operations
alv[t v/t oo alv[tv
ol—l| |= (IBA Packets) | 1= .
Transport —l |—= —|| |— %_
Layer Send Rcv IBA Packets Send Rcv .g
Network |  Taneport @ [----=-=-=----- <_(
Layer Transport Transport 8
Link Layer Packet Relay f_-%
)
t Packet Packet t Packet
PHY Layer Port Port Port Port
A Physical Link A A Physical Link A
(Symbols) Fabric (Symbols)
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3.4 |IBA COMPONENTS

3.4.1 LINKS & REPEATERS

Figure 13 IBA Communication Stack
For Send Queue operations, the channel adapter interprets the WQE, cre-
ates a request message. segments the message into multiple packets if
necessary, adds the appropriate routing headers, and sends the packet
out the appropriate port.

The port logic transmits the packet over the link where switches and
routers relay the packet through the fabric to the destination.

When the destination receives a packet, the port logic validates the integ-
rity of the packet. The channel adapter associates the received packet
with a particular QP and uses the context of that QP to process the packet
and execute the operation. If necessary, the channel adapter creates a re-
sponse (acknowledgment) message and sends that message back to the
originator.

Reception of certain request messages cause the channel adapter to con-
sume a WQE from the receive queue. When it does, a CQE corre-
sponding to the consumed WQE is placed on the appropriate completion
queue, which causes a work completion to be issued to the consumer that
owns the QP.

The devices in an IBA system are classified as:

* switches

* routers

» channel adapters
* repeaters

* links that interconnect switches, routers, repeaters, and channel
adapters

The management infrastructure includes:

* subnet managers

* general service agents

Links interconnect channel adapters, switches, repeaters, and routing de-
vices to form a fabric. A link can be a copper cable, an optical cable, or

printed circuit wiring on a backplane. Repeaters are transparent1 devices
that extend the range of a link. Volume 2 of InfiniBand Architecture spec-
ifies link and repeater requirements for various media types as well as de-

1. Transparent in the sense repeaters only participate at the physical layer
protocol level and nodes are not aware of their presence.
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3.4.2 CHANNEL ADAPTERS

fines various module form factors for 1/O devices. The architecture
described in Volume 1 is independent of the type of link and the form
factor.

Links and repeaters are not directly addressable but the link status can be
determined via the device on each end of the link.

Channel adapters are the IBA devices in processor nodes and I/O units
that generate and consume packets. IBA defines two types of channel
adapters: Host Channel Adapter (HCA) and Target Channel Adapter
(TCA). The HCA provides a consumer interface providing the functions
specified by IBA verbs. IBA does not specify the semantics of the con-
sumer interface for a TCA.

A channel adapter is a programmable DMA engine with special protection
features that allow DMA operations to be initiated locally and remotely.

o Channel Adapter
000
© SMA
)
Transport

SI SIOOOSI SIOOOSI SI SIOOOE{

000
Port Port Port

Figure 14 Channel Adapter
A channel adapter may have multiple ports. Each port of a channel
adapter is assigned a Local ID (LID) or a range of LIDs. Each port has its
own set of transmit and receive buffers such that each port is capable of
sending and receiving concurrently. Buffering is channeled through virtual
lanes (VL) where each VL has its own flow control.

The channel adapter provides a Memory Translation & Protection (MTP)
mechanism that translates virtual addresses to physical addresses and to
validate access rights. Specific memory management mechanisms are
not specified by this document, and requirements for such mechanisms
are not specified for TCAs.
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3.4.3 SWITCHES

The channel adapter provides multiple instances of the communication in-
terface to its consumer in the form of queue pairs (QP) comprised of a
send and receive work queue.

A subnet manager configures channel adapters with the local addresses
for each physical port, i.e., the port’s LID. The entity that communicates
with the subnet manager for the purpose of configuring the channel
adapter is referred to as the Subnet Management Agent (SMA).

Each channel adapter has a globally unique identifier (GUID) assigned by
the channel adapter vender. Since local IDs assigned by the subnet man-
ager are not persistent (i.e., might change from one power cycle to the
next), the channel adapter GUID (called Node GUID) becomes the pri-
mary object to use for persistent identification of a channel adapter. Addi-
tionally, each port has a Port GUID assigned by the channel adapter
vender.

In contrast to channel adapters, switches do not generate nor consume
packets (except for management packets). They simply pass them along
based on the destination address in the packet’s local route header.

IBA switches are the fundamental routing component for intra-subnet
routing (inter-subnet routing is provided by IBA routers). Switches inter-
connect links by relaying packets between the links.

Switch

Packet Relay

]
gy | - JE | - JE | -
> >OOO> >OOO> > >OOO>
000 p

Port Port ort

Figure 15 IBA Switch Elements
Switches expose two or more ports between which packets are relayed.

Switches are transparent to the endnodes which means they are not di-
rectly addressed (except for management operations). Instead, packets
transverse the switch fabric virtually unchanged by the fabric. To this end,
every destination within the subnet is configured with one or more unique
local identifiers (LID). From the point of view of a switch, a LID represents
a path through the switch. Switch elements are configured with forwarding
tables. Packets contain a destination address that specifies the LID of the
destination. Individual packets are forwarded within a switch to an out-
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3.4.4 ROUTERS

bound port or ports based on the packet’s Destination LID and the
Switch’s forwarding table.

IBA switches support unicast forwarding and may support multicast for-

warding. Unicast is the delivery of a single packet to a single destination
and multicast is the ability of the fabric to deliver a single packet to multiple
destinations.

A subnet manager configures switches including loading their forwarding
tables.

To maximize availability, multiple paths between endnodes may be de-
ployed within the switch fabric. If multiple paths are available between
switches, the subnet manager can use these paths for redundancy or for
destination LID based load sharing. Where multiple paths exists, a subnet
manager can re-route packets around failed links by re-loading the for-
warding tables of switches in the affected area of the fabric.

Like switches, routers do not generate nor consume packets (except for
management packets). They simply pass them along. Routers forward
packets based on the packet’s global route header and actually replaces
the packet’s local route header as the packet passes from subnet to
subnet.

IBA routers are the fundamental routing component for inter-subnet
routing (intra-subnet routing is provided by IBA switches). Routers inter-
connect subnets by relaying packets between the subnets.

Router

GRH Packet Relay

|| - || - || -
> >OOO> >OOO> > >oooﬂ

Port Port ©o0 Port

Figure 16 IBA Router Elements
Routers expose one or more ports between which packets are relayed.
Routers could be embedded with other devices, such as channel adapters
or switches.
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Routers are not completely transparent to the endnodes since the source
must specify the LID of the router and also provide the GID of the desti-
nation.

Each subnet is uniquely identified with a subnet ID known as the Subnet
Prefix. The subnet manager programs all ports (via the Portinfo attribute)
with the Subnet Prefix for that subnet. When combined with a Port GUID,
this combination becomes a port’s natural GID. Ports may have other lo-
cally administrated GIDs.

From the point of view of a router, the subnet prefix portion of a GID rep-
resents a path through the router. IPv6 specifies the protocol performed
between routers to derive their forwarding tables. Individual packets are
forwarded within a router to an outbound port or ports based on the
packet’s Destination GID and the router’s forwarding table.

Each router forwards the packet through the next subnet to another router
until the packet reaches the target subnet. The last router sends the
packet using the LID associated with the Destination GID as the Destina-
tion LID.

A subnet manager configures routers with information about the subnet
such as which VLs to use and partition information.

To maximize availability, multiple paths between subnets may be de-
ployed within the fabric. If multiple paths are available, routers might use
those paths for redundancy or for load sharing. Where multiple paths
exist, a router can re-route packets around failed subnets.

3.4.5 MANAGEMENT COMPONENTS

3.4.5.1 SUBNET MANAGERS

IBA management provides for a subnet manager and an infrastructure
that supports a number of general management services. The manage-
ment infrastructure requires a subnet management agent in each node
and defines a general service interface that allows additional general ser-
vices agents.

The architecture defines a common management datagram (MAD) mes-
sage structure for communicating between managers and management
agents.

A Subnet Manager (SM) is an entity attached to a subnet that is respon-
sible for configuring and managing switches, routers, and channel
adapters. A SM can be implemented with other devices, such as a
channel adapter or a switch.

InfiniBandSM Trade Association

Page 74

74



InfiniBand™ Architecture Release 1.0.a
VOLUME 1 - GENERAL SPECIFICATIONS

Architectural Overview June 19, 2001
FINAL

IBA supports the notion of multiple subnet managers per subnet and
specifies how multiple subnet managers negotiate for one to become the
master SM. It does not prohibit other methods between cooperating SMs
for governing master/standby relationships

The master SM:

» discovers the subnet topology,

» configures each channel adapter port with a range of LIDs, GIDs
subnet prefix, and P_Keys,

» configures each switch with a LID, the subnet prefix, and with its
forwarding database,

* maintains the endnode and service databases for the subnet and
thus provides a GUID to LID/GID resolution service as well as a
services directory.

3.4.5.2 SUBNET MANAGEMENT AGENTS

Each node provides a Subnet Management Agent (SMA) that the SM ac-
cess through a well known interface called the Subnet Management Inter-
face (SMI). SMI allows for both LID Routed packets and Directed Routed
packets. Directed routing provides the means to communicate before
switches and end nodes are configured. Only the SMI allows for directed
routed packets.

3.4.5.3 GENERAL SERVICE AGENTS

Each node may contain additional management agents referred to as
General Service Agents (GSA*) that can be accessed through a well
known interface called the General Service Interface (GSI). The GSI only
supports LID routing. The general service classes defined by IBA are:

*  Subnet Administration (SubnAdm) - this is a service provided by
the SM that allows nodes to access information about the subnet
to discover other nodes and services, to resolve paths, and to
register its services.

* Performance Management (Perf) - monitors and reports well-de-
fined performance counters

» Device Management (DevMgt) - provides for management of I/O
devices behind TCAs.

* Baseboard Management (BM) - provides for chassis manage-
ment using IB-ML as defined in Volume 2.

*  SNMP Tunneling (SNMP) - provides SNMP functionality by defin-
ing the method for sending and receiving SNMP messages.

» Vendor Defined (Vendor) - allows private extensions that a device
vendor may use to remotely configure and manage its devices.
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Architectural Overview

3.5 IBA FEATURES
3.5.1 QUEUE PAIRS

*  Communication Management (ConMgt) - Provides for connection
establishment and other communication management functions
between endnodes.

+ Device Configuration (DevConfMgt) - Provides I/O resource man-
agement

The QP is the virtual interface that the hardware provides to an IBA con-
sumer and it provides a virtual communication port for the consumer. The

architecture supports up to 224 QPs per channel adapter and the opera-
tion on each QP is independent from the others. Each QP provides a high
degree of isolation and protection from other QP operations and other
consumers. Thus a QP can be considered a private resource assigned to
a single consumer. A consumer might consume multiple QPs as illus-
trated in Figure 17.

Node
r Casumr 1 lEons_umeTl
| oo on [ o |
QP QPy QP2
2 |

Channel Adapter

L

Physical
Link(s)
to Fabric

Figure 17 Communication Interface

The consumer creates this virtual communication port by allocating a QP
and specifying its class of service. Communication takes place between a
source QP and a destination QP. For connection oriented service, each
QP is tightly bound to exactly one other QP, usually on a different node.
The consumer initiates any communication establishment necessary to
bind the QP with the destination QP and configures the QP context with
certain information such as Destination LID, service level, and negotiated
operating limits.

The consumer posts work requests to a QP to invoke communication
through that QP.
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3.5.2 TYPES OF SERVICE

Each QP is configured for a certain class of operation (referred to as ser-
vice type) based on how the sourcing and receiving QPs interact. Both the
source and destination QPs must be configured for the same service type.
Each service type is based on the following attributes.

* Connection oriented versus datagram - For connection orient-
ed service, the QP is associated with exactly one other QP and
all work requests posted to the QP results in a message sent to
the established destination QP. Datagram operation allows a sin-
gle QP to be used to send and receive messages to/from any ap-
propriate QP on any node.

* Acknowledged versus unacknowledged - For acknowledged
service, a QP returns response messages when it receives re-
guest messages. Response messages might be positive ac-
knowledgment (ACK), negative acknowledgment (NAK), or
contain response data. Acknowledged service is referred to as re-
liable since the transport protocol guarantees un-corrupted data
delivery, in order, exactly once. Unacknowledged service is re-
ferred to as unreliable because the transport protocol does not
guarantee that all data is delivered. It does guarantee that all data
is delivered at most once, and delivered data is not corrupted.
Also there are certain cases where changes in fabric configura-
tion might cause data to be delivered out of order.

* IBA transport versus other transport - IBA transport services
define a specific transport protocol for channel based and memo-
ry based operations. IBA also supports using the channel adapter
as a data link engine to send raw packets between nodes which
is useful for supporting legacy protocol stacks and legacy net-
works.

The service types defined by IBA are specified in Table 2

Table 2 Service Types

Service Type Cgrrlir;(iggn Acknowledged Transport
Reliable Connection yes Yes IBA
Unreliable Connection yes no IBA
Reliable Datagram no Yes IBA
Unreliable Datagram no no IBA
RAW Datagram no no Raw
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3.5.3 KEYS

Certain IBA operations are valid only over certain classes of service. A QP
rejects a WQE for an operation that is not valid for the configured class of
service.

Connection oriented service requires that the consumer initiate a commu-
nication establishment procedure (connection setup) with the target node
to associate the QPs and establish QP context prior to any QP operation.
Actually, all service classes except for raw datagram need some form of
communication setup to associate queue pairs. For reliable datagram ser-
vice, the node performs a communication establishment process to asso-
ciate an end-to end (EE) context (explained later) with each target node.
All QPs configured for Reliable Datagram service use established EE con-
texts and the work request specifies which EE context to use for that op-
eration.

Raw Datagrams are similar to unreliable datagrams, except that the
source QP does not know the identity of the QP that will receive and pro-
cess the message. Raw datagrams allow for routers that forward raw da-
tagram packets to non IBA destinations on a disparate fabric (such as a
LAN or WAN) that has no equivalent of a QP. There are two types of raw
datagrams, IPv6 and Ethertype. IPv6 raw datagrams contain a global
routing header and the packet payload contains a transport protocol ser-
vice data unit as identified in the global routing header. An Ethertype raw
datagram contains an Ethernet Type field and the packet payload contains
a transport protocol service data unit as identified in the Ethernet Type
field.

IBA defines both channel (send/receive) and memory (RDMA) semantics.
Raw datagram and Unreliable Datagram services do not support memory
semantics.

IBA uses various keys to provide isolation and protection. Keys are values
assigned by an administrative entity that are used in messages in various
ways. The keys themselves do not provide security since the keys are
available in messages that cross the fabric and thus any entity that can
get to the interior of the fabric can ascertain key values. IBA does place
restrictions on how applications can access certain keys.

The keys are:

Management Key (M_Key): Enforces the control of a master subnet
manager. Administered by the subnet manager and used in certain
subnet management packets. Each channel adapter port has a
M_Key that the SM sets and then enables. The SM may assign a dif-
ferent key to each port. Once enabled, the port rejects certain man-
agement packets that do not contain the programmed M_Key. Thus
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only a SM with the programed M_Key can alter a node’s fabric con-
figuration. The SM can prevent the port's M_Key from being read as
long as the SM is active. The port maintains a time-out such that the
port reverts to an unmanaged state if the SM fails. There is one
M_Key for a switch.

Baseboard Management Key (B_Key): Enforces the control of a
subnet baseboard manager. Administered by the subnet baseboard
manager and used in certain MADs. Each channel adapter port has a
B_Key that the baseboard manager sets. The baseboard manager
may assign a different key to each port. Once enabled, the port re-
jects certain management packets that do not contain the pro-
grammed B_Key. Thus only a baseboard manager with the
programed B_Key can alter a node’s baseboard configuration. The
baseboard manager can prevent the port's B_Key from being read as
long as the baseboard manager is active. The port maintains a time-
out such that the port reverts to an unmanaged state if the baseboard
manager fails. There is one B_Key for a switch.

Partition Key (P_Key): Enforces membership. Administered through
the subnet manager by the partition manager (PM). Each channel
adapter port contains a table of partition keys which is setup by the
PM. QPs are required to be configured for the same partition to com-
municate (except QP0O, QP1, and ports configured for raw data-
grams) and thus the P_Key is carried in every IB transport packet.
Part of the communication establishment process determines which
P_Key that a particular QP or EEC uses. An EEC contains the P_Key
for Reliable Datagram service and a QP context contains the P_Key
for the other IBA transport types. The P_Key in the QP or EEC is
placed in each packet sent, and compared with the P_Key in each
packet received. Received packets whose P_Key comparison fails
are rejected. Each switch has one P_Key table for management mes-
sages and may optionally support partition enforcement tables that
filter packets based on their P_Key.

Queue Key (Q_Key): Enforces access rights for reliable and unreli-
able datagram service (RAW datagram service type not included).
Administered by the channel adapter. During communication estab-
lishment for datagram service, nodes exchange Q_Keys for particular
queue pairs and a node uses the value it was passed for a remote
QP in all packets it sends to that remote QP. Likewise, the remote
node uses the Q_Key it was provided. Receipt of a packet with a dif-
ferent Q_Key than the one the node provided to the remote queue
pair means that packet is not valid and thus rejected.

Q_Keys with the most significant bit set are considered controlled

Q_Keys (such as the GSI Q_Key) and a HCA does not allow a con-
sumer to arbitrarily specify a controlled Q_Key. An attempt to send a
controlled Q_Key results in using the Q_Key in the QP context. Thus
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the OS maintains control since it can configure the QP context for the
controlled Q_Key for privileged consumers.

+  Memory Keys (L_Key and R_Key): Enables the use of virtual ad-
dresses and provides the consumer with a mechanism to control ac-
cess to its memory. These keys are administered by the channel
adapter through a registration process. The consumer registers a re-
gion of memory with the channel adapter and receives an L_Key and
R_Key. The consumer uses the L_Key in work requests to describe
local memory to the QP and passes the R_Key to a remote consumer
for use in RDMA operations. When a consumer queues up a RDMA
operation it specifies the R_Key passed to it from the remote con-
sumer and the R_Key is included in the RDMA request packet to the
original channel adapter. The R_Key validates the sender’s right to
access the destination’s memory and provides the destination chan-
nel adapter with the means to translate the virtual address to a physi-
cal address.

3.5.4 VIRTUAL MEMORY ADDRESSES

3.5.5 PROTECTION DOMAINS

IBA is optimized for virtual addressing. That is, an IBA consumer uses vir-
tual addresses in work requests and the channel adapter is able to con-
vert the virtual address to physical address as necessary. For this to
happen, each consumer registers regions of virtual memory with the
channel adapter and the channel adapter returns 2 memory handles
called L_Key and R_Key to the consumer. The consumer then uses the
L_key in each work request that requires a memory access to that region.
See 3.5.3 for description of L_Key usage.

Memory Registration provides mechanisms that allow IBA consumers to
de-scribe a set of virtually contiguous memory locations or a set of phys-
ically contiguous memory locations to allow the HCA to access the
memory as a virtually contiguous buffer using virtual addresses.

IBA also supports remote memory access (RDMA) that permits a remote
consumer to access that registered memory. For RDMA, the consumer
passes the R_KEY and a virtual address of a buffer in that memory region
to another consumer. That remote consumer supplies that R_Key in its
RDMA WQEs that will access memory in the original node. See 3.5.3 for
detailed description of R_Key usage.

Not only does memory registration allow the use of virtual memory ad-
dressing, but it also provides an increased level of protection against in-
advertent and unauthorized access.

Since a consumer might communicate with many different destinations
but not wish to let all those destinations have the same access to its reg-
istered memory, IBA provides protection domains. Protection domains
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3.5.6 PARTITIONS

3.5.7 VIRTUAL LANES

allow a consumer to control which set of its Memory Regions and Memory
Windows can be accessed by which set of its QPs.

Before a consumer allocates a QP or registers memory, it creates one or
more protection domains. QPs are allocated to, and memory registered
to, a protection domain. L_Keys and R_Keys for a particular memory do-
main are only valid on QPs created for the same protection domain.

Partitioning enforces isolation among systems sharing an InfiniBand
fabric. Partitioning is not related to boundaries established by subnets,
switches, or routers. Rather a partition describes a set of endnodes within
the fabric that may communicate.

Each port of an endnode is a member of at least one partition and may be
a member of multiple partitions. A partition manager assigns partition keys
(P_Keys) to each channel adapter port. Each P_Key represents a parti-
tion. Each QP and EE context is assigned to a partition and uses that
P_Key in all packets it sends and inspects the P_Key in all packets it re-
ceives. Reception of an Invalid P_Key causes the packet to be discarded.

Switches and routers may optionally be used to enforce partitioning. In
this case the partition manager programs the switch or router with P_Key
information and when the switch or router detects a packet with an invalid
P_Key, it discards the packet.

Virtual lanes (VL) provide a mechanism for creating multiple virtual links
within a single physical link. A virtual lane represents a set of transmit and
receive buffers in a port. All ports support VL5 which is reserved exclu-
sively for subnet management. There are 15 other VLs (VL to VL44)
called data VLs and all ports support at least one data VL (VLy) and may
provide VL, to VL,,.4, where n is the number of data VLs the port supports).

The actual data VLs that a port uses is configured by the SM and is based
on the Service Level (SL) field in the packet. The default is to use VL, until
the SM determines the number of VLs that are supported by both ends of
the link and programs the port’s SL to VL mapping table.

1. Except QPO, QP1, and QPs configured for Raw Datagrams type of
service.
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The port maintains separate flow control over each data VL such that ex-
cessive traffic on one VL does not block traffic on another VL.

Port

Management
VL VL 15
w S i
;
Data ©
VLs VL 1
o
c
VLO -
©
(&)
‘»
2
Port a
VL 15
VL 14
; [recever ¢
o
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Figure 18 Virtual Lanes
VL assignment exists only between ports at each end of a link and VL as-
signment on one link is independent of assignments on other links.

Each packet has a SL which is specified in the packet header. As a packet
traverses the fabric, its SL determines which VL will be used on each link.
Each port maintains a table of SL to VL mapping such that a packet is sent
on the appropriate VL.

When the ports at each end of a link support a different number of data
VLs, the port with the higher number degrades to the number supported
by the other port. Thus for ports that only support a single data VL, all data
traffic defaults to VL,.

3.5.8 QUALITY OF SERVICE

IBA provides several mechanisms that permit a subnet manager to ad-
minister various quality of service guarantees for both connected and con-
nectionless services. These mechanisms are Service Level, Service
Level to Virtual Lane Mapping, and Partitions. IBA does not define quality
of service (QoS) levels (e.g., best effort).
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3.5.8.1 SERVICE LEVEL

3.5.8.2 SL TO VL MAPPING

3.5.8.3 PARTITIONS

IBA defines a Service Level (SL) attribute that permits a packet to operate
at one of 16 service levels. The definition and purpose of each service
level is outside the scope of the architecture and left as a fabric adminis-
tration policy. Thus the assignment of service levels is a function of each
node’s communication manager and its negotiation with a subnet man-
ager.

Another IBA mechanisms that is tied to service levels is virtual lanes.
Each packet identifies its SL and as the packet traverses the fabric, the
packet’'s SL determines which VL is used on the next link. To this end,
each port (switches, routers, endnodes) has a SL to VL mapping table that
is configured by subnet management. Naturally, for all links that terminate
at a port that only supports one data VL, all SLs map to VL,. Otherwise,
subnet management policy determines the mapping of each SL to an
available VL.

Packets addressed to QPO are Subnet Management Packets (SMP) and
exclusively use VL15 and their SL is ignored. VL15 (the management VL)
is not a data VL and is not used for packets not addressed to QPO.

Another IBA mechanism that can be tied to service levels is partitioning.
Fabric administration can assign certain SLs for particular partitions. This
allows the SM to isolate traffic flows between those partitions and even if
both partitions operate at the same QoS level, each partition can be guar-
anteed its fair share of bandwidth regardless of whether nodes in other
partitions misbehave or are over subscribed.

3.5.9 INJECTION RATE CONTROL

IBA defines a number of different link bit rates. The lowest bit rate of 2.5
Gb/sec is referred to as a 1x (times one) link. Other link rates are
10Gb/sec (4x) and 30 Gb/sec (1x2). To support multiple link speeds within
a fabric, IBA defines a Static Rate Control mechanism that prevents a port
with a high speed link from overrunning the capacity of a port with a lower
speed link.

As part of the path resolution process, the SubnAdm:PathRecord pro-
vides the node with MTU and rate information for the path. Path informa-
tion is used since either a switch port or the endnode could be the limiting
factor.

The example in Figure 19 illustrates that port A with a 12x link speed has
the potential for injecting traffic at 3 times the capacity of port B and 12
times the capacity of ports C, D, or E. Additionally port B has the potential
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3.5.10 ADDRESSING

for injecting traffic at 4 times the capacity of port C, D, or E. Since traffic
tends to be bursty, every time port A sends to one of the other ports, the
fabric has a high probability of congesting. Link flow control keeps the
fabric from loosing packets due to that congestion, but the back pressure
will effect other paths that otherwise would not be congested.

IBA solves this problem by defining a static rate control mechanism for
ports that operate at link speeds greater than 1x.

Figure 19 Rate Matching Example

Each destination has a time-out value associated with it and that time-out
value is based on the ratio between the source and destination bit rates.
When the source and destination bit rates are equal, the time-out values
is 0 (not needed). Otherwise when the port transmits a packet to a desti-
nation, it puts that destination LID and a time-out value in its static rate
control table. The port removes the entry after the time-out period expires.
While the entry remains in the table, the port does not send any more
packets to that destination (i.e., defers to traffic for other destinations not
in the table). When there is no entry in the table, the port transmits the
packet by placing it on the appropriate VL output queue.

Each endnode contains one or more channel adapters and each channel
adapter contains one or more ports. Additionally each channel adapter
contains a number of queue pairs (QP).

Each QP has a queue pair number (QPN) assigned by the channel
adapter which uniquely identifies the QP within the channel adapter.
There are two well-known QPs for each port (QP0 and QP1) and all other
QPs are configured for operation through a particular port. For reliable da-
tagram service, it is the EE context rather than the QP context that deter-
mines the port.
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Packets other than raw datagrams contain the QPN of the destination QP.
When the channel adapter receives a packet, it uses the context of the
destination QPN (and EE context for reliable datagram) to process the
packet.

Each port has a Local ID (LID) assigned by the local subnet manager (i.e.,
the subnet manager for the subnet). Within the subnet, LIDs are unique.
Switches use the LID to route packets within the subnet. The local subnet
manager configures routing tables in switches based on LIDs and where
that port is located with respect to the specific switch. Each packet con-
tains a Source LID (SLID) that identifies the port that injected the packet
into the subnet and a Destination LID (DLID) that identifies the port where
the fabric is to deliver the packet.

IBA also provides for multiple virtual ports within a physical port by de-
fining a LID Mask Control (LMC). The LMC specifies the number of least
significant bits of the LID that a physical port masks (ignores) when vali-
dating that a packet DLID matches its assigned LID. Those bits are not ig-
nored by switches, therefore the subnet manager can program different
paths through the fabric based on those least significant bits. Thus the

port appears to be 2-MC ports for the purpose of routing across the fabric.

Each port also has at least one Global ID (GID) that is in the format of an
IPv6 address. GIDs are globally unique. Each packet optionally contains
a Global Route Header (GRH) specifying a Source GID (SGID) that iden-
tifies the port that injected the packet into the fabric and a Destination GID
(DGID) that identifies the port where the fabric is to deliver the packet.
Routers use the GRH to route packets between subnets. Switches ignore
the GRH.

Each channel adapter has a Globally Unique Identifier (GUID) called the
Node GUID assigned by the channel adapter vendor. Each of its ports has
a Port GUID also assigned by the channel adapter vendor. The Port GUID
combined with the local subnet prefix becomes a port’s default GID.

Subnet administration provides a GUID to LID/GID resolution service.
Thus a node can persistently identify another node by remembering a
Node or Port GUID.

The address of a QP is the combination of the port address (GID + LID)
and the QPN. To communicate with a QP requires a vector of information
including the port address (LID and/or GID), QPN, service level, path
MTU, and possibly other information. This information can be obtained by
a path query request addressed to Subnet Administration.

Service IDs are used to resolve QPs. Some Service IDs are well known
(i.e., certain functions have a predetermined Service ID) and some are ad-
vertised in an I/O controller’s Service Entries list. The subnet manager
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3.5.11 MULTICAST

provides the GUID to GID/LID resolution, but the target provides a Service
ID to QP resolution as part of the communication management process.

In general, the target node of a Request for Communication message
uses the Service ID to direct the request to the entity who decides whether
to proceed with communication establishment. If the decision is affirma-
tive, the target returns the information necessary to establish communica-
tion, which includes the QPN plus other information specific to the
transport service type.

A simplified address resolution process is illustrated in Figure 20.

Subnet
Administration Initiator

GetpathRecord(A)

Lipa Target
I Node

GetUnitinfo

ervicelD

GetPathRecord

—__ SL et
SN |
Connect (ServicelD)

Figure 20 Simplified Address Resolution Process
In the illustration, the target is an 1/0 controller where the initiator learns
the Service ID by querying the I0C for a list of I/O protocols supported.
The second path resolution is only necessary if the service being estab-
lished uses different path characteristics (SL, QoS, MTU, etc.) than the
management MADs.

Multicast is a one-to-many / many-to-many communication paradigm de-
signed to simplify and improve the efficiency of communication between
a set of endnodes.

Each multicast group is identified by a unique LID and GID. The LID is
only unique within the subnet. A node joins and leaves a multicast group
through a management action where the node supplies the LID for each
port that will participate. This information is distributed to the switches.
Each switch is configured with routing information for the multicast traffic
which specifies all of the ports where the packet needs to travel. Care is
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3.5.11.1 MULTICAST EXAMPLE

taken to assure there are no loops (i.e., a single spanning tree such that
a packet is not forwarded to a switch that already processed that packet).

The node uses the multicast LID and GID in all packets it sends to that
multicast group. When a switch receives a multicast packet (i.e., a packet
with a multicast LID in the packet’'s DLID field) it replicates the packet and
sends it out to each of the designated ports except the arrival port. In this
fashion, each cascaded switch replicates the packet such that the packet
arrives only once at every subscribed endnode.

The channel adapter may limit the number of QPs that can register for the
same multicast address. The channel adapter distributes multicast
packets to QPs registered for that multicast address. A single QP can be
registered for multiple addresses for the same port but if a consumer
wishes to receive multicast traffic on multiple ports it needs a different QP
for each port. The channel adapter recognizes a multicast packet by the
packet’s DLID or by the special value in the packet’s Destination QP field
and routes the packet to the QPs registered for that address and port.
Note that the Destination QP field in a multicast packet is not a QPN.

Figure 21 illustrates an example unreliable multicast IBA operation:

* A packet with PSN = 1129 is received on an IBA routing element
(switch or router) port.

* The switching / routing element examines the packet header and
extracts the DLID / multicast GID to determine if it corresponds to
a multicast group. An implementation may maintain this data as
part of its internal route table, e.g. a bit-mask which corresponds
to the output ports this packet should be forwarded.
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» Switches or routers replicate the packet (implementation depen-
dent) and forwards the packet onto the output port(s).

Endnode Endnode Endnode

Endnode
. ¥ ! Port Port

Port
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IBA Switch

Switch decodes inbound
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determine target output ports.

Port Port

Control QPs
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Port

Control QPs
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IPv6 multicast address to determine target out-

Port

Figure 21 Example Unreliable Multicast Operation

3.5.11.2 GROUP MANAGEMENT

IBA V 1.0 does not define the multicast group management protocol to
used to implement join and leave operations. However, the management
interface and associated MADs to implement a multicast group protocol is
specified. While these mechanisms are part of the Subnet Administration
(SA), some actions are implicitly performed by the Subnet Manager (SM).
For the following discussion, the term multicast management entity is
used to describe the SA/SM expected responsibility with respect to multi-
cast management. Refer to the Subnet Administration attributes of Multi-
cast Group Record and Multicast Member Record for more information.

3.5.11.2.1 MULTICAST GROUP CREATE
The multicast group creation is an explicit operation in IBA, in order to pro-
vide a single control of group characteristics and allow members to join
subversively. The group has to be created by the multicast management
entity before a join can be successful:

1) An (administrative) application defines (or determines) a target multi-
cast group address (GID). It specifies particular group characteristics
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3.5.11.2.2 MULTICAST GROUP JOIN

(PMTU, raw, P-Key, etc.) and creates the multicast group by invoking
a multicast group create to the multicast management entity. This ap-
plication may request a specific multicast LID or have one allocated
for it.

The multicast management entity may notify appropriate routers on
the subnet of the new group which is being created (not defined in
IBA V 1.0). The router protocol should determine whether this mul-
ticast group is in operation within another subnet. If so the router re-
turns the PMTU of the existing multicast group to determine whether
the create is allowed or not.

The multicast management entity maps the multicast group address
to an unused multicast LID or to the requested multicast LID.

The multicast group join algorithm (applies to IBA and raw multicast
groups) is defined as follows:

1)

2)

Application defines or determines the target multicast group address
and invokes a multicast join operation.

The underlying join implementation determines if the associated
endnode is participating in the multicast group. If it is, the application
establishes a new local QP and performs the steps required to join
this group. If not, the application invokes the management interface
to communicate with the multicast group management entity.

The multicast management entity performs the following steps upon
receiving a join request:

a) Validate the multicast group address - fail join operation if invalid.
b) Validate the requested PMTU - fail join operation if invalid.

c) Verify the switch attached to the endnode is capable of multicast
operation. The switch either supports multicast operation via
packet replication or it can be configured to send all multicast
packets to the endnode-attached port.

d) If the multicast group address is currently in operation within this
subnet, take the following actions:

i) Verify all switches and routers which are participating in this
multicast group can support the requested PMTU. If they can-
not, the join operation fails.

i) Each multicast group is implemented by defining a logical
routing tree across the participating switches. Rebuild / modi-
fy the routing tree to include the new endnode. The multicast
management entity informs fabric management to update the
associated route forwarding tables within all switches and
routers to reflect this new topology.
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e) If the multicast group address is not operating within this subnet,
take the following steps.

i) Inform each router within this subnet of the join operation. The
router protocol should determine whether this multicast group
is in operation within another subnet. If so, the router returns
the PMTU of the existing multicast group to determine wheth-
er the create and subsequent join operation is allowed or not.

i) Map the multicast group address to an unused multicast LID.

ii) Establish a multicast routing tree and update the associated
switch and router route forwarding tables accordingly.

iv) Create the group and assign the PMTU to the multicast
group.

v) Return the multicast LID and associated group characteristics
to the endnode and allow multicast operations to be initiated.

f) Each router within this subnet is informed of successful multicast
join operation. Routers invoke the appropriate multicast group
management operations to add this subnet as participating in the
associated multicast group. This protocol is outside the IBA spec-
ification.

4) Add the member to the group.

3.5.11.2.3 MULTICAST GROUP LEAVE
When an application leaves a multicast group, the following algorithm is
used:

1) The application’s QP is removed as a target for the multicast group. If
there are QPs still participating in this multicast group, no further ac-
tion is required.

2) If there are no more QPs on this port participating within the multicast
group, the leave implementation informs the multicast management
entity that this endnode is no longer participating in this multicast
group. The multicast management entity takes the following step:

a) Update the switch and router route forwarding table(s) to effec-
tively remove this endnode as a target for packets associated
with this multicast group.

b) Remove the member from the group.

3.5.11.2.4 MULTICAST GROUP DELETE
When an (administrative) application deems there is no need for a multi-
cast group or there are no other endnodes participating in a multicast
group, the a multicast group may be deleted. Upon receiving the delete
request, the multicast management entity takes the following steps:
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3.5.11.3 MULTICAST PRUNE

3.5.12 VERBS

1) Unmap the multicast LID from the multicast group address.

2) Inform each router within this subnet that this subnet is no longer par-
ticipating in the associated multicast group.

To improve fabric efficiency, the multicast group management entity
should periodically verify that all endnodes and routers participating within
a multicast group are still participating and if they are not, it should prune
them from the multicast group by performing the multicast group leave al-
gorithm. The verification period is outside the scope of IBA V1.0.

IBA describes the service interface between a host channel adapter and
the operating system by a set of semantics called Verbs. Verbs describe
operations that take place between a host channel adapter and its oper-
ating system based on a particular queuing model for submitting work re-
quests to the channel adapter and returning completion status.

The intent of Verbs is not to specify an API, but rather to describe the in-
terface sufficiently permitting OS venders to define appropriate APls that
take advantage of the architecture.

Verbs describe the parameters necessary for configuring and managing
the channel adapter, allocating (creating and destroying) queue pairs,
configuring QP operation, posting work requests to the QP, getting com-
pletion status from the completion queue.

3.6 CHANNEL & MEMORY SEMANTICS

IBA communications provide the user with both channel semantics and
memory semantics since both are useful for I/0 and IPC. Channel seman-
tics, sometimes called Send/Receive, refers to the communication style
used in a classic I/0 channel — one party pushes the data and the desti-
nation party determines the final destination of the data. The message
transmitted on the wire only names the destination’s QP, the message
does not describe where in the destination consumer’s memory space the
message content will be written.

With memory semantics the initiating party directly reads or writes the vir-
tual address space of a remote node. The remote party needs only com-
municate the location of the buffer; it is not involved with the actual
transfer of the data.

A typical I/O transaction might use a combination of channel and memory
semantics. For example, a host process might initiate an I/O operation by
using channel semantics to send a disk write command to an I/O device.
The 1/O device examines the command and uses memory semantics to
read the data buffer directly from the memory space of the processor
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node. After the operation is completed, the 1/O unit then uses channel se-
mantics to push an I/O completion message back to the processor node.

3.6.1 COMMUNICATION INTERFACE

“Channel adapter” is the term that identifies the hardware that connects a
node to the IBA fabric (and includes any supporting software). The
channel adapter for a processor node is called a “host channel adapter”
(HCA) and a channel adapter in an I/O node is a “target channel adapter”
(TCA). A consumer communicates through one or more “queue pairs”
(QP). An HCA typically supports hundreds or thousands of QPs while a
TCA might support less than ten QPs.

It is the QP that is the communication interface. The user initiates work re-
quests (WR) that causes work items, called WQEs, to be placed onto the
qgueues and the channel adapter executes the work item.

Specifically, the operations supported for Send Queues are:

» Send Buffer -- a channel semantic operation to push a local buff-
er to a remote QP’s receive buffer. The Send WR includes a gath-
er list to combine data from several virtually contiguous local
buffer segments into a single message that is pushed to a remote
QP’s Receive Buffer. The local buffer’s virtual addresses must be
in the address space of the consumer that created the local QP.

* RDMA Read -- a memory semantic operation to read a virtually
contiguous buffer on a remote node. The RDMA Read operation
reads a virtually contiguous buffer on a remote endnode and
writes the data to a local memory buffer.

Like the Send operation, the local buffer must be in the address
space of the consumer that created the local QP.

The remote buffer must be in the address space of the remote con-
sumer owning the remote QP targeted by the RDMA Read.

+  RDMA Write -- a memory semantic operation to write a virtually
contiguous buffer on a remote node. The WR contains a gather
list of local buffer segments and the virtual address of the remote
buffer into which the data from the local buffer segments are writ-
ten.

Like the Send WR, the local buffer must be in the address space
of the consumer that created the local QP.

The remote buffer must be in the address space of the remote con-
sumer owning the remote QP targeted by the RDMA Write.

* Atomic -- a memory semantic operation to do an atomic opera-
tion on a remote 64 bit word. The Atomic operation is a combined
Read, Modify, and Write operation.
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An example of an Atomic operation is the Compare and Swap if
Equal operation. The WR specifies a remote memory location, a
compare value, and a new value. The remote QP reads the spec-
ified memory location, compares that value to the compare value
supplied in the message, and only if those values are equal, then
the QP writes the new value to that same memory location. In ei-
ther case the remote QP returns the value it read from the memory
location to the requesting QP. The other atomic operation is the
FetchAdd operation where the remote QP reads the specified
memory location, returns that value to the requesting QP, adds to
that value a value supplied in the message, and then writes the re-
sult to that same memory location.

*  Memory Bind -- a memory management operation that changes
the binding of a memory window. The Bind Memory Window op-
eration associates a previously allocated Memory Window to a
specified address range within an existing Memory Region, along
with a specified set of remote access privileges.

For Receive Queues, there is only a single type of WR:

* Post Receive Buffer -- a channel semantic operation describing
a local buffer into which incoming Send messages are written.
The WR includes a scatter list describing several local buffer seg-
ments. The contents of an incoming Send message is written to
these buffer segments in the order specified. The buffer’s virtual
addresses must be in the address space of the consumer that
created the local QP. A WR without a scatter-gather list may be
used to receive Immediate Data from a Write or a zero length
Send operation.

Zero processor copy data transfer, with no kernel involvement, is key in
providing high bandwidth, low latency communication. A consumer can
transfer a data buffer via the QP directly from where the buffer resides in
memory. Furthermore, the protection provided by R_Keys & L_Keys
(memory registration) removes the need for the OS to validate data trans-
fers. Thus the OS may allow posting the WQE from user-mode, bypassing
the operating system, and thus consuming fewer instruction cycles.

IBA operations support the use of virtual addresses and existing virtual
memory protection mechanisms to assure correct and proper access to
all memory. Thus IBA applications are not required to use physical ad-

dressing for any operation.

A consumer can use either of two mechanisms to enable remote access
to its memory (RDMA). First, when registering its memory (creating a
Memory Region), the consumer can simply enable remote access for the
entire Memory Region. If more control of remote access is desired, the
consumer can allocate a Memory Window and bind it to a subset of an ex-
isting Memory Region. Either approach results in an R_Key. The con-
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sumer then provides that R_Key and the virtual address of the data buffer
to a remote node for use in subsequent RDMA operations. Only an in-
coming RDMA request with a correct R_Key can gain access to the spe-
cific area of memory. Furthermore, the QP and the Memory Region or
Window must be in the same protection domain.

3.6.2 IBA TRANSPORT SERVICES

The IBA transport mechanisms provide multiple classes of communica-
tion services. When a QP is created, it is configured to provide one of
these classes of transport services:

Reliable Connection (acknowledged - connection oriented)
Reliable Datagram (acknowledged - multiplexed)
Unreliable Connection (unacknowledged - connection oriented)

Unreliable Datagram (unacknowledged - connectionless)
+ Raw Datagram (unacknowledged - connectionless)

The Reliable Connection service associates a local QP with one and
only one remote QP. Thus a Send Buffer WQE placed on one QP causes
data to be written into the Receive Buffer of the associated QP. RDMA op-
erations operate on the address space of the associated QP.

A connected service requires each consumer to create a QP for each con-
sumer with which it wishes to communicate. Thus if there are M con-
sumers on each of N platforms that all wish to communicate via connected

class of service, then each platform requires M? * N QPs. This assumes
that each consumer on a particular platform communicates with con-
sumers (including itself) on that same platform by taking advantage of the
ability to connect a QP to a QP on the same node.

I-Consumer B'-I

P— = ==
Consumer A

|
|
|
| Send I—
|
|
|
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L

Figure 22 Connected Service
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The Reliable Connection is reliable because the channel adapter can
maintain sequence numbers and acknowledges all messages. A combi-
nation of hardware and channel adapter software retries any failed com-
munications. The consumer of the QP sees reliable communications even
in the presence of bit errors, receive buffer under runs, network conges-
tion, and if alternate paths exist in the fabric, failures of fabric switches or
links.

The acknowledgments ensure data is delivered reliably between the as-
sociated QPs and thus between each node’s memory.

The acknowledgment is not a consumer level acknowledgment -- it
doesn’t validate that the receiving consumer has consumed the data. The
acknowledgment only means the data has reached the destination.

The Unreliable Connection service also associates a local QP with one
and only one remote QP. Thus a Send Buffer request placed on one QP
causes data to be written into the Receive Buffer of the associated QP.
RDMA Write operations operate on the address space of the associated
QP.

Unlike reliable connection service, unreliable connection does not ac-
knowledge and thus does not have the ability to resend lost or corrupted
messages. Rather, lost or corrupted messages are simply dropped. Since
there is no acknowledgment, RDMA Reads and Atomic operations are not
supported. Because packets of an RDMA Write might be lost or corrupted,
partial writing of a buffer might take place, but once a missing or corrupted
packet is received, the write operation ceases until the start of a new mes-
sage.

The Unreliable Datagram service is connectionless and unacknowl-
edged. It allows the consumer of the QP to communicate with any unreli-
able datagram QP on any node. Receive operation allows incoming
messages from any unreliable datagram QP on any node.

The Unreliable Datagram service greatly improves the scalability of IBA.
Since the service is connectionless, an endnode with a fixed number of
QPs can communicate with far more consumers and platforms compared
to the number possible using the Reliable Connection and Unreliable
Connection service.
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Figure 23 Datagram Service
This is the class of service used by management to discover and integrate
new IBA switches and endnodes. It does not provide the reliability guar-
antees of the other service classes, but operates with less state main-
tained at each endnode. Unlike other services where messages are
conveyed by multiple packets, the maximum message length is con-
strained in size to fit in a single packet.

The Reliable Datagram (RD) service is multiplexed over connections be-
tween nodes called End-to-end contexts (EEC) which allows each RD QP
to communicate with any RD QP on any node with an established EEC.
Multiple QPs can use the same EEC and a single QP can use multiple
EECs (one EEC for each remote node per reliable datagram domain).

A reliable datagram domains (RDD) determine which sets of RD QPs can
access which sets of EECs. Some possible reasons for multiple RDDs are
traffic in different partitions, different QoS characteristics, security, and
performance.

The EEC uses sequence numbers and acknowledgments associated with
each message to ensure the same degree of reliability as with the Reli-
able Connection service. Each channel adapter maintains end-to-end
specific state for each node to keep track of the sequence numbers, ac-
knowledgments, and time-out values. Each EEC is shared by all Reliable
Datagram QPs for that RDD.

For reliable datagram service on a per RDD basis, each consumer needs
only to create a single QP and the node creates an EE context for each
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platform with which it communicates. Thus if there are M consumers on
each of N platforms that all wish to communicate via IBA reliable datagram
service, then each platform requires M QPs and N end-to-end contexts.

I-'COnsumer B

—_———

I-Consumer D

Figure 24 Reliable Datagram Service

The Raw Datagram service is not technically a transport but rather it is a
data link service that allows a QP to send and receive raw datagram mes-
sages. There are two types of raw datagram service (EtherType and
IPv6). The EtherType raw datagram packet contains a generic transport
header that is not interpreted by the channel adapter, but it specifies the
protocol type. The IPv6 raw datagram contains a global route header that
identifies the protocol type.

Using IPv6 raw datagram service, the IBA channel adapter can support

standard protocols layered atop IPv6, such as TCP and UDP. Thus native
IPv6 packets can be bridged into the IBA SAN and delivered directly to a
port and to its IPv6 raw datagram QP. This allows the raw datagram QP

consumer to support multiple transport protocols.

Using EtherType raw datagram service, the IBA channel adapter can sup-
port standard protocols the same as Ethernet, including TCP and UDP as
well as IPv4. Thus native ethernet packets can be bridged into the IBA
subnet and delivered directly to a port and to its EtherType raw datagram
QP.

When the QP is created, the consumer registers with the channel adapter
in order to direct received datagrams to it (one QP for IPv6 and one for
EtherType).
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3.7 IBA LAYERED ARCHITECTURE

IBA operation can be described as a series of layers. The protocol of each
layer is independent of the other layers. Each layer is dependent on the
service of the layer below it and provides service to the layer above it.

—_— =~ —_—— =~
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Upper Level | \ Consumer Operations \
Consumer @ ------<-----F-=-2----
Protocols il | Consumer |
/ /
——————/\-————ﬁ———————————————/\—'————ﬁ—
IBA IBA
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T T _IntErSt_an-etEOlEng-----’ B
Network Network (GRH) — Network
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Layer Media Flow O O 0 O Media
Access [ RIS 1S D) (2] | Access
\_ Control / \Control /

'p_hyéc;“"(_égEaEg"{ Ay | .

End Node Router End Node

Figure 25 IBA Architecture Layers

3.7.1 PHYSICAL LAYER

The physical layer specifies how bits are placed on the wire to form sym-
bols and defines the symbols used for framing (i.e., start of packet & end
of packet), data symbols, and fill between packets (Idles). It specifies the
signaling protocol as to what constitutes a validly formed packet (i.e.,
symbol encoding, proper alignment of framing symbols, no invalid or non-
data symbols between start and end delimeters, no disparity errors, syn-
chronization method, etc.).

Start End
Delimiter Data Symbols Delimiter Idles
—~
Packet
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3.7.2 LINK LAYER

Figure 26 IBA Packet Framing

The physical layer specification is in Volume 2. It specifies the bit rates,
media, connectors, signaling techniques, etc.

The link layer describes the packet format and protocols for packet oper-
ation, e.g. flow control and how packets are routed within a subnet be-
tween the source and destination. There are two types of packets.

Link Management Packet - these are packets used to train and
maintain link operation. These packets are created and con-
sumed within the Link Layer and are not subject to flow control.
Link management packets are used to negotiate operational pa-
rameters between the ports at each end of the link such as bit
rate, link width, etc. They are also used to convey flow control
credits and maintain link integrity. Link management packets are
never forwarded to other links.

Data Packet - these are the packets that convey IBA operations
and they consist of a number of different headers, which might or
might not be present.

Start End
Delimiter Data Symbols Delimiter ldles
7
"
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Figure 27 IBA Data Packet Format

The Local Route Header (LRH) is always present and it identifies the
local source and local destination ports where switches will route the
packet and also specifies the Service Level (SL) and VL on which the
packet travels. The VL is changed as the packet traverses the subnet but
the other fields remain unchanged.
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3.7.3 NETWORK LAYER

The subnet manager assigns unique LIDs to each port of a channel
adapter as well as the management entity of a switch. The source places
the LID of the destination in the LRH and switches route the packet to that
destination. If the packet is to be routed to another subnet, the packet’s
destination LID contains the LID of a router, otherwise the packet’s desti-
nation LID specifies a LID assigned to a channel adapter (or switch, for
certain of management packets).

There are two CRCs in each packet. The Invariant CRC (ICRC) covers
all fields which should not change as the packet traverses the fabric. The
Variant CRC (VCRC) covers all of the fields of the packet. The combina-
tion of the two CRCs allow switches and routers to modify appropriate
fields and still maintain an end to end data integrity for the transport con-
trol and data portion of the packet. The coverage of the ICRC is different
depending on whether the packet is routed to another subnet (i.e. con-
tains a global route header).

Link level flow control is a credit based method where the receiver on
each link sends credits to the transmitter on the other end of the link.
Credits are per VL and indicate the number of data packets that the re-
ceiver can accept on that VL. The transmitter does not send data packets
unless the receiver indicates it has room. VL15 (the management VL) is
not subject to flow control.

The network layer describes the protocol for routing a packet between
subnets.

The Global Route Header (GRH) is present in a packet that traverses
multiple subnets. The GRH identifies the source and destination ports
using GID in the format of an IPv6 address. Routers forward the packet
based on the content of the GRH. As the packet traverses different sub-
nets, the routers modify the content of the GRH and replace the LRH. But
the source and destination GIDs do not change and are protected by the
ICRC field. Routers recalculate the VCRC but not the ICRC. This pre-
serves end to end transport integrity.

Each subnet has a unique subnet ID, the Subnet Prefix. When combined
with a Port GUID, this combination becomes a port’s Global ID (GID). A
node might have other locally administrated Global IDs. The source
places the GID of the destination in the GRH and the LID of the router in
the LRH. Each router forwards the packet through the next subnet to an-
other router until the packet reaches the target subnet. The last router re-
places the LRH using the LID of the destination.
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3.7.4 TRANSPORT LAYER

The network and link protocols deliver a packet to the desired destination.
The transport portion of the packet delivers the packet to the proper QP
and instructs the QP how to process the packet’s data.

The transport layer is responsible for segmenting an operation into mul-
tiple packets when the message’s data payload is greater than the max-
imum transfer unit (MTU) of the path. The QP on the receiving end
reassembles the data into the specified data buffer in its memory.

Consumer Specified Data Buffer

,’ AN AN
, , / P } 7 ’\ L \
/s o0 Py \\
,/ / s 7 | | | '\\ \\
| AR )
Headers Payload CRC [ AN V)
Packet ! ! \ \\\
Headers Payload CRC\ \ \ \
\ \
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Packet \ \
Headers Payload CRC
Packet

Figure 28 Segmentation of Data
The Base Transport Header (BTH) is present in all packets except for
RAW datagrams. It specifies the destination QP and indicates the opera-
tion code, packet sequence number, and partition.

The operation code identifies if the packet is the first, last, intermediate, or
only packet of a message and specifies the operation (Send, RDMA Write,
Read, Atomic).

The packet sequence number (PSN) is initialized as part of the communi-
cations establishment process and increments each time the QP creates
a new packet. The receiving QP tracks the received PSN to determine if
it lost a packet. For reliable service, the receiver sends an ACK or NAK
packet back to notify the sender that packets were or were not received
correctly. In this case the recipient discards subsequent packets until the
sender resends the missing messages. For unacknowledged service,
when the recipient detects a missing packet, it aborts the current opera-
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tion and discards all subsequent packets until it receives one that speci-
fies a first or only operation code. Then operation continues.

There are various Extended Transport Headers (ETH) conditionally
present depending on the class of service and the operation code.

For reliable datagram service, the ETH identifies the EE context that the
QP uses to detect missing packets.

The first message of an RDMA Read or Write operation contains an
RDMA ETH that specifies the virtual address, R_Key, and total length of
the data buffer to read or write. Subsequent RDMA write packets provide
the remainder of the data. The QP validates that the memory is properly
registered for access by that QP and that the total data written does not
overrun the length specified. For an RDMA Read operation, the QP
fetches the data, segments it into Read Response packets and sends
them to the originator. When receiving a RDMA response, the QP writes
the data into the buffer specified in the WQE of the RDMA Read Request.

An Atomic operation contains an Atomic ETH that specifies the virtual ad-
dress and R_Key of the memory location that is the object of the operation
as well as 2 operands. The QP validates that the memory is properly reg-
istered for access by that QP. The QP fetches the data, returns that value
to the originator, performs the operation, and writes the result back to
memory. For the Compare & Swap operation, the QP compares the con-
tent of the memory location with the first operand, and if they match, then
it writes the second operand to that same location. Otherwise it does not
modify it. For the Fetch & Add operation, the QP performs an unsigned
add using the 64-bit Add Data field in the Atomic ETH, and writes the re-
sult back to the same memory location. In either case, operation is atomic
such that another QP is not allowed to modify that memory location between the
time of the read and the subsequent write.

The Immediate Data (IMMDT) field is optionally presentin RDMA WRITE
and SEND messages. It contains data that the consumer placed in the
Send or RDMA Write request and the receiving QP will place that value in
the current receive WQE. An RDMA Write with immediate data will con-
sume a receive WQE even though the QP did not place any data into the
receive buffer since the IMMDT is placed in a CQE that references the re-
ceive WQE and indicates that the WQE has completed.

For reliable connection service, IBA defines an end-to-end message level
flow control. This allows the receiver to send credits to the transmitter as
WQEs are posted to the receive queue. The QP tracks the number of
WQEs posted and retired from the receive queue and keeps track of the
number of messages received. It adds these numbers together to achieve
a message limit value which it sends to the transmitter on the other end of
the connection. The transmitter keeps track of the total number of mes-
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sages that it creates and stops transmitting when it reaches the limit value
established by the other end of the connection.

3.7.5 UPPER LAYER PROTOCOLS

As illustrated in Figure 29, IBA supports any number of upper layer proto-
cols by various user consumers. IBA also defines messages and proto-
cols for certain management functions. These management protocols are
separated into Subnet Management and Subnet Services. Both of these
have unique properties.

g
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Channel Adapter Management
Agent

Figure 29 Upper Layers

3.7.5.1 SUBNET MANAGEMENT

Subnet Management is actually divided between the Subnet Manager
(SM) application and the Subnet Management Agent (SMA). There only
needs to be one subnet manager per subnet and it can reside in any node
including switches and routers. Subnet management uses a special class
of Management Datagram (MAD) called a Subnet Management Packet
(SMP) which is directed to a special queue pair (QPO0). As illustrated in
Figure 30, each port has a QP0, and each node contains an SMA that:

* processes Get() and Set() SMPs received on QPO
» processes Action() SMPs received on QPO

+ sends GetResp() SMPs out QPO

* sends Trap() SMPs out QPO.
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A subnet manager:

* sends SMPs out QPO to any port’s QPO

» processes all SMPs received on QPO except Action(), Get(), and
Set() SMPs which are processed by that node’s SMA.

Unit
(Subnet Manager Application (optiona@

( SMA )  ooo C( SMA )
ooo- [(QPO)] oool-(QPO)]

Figure 30 Subnet Management Elements

3.7.5.2 GENERAL SERVICES

General Service Agents (GSA*) actually consists of a number of manage-
ment service agents as illustrated in Figure 31. Some of the services are
optional. General services use a message format called a General Man-
agement Packet (GMP) which is a Management Datagram (MAD) and is
normally directed to a special queue pair (QP1) called the General Ser-
vice Interface (GSI). As illustrated in Figure 31, each port has a QP1, and
all GMPs received on QP1 are processed by the one of the GSAs. The
GSA is actually able to redirect GMPs for its particular class of service to
another queue pair, allowing each GSA to maintain its own communica-
tion interface.
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3.8 IBA TRANSACTION FLOwW
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Figure 31 General Services

(

A consumer interacts with an IBA channel adapter through a data struc-
ture called the Queue Pair, consisting of a Send Queue and a Receive
Queue. A message is initiated by posting a work request which results in
a WQE being placed on the Send Queue.

The channel adapter detects the WQE posting and accesses the WQE.
The channel adapter interprets the command, validates the WQE'’s virtual
addresses, translates it to physical addresses, and accesses the data.
The outgoing message buffer is split into one or more packets. To each
packet the channel adapter adds a transport header (sequence numbers,
opcode, etc.). If the destination resides on a remote subnet the channel
adapter adds a network header (source & destination GIDs). The channel
adapter then adds the local route header and calculates both the variant
and invariant checksums.

The flow of packets is subject to the link-level protocol over each link.

A packet is the unit of information that is routed through the IBA fabric. The
packet is an endnode-to-endnode construct, in that it is created and con-
sumed by endnodes. As the packet passes through switches, the switch
may need to change the virtual lane and thus must replace the variant
CRC with a new value but it does not touch the invariant CRC. If the
packet passes through a router, the router changes the local route header
and updates fields in the global route header, again updating the variant
CRC but not changing the invariant CRC. Each switch and router moves
the packet closer to its ultimate destination.
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When a packet arrives at its final destination it goes through normal va-
lidity checks (e.g., framing violations, disparity, illegal characters, align-
ment, etc.) and both VCRC and ICRC are checked for integrity. The
transport header identifies the target QP and the channel adapter uses
context from that QP to validate that the packet came from the correct
source, etc. and checks that the packet sequence number is valid (no
missed packets). For a Send operation, the QP retrieves the address of
the receive buffer from the next WQE on its receive queue, translates it to
physical addresses, and accesses memory writing the data. If this is not
the last packet of the message, the QP saves the current write location in
its context and waits for the next packet at which time it continues writing
the receive buffer until it receives a packet that indicates it is the last
packet of the operation. It then updates the receive WQE, retires it, and
sends an acknowledge message to the originator.

For reliable service types, if the QP detects one or more missing packets,
it sends a NAK message to the originator indicating its next expected se-
guence number. The originator can then resend starting with the expected
packet.

When the originator receives an acknowledgment, it creates a CQE on the
CQ and retires the WQE from the send queue.

A QP can have multiple outstanding messages at any one time but the
target always acknowledges in the order sent, thus WQEs are retired in
the order that they are posted.

3.9 IBA MANAGEMENT INFRASTRUCTURE

IBA management defines a common management infrastructure for

* Subnet Management - provides methods for a subnet manager to
discover and configure IBA devices and manage the fabric.

* General management services

*  Subnet administration - provides nodes with information gath-
ered by the SM and provides a registrar for nodes to register
general services they provide.

+ Communication establishment & connection management be-
tween endnodes

* Mechanisms to discover and manage I/O devices “behind”
channel adapters

» Configuration management - an authority for assigning I/O re-
sources to hosts

* Performance management - monitors and reports well-de-
fined performance counters
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* Baseboard management - provides for power & chassis man-
agement using IB-ML as defined in Volume 2

*  SNMP Tunneling (SNMP) - provides method for sending and
receiving information between management agents and man-
agement applications. This includes Simple Network Manage-
ment Protocol (SNMP), Desktop Management Interface
(DMI), and Common Information Model (CIM), as well as oth-
er standard and proprietary interfaces.

The subnet management physical and logical models are illustrated in
Figure 32. The general service models are illustrated in Figure 33 and
Figure 34.
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Figure 32 Subnet Management Models
Every channel adapter, switch, and router has a Subnet Management
Agent (SMA) that responds to subnet management packets. Communica-
tion between the SM and SMAs use a well-known interface called the
Subnet Management Interface (SMI) where each port has a QP with QP
Number 0 (QPO) that is dedicated to sending and receiving SMPs.

Protection - The subnet manager can place a key (M_Key) in each node
which can not be read by other nodes and prevents nodes without the
M_Key from modifying a node’s configuration. The SM only shares the
M_Key with trusted peers as necessary. IBA also provides a lease expira-
tion mechanism such that if the SM dies before is shares M_Key informa-
tion with a successor, the lease expires, and the node returns to a state
that allows the successor SM to establish a new M_Key.
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IBA management defines the underlying interfaces and principles that
allow IBA devices and the corresponding fabric to be discovered, initial-
ized, and controlled. It defines a common management model and frame-
work applicable to IBA-managed elements, identifies those elements, and
defines their managed features. Management applications use this infra-
structure to manage the IBA devices and communicate with other man-
agement applications.
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other
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Channel
Adapter

Channel
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Figure 33 General Services Physical Model
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Figure 34 General Services Logical Models
IBA management infrastructure supports a number of different manage-
ment service classes and logically provides for any node to host a class
manager. Figure 34 illustrates different ways that management classes
can use the management infrastructure.
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* The Managed Agent model allows a class manger or manage-
ment application to manage nodes through a General Service
Agent (GSA) defined for that class present on each node to be
managed. This is the same model used for subnet management
and is the model used for I/0O device management, baseboard
management, SNMP, and performance management classes.

* The Peer Agents model allows managers resident on each node
as a GSA to communicate with each other. This is the model
used for communication management class.

» The Managed Service model allows management applications to
access class managers. This is the model used for subnet admin-
istration and I/O resource management classes.

IBA management entails a variety of concepts, including:

A means of configuring and gathering information from endnodes,
switches and routers.

A diagnostics framework as a common error handling mechanism.

Installation and configuration services to allow for discovery and ini-
tialization of the fabric and endnodes.

A standard management packet called a “Management Datagram” or
“MAD”.

Subnet Management Packets (SMP) as a subset of the MADs to al-
low set and get operations specifically between the Subnet Manager
and IBA devices.

General Management Packets (GMP) as the remaining subset of the
MADs that allow management operations between the Subnet Man-
ager and IBA devices and management operations between IBA de-
vices themselves.

Communication management services to allow setup and teardown
of communications between channel adapters.

Partitioning services to configure ports of an endnodes to be mem-
bers of one or more possibly overlapping sets called partitions.

IBA provides the means for the operating system to restrict access to the
management infrastructure. For the SMI, subnet management packets
must be sourced from QPO. The GSI uses a privileged Q_Key (i.e., a
Q_Key with the most significant bit set). Host channel adapters do not
permit a privileged Q_Key to be specified in a work request, rather the QP
must be configured for privileged operation by configuring the QP context
with the privileged Q_Key. This permits management applications and
class mangers to maintain their own QPs. The GSI uses QP1 for initial
communication but allows traffic for a particular class to be redirected to
a privileged QP.
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3.9.1 MANAGEMENT INTERFACES

IBA defines two well known QPs for management interfaces. QPO is re-
served for subnet management and QPL1 is designated for general man-
agement services.

3.9.2 SUBNET MANAGEMENT INTERFACE

Every IBA port has a QP dedicated to subnet management. This is QPO.
QPO has special features that make it unique compared to other QPs.

* QPO is permanently configured for Unreliable Datagram class of
service.

* Each port of an IBT device has a QPO that sends and receives
packets.

+ QPO is a member of all partitions (i.e., can accept any packet
+ specifying any partition)
* Only subnet management packets (SMPs) are valid

+ Traffic for QPO (i.e., SMPs) exclusively uses VL15, which is not
subject to link-level flow control.

3.9.2.1 FABRIC INITIALIZATION

The subnet manager uses this service interface to poll and configure the
fabric. Switches support a special routing mode known as directed routing
that allows SMPs to be routed through switches prior to switches being
configured with their forwarding database and prior to nodes being as-
signed local IDs. The subnet manager walks its way through the fabric
sending SMPs to a device and discovering if it is a switch. Using directed
routing, it can then send SMPs out each of the switch’s ports to discover
the devices connected to the switch. This process continues until the
subnet manger discovers all of the devices and how they are intercon-
nected.

Once the SM learns the subnet’s topology, it configures each node with
local IDs and configures the routing tables of switches. Once the fabric
has been configured, SMPs can be sent using destination routing.

IBA allows multiple subnet mangers per subnet but only one can be the
master manager. Thus IBA defines how a subnet manager detects the
presence of another subnet manager and the arbitration mechanism for
selecting which will be the master subnet manager.

3.9.2.2 GETS & SETS

Gets and Sets are the most common use of SMPs. The SM polls the fabric
and learns its topology by sending SMP Get Request messages. Each
destination responds by sending a SMP Get Response message that in-
cludes the requested data. The SM configures IBT devices by sending
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3.9.2.3 TRAPS AND NOTICES

3.9.2.4 ACTIONS

3.9.2.5 DIRECTED ROUTES

SMP Set Request messages. This is effectively a Set & Get request. Each
destination responds by sending a SMP Get Response message that in-
cludes the data values after the set action. Since not all parameters are
settable or they might have limits, the originator inspects the response
message to determine the true effect of the set request message.

A trap is a message sent by a management agent to its class manger
when certain asynchronous management events occur (such as protocol
violations). Notices are a list of management events that are queued at
the managed node and may be retrieved and cleared by the class man-
ager or management application.

IBT devices use SMPs to send traps to the subnet manager when certain
events occur. One such use is for a switch to send a trap to the subnet
manager when it detects a state change on one of its ports (i.e., a topology
change and/or device joining or leaving). Of course since SMPs are unre-
liable, the SM can not solely depend on this type of notification, but suc-
cessful traps will decrease the latency in managing the topology change.

The SM also uses SMPs to send action commands to devices. Wake is
one such action that, if supported, causes a node to power up and be-
come operational. Another action is the node reset command.

A SMP can specify the route it takes through the fabric. This is done by
including in the SMP a list of port numbers that define a path through the
subnet (i.e., the path vector). The path vector specifies the output port for
each switch along the path. The packet contains two path vectors (one for
the forward route and one for the reverse route), a direction bit that indi-
cates which path vector to traverse, and a hop pointer that indicates the
current position in the path vector. The reverse path vector is built by
switches as they process the forward path vector.

When a switch receives a directed routed SMP, it uses the current hop
pointer to identify where in the path vector it is. If the direction is “forward”
it determines the output port from the forward path vector, updates the re-
verse path vector by adding the port number on which it received the SMP,
increments the current hop pointer, and then forwards the packet out the
specified output port. When the packet reaches the destination, the target
device uses the reverse route field for the reply by simply changing the
sense of the direction bit and sending the reply SMP out the port on which
it was received. Because the direction is “reverse” each switch now dec-
rements the current hop pointer, uses it to determine the original input
port, and then sends the packet out that port.
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3.9.3 GENERAL SERVICE INTERFACE

Every IBA channel adapter has a QP dedicated to general fabric services.
This is QP1. QP1 has special features that make it unique compared to
other QPs.

* QP1 is permanently configured for Unreliable Datagram class of
service.

« Each port of an IBT device has a QP1 that sends and receives
packets.

* QP1is a member of all of the port’s partitions (i.e., can accept
any packet specifying a P_Key contained in the port's P_Key ta-
ble).

+ Only management datagrams (MADs) are valid

e Traffic for QP1 does not use VL15

3.9.3.1 MANAGEMENT DATAGRAMS

3.9.3.2 REDIRECTION

3.10 |/O OPERATION

IBA defines a standard format for management messages which supports
common processing. Each MAD contains the same header format that
identifies the class of management message and the method. SMPs are
one class of management message, another is directed route SMPs.
Other classes are called General Management Packets (GMPs) and in-
clude subnet administration, communication management, performance
management, SNMP, device management, baseboard management.

IBA defines common methods that may be adopted by any class. These
include Get, Set, Trap, Notice, and Action. Of course each management
class defines their own set of attributes. These methods are sufficient for
many classes but IBA provides for class specific methods.

QP1 being a well known interface has its advantages and disadvantages.
One disadvantage is that all management classes go into the same queue
which tends to bottleneck and promote head of line blocking. Thus IBA de-
fines a mechanism that allows the channel adapter to redirect general ser-
vice requests to other QPs.

When a channel adapter receives a GMP on QP1, it may respond with a
redirect response indicating a new port and QP. The originator then re-
sends the request to the new address and also uses that address for all
subsequent requests for that same management class.

IBA 1/O architecture supports a range of /O implementation from simple
native devices to massive I/O subsystems. The model for an I/O unit is
shown in Figure 35. An I/O unit is composed of a channel adapter and a
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number of I/O controllers. The channel adapter of an I/O unit is referred to
as a Target Channel Adapter (TCA). A TCA has the same functionality as
the HCA, but unlike the HCA, it is not necessarily designed for generic
use, which means that it only needs to support the capabilities required by
its controllers.

I/O Controller

TCA

000

I/O Controller

|I/O Controller %\:
@ |
|
|
0

I/0 Port or Devices

Figure 35 I/O Unit
I/O controllers represent the hardware and software that processes /O
transaction requests. Examples of I/O controllers are a SCSI interface
controller, a RAID processor, a storage array processor, a LAN port con-
troller, a disk drive controller, a console service.

The I/0O unit contains a Subnet Management Agent (SMA) that responds
to SMPs received on QPO0. The I/O unit also contains general service
agents (GSA*) that responds to GMPs received on the GSI (QP1). The
GSA* contains at least Communication Management and |/O Device
Management (DevMgt). Each I/O controller is registered with the DevMgt
GSA such that it can respond to DevMgt GMPs with specific information
about the controller.

Typically an I/O resource manager in the processor node sends DevMgt
GMPs to an I/O unit to discover the attributes of the controllers. The at-
tributes contain sufficient information for the 1/O resource manager to
identify the appropriate I/O driver. The I/O resource manager loads the
driver, if necessary, and configures the I/O driver with the identity of the
controller (10 Unit and Controller ID). The 1/O driver then creates the ap-
propriate communication ports (i.e., QPs) on the processor node and calls
the processor node’s communication manager to create the appropriate
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connections with the I/O controller. Once the connections are established,
the 1/O driver exchanges control messages and data over the connec-
tions.

Upper Level 11O I/O Operations I/0
Protocols Controller - - - - - = Controller
©IBA ) rIBA )
Transport 1 Operations :<_ Messages ->:Operations |
| e T 1
Layer ' | SAR | ! (QP) ' SAR | |
1 1 1 1
: T Inter Subnet Routing ->: T
Network | Network 1 (GRH) E— | Network 1
Layer : : Relay : :
————— - T T S T T T T T - - — - — T -
| link e SUSLRUILRI ] Lk
Link ! Encoding ! F;ggst 3 3 ! Encoding !
— r |
Layer ! AMedia [ F|9VY &E) &E) &E) &E) ! AMedia ;
 Access . Access
‘. Control ’ Control | = = ‘. Control ’
Physical T Signaling T T r T +
Layer End Node Switch Router End Node

Figure 36 |0 Operation

The number of communication ports used by the driver is an implementa-
tion variable. An I/O driver may use any available class of service (reliable
connection, unreliable connection, reliable datagram, or unreliable data-

gram) and might use various classes of service for different communica-
tion ports.

dsM
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CHAPTER 4: ADDRESSING

This chapter defines IBA addressing terminology and concepts. To facili-
tate understanding, refer to the following figures.

Subnet A LIDs are unique only
Endnode /lNithin asubnet
- Endnode
: ! Endnode
Endnode
QPp QP4 QP2
-5”2 One or more GIDs per
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Figure 37 Reference IBA Address / Component Association
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Multi-protocol router con-
tains IBA ports and non-
IBA ports.

ne EUI-64 GUID per
outer port

IBA Router

Port |Control QPs | Port

One or more LIDs per

router port, up to 2-MC
sequential LIDs

One or more GIDs per
port. A GID is a valid
IPv6 address.

Figure 38 Reference IBA Router Address Association

4.1 TERMINOLOGY AND CONCEPTS

Unicast Identifier: An identifier for a single channel adapter or router
port. A packet sent to an unicast identifier is delivered to the port identified
by that identifier. IBA defines two unicast identifier - a global identifier
(GID) - may be unique across subnets - and local identifier (LID) - unique
only within a subnet).

Multicast Identifier: An identifier for a set of destination ports on channel
adapters or routers. A packet sent to a multicast identifier is delivered to
all ports identified by that identifier. IBA defines two multicast identifiers -
a global identifier (GID) used by applications to address a multicast group
and route packets between subnets and a local identifier (LID) used to
switch packets within a subnet.

EUI-64: IEEE defined 64-bit identifier assigned to a device. The EUI-64 is
a 64-bit identifier created by concatenating a 24-bit company _id value and
a 40-bit extension identifier. The company_id is assigned by the IEEE
Registration Authority; the extension identifier is assigned by the organi-
zation with the assigned company_id.

* The universal / local bit in IEEE EUI-64 shall be set to one to indi-
cate global scope or set to zero to indicate local scope. The man-
ufacturer assigns an EUI-64 with global scope set. A SM may
assign additional EUI-64 with local scope indicated.

« For additional details, see: “Guidelines For 64-bit Global Identifier
(EUI-64) Registration Authority’at www.standards.ieee.org/re-
gauth/oui/tutorials/EU164.html

GUID (Global Unique Identifier): A globally unique EUI-64 compliant
identifier.

C4-1: Each HCA, TCA, switch and router shall be assigned an EUI-64
GUID by the manufacturer.
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C4-2: Each port on a CA or router shall be assigned an EUI-64 GUID by
the manufacturer.

Subnet Prefix: A 0 to 64-bit - as a function of scope - identifier used to
uniquely identify a set of links, channel adapter ports, and switches which
are managed by a common subnet manager.

GID Prefix: A 64-bit identifier (upper 64-bits of a GID) created by concat-
enating address scope bits, potentially a small number of “filler” bits, and
potentially a subnet prefix - filler and subnet prefix presence is a function
of the address scope.

GID (Global Identifier): A 128-bit unicast or multicast identifier used to
identify a port on a channel adapter, a port on a router, a switch, or a mul-
ticast group. A GID is a valid 128-bit IPv6 address (per RFC 2373) with
additional properties / restrictions defined within IBA to facilitate efficient
discovery, communication, and routing. Note: These rules apply only to
IBA operation and do not apply to raw IPv6 operation unless specifically
called out.

C4-3: GIDs shall comply with the rules defined within 4.1.1 GID Usage
and Properties on page 117:

4.1.1 GID USAGE AND PROPERTIES

1) Each port on a CA or router shall be assigned at least one unicast
GID. The first unicast GID assigned shall be created using the manu-
facturer assigned EUI-64 identifier. This GID is referred to as GID
index 0.

2) A unicast GID shall be created using one of the following mecha-
nisms:

a) Concatenation of the default GID prefix (OxFE80::0) and any of
the CA or router port’s or the switch’s assigned EUI-64 identifier
(at any GID index) - this is referred to as a default GID. A packet
containing a GRH with a GID with this prefix must never be for-
warded by a router, i.e. it is restricted to the local subnet.

b) Concatenation of a subnet manager assigned 64-bit GID prefix
and the CA or router port’s or the switch’s manufacturer assigned
EUI-64 identifier. A subnet shall have only one assigned GID pre-
fix at any given time (at GID index 0).

c) Assignment of a GID by the subnet manager. The subnet manag-
er creates a GID by concatenating the GID prefix with a set of lo-
cally assigned EUI-64 values (at GID index 1 or above).

All CA and router ports and switches must be assigned at least one
unicast GID using either (a) or (b). CA and router ports may be as-
signed additional unicast GIDs using (c).
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Any QP in a CA, switch or router shall be addressable using the de-
fault GID prefix (0xFE80::0) in addition to the assigned GID for that
QP. This allows a subnet to transition from a default GID prefix state
to a managed state without interrupting existing communication ses-
sions.

The maximum number (N) of unicast GIDs supported per CA or
router port is implementation specific. The subnet manager may
assign N-1 additional unicast GIDs. Each of these N-1 GIDs is
created by concatenating one subnet manager assigned EUI-64
identifiers (the local bit set) with the GID prefix.

The unicast GID address 0:0:0:0:0:0:0:0 is reserved - referred to as
the Reserved GID. It shall never be assigned to any channel adapter,
switch, or router. It shall not be used as a destination address or in a
global routing header (GRH).

The unicast GID address 0:0:0:0:0:0:0:1 is referred to as the
loopback GID and is only used by raw IPv6 services - it is not used by
IBA transport services. It shall never be assigned to a channel
adapter or router nor be present in any IBA packets.

The unicast GID subnet prefix shall be limited to the upper 64-bits of
the GID address space. The number of subnet prefix bits may further
be limited by filler and scope bits - see below.

The lower 64-bits of the unicast GID cannot be further partitioned into
subnets.

The lower 64-bits of a unicast GID shall be subnet unique. If the uni-
versal / local bit is set to universal, then the assignment must be glo-
bally unique.

10) The GRH (Global Route Header) shall contain valid source and desti-

nation GIDs. For raw IPv6 packets, an IPv6 routing header is with the
source and destination addresses complying to RFC 2373.

11) Unicast GID scoping shall be:

a) Link-local - A unicast GID used within a local subnet using the de-
fault GID prefix. Routers must not forward any packets with either
link-local source or destination GIDs outside the local subnet. A
link-local GID has the following format:
10-bits

11111110 54-bits of —|}——EUI-64 / Assigned —

Figure 39 Link-Local Unicast GID Format
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b) Site-local - A unicast GID used within a collection of subnets
which is unique within that collection (e.g. a data center or cam-
pus) but is not necessarily globally unique. Routers must not for-
ward any packets with either a site-local Source GID or a site-
local Destination GID outside of the site.

10-bits 136}?”
11111110 38-bits of -| °Y°~ ||——EUI-64 / Assigned —]

Figure 40 Site-Local Unicast GID Format

c) Global - A unicast GID with a global prefix, i.e. a router may use
this GID to route packets throughout an enterprise or internet.
The global GID format is:

}————64-bit Subnet I EUI-64 / Assigned —]

Figure 41 Unicast Global GID Format

12) A multicast GID is an identifier for a group of ports on channel
adapters and routers. The multicast GID format is:

8-bits 4- 4-

| 1111111 | bits | bits [|—————Multicast —

Figure 42 Multicast GID Format

a) 8-bits of 11111111 at the start of the GID identifies this as being a
multicast GID.

b) Flags is a set of four 1-bit flags: 000T with three flags reserved
and defined as zero ('0’). The T flag is defined as follows:

vi) T =0 indicates this is a permanently assigned (i.e. well-
known) multicast GID. See RFC 2373 and RFC 2375 as refer-
ence for these permanently assigned GIDs.

vii) T = 1 indicates this is a non-permanently assigned (i.e. tran-
sient) multicast GID.
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c) Scope is a 4-bit multicast scope value used to limit the scope of
the multicast group. The following table defines scope value and

interpretation.

Table 3 Multicast Address Scope

?/(;TS: Address Scope
0 Reserved
1 Unassigned
2 Link-local
3 Unassigned
4 Unassigned
5 Site-local
6 Unassigned
7 Unassigned
8 Organization-local
9 Unassigned
OxA Unassigned
0xB Unassigned
0xC Unassigned
0xD Unassigned
OxE Global
OxF Reserved

13) A CA or router may join zero, one or more multicast groups, i.e. a CA
or router port may be assigned zero, one or more multicast GIDs.

14) Multicast GIDs shall not appear as the source GID in the GRH.

15) Multicast GID FF02:0:0:0:0:0:0:1 is the link-local multicast GID - a
router should not route packets with this destination GID outside the
local subnet. This GID is used as the destination address within the
global router header (GRH) for communicating to a set of QPs partic-
ipating within the all channel adapters multicast group. ALL
CHANNEL ADAPTERS MULTICAST GROUP is used to implement a
broadcast service to all channel adapters which are capable of partic-

ipating in multicast operations.

16) IPv6 defines a set of reserved multicast addresses in RFC 2375 and
RFC 2373. IBA, unless explicitly stated otherwise, shall not use these
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addresses for IBA multicast operations and defines them as reserved
for raw IPv6 usage.

4.1.2 CHANNEL ADAPTER, SWITCH, AND ROUTER ADDRESSING RULES

4.1.3 LOCAL IDENTIFIERS

C4-4: Channel Adapters, Switches, and Routers shall comply with the ad-
dressing rules defined within 4.1.2 Channel Adapter, Switch, and Router
Addressing Rules on page 121.

Addressing rules are:

1) A port shall attach to one link.

2) A CA or router port shall support a range of LIDs as defined by a
Base LID and an LMC. The LIDs shall be sequentially ordered
starting with a base LID plus (2 "MC- 1) LIDs. The SM may program
the LMC on a port to any value between 0 and 7, to allow use of mul-
tiple LIDs (1-128) in addressing the port.

3) Switch port 0 shall be assigned a single unicast LID, i.e. LMC = 0.

4) A unicast LID shall map to only one port on a CA or router or to
switch port 0.

5) A multicast LID shall map to one or more ports - a port may be the
target of zero, one, or more multicast flows.

6) Unicast GIDs shall be assigned to switch port 0 and on a per port
basis for CAs and router.

7) A multiport CA (and by definition, a router) may be attached to one or
more subnets - a port shall only be attached to one subnet at a time.

C4-5: Local Identifiers (LIDs) shall comply with the rules defined within
4.1.3 Local Identifiers on page 121.

Local identifier (LID): A 16-bit identifier with the following properties:
1) ALID is assigned by the Subnet Manager (SM) and is subnet unique,
i.e. it cannot be used to route between subnets.

2) The LID address space is divided into reserved, unicast and multicast
address ranges.

3) LIDs are contained within the LRH (Local Route Header).

4) Fora CA orrouter, a source LID (SLID) shall refer to the port that first
injected the packet into the subnet. For a switch initiating a packet,
the SLID shall be the LID associated with that switch.

5) A SLID shall only be associated with a unicast address.

6) A unicast destination LID (DLID) shall refer to the destination port of a
CA or router or to switch port 0. A multicast DLID refers to the set of
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destination ports within the subnet participating in a given multicast
group.

If the destination endnode is not on the same subnet, the DLID shall
refer to the router port responsible for forwarding the packet to the
next hop to the destination endnode.

From any point within a subnet, a given channel adapter or router
port may receive packets through multiple physical paths within the
subnet. Each physical path may be identified by one or more desti-
nation LIDs. To facilitate multipath operation while minimizing
channel adapter complexity, each CA and router port and switch port
0 shall be assigned a base LID and a LID Mask Control (LMC) value
by the subnet manager. The LMC is a 3-bit field which represents
2tMC paths (maximum of 128 paths). During discovery, the subnet
manager may determine the number of paths to a given port and will
partition the 16-bit LID space to assign a base LID and up to 2LMC ge.
quential LIDs to each port. Note: The base LID must have LMC least

Subnet E

Switch
Channel Channel
Adapter A Adapter C

Four paths between channel adapters A and C. CA A is assigned a
Base LID 4, LMC = 2. This translates to CA A being assigned LIDs:
{4, 5, 6, 7}. CA C is assigned Base LID 8, LMC = 2. This translates
into CA C being assigned LIDs: {8, 9, 10, 11}.

Figure 43 Multipath Identification

significant bits set to 0. For example, if the LMC = 0, the base LID
may be any unicast LID. If the LMC =7, the base LID set the 7 least
significant bits to zero.
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9) The LID space is defined as follows:

LID 0x0000 is reserved.

LID OxFFFF is defined as a permissive DLID. The permissive
DLID indicates that the packet is destined for QPO on the channel
adapter or router port or switch which received it. LMC is not de-
fined for this address.

The unicast LID range is a flat identifier space defined as 0x0001
to OXBFFF.

The multicast LID range is a flat identifier space defined as
0xCO000 to OXFFFE.
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CHAPTER 5: DATA PACKET FORMAT

5.1 PACKET TYPES

IBA Message (End to End)

This chapter introduces the fields in the data packet. A brief description of
each field is given including a definition, field size, and abbreviation. This
chapter does not specify the details of each field, but only the general
usage and layout of the fields.

In addition to data packets, IBA defines link packets which are used for
link-level flow control. The format of these link packets is described in
7.9.4 Flow Control Packet on page 183.

In this specification, the term packet refers to data packets only (i.e.
packet and data packet are synonymous). Where reference to link
packets is intended, the full term link packet will be used.

Packets are the unit of transfer in IBA. As described in 3.3 Communica-
tions Stack on page 69 messages are segmented into packets by the CAs
for transmission across the IB fabric.

Packets have the following attributes:

* Indivisible unit of data transfer and routing

* Unit of acknowledgement

* Unit of segmentation and re-assembly for messages
+ Unit of link-level flow control

Message Data

IBA Data Packet (Routed unit of work) -

Routing
Header

Transport
Header

Packet Payload Routing [ Transport] Packet Payload

CRC Header | Header CRC

Figure 44 IBA Messages and Packets

There are two general classes of transports used in Packets:
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5.2 DATA PACKET FORMAT

IBA Packets have IBA defined transport headers, are routed on IBA
fabrics, and use native IBA transport facilities.

Raw Packets may be routed on IBA fabrics but do not contain IBA
transport headers. From the IB point of view, these packets contain
only IBA routing headers, payload and CRC. IBA does not define the
processing of these packets above the link and network layers. The
intent is that these packets can be used to support non-IBA trans-
ports over an IB fabric.

The overall data packet structure is shown in Figure 45 on page 126.
There are two routing headers that precede a transport header(s) and
payload:

The local route header is required on all packets

The global route header is required on all packets that are to be rout-
ed to a different subnet, and on all multicast packets regardless of
destination.

A global route header may be placed on any packet except subnet
management packets.

C5-1: Packets generated by an InfiniBand device shall conform to the
packet structure defined in Figure 45 and to the packet header location
and size requirements as defined in figure 46

Each IBA packet ends with an invariant CRC followed by a variant CRC.

Each raw packet ends with a variant CRC.
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Figure 45 IBA Packet Overview

Local (within a subnet) Packets

TCocal Routing
Header

[BA Transport
Header

— T PacCKetPayload —

Global (routing between subnets) Packets

TCocalRouting
Header

Global Routing
Header

TBA Transport
Header

Raw Packet with Raw Header

Tocal Routing
Header

Raw
Header

port Header '
4

Raw P

acket with

IPv6 Header

Tocal Routing
Header

Other Trans-T —

TPVG Routing
port Header '
4

Header

Tnvariant
CRC

Varant
CRC

Other Trans-T — = PacketPayload ~— —

— T PacCKetPayload —

Tnvariant
CRC

Varant
CRC

Variant
CRC

— "PacketPayload —

Variant
CRC

The IBA packet structure is shown in Figure 46 on page 127.
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CocarRouting] Global Routing T Base Trans- [Extended Trans-T Immeédi-T ~— Message T Invariant | variant
Header Header port Header | port Header(s) J'_ate DataJ'_ Payload CRC CRC

[ VL [ LVer [ SL [rsv]

|y

NI)-II Destination Local ID I Local Routing Header - LRH - 8 bytes

[resv 5 [ PcktLength(TTb Source Local 1D .
Present in all packets of a message.
IP Vers | Traffic Class | low Label - 20 bits
Payload Length ] ext Hdr [ Hop Limit )
bbowce L(;JI 3} Zb/é,:i?l Global Routing Header - GRH - 40 Bytes
ource - . . .
Source G _)I[bd-dz]l Present in all packets of message, if indicated by Link Next
Source GID[3T-0] ield i
Destination GIDLTZ7-96] Header field in LRH.
Destination GID[95-64]
Destination GID[63-32]
Destination GID[3T-0]
Base Transport Header - BTH - 12 Bytes
OpCode [SMPa[ TVEKR] Partifion Key . s .
resv 8a (variant Destination QP Present in all packets of message, if indicated by Link Next
[ resvr’ PSN Header field (i.e.not a raw packet)
| resv | EE-Context | Reliable Datagram Extended Transport Header - RDETH -
4 Bytes; Present in every packet of reliable datagram mes-
sage.
Queue Key | Datagram Extended Transport Header - DETH - 8 Bytes
| resv [ Source QP | .
Present in every packet of datagram request messages
VA[63-327] RDMA Extended Transport Header - RETH - 16Bytes
VA[3T-0] -
Remote Key Present in first packet of RDMA request message
DMA Length
Wbﬁ"iozl Atomic Extended Transport Header - AtomicETH - 28 Bytes
Remlote_Kle Present in Atomic request message
Swap (or Add) Data[63-37]
Swap (or Add) Data[31-0]
Compare Data[63-327
Compare Data[31-0]

ACK Extended Transport Header - AETH - 4Bytes;
Present in all ACK packets, including first and last packet of
message for RDMA Read Response packets.

| Original Remote Data[63-32] | Atomic ACK Extended Transport Header -
[ Original Remote Data[371-0] | AtomicAckETH - 8Bytes;
Present in all AtomicACK packets.

[ Syndrome ] MSN

Immediate Data Immediate Date - ImmDt - 4 Bytes
Present in last packet of request with immediate data.

Payload Payload - PYLD - 0-4096 Bytes

[ pad-03B Invariant CRC- ICRC - 32b

ICRC | Presentin all packets of message, if indicated by Link Next
Header field (i.e.not a raw packet).
Variant CRC- VCRC - 16b

Present in all packets of message.
Figure 46 IBA Packet Structure

VCRC
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5.2.1 LocAL ROUTE HEADER (LRH) - 8 BYTES

C5-2: Packets generated by an InfiniBand device shall conform to the
packet header format for the LRH as defined in table 4.

The Local Routing Header (LRH) contains fields used for local routing by
switches within a IBA subnet. The following table summarizes the fields in
the LRH.:

Table 4 Local Route Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Virtual Lane VL 4 This field identifies the virtual lane that the packet is using.
Link Version LVer 4 This field identifies the Link level protocol of this packet. This
version applies to the general packet structure including the
LRH fields and the variant CRC
Service Level SL 4 This field indicates what service level the packet is request-
ing within the subnet.
Reserved 2 Transmitted as 0, ignored on receive.
Link Next Header LNH 2 This field identifies the headers that follow the LRH.
Destination Local DLID 16 This field identifies the destination port and path (data sink)
ID on the local subnet.
Reserved 5 Transmitted as 0, ignored on receive.

Packet Length PktLen 1 This field identifies the size of the Packet in four-byte words.
This field includes the first byte of LRH to the last byte before
the variant CRC. See 7.7.8 Packet Length (PktLen) - 11 bits
on page 167 for details on max and min values of PkiLen

Source Local ID SLID 16 This field identifies the source port (injection point) on the
local subnet.

The LRH fields are fully defined in 7.7 Local Route Header on page 165.

5.2.2 GLOBAL ROUTE HEADER (GRH) - 40 BYTES

C5-3: Packets generated by InfiniBand devices shall conform to the
packet header format for the GRH as defined in table 5.

Global Route Header (GRH) contains fields for routing the packet be-
tween subnets. The presence of the GRH is indicated by the Link Next
Header (LNH) field in the LRH. The layout of the GRH is the same as the
IPv6 Header defined in RFC 2460. Note, however, that IBA does not de-
fine a relationship between a device GID and IPv6 address (l.e. there is
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no defined mapping between GID and IPv6 address for any IB device or
port).

The following table summarizes the fields in the GRH.

Table 5 Global Route Header Fields

Field Field Description
Field Name A.bb.re S.'Ize
viation (in
bits)
IP Version IPVer 4 This field indicates version of the GRH
Traffic Class TClass 8 This field is used by IBA to communicate global service
level.
Flow Label Flow- 20 This field identifies sequences of packets requiring special
Label handling.
Payload length PayLen 16 For an IBA packet this field specifies the number of bytes

starting from the first byte after the GRH, up to and including
the last byte of the ICRC. For a raw IPv6 datagram this field
specifies the number of bytes starting from the first byte after
the GRH, up to but not including either the VCRC or any
padding, to achieve a multiple of 4 byte packet length. For
raw |IPv6 datagrams padding is determined from the lower 2
bits of this GRH:PayLen field.

Note: GRH:PayLen is different from LRH:PkyLen.

Next Header

NxtHdr 8 This field identifies the header following the GRH. This field
is included for compatibility with IPV6 headers. It should indi-
cate IBA transport.

Hop Limit HopLmt 8 This field sets a strict bound on the number of hops between
subnets a packet can make before being discarded. This is
enforced only by routers.

Source GID SGID 128 This field identifies the Global Identifier (GID) for the port

which injected the packet into the network.

Destination GID

DGID 128 This field identifies the GID for the port which will consume
the packet from the network.

5.2.3 BASE TRANSPORT HEADER (BTH) - 12 BYTES

C5-4: Packets generated by an Infiniband device shall conform to the
packet header format for the BTH as defined in table 6.

Base Transport Header (BTH) contains the fields for IBA transports. The
presence of BTH is indicated by the Next Header field of the last previous
header (i.e either LRH:LNH or GRH:NextHdr depending on which was the
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last previous header). The following table summarizes the fields in the
BTH.:

Table 6 Base Transport Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Opcode OpCode 8 This field indicates the IBA packet type. The OpCode also
specifies which extension headers follow the Base Transport
Header
Solicited Event SE 1 This bit indicates that an event should be generated by the
responder.
MigReq M 1 This bit is used to communicate migration state.
Pad Count PadCnt 2 This field indicates how many extra bytes are added to the
payload to align to a 4 byte boundary.
Transport Header TVer 4 This field indicates the version of the IBA Transport Headers.
Version
Partition Key P_KEY 16 This field indicates which logical Partition is associated with
this packet (see 10.9 Partitioning on page 454)

Reserved (variant) 8 Transmitted as 0, ignored on receive. This field is not
included in the invariant CRC. see 7.8 CRCs on page 168 for
details.

Destination QP DestQP 24 This field indicates the Work Queue Pair Number (a.k.a. QP)
at the destination
Acknowledge A 1 This bit is used to indicate that an acknowledge (for this
Request packet) should be scheduled by the responder.
Reserved 7 Transmitted as 0, ignored on receive. This field is included in
the invariant CRC.

Packet Sequence PSN 24 This field is used to detect a missing or duplicate Packet.

Number See 9.7.1 Packet Sequence Numbers (PSN) on page 248
for a detailed description of PSN.

The detailed definition of the Base Transport Header fields are defined in
Section 9.2 on page 206.

5.2.4 RELIABLE DATAGRAM EXTENDED TRANSPORT HEADER (RDETH) - 4 BYTES

05-1: Packets generated by an Infiniband device that supports reliable da-
tagrams shall conform to the packet header format for the RDETH header
as defined in table 7.

Reliable Datagram Extended Transport Header (RDETH) contains the ad-
ditional transport fields for reliable datagram service. The RDETH is only
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in Reliable Datagram packets as indicated by the Base Transport Header
Opcode field. The following table summarizes the fields in the RDETH.:

Table 7 Reliable Datagram Extended Transport Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Reserved 8 Transmitted as 0, ignored on receive.
EE-Context EECnxt 24 This field indicates which End-to-End Context should be
used for this Reliable Datagram packet

The detailed definition of the Reliable Datagram Extended Transport
Header is in Section 9.3.1 Reliable Datagram Extended Transport Header
(RDETH) - 4 Bytes on page 210.

5.2.5 DATAGRAM EXTENDED TRANSPORT HEADER (DETH) - 8 BYTES

C5-5: Packets generated by an Infiniband device shall conform to the
packet header format for the DETH as defined in table 8.

Datagram Extended Transport Header (DETH) contains the additional
transport fields for datagram service. The DETH is only in datagram
packets if indicated by the Base Transport Header Opcode field. The fol-
lowing table summarizes the fields in the DETH.:

Table 8 Datagram Extended Transport Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Queue Key Q_Key 32 This field is required to authorize access to the receive
queue.
Reserved 8 Transmitted as 0, ignored on receive.
Source QP SrcQP 24 This field indicates the Work Queue Pair Number (a.k.a. QP)
at the source.

The detailed definition of the Datagram Extended Transport Header is in
Section 9.3.2 Datagram Extended Transport Header (DETH) - 8 Bytes on

page 211.

5.2.6 RDMA EXTENDED TRANSPORT HEADER (RETH) - 16 BYTES

05-2: Packets generated by an Infiniband device that supports RDMA op-
erations shall conform to the packet header format for the RETH as de-
fined in table 9.
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RDMA Extended Transport Header (RETH) contains the additional trans-
port fields for RDMA operations. The RETH is present in only the first (or
only) packet of an RDMA Request as indicated by the Base Transport
Header Opcode field. The following table summarizes the fields in the
RETH.:

Table 9 RDMA Extended Transport Header Fields
Field Field Description
Field Name A.bb.re S.'Ize
viation (in
bits)
Virtual Address VA 64 This field is the Virtual Address of the RDMA operation.
Remote Key R_Key 32 This field is the Remote Key that authorizes access for the
RDMA operation.
DMA Length DMALen 32 This field indicates the length (in Bytes) of the DMA opera-
tion.

The detailed definition of the RDMA Extended Transport Header is in
9.3.3 RDMA Extended Transport Header (RETH) - 16 Bytes on page 212.

5.2.7 ATOMIC EXTENDED TRANSPORT HEADER (ATOMICETH) - 28 BYTES

05-3: Packets generated by an Infiniband device that supports atomic op-
erations shall conform to the packet header format for the AtomicETH
header as defined in Table 10.

Atomic Extended Transport Header (AtomicETH) contains the additional
transport fields for Atomic packets. The AtomicETH is only in Atomic
packets as indicated by the Base Transport Header Opcode field. The fol-
lowing table summarizes the fields in the AtomicETH.:

Table 10 Atomic Extended Transport Header Fields
Field Field Description
Field Name A.bb.re Slze
viation (in
bits)
Virtual Address VA 64 This field is the remote virtual address.
Remote Key R_Key 32 This field is the Remote Key that authorizes access to the
remote virtual address.
Swap (or Add) SwapDt 64 This field is an operand in atomic operations.
Data
Compare Data CmpDt 64 This field is an operand in CmpSwap atomic operation.
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The detailed definition of the Atomic Extended Transport Header is in Sec-
tion 9.3.4 ATOMIC Extended Transport Header (AtomicETH) - 28 Bytes

on page 213).

5.2.8 ACK EXTENDED TRANSPORT HEADER (AETH) - 4 BYTES

C5-6: Packets generated by an Infiniband device shall conform to the
packet header format for the AETH as defined in table 11.

ACK Extended Transport Header (AETH) contains the additional trans-
port fields for ACK packets. The AETH is only in Acknowledge, RDMA
READ Response First, RDMA READ Response Last, and RDMA READ
Response Only packets as indicated by the Base Transport Header Op-
code field. The following table summarizes the fields in the AETH.

Table 11 ACK Extended Transport Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Syndrome Syn- 8 This field indicates if this is an ACK or NAK packet plus addi-
drome tional information about the ACK or NAK.
Message MSN 24 This field indicates the sequence number of the last mes-
Sequence sage completed at the responder.
Number

The detailed definition of the ACK Extended Transport Header is in Sec-
tion 9.3.5 on page 214.

5.2.9 AToMmIiC ACK EXTENDED TRANSPORT HEADER (ATOMICACKETH) - 8 BYTES

05-4: Packets generated by an Infiniband device that supports atomic op-
erations shall conform to the packet header format for the AtomicAckETH
as defined in table 12.

Atomic ACK Extended Transport Header (AtomicAckETH) contains the
additional transport fields for AtomicACK packets. The AtomicAckETH is
only in Atomic Acknowledge packets as indicated by the Base Transport
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Header Opcode field. The following table summarizes the fields in the
AtomicAckETH.:.

Table 12 Atomic ACK Extended Transport Header Fields

Field Field Description
Field Name Abpre Slze
viation (in
bits)
Original Remote Orig- 64 This field is the return operand in atomic operations and con-
Data RemDt tains the data in the remote memory location before the
atomic operation.

The detailed definition of the Atomic ACK Extended Transport Header is
in Section 9.3.5.3 on page 214.

5.2.10 IMMEDIATE DATA EXTENDED TRANSPORT HEADER (IMMDT) - 4 BYTES

5.2.11 PAYLOAD

Immediate DataExtended Transport Header (ImmDt) contains the addi-
tional data that is placed in the receive Completion Queue Element
(CQE). The ImmDt is only in Send or RDMA-Write packets with Immediate
Data if indicated by the Base Transport Header Opcode.

The detailed definition of the Immediate Data Extended Transport Header
is in Section 9.3.6 on page 215.

Note, the terms Immediate Data Extended Transport Header and Imme-
diate Data are used synonymous in this specification.

Payload (PYLD) contains the application data being transferred end to
end. Payload is not present in RDMA Read Requests, Acknowledge,
CmpSwp, FetchAdd, and Atomic Acknowledge packets. It is optionally
present in the other packet op-codes.

C5-7: The length of the Payload shall be 0 or more bytes up to the full path
MTU.

C5-8: All packets of an IBA message that contain a payload shall fill the
payload to the full path MTU except the last (or only) packet of the mes-
sage.

C5-9: In a packet using InfiniBand transport, a Pad field of 0-3 bytes shall
be included in the packet and used to align the Payload to a multiple of 4
bytes (i.e. the size of the Payload plus the Pad field is always a multiple
of four bytes). The actual size of the Pad field used in a given packet shall
be indicated in the Base Transport Header PadCnt field of the packet.
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5.2.12 INVARIANT CRC

Invariant CRC (ICRC) covers the fields that do not change in packet from
source to destination. ICRC is only in IBA packets, and is not present in
Raw Packets. Which fields are covered in the ICRC is dependent on the
presence of the GRH.

The detailed definition of the Invariant CRC is in Section 7.8.1 on page
168.

5.2.13 VARIANT CRC

Variant CRC (VCRC) covers the fields that can change from link to link.
The VCRC is in all packets, both IBA and Raw Packets. The VCRC can
be regenerated in the fabric.

The detailed definition of the Variant CRC is in Section 7.8.2 on page 170.

5.3 RAwW PACKET FORMAT

A Raw Packet is a packet that does not use IBA transport. Raw packets
are not a required feature of InfiniBand devices, but if they are supported,
the raw packet shall be formatted as specified in this section.

05-5: If a Raw packet contains an IPv6 Routing Header, the packet struc-
ture shall be: LRH, IPv6, Payload (including any transport headers), and
VCRC. If a Raw packet does not contain a IPv6 Routing Header, then the
structure shall be: LRH, RWH, Payload, and VCRC.

05-6: The RWH is a 32 bit “Raw Header” that shall contain the EtherType
of the payload. EtherType indicates the protocol of the raw packet and
shall conform to the definition in the IEEE Type Field Registrar. (See stan-
dards IEEE 802.3, 1998 Clause 3.2.6 Length/Type Field specifications
and IEEE 802.1H-1995 for use of the Type Field.)

This format of “Raw” packets is shown in Figure 45 on page 126.

05-7: The length of a raw packet (from after the RWH to before the variant
CRC) must be a multiple of 4 bytes.

05-8: The format of the Raw Header shall be as is shown in Figure 47.

Figure 47 Raw Header (RWH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 Reserved (Send as 0, ignore on receive) EtherType
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5.4 PACKET EXAMPLES

Some examples of IBA packets are shown in Figure 48.

Simple Packet (e.q. send)

LRH BTH - ~PacketPayload - = B
5 O
Simple Packet with Global Route Header
LRH GRH BTH - = ~PacketPayload -~ B
5 O
Acknowledge Packet
LRH BIH $) O
= 4 4
e B
RDMA Read Request Packet
LRH BITH RETH $) o
4 4
9 (@]
RDMA Read Response Packet
CRH BTH - “PacketPayload™ B SHE &)
|— 4 4
< c R
RDMA Write Request Packet
LRH BITH RETH - = ~PacketPayload— - = $) E
5O
Datagram Packet
CRHA BTH |DETH -~ “PacketPayload— - T TR 3
5 O
Reliable Datagram Packet
LRH BITH RDETH|] DEITH ~PacketPayload— - = g E
9 (@]
Atomic (CmpSwap) Packet
LRH BIH Atomic ETH $) O
v 4
9 (@]
Atomic Acknowled e Packet
LRH BIH z Atomlcg E
W Ack- [5 o
Raw Packet (without IPv6 route header)
CRH “Packet Payload™ D
= S
—_ e —_—— = —_ = —_ = >
Raw Packet (with IPv6 route header)
CRH TPv6 Roufing Header - - “Packet Payload™ - E:)
O
>

Figure 48 IBA Packet Examples
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CHAPTER 6: PHYSICAL LAYER INTERFACE

6.1 OVERVIEW

This chapter describes services provided by the physical layer to the link
layer and the logical interface between these layers. The physical layer
also has an interface to management which is not covered in this chapter.

The description of the physical layer is provided in Volume 2, the electro-
mechanical specification

Link Layer - Link-technology-independent Logic

. ) Link Send I Link Receive
Llnk'PhyS|ca| H BN N B B B O . q HI EN BN BN BN BN BN Em =
Interface Physical Send g Physical Receive

Physical Layer - Link-Technology-dependent Functions
Link Width support, data encoding, voltage, packet framing

Figure 49 Physical Functions and Physical/Link Interface

6.2 SERVICES PROVIDED BY THE PHYSICAL LAYER.
The physical layer is responsible for:

+ establishing a physical link when possible,

« informing the link layer whether the physical link is up or down,

* monitoring the status of the physical link, and

* when the physical link is up:
« delivering received control and data bytes to the link layer, and
« transmitting control and data bytes from the link layer.

See volume 2 for physical layer specifications.
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6.3 INTERFACE BETWEEN PHYSICAL AND LINK LAYERS.

This chapter does not intend to describe an actual interface within a chip
- it describes the functionality of the interface between the link-technology-
dependent physical send and receive functions, and the link-technology-
independent link logical function.

This interface is designed to keep the link and higher layer interface inde-
pendent of physical layer implementation. The physical layer deals with all
details that are dependent on the characteristics of operation over a par-
ticular physical layer such as line code.

The purpose of describing a logical interface and the related state ma-
chines is to partition functions to describe external behavior of IBA de-
vices as simply and clearly as possible. Such descriptions are not
intended to imply details of the internal implementation of devices. For in-
stance, the interface described here does not imply the width of the in-
ternal link path which will be implementation dependent.

6.3.1 INTERFACE BETWEEN PHYSICAL RECEIVE AND LINK RECEIVE.

The following messages are sent between the physical receive function
and the link logic.

6.3.1.1 PHY_LINK - PHYSICAL LINK STATUS

This message conveys the status of the physical link from the physical re-
ceive function to the link logic. This message is sent when physical link
status changes and can take the following values:

down the physical link is not operational. Sent when the link is in
any non-operational status including no receive signal or
retraining in progress

up the physical link is trained and operational

These values report the status of the physical link as needed by the link
logic. Any finer grain information needed by management (e.g. no_signal
or retraining) will be obtained by management from the physical layer
rather than passed through the link layer.

6.3.1.2 L_INIT_TRAIN - LINK INITIATE RETRAINING

This message is a request for retraining of the physical link. It is sent from
the link logic to the physical receive function when the link logic has de-
tected a need to retrain the link. See Section 7.12.2, “Error Recovery Pro-
cedures.” on page 194 for usage of this message.
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6.3.1.3 RCV_STREAM - RECEIVE STREAM

This message conveys the control and data stream decoded by the re-
ceiver from the physical receive function to the link logic. This message is
sent once for each data byte and once for each control signal received.
The idle signaling of the physical link is treated as one control signal. This
message can take the following values:

data data and link packet contents
error code violation

SDP start data packet delimiter
SLP start link packet delimiter
EGP end good packet delimiter
EBP end bad packet delimiter

idle idle

6.3.2 INTERFACE BETWEEN PHYSICAL TRANSMIT AND LINK TRANSMIT.

The following messages are sent between the physical transmit function
and the link logic.

6.3.2.1 XMIT_STREAM - TRANSMIT STREAM

This message conveys the control and data stream from the link logic to
the physical layer. This message is sent once for each data byte and once
for each control signal to be sent. The idle message causes the physical
send function to send idles until a new message is received. This mes-
sage can take the following values:

data data and link packet contents
SDP start data packet delimiter
SLP start link packet delimiter
EGP end good packet delimiter
EBP end bad packet delimiter

idle idle

6.3.2.2 XMIT_READY - PHYSICAL TRANSMITTER READY

This message is sent from the physical transmit function to the link trans-
mitter to indicate whether the physical transmit function is ready to start

transmitting a new packet. This provides physical layer dependent pacing
back to the link layer since many physical layers have constraints that pre-
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vent sending continuous packet traffic. This message can take the fol-
lowing values:

rdy ready for packet initiation
wait hold off packet initiation
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CHAPTER 7: LINK LAYER

7.1 OVERVIEW

This chapter describes the behavior of the link and specifies the link level
operations for devices attached to an IBA network. The link layer handles
the sending and receiving of data across the links at the packet level. Ser-
vices provided by the link layer include addressing, buffering, flow control,
error detection and switching.

State machines are used in this specification to define the logical opera-
tion of the link layer as externally visible. They are not intended to define
internal details of implementation. For instance, the packet receiver state
machine operates on data received from the link layer as a stream of
bytes though it is expected that many implementations of the link layer will
process multiple bytes of the data stream in parallel.

7.1.1 STATE MACHINE CONVENTIONS

State machines are described to provide a clear description of the external
behavior of the devices. Their description is not intended to imply the in-
ternal implementation of IBA devices. Actual implementations must take
into account other considerations such as efficiency and suitability to the
implementation technology.

The state machines in this chapter use the following conventions:

» Each state is represented by a box.
» The top section of the box contains the state name.

* The bottom section of the box contains the actions which occur in
the state.

¢ Transition arrows indicate state transitions which will be made
when the expression next to the arrow is satisfied.

* Atransition arrow which does not originate in a state indicates a
global transition. Such a transition will occur regardless of the
current state. For instance, in Figure 50 on page 144, there is a
global transition into the LinkDown state.

* If no exit condition for a state is satisfied, the machine remains in
the current state.

*  “Or”is represented by “+”.
*  “And” is represented by “*”.
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7.2 LINK STATES

7.2.1 LINKDOWN STATE

7.2.2 LINKINITIALIZE STATE

7.2.3 LINKARM STATE

» The state diagrams represent the primary specification for the
functions they depict. When a conflict exists between a state dia-
gram and descriptive text, the state diagram takes precedence.

C7-1: A port shall control its state and overall operation as specified in
Figure 50 Link State Machine on page 144 and Section 7.2.7, “State Ma-
chine Terms,” on page 143.

The states Linklnitialize and LinkArm are used by subnet management to
configure devices on the subnet. Refer to 14.3.6 Port State Change on
page 684 for additional information on how these states are used.

The link state machine is depicted in Figure 50. The following is a descrip-
tion of the states of this state machine.

In the LinkDown state, the physical link is not up (that is, the physical layer
is sending phy_link=down to the link layer) and the link layer is idle. In this
state the link layer discards all packets presented to it for transmission.

In the LinkInitialize state, the physical link is up (that is, the physical layer
is sending phy_link=up to the link layer) and the link layer can only receive
and transmit subnet management packets (SMPs) and flow control link
packets. While in this state, the link layer discards all other packets re-
ceived or presented to it for transmission.

In the LinkArm state, the physical link is up and the link layer can receive
and transmit SMPs and flow control link packets. Additionally, the link
layer can receive all other packets but discards all non-SMP data packets
presented to it for transmission.

A switch port which is moved from LinkArm to LinkActive by a packet may
also be the output port for that packet. The port will not be armed until the
CRC has been checked for the packet. One data packet should be able to
pass through the network causing the armed ports in its path to transition
to active. Therefore, it is important that such a packet not be dropped due
when ifitis forwarded to the port before the port has transitioned to active.

C7-1.al: A switch shall ensure that a packet which causes its output port
to transition from Armed to Active is not dropped by the port while in the
Armed state. A switch port may enable transmission of data packets while
in the Armed state.
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7.2.4 LINKACTIVE STATE

7.2.5 LINKACTDEFER STATE

In the LinkActive state, the physical link is up and the link layer can
transmit and receive all packet types.

The LinkActDefer state is entered from the LinkActive state when the
physical layer indicates a failure in the link. If the error persists, the Link-
DownTimeout expires and the port state transitions to LinkDown state. If
the physical layer recovers prior to LinkDownTimeout expiration, the port
state machine returns to the LinkActive state. While in the LinkActDefer
state, the link layer will not transmit or receive packets. It may process
packets already received as it would in the corresponding states. It will
drop packets presented to it for transmission.

The purpose of this state is to allow for retraining of the physical link
without requiring reinitialization of the link and higher layers.

7.2.6 MANAGEMENT STATE CHANGE COMMANDS

7.2.7 STATE MACHINE TERMS

Management can send commands to attempt to alter the link state by
sending a set request to the link port state in PortInfo. Only values of
Down, Arm and Active are valid for such set requests. Commands to
change state to Arm or Active are only valid when they appear as an exit
term for the current state.

C7-2: Any management state change command with a value other than
Down, Arm, or Active shall not result in a state change.

C7-3. A management state change command which is not valid in the cur-
rent state shall not result in a state change.

For instance, Active is only valid when the current state is LinkArm. If the
command is not valid for the current state, it will not cause a state change.

Reset - An internal signal to reset the interface.

Remote_init - a link packet with the flow control initialize Op code (see
7.9.4 Flow Control Packet on page 183) has been received and has
passed the checks of the link packet check state machine.

Active_enable - a flag to prevent a premature transition from armed to ac-
tive. It is set to false when the Linklinitialize state is exited. It is set to true
when a link packet with the normal flow control Op code has been re-
ceived and has passed the checks of the link packet check state machine
while in the LinkArm state.
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Figure 50 Link State Machine

reset + CPortState=Down

LinkDown
DataPktXmitEnable=False
DataPktRcvEnable=False
SMPEnable=False
LinkPktEnable=False
PortState=Down

¢ PhyLink=Up

LinkInitialize
DataPktXmitEnable=False
DataPktRcvEnable=False
SMPEnable=True L
LinkPktEnable=True
PortState=Initialize

PhyLink=Down

CPortState=Arm * PhyLink=Up

LinkArm

DataPktXmitEnable=ForwardInArm PhyLink=Down
DataPktRcvEnable=True
SMPEnable=True
LinkPktEnable=True
PortState=Arm

CPortState=Arm * (CPortState=Active +
PhyLink=Up ActiveTrigger) * PhyLink=Up
*ActiveEnable

LinkActDefer

PhyLink=Down DataPktXmitEnable=False
———————®| DataPktRcvEnable=False
SMPEnable=False
LinkPktEnable=False
PortState=ActiveD

LinkActive
DataPktXmitEnable=True
DataPktRcvEnable=True
SMPEnable=True PhyLink=Up

LinkPktEnable=True -—————————————
PortState=Active

remote_init

remote_init + (PhyLink=Down
* LinkDownTimeout)

PhyLink - the physical link status, phy_link, from the physical layer (refer
to 6.3.1.1 Phy_link - Physical Link Status on page 138). Valid values are
Up and Down.
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PortState - the value of the PortState component of the Portinfo attribute.

(Refer to 14.2.5.6 PortInfo on page 665.) Valid values are “Down”, “ini-
tialize”, “Arm”, “Active”, and “ActiveD”.

CPortState - a value that indicates commands from management to
change the port state. Valid values are “Down”, “Arm”, and “Active”. Note
that when phy_link=up and CPortState=down, the state machine will tran-
sition to the LinkDown state which will reset other link state machines.
Since phy_link=up, this will be followed by a transition to the LinkInitialize
state. Thus a command to change link port state to down provides a way
to re-initialize the link layer. To disable a port requires a command to the
physical layer port state machine. The value of CPortState shall only per-
sist while in the state where it was received. If it satisfies a transition term
from that state, it shall cause the transition. If it does not, it shall cause no

transitions. Any state transition clears CPortState.

DataPktXmitEnable - a Boolean that indicates the link layer’s action with
respect to transmission of non-SMP data packets. When True, transmis-
sion of non-SMP data packets is enabled. When False, non-SMP data
packets submitted to link layer for transmission are discarded.

DataPktRcvEnable - a Boolean that indicates the link layer’s action with
respect to reception of non-SMP data packets from the physical layer.
When True, reception of non-SMP data packets is enabled. When False,
non-SMP data packets received from the physical layer are discarded.

SMPEnable - a Boolean that indicates the link layer’s action with respect
to transmission and reception of subnet management packets (SMPs).
When True, transmission and reception of SMPs are enabled. When
False, SMPs submitted to link layer for transmission or reception are dis-
carded.

LinkPktEnable - a Boolean that indicates the link layer’s action with re-
spect to transmission and reception of link packets. When True, transmis-
sion and reception of link packets are enabled. When False, link packets
are not generated by the link layer and any link packets received are dis-
carded.

ForwardInArm - a Boolean constant that indicates whether transmission
of data packets is enabled during the Arm state. For a CA, this shall equal
False. A switch may optionally use False or True.

AcitveTrigger - a device dependent trigger that initiates the transition from
LinkArm to LinkActive. For routers and channel adapters, ActiveTrigger
occurs upon reception of a non-VL15 packet which passes the VCRC
check on the port. For switches, ActiveTrigger occurs upon reception of a
non-VL15 packet which passes the VCRC check on any port of the switch.
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LinkDownTimeout - a timeout that indicates that the physical link has been
down (PhyLink = down) for a period of time that causes the port state ma-
chine to transition to the LinkDown state. LinkDownTimeout occurs when
the port state machine has continuously been in the LinkActDefer state for
10ms +3% / -51%.

7.3 PACKET RECEIVER STATES

C7-4. Whenever the physical link is up, the packet receiver shall process
the received stream from the physical layer as defined in Figure 51 Packet
Receiver State Machine on page 147.

The packet receiver’s primary input is the rcv_stream (refer to 6.3.1.3
rcv_stream - Receive Stream on page 139).

The packet receiver monitors the received stream from the physical layer,
rcv_stream, and passes any packets received with proper delimiters and
no code violations to the link packet check or the data packet check as ap-
propriate. Each byte of the rcv_stream is tested once by the state machine
and causes at most one state transition. For example, when an SLP
causes a transition from RcvDataPacket to BadPacket, that SLP does not
cause a further transition from BadPacket to RcvLinkPacket.

While this logical state machine represents sending the whole packet to
the packet checker once the end delimiter is received, implementations
are allowed to begin processing the packet before that has occurred.
Switches and routers may begin to forward a data packet while in the Rcv-
DataPacket state if the packet passes all checks of the Data Packet Check
state machine which require discard of the packet on failure. The required
checks are all based on fields within the LRH. If further processing of the
packet results in a transition to the MarkedBadPacket or BadPacket states
and the switch or router has begun forwarding the packet, the switch or
router shall corrupt the packet.

C7-5: To corrupt a packet, a switch or router shall place the 1’'s comple-
ment of the VCRC calculated for the transmitted packet in the VCRC field
and shall terminate the packet with the EBP delimiter.

07-1: When corrupting a packet, the switch or router may truncate the
packet rather than sending all the received bytes.

C7-6: If a switch or router is forwarding a corrupted packet which is longer
than indicated by the packet length field of the LRH, then it shall truncate
the packet to less than or equal to the packet length field value.

C7-7: A CA shall not deliver a received packet to its client unless it has
passed all the checks of the packet receiver and data packet check state
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Figure 51 Packet Receiver State Machine
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7.4 DATA PACKET CHECK

machines.Therefore, when the action in the state is “discard or corrupt,” a
CA shall discard the packet.

Packets without proper start delimiters cause entry to the bad packet dis-
card state and are discarded. Packets received with one or more bytes of
rcv_stream=error or without proper end delimiters cause entry to the bad
packet state and are discarded by CAs and discarded or corrupted by
switches. The errors which cause entry to the bad packet discard and bad
packet states indicate an error occurring on the local link. Packets re-
ceived with no bytes of rcv_stream=error, a data packet start delimiter
(SDP), and a bad packet end delimiter (EBP) indicate a packet forwarded
by a switch that experienced an error that was not on the local link. These
packets cause entry to the marked bad pkt state. Since link packets are
not forwarded by switches and routers, they should never have a bad
packet end delimiter. A packet with a start delimiter of SDP and an end de-
limiter of EBP is considered a local link error and causes entry to the bad
packet state.

The data packet check machine in a CA verifies a data packet before
passing it to the network layer. The data packet check machine in a switch
or router port verifies a received data packet.

C7-8: Data packets shall be checked as specified by Figure 52 Data
Packet Check machine on page 149 and Section 7.4, “Data Packet
Check,” on page 148. The order of checks within this state machine indi-
cates the precedence of the errors for reporting and not necessarily the
order in which the errors are detected.

For instance, most implementations would detect an invalid VL shortly
after the packet starts and a CRC error cannot be detected until the end
of the packet. However, CRC error is checked first in the state machine
because if both of these errors occur, the CRC error indicates that the
packet was damaged and that error should be reported rather than the VL
error.

C7-9: A switch or router shall perform the same checks as a CA on
packets for which the switch or router is the destination such as manage-
ment packets addressed to the switch or router.

The data packet check machine in a CA passes packets to the receiver
queueing. See Section 18.2.5.2 Receiver Queuing on page 860.

C7-10: If a packet fails any test that terminates in a state of the Data
Packet Check State Machine with the action “discard,” switches, routers,
and CAs shall discard the packet.
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Figure 52 Data Packet Check machine
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C7-11: For packets that only fail tests terminating in states of the Data
Packet Check State Machine that specify the action of “corrupt or discard,”
a CA shall discard the packet and a switch or router shall discard the
packet or corrupt it as defined in Section 7.3, “Packet Receiver States,” on

page 146.
VCRC_check
good VCRC check was good
bad otherwise
ICRC_check
good ICRC check was good
bad otherwise

The link layer of a switch or router is only required to check ICRC on
packets that are destined to that switch or router. On all other packets,
a switch or router may omit the ICRC check by returning ICRC_check
= good without checking the ICRC.

xport
1B LNH indicates IB transport
raw LNH indicates raw transport
Iver_check
good LVer equals 0x0
bad otherwise

d_length_check

good PktiLen * 4 = received data bytes - 2 and
(MTU +124)/4 >= PktLen > = minimum length

bad otherwise
Received length is the number of bytes between the SDP and EGP.

MTU is Portinfo.MTUCap. Minimum length is 5 for raw packets and 6
for IBA transport packets. See Section 7.7.8, “Packet Length (PkiLen)

- 11 bits,” on page 167.
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dlid_check

valid

invalid
VL_check

valid

invalid

VL15_check

valid

invalid

buffer

avail

ovflow

7.5 LINK PACKET CHECK

for CAs: one of the following conditions is met:

« DLID is a unicast LID of this CA, or

» multicast LID configured for this CA, or

* DLID is OXFFFF (the permissive LID) and VL is 15
for switches and routers: DLID is not 0x0000.

otherwise

(VL is operational and PortState = Active) or (VL = 15 and DLID is uni-
cast)

otherwise

(VL <> 15) or (LNH indicates IBA local packet)

otherwise

buffer is available for the packet

otherwise

The only type of link packet currently defined is the flow control packet.
See Section 7.9.4, “Flow Control Packet,” on page 183.

C7-12: A port shall verify a link packet as specified by Figure 53 Link
Packet Check machine on page 152 and Section 7.5, “Link Packet

Check.” on page 151 before passing it to the flow control.

LPCRC_check

good LPCRC (Link Packet CRC) check was good
bad otherwise
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reset + PortState=down

Figure 53 Link Packet Check machine
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Op

flow either flow control opcode is present

unknown  otherwise

VL_check
valid (VL is supported or PortState is not Active) and VL is not
15
invalid otherwise

During initialization, the number of active VLs may not have been con-
figured yet, so receiving credits for a non-supported VL is only an error
when in the active state.

f_length_check

good length received = 6 bytes (including LPCRC)

bad otherwise

7.6 VIRTUAL LANES MECHANISMS

Virtual lanes (VLs) provide a means to implement multiple logical flows
over a single physical link. Link level flow control can be applied to one
lane without affecting the others. Table 13 on page 153 summarizes the
key attributes of VLs.

C7-13: An InfiniBand protocol aware device shall conform to the require-
ments defined by the rows labeled required VLs, buffering, and ordering
in Table 13.

07-2: An InfiniBand protocol aware device that implements more than one

data VL shall conform to the requirements defined by the row labeled flow
control in Table 13.

Table 13 Key Virtual Lane Characteristics

Attribute Description
VL Represents a logical flow over a given physical link.
VL Types There are two types of VLs, one for normal traffic called

a data VL and one reserved for subnet management
traffic. The subnet management traffic VL is VL15. All
other VLs are for normal traffic.
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Table 13 Key Virtual Lane Characteristics

Attribute Description

Required VLs VL 15 shall be implemented in all IBA channel adapt-
ers, switches, and routers.

VL 0 shall be implemented for application use in all IBA
channel adapters, switches, and routers.

VLs 1-14 may be implemented to support additional
traffic segregation. If implemented, VLs shall be num-
bered as indicated in Table 14 VL Numbering and Inter-
operability on page 155

Buffering Devices shall provide independent buffering resources
for each VL. See 7.6.4 Buffering and Flow Control For
Data VLs on page 156 for details.

Flow Control Link-level flow control shall be implemented on a per
VL basis. See 7.9 Flow Control on page 182 for
description of flow control on data VLs.

VL 15 does not use link-level flow control, however.
See 7.6.3 Special VLs on page 155 for details.

Flow control packets are not subject to flow control.

VL Field 4-bit field within the LRH indicating the actual VL being
used by this packet.

SL Field 4-bit field located in the LRH indicating the requested
service level within the local subnet.

See 7.6.5 Service Level on page 158 for a description
of this field.

Ordering When fabric configuration is stable, unicast packets
between the same source and destination LIDs within a
subnet and using the same SL shall be ordered. Multi-
cast packets shall also be similarly ordered. Note, how-
ever, that ordering is not guaranteed between unicast
and multicast flows, even if on the same SL.

Ordering is not maintained between different SLs.
Packets on one SL may overtake packets on another
SL, even if flowing through the same physical path
within the fabric.

7.6.1 VL IDENTIFICATION

C7-14: The sending port of an InfiniBand protocol aware device shall
identify each packet with the virtual lane to be used, this information being
carried in the 4-bit VL field of link header. In addition, the local routing
header shall contain a 4-bit Service Level (SL).

The use of the SL field is described in Section 7.6.5 on page 158.
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7.6.2 NUMBER OF VLS SUPPORTED

7.6.3 SPECIAL VLs

C7-15: An InfiniBand protocol aware device shall conform to requirements
defined by the rows labeled VL numbering and configuration in Table 14

C7-16: All ports of an Infiniband protocol aware device shall support
VL15. Further, all ports shall support data VLO.

07-3: Ports may support more than one data VL. If they do, they shall do

in accordance with the allowed number specified in Table 14 on page 155.

C7-17: The data VLs shall be numbered sequentially starting from zero.

Thus, if an implementation supports 4 data VLs, they shall be numbered
0,1, 2 and 3.

Table 14 VL Numbering and Inter-operability

List of VL
e I8 g s
Supported?
1 VLO 1
2 VLO, VL1 2,1
4 VLO - VL3 4,21
8 VLO - VL7 8,4,2,1
15 VLO - VL14 15,8,4,2,1

a. Because the port at the other end of the link may
support a different number of VLs, the port must
support operation with different numbers of VLs.

VL 15 is a special VL and must be supported by all ports. The following
lists the properties of VL 15:

C7-18: VL15 shall not be subject to flow control (both link level and end-
to-end), i.e. VL 15 packets may be transmitted at any time.

C7-19: Infiniband protocol aware devices shall discard VL15 packets if
there is not enough room for reception. Other than the packet discard
counter (16.1.3.5 PortCounters on page 763) this discard is done silently.
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C7-20: All InfiniBand protocol aware devices shall support sourcing and
sinking VL 15 packets.

C7-21: CAs and routers shall provide a minimum of a single packet buffer
per port for VL15 on each port for reception.

C7-22: Switches shall provide a minimum of a single packet buffer for
VL15 per switch.

C7-23: VL15 packets shall be scheduled preemptively, i.e. they are trans-
mitted ahead of all other packets (including flow control packets).

C7-24: VL mapping in a switch does not apply to VL15. That is, a packet
received by a switch on VL15 shall be transmitted on VL15 and no packet
received on another VL shall be transmitted on VL15.

C7-25: The SL field shall be set to 0 by devices sourcing VL15 packets
and ignored by devices checking and sinking VL15 packets.

C7-26: VL15 packets shall not be forwarded between subnets, i.e. they
shall not have a GRH and they shall not be raw.

C7-27: Packets using VL15 shall have a maximum payload of 256 pay-
load bytes.

7.6.4 BUFFERING AND FLOW CONTROL FOR DATA VLS

Virtual Lanes provide independent data streams on the same physical
link.

For data VLs, separate guaranteed buffering resources, and separate flow
control shall be provided. (For VL 15, different flow control and buffering
restrictions apply, and are described in above.)

C7-28: For data VLs, each VL on each port shall provide the appearance
of separate buffering resources, i.e. although dedicated buffering re-
sources are not required, the ports must behave as if they were.

C7-29: Each port shall advertise the number of credits available for each
data VL configured using flow control packets.

These credit packets and the flow control process are described in 7.9
Flow Control on page 182.

Table 15 Processing of Link Packets on page 157 details the behavior of
a port when sending and receiving a link packet for a given data VL. The
following terminology is used in this table (and elsewhere in this specifica-
tion):
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A data VL is supported if its VL number is inside the range indicated
by the Portinfo.VLCap attribute. This indicates that the data VL is
supported by the port.

A data VL is configured if its VL number is inside the range indicated
by the Portinfo.OperationalVLs attribute.This indicates that the data
VL is currently configured for use by the port.

(Refer to 14.2.5.6 Portinfo on page 665 for description of PortInfo.VLCap
and PortInfo.OperationalVLs.)

C7-30: Each port shall send and receive link packets as specified in Table
15 Processing of Link Packets on page 157

Note, in this table, a required behavior has not been specified for the
cases where the data VL is supported but not currently configured. This is
done to support changing of the Data VL configuration. Note further, the
Data VL configuration may be changed in any PortState including LInkAc-
tive.

Table 15 Processing of Link Packets

PortState

Status of a Data VL

Sending of Credits on that
Data VL

Receiving of Credits on
that Data VL

LinkInitialize

Data VL is Configured

Shall send link packets for
that Data VL

Shall be accepted

Data VL is

currently configured

supported but not May send link packets for

that Data VL

Shall be ignored, no error

Data VL

is not supported Shall not send link packets

for that Data VL

Shall be ignored, no error

LinkArm or LinkAc-

tive

Data VL is Configured

Shall send link packets on
that Data VL

Shall be accepted

Data VL is

currently configured

supported but not | Should not send link packets

on that Data VL

Shall be ignored, no error

Data VL

is not supported Shall not send link packets

on unsupported data VLs

Shall be discarded, mal-
formed packet reported

C7-31: Each port shall provide sufficient buffering for each configured
data VL to be able to advertise credit for at least one packet with MTU pay-
load.

Note, MTU payload here refers to the lesser of MTUCap and neigh-
borMTU for that port
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7.6.5 SERVICE LEVEL

(See 7.7.8 Packet Length (PktLen) - 11 bits on page 167 for definition of
the corresponding packet size requirement.)

C7-32: When a data packet arrives at a port, it shall be placed in the buffer
associated with that input port and VL field in the packet.

Service Level (SL) is used to identify different flows within an IBA subnet.
It is carried in the local route header of the packet.

C7-33: The SL of a packet shall not be changed as a packet crosses the
subnet.

The SL is an indication as to the service class of the packet. IBA does not
assign any specific meaning to an SL value. SLs are intended as a mech-
anism to aid in providing differentiated services, improved fabric utilization
and avoiding deadlock. However, the specifics on how this is done is be-
yond the scope of this specification.

The IBA specification does, however, define two mechanisms using SLs
and VLs that are intended as tools to implement Quality of Service (QoS)
related services. One is SL-to-VL mapping, the other is data VL arbitra-

tion. Both are described in detail below.

07-4: If multiple data VLs are supported, then both SL-to-VL mapping and
data VL arbitration must be supported (both described below).

If only a single data VL is supported, then neither are required (although
SL-to-VL mapping may still be implemented for SL filtering--see 7.6.6 VL
Mapping Within a Subnet on page 159 for a description of this).

C7-34: The only requirement for devices supporting only a single data VL
with respect to SLs and VLs is that the device shall include the SL value
in the SL field when sourcing a packet into an IBA subnet.

Note that switches are included in this list because they can be the source
of packets via their SMI or GSl interfaces. Note also that this specification
does not require the validation of SL field at the packet destination.

There are no ordering guarantees between packets of different SL.

The source for SL for different transport services is detailed in 9.10
Header and Data Field Source on page 386. For connected services (un-
reliable connected, reliable connected and reliable datagrams), the SL as-
sociated with the forward and reverse paths of the same connection may
be different (i.e. on the same connection, the SL associated with the De-
viceA:transmitWQ may be different from that for the DeviceB:trans-
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mitWQ). For unreliable and raw datagrams, however, a node can always
respond to a datagram from some other node using the same SL as the
original datagram.

The SL used for a given destination (DLID), QOS, partition etc. is ulti-
mately provided by the subnet manager. It may also be from derived
sources such as request packets, local management agents etc.

7.6.6 VL MAPPING WITHIN A SUBNET

As a packet is routed across a subnet, it may be necessary for it to change
VLs when it uses a given link. Examples of where this may be needed in-
clude:

1) The link may not support the VL previously used by the packet. This
could happen when a device in the fabric supports a limited set of
Vis.

2) Two traffic streams arriving on different input ports of a switch may be
using the same outgoing link, and may also happen to be using the
same VL when arriving at the switch. If VL mapping were not sup-
ported, then both traffic streams would have to use the same VL on
the output port. VL mapping allows these two streams to be assigned
different VLs on the outgoing links. In general, VL mapping offers
greater flexibility in maintaining independent traffic flows within a
fabric.

SL to VL mapping is used to change VLs as a packet crosses a subnet.

SL to VL mapping is required in channel adapters, switches, and routers
that support more than one data VL. It is optional in those devices sup-
porting only one data VL. If it is implemented it shall be implemented in
accordance with the requirements of this section.

SL to VL mapping is done using a programmable mapping table. This is
provided by the SLtoVLMappingTable.

07-5: In channel adapters and routers that support SL to VL mapping,
there shall be a logical table that maps the SL field in the packet LRH to
the VL to be used for that output port. This table is 16 entries deep, with
each port of the device having an independent table. All 16 possible
values of SL shall be included in this table. The table indicates the VL
number to be used by that packet when it is transmitted by the port.

07-6: In switches that support SL to VL mapping, there shall be a logical
table that maps the SL, input port and output port of the packet to the VL
to be used for the next hop.
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This table can be best viewed as a set of tables, one for each output port.
Each of these per output port tables then indicates which VL should be
used by the outgoing packet based on its SL field and the port that it ar-
rived on. Because the switch supports an internal port (refer to 18.2.4.1
Switch Ports on page 849) that will also source packets that require VL
mapping, this port is included as one of the input ports in the table.

07-7: Thus, in switches that support SL to VL mapping, the overall SLtoV-
LMappingTable shall be 16*(num_ports+1)*num_ports deep, where
num_ports is the number of external ports supported by the switch. All 16
possible values of SL shall be included in this table.

The table indicates the VL to be used by that packet for the next hop trans-
mission based on packet SL, input port and output port.

This table provides mapping for the n+1 input ports (including the internal
port) to n output ports.

Refer to Table 130 SLtoVIL. MappingTable on page 675 for details of on the
SLtoVLMappingTable.

07-8: Devices implementing SL to VL mapping shall behave as depicted
in Table 16.

Table 16 SLtoVLMappingTable Behavior

VL Value in SLtoVLMappingTable Action
VL15 Discard packet, no error.
Data VL not configured by port Discard packet, no error.
Data VL configured by port Forward packet to port using VL

The number of VLs supported is defined by the Portinfo.VLCap attribute,
while the number configured is defined by the Portinfo.OperationalVLs at-
tribute. (Refer to 14.2.5.6 Portinfo on page 665) for description of Port-
Info.VLCap and Portinfo.OperationalVLs.)

Note, the SLtoVLMappingTable may be programmed with VL15 for any
SL that is not authorized to use that port (for channel adapters and
routers) or input-output port path (for switches). As indicated by the above
table, packets are discarded if the SLtoVLMappingTable returns VL15.
This filtering is intended as a mechanism to help protect against unautho-
rized use of SLs, and to help in breaking routing dependency loops (and
thereby avoiding routing deadlocks).
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7.6.7 INITIALIZATION AND CONFIGURATION

In order to allow devices to be built with different numbers of VLs, the SM
must be able to configure the number of VLs to be used on a given link.
The SM can query each port to determine the number of VLs it supports
and then configure to a number supported by both ports on the link. Table
14 on page 155 depicts the number of VLs combinations that each device
must support. The number of VLs supported is defined by the Port-
Info.VLCap component while the number of VLs configured is defined by
the Portinfo.OperationalVL (Refer to 14.2.5.6 PortInfo on page 665).

Ports may be configured to 1, 2, 4, 8 or 15 VLs and must be configured to
a value equal to or less than the number supported. If an attempt is made
to program the OperationalVLs to a value larger than the VLCap, the port
may load OperationalVLs with any valid value.

A port must be configured with the same number of VLs for both its
sending and receiving directions.

Modification of the SLtoVLMappingTable may be made while the portis in
operation.

07-9: If a port implements SL-to-VL mapping, it shall not allow any packet
in transit to be fragmented as a result of changing the SLtoVLMapping-
Table contents.

Packets may be discarded or mis-mapped during this change, however.
When a channel adapter, router, or switch initializes, the SLtoVLMapping-

Table is not required to be initialized (i.e.the contents are undefined). The
table should be initialized by the SM prior to use by data traffic.

7.6.8 VL SCHEDULING AND FLOW CONTROL FOR VL15 AND FLOW CONTROL PACKETS

VL15 (i.e. subnet management packets) traffic and flow control packets
will use preemptive scheduling. The order of precedence is depicted in
Table 17.

7.6.9 VL ARBITRATION AND PRIORITIZATION

VL arbitration refers to the arbitration done for an outgoing link on a
switch, router or channel adapter. Each output port has a separate arbiter.
The arbiter selects the next packet to transmit from the set of candidate
packets available for transmission on that port.

C7-35: The arbiter shall not violate packet ordering rules, i.e. packets on
a given VL shall not be reordered.

The following describes the algorithm to be used by the VL arbiter.
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7.6.9.1 VL ARBITRATION WHEN ONLY ONE DATA VL IS IMPLEMENTED

Table 17 depicts the arbitration rules for switch, router or channel adapters
that implement only a single data VL. This is a simple priority scheme

Table 17 Arbitration Rules for Devices with only one data VL

Packet type Precedence order

VL15 Highest

Flow control packet  2nd highest

VLO Lowest

where all packets at a precedence level are sent before any packets at a
lower precedence level.

07-10: Devices implementing only a single data VL shall transmit packets
on its output ports using the arbitration rules depicted in Table 17 Arbitra-
tion Rules for Devices with only one data VL on page 162.

7.6.9.2 VL ARBITRATION WHEN MULTIPLE DATA VL S ARE IMPLEMENTED

The implementation of multiple data VLs is an optional feature in IBA. If
they are implemented, however, the implementation shall conform to the
specification detailed in this section.

07-11: For devices implementing more than one data VL, the transmis-
sion of VL15 packets and flow control packets shall be the same as de-
picted in Table 17 on page 162 except that here all the data VLs are at a
lower priority than VL15 (highest) and flow control packets (second
highest).

07-12: Devices implementing more than one data VL shall also implement
the algorithm described in Section 7.6.9.2 for arbitrating between packets
on the data VLs.

A two level scheme is employed, using preemptive scheduling layered on
top of a weighted fair scheme. Additionally, the scheme provides a

method to ensure forward progress on the low-priority VLs. The weighting,
prioritization, and minimum forward progress bandwidth is programmable.

VL arbitration is controlled by the VLArbitrationTable (refer to 14.2.5.9
VLArbitrationTable on page 675). This table shall consist of three compo-
nents, High-Priority, Low-Priority and Limit of High-Priority. The High-Pri-
ority and Low-Priority components are each a list of VL/Weight pairs. The
High-Priority list shall have a minimum length of one and a maximum of
length of 64. The Low-Priority list shall have a minimum length equal to
the number of data VLs supported and a maximum of length of 64. The

InfiniBandSM Trade Association

Page 162

162



InfiniBand™ Architecture Release 1.0.a
VOLUME 1 - GENERAL SPECIFICATIONS

Link Layer June 19, 2001
FINAL

High-Priority and Low-Priority component lists are allowed to be of dif-
ferent length.

Each list entry shall contain (1) a VL number (values from 0-14), and (2)
a weighting value (values 0-255), indicating the number of 64 byte units
which may be transmitted from that VL when its turn in the arbitration oc-
curs. The PktLen field in the LRH is used to determine the number of units
in the packet. (Note, the VCRC and also the symbols between packets in-
troduced by the physical layer should not be included in VL arbitration
weight calculations.) The calculation shall be maintained to 4 byte incre-
ments.

A weight of 0 indicates that this entry should be skipped.

If a list entry is programmed for VL15 or for a VL that is not supported or
is not currently configured by the port, the port may either skip that entry
or send from any supported VL for that entry.

Note, that the same data VL may be listed multiple times in the High or
Low-Priority component list, and, further, it can be listed in both lists.

Each configured data VL should be listed in at least one of the component
lists. There is, however, no requirement for a device to check for this case.
Should a configured data VL not appear in either component list, packets
for this data VL may be dropped, sent when the arbiter has no packets to
send or never sent.

The Limit of High-Priority component indicates the amount high-priority
packets that can be transmitted without an opportunity to send a low pri-
ority packet. Specifically, the number of bytes that can be sent is Limit of
High-Priority times 4K bytes, with the counting done the same as de-
scribed above for weights (i.e. the calculation is done to 4 byte increments
and a High-Priority packet can be sent if current byte count has not ex-
ceed exceeded the Limit of High-Priority). A value of 255 indicates that the
byte limit is unbounded. (Note, it the 255 value is used, forward progress
of low priority packets is not guaranteed by this arbitration scheme.) A
value of 0 indicates that only a single packet from the high-priority table
may be sent before an opportunity is given to the low-priority table.

The VLArbitrationTable may be modified when the port is active. This
modification shall not result in fragmentation of any packet that is in
transit. Arbitration rules may violated during this change, however.

When a channel adapter, router, or switch initializes, the VLArbitrationT-
able is not required to be initialized (i.e.the contents are undefined). The
table should be initialized by the SM prior to use by data traffic.
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7.6.9.2.1 ARBITRATION RULES BETWEEN VL15, LINK CONTROL AND DATA VL PACKETS

The rules of table Table 17 on page 162 apply, where the data VLs (VLO-
VL14) have the lowest priority.

7.6.9.2.2 ARBITRATION RULES FOR DATA VL PACKETS

When there are no VL15 or Flow Control packets to send, the arbitration
rules in this section apply.

7.6.9.2.3 ARBITRATION RULES BETWEEN HIGH AND LOW PRIORITY COMPONENTS

The High-Priority and Low-Priority components form a two level priority
scheme. Each of these components (or tables) may have a packet avail-
able for transmission. A packet is available for transmission from the High
Priority table if the following test succeeds:

For each entry in the High Priority table, determine if:

1) the VL field matches that of any packets that are currently waiting for
transmission for this port AND

3) there is available credit to send that packet

An entry with 0 weight is considered not in the list.

Note, Implementations may check if HiPriAvailWeight is available in determining if a
packet is available.

Upon completion of transmission of a packet the following test should be
done to determine which table to use to transmit the next packet:

If the High-Priority table has an available packet for transmission (as de-
fined above) and the HighPriCounter has not expired, then the High-Pri-
ority is said to be active and a packet may be sent from the High-Priority
table.

If the High-Priority table does not have an available packet for transmis-
sion (as defined above), or if the HighPriCounter has expired, then the
HighPriCounter shall be reset, the Low-Priority table is said to be active
and a packet may be sent from the Low-Priority table.

The following rules govern the operation of the HighPriCounter:

1) The HighPriCounter expires when its current value is negative.

2) If the value in the Limit of High-Priority component is not 255, then for
each High-Priority packet transmitted, the size of the packet (as de-
fined by the PktLen field in the LRH) is deducted from the current
value of the HighPriCounter. The calculation should be maintained to
4 byte increments.

3) When the HighPriCounter is reset, the value in the Limit of High-Pri-
ority component times 4K bytes is loaded into the HighPriCounter.
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7.6.9.2.4 ARBITRATION RULES WITHIN THE HIGH AND LOW COMPONENTS

7.7 LocAL ROUTE HEADER

Within each High or Low Priority table, weighted fair arbitration is used,
with the order of entries in each table specifying the order of VL sched-
uling, and the weighting value specifying the amount of bandwidth allo-
cated to that entry. Each entry in the table is processed in order.

A separate pointer and available weight count is maintained for each of
the two tables. The pointers identify the current entry in the table, while the
available weight count indicates the amount of weight that the current
entry has available for data packet transmission. When a table is active
(as defined in the previous section), the current entry in the table is in-
spected. A packet corresponding to this entry will be sent to the output
port for transmission and the packet size (in 4 byte increments) will be de-
ducted from the available weight count for the current entry, if all of the fol-
lowing are true:

1) The available weight for the list entry is positive.
2) There is a packet available for the VL of the entry
3) Buffer credit is available for this packet.

Note, if the available weight at the start of a new packet is positive, condi-
tion 1 above is satisfied, even if the packet is larger than the available
weight.

When any of these conditions is not true, the next entry in the table is in-
spected. The current pointer is moved to the next entry in the table, the
available weight count is set to the weighting value for this new entry, and
the above test repeated. This is repeated until a packet is found that can
be sent to the port for transmission. If the entire table is checked and no
entry can be found satisfying the above criteria, the other table becomes
active.

This description depicts the logical flow of the arbitration process, but
does not specify performance requirements. Implementations shall per-
form in a logically consistent manner with the above description. Imple-
mentations may process steps in parallel and may pipeline tests. As an
example of pipelining of tests, the check that there be available packets
may return false if a packet has just recently been forwarded to output port
but the arbiter logic has not processed its arrival.

Further, implementations are not required to implement the pointers,

available weight counter and HighPriCounter. They must, however, be-
have in a manner equivalent to that described in this section.

Local Routing Header - LRH - 8 bytes
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The Local Routing Header (LRH) contains the fields for local routing by
switches within a IBA subnet. The LRH is at the start of every packet and
the packet ends with the Variant CRC. The LRH is 8 bytes long. For addi-
tional information on overall packet layout, see Chapter 5: Data Packet
Format on page 124.

Figure 54 Local Route Header (LRH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 VL | LVer SL ‘RSVZ‘ LNH Destination Local Identifier
4-7 Reserve 5 ‘ Packet Length (11 bits) Source Local Identifier

C7-36: The LRH shall use the format specified in Figure 54 Local Route
Header (LRH) on page 166.

7.7.1 VIRTUAL LANE (VL) - 4 BITS

Specifies a virtual lane to be used for a packet. This field identifies which
receive buffer and which receive flow control credits should be used for
the received packet.

C7-37: The VL field shall be set to the VL on which the packet is sent.
The virtual lane can change from link to link in a subnet. Since the Virtual

Lane can change, the Link Virtual Lane is not included in the Invariant
CRC field.

7.7.2 LINK VERSION (LVER) - 4 BITS

Specifies the version of the Local Routing Header used for this packet.
This version applies to the general packet structure including the LRH
fields and the variant CRC.

C7-38: The LVer field shall be set to 0x0.

If a receiving device does not support the Link Version specified then the
packet is discarded.

7.7.3 SERVICE LEVEL (SL) - 4 BITS

The Service Level field. This field is used by switches to determine the Vir-
tual Lane used for this packet. This is described in Section 7.6.5 on page
158.
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7.7.4 RESERVE - 2 BITS

C7-39: The 2-bit Reserve field shall be transmitted as 00 and shall be ig-
nored on receive.

7.7.5 LINK NEXT HEADER (LNH) - 2 BITS

Specifies what headers following the Local Routing Header. The first bit
(msb) indicates whether the packet uses IBA transport. The second bit
(Isb) indicates whether a GRH/IPv6 header is present.

Table 18 Link Next Header Definition

. LNH bit 0
Packet Type Sl Lells o GRH/IPv6 | Transport Next Header
IBA Transport
header
IBA global 1 1 IBA GRH
IBA local 1 0 IBA BTH
IP - non-IBA transport 0 1 Raw IPv6
Raw 0 0 Raw RWH
(Ethertype)

C7-40: The LNH field shall indicate the packet type of the following packet
as defined by Table 18 Link Next Header Definition on page 167.

7.7.6 DESTINATION LOCAL IDENTIFIER (DLID) - 16 BITS

Specifies the LID of the port to which the subnet delivers the packet. LIDs
are unique within a subnet. More specifically it identifies the route to take
to the destination port. If the packet is to be routed to another subnet, then
this is the LID of the Router.

7.7.7 RESERVE - 5 BITS

C7-41: The 5 bit reserve field shall be transmitted as 00000 and shall be
ignored on receive.

7.7.8 PACKET LENGTH (PKTLEN) - 11 BITS
The number of 4 byte words contained in the packet.

C7-42: The value of the PktLen field shall equal the number of bytes in all
the fields starting with the first byte of the Local Route Header and the last
byte before the Variant CRC, inclusive, divided by 4.

The maximum allowable size of all headers plus the CRC fields is 126
bytes. The maximum value of this field is (4096 + 126 - 2)/4 = 4220 / 4=
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1055, reflecting a maximum of 126 bytes for all headers and CRCs minus
the uncounted variant CRC.

Table 19 Packet Size

Maximum Maximum Bvtes

MTU Packet Length (MTU+1223/)
(Bytes/4)

— T 382

512 159 638

1024 287 1150

2048 543 2174

4096 1055 1222

C7-43: For packets with IBA transport, the smallest allowed value for
Packet Length is 6 (24 Bytes) including LRH.

C7-44: For raw packets, the smallest allowed value for Packet Length is
5 (20 Bytes) including LRH.

C7-45: The maximum allowed value for Packet Length is the value shown
in Table 19 Packet Size on page 168 for the smaller of MTUCap and
NeighborMTU.

7.7.9 SOURCE LOCAL IDENTIFIER (SLID) - 16 BITS

7.8 CRCs

C7-46: For all non-directed route packets, the SLID shall be a LID of the
port which injected the packet onto the subnet.

For requirements on DLID in directed route packets, see 14.2 Subnet
Management Class on page 642.

The subnet manager assigns each node a LID which is unique within a
subnet.

7.8.1 INVARIANT CRC (ICRC) - 4 BYTES

Specifies a Cyclic Redundancy Code covering all the fields of the Packet
which are invariant from end to end through all switches and routers on
the network. This field is present in all IBA packets but is NOT present in
Raw Packets because for raw packets it is not known which fields will be
invariant. The CRC calculation is re-started with each packet in the mes-
sage. Which header fields that are included depends on whether the
Global Routing Header is present because the router may modify addi-
tional header fields.

C7-47: The ICRC field shall be present in all IBA transport packets.
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C7-48: The ICRC field shall be calculated as specified in Section 7.8.1
‘Invariant CRC (ICRC) - 4 Bytes.” on page 168.

If the packet is local to the subnet (the Global Routing Header is not
present), then the ICRC calculation is as follows:

*  With no GRH, the ICRC includes:
* Local Routing Header: except for the VL.
» Base Transport Header: except for the Resv8a field
» Extension Transport Headers (if present),
» Packet Payload (if present),

* With no GRH, the ICRC excludes: (these fields are replaced with 1s
for the ICRC calculation)

* Local Routing Header: VL,
* Base Transport Header: Resv8a.

If the packet is routed between subnets, so the Global route header is
present, the ICRC calculation is as follows:

* With a GRH, the ICRC includes:

* Global Routing Header: Version, Payload length, Next Header,
Source IPV6 address, and Destination IPV6 address

» Base Transport Header, except for the Resv8a field,
» Extension Transport Headers (if present),
* Packet Payload (if present).

* With a GRH, the ICRC excludes: (these fields are replaced with 1's
for the CRC calculation)

* Local Routing Header, all fields,

* Global Routing Header: Flow label, Traffic Class, and Hop Limit
fields.

* Base Transport Header: Resv8a.

All fields in the packet. including those excluded from the Invariant CRC,
are protected by the Variant CRC described in the next section.

The polynomial used is the same CRC-32 used by Ethernet -
0x04C11DB7. The procedure for the calculation is:

1) The initial value of the CRC-32 calculation is OXFFFFFFFF.

2) The CRC calculation is done in big endian byte order with the least
significant bit of the most significant byte being the first bits in the
CRC calculation.
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3) The bit sequence from the calculation is complemented and the
result is the ICRC.

4) The resulting bits are sent in order from the bit representing the coef-
ficient of the highest term of the remainder polynomial. The least sig-
nificant bit, most significant byte first ordering of the packet does not
apply to the ICRC field.

The CRC always starts with LRH:LVer bit 0, whether GRH is present or
not.

This bit and byte ordering is consistent with Ethernet’s CRC calculation.

Figure 55 CRC Calculation Order

bits 31-24 23-16 15-8 7-0
bytes
Bit0 in CRC Calculation,
Bit 0, Byte 0 !
0-3 Byte0 Byte 1 Byte 2 Byte3
4-7 Byte 4 Byte 5 Byte 6 Byte 7
8-11 Byte 8 Byte 9 Byte 10 Byte 11

7.8.2

VARIANT CRC (VCRC) - 2 BYTES

Specifies a Cyclic Redundancy Code covering all fields of the Packet. This
field is present in all data packets including Raw Packets and includes all
bytes from the first byte of the LRH to the last byte before the Variant CRC,
inclusive. Since a number of these fields can change as the packet is pro-
cessed by switches and routers the Variant CRC may have to regenerated
at each Link through the subnet. If a switch does not change any fields in-
cluding the Link Virtual Lane, then the Variant CRC does not have to be
regenerated.

C7-49: The VCRC field shall be present in all data packets.

C7-50: The VCRC field shall be calculated as specified in Section 7.8.2
“Variant CRC (VCRC) - 2 Bytes,” on page 170.

The polynomial used is the same CRC-16 used by HIPPI-6400 - 0x100B.
The procedure for the calculation is:

1) The initial value of the CRC-16 calculation is OxFFFF.

2) The CRC calculation is done in big endian byte order with the least
significant bit of the first byte of the Local Route Header (bit O of
LRH:LVer) being the first bit in the CRC calculation.
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3) The bit sequence from the calculation is complemented and the
result is the VCRC.

4) The resulting bits are sent in order from the bit representing the coef-
ficient of the highest term of the remainder polynomial. The least sig-
nificant bit, most significant byte first ordering of the packet does not
apply to the VCRC field.

This bit and byte ordering is consistent with Ethernet’s CRC calculation.

7.8.3 LINK PACKET CRC (LPCRC) - 2 BYTES

Specifies a Cyclic Redundancy Code covering all fields of the Link Packet.
This field is present in all Link packets including Flow Control Link Packets
and includes all bytes from the first byte of the Opcode to the last byte be-
fore the LPCRC, inclusive. This field is always computed for each Link-
packet.

C7-51: The LPCRC field shall be present in all link packets.

C7-52: The LPCRC field shall be calculated as specified in Section 7.8.3
“Link Packet CRC (LPCRC) - 2 Bytes.” on page 171.

The polynomial used is the same CRC-16 used by Variant CRC and
HIPPI-6400 - 0x100B. The procedure for the calculation is:

1) The initial value of the CRC-16 calculation is OxFFFF.

2) The CRC calculation is done in big endian byte order with the least
significant bit of the first byte of the Local Route Header (bit O of
LRH:LVer) being the first bit in the CRC calculation.

3) The bit sequence from the calculation is complemented and the
result is the LPCRC.;

4) The resulting bits are sent in order from the bit representing the coef-
ficient of the highest term of the remainder polynomial. The least sig-
nificant bit, most significant byte first ordering of the packet does not
apply to the LPCRC field.

This bit and byte ordering is consistent with Ethernet’s CRC calculation.

7.8.4 CRC CALCULATION SAMPLES

7.8.4.1 ICRC GENERATOR

The following is an example of CRC calculation. The requirements for the
CRC calculation are specified above, this section is intended for informa-
tive purposes only.

The polynomial used for ICRC calculation is 0x04C11DB7. The seed
value is OXFFFFFFFF. The ICRC Generator Remainder is the comple-
ment of the resulting calculation.
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The ICRC Generator actual implementation is not specified. The diagram
in Figure 56 is provided as a reference with the sole purpose of clarifying
the calculation details and does not imply a required implementation.

Figure 56 ICRC Generator
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[ 24 31]16 23] 8 15/ 0 7]ICRC
ICRC bit 31 Remainder Coefficient 31 Remainder Coefficient O ICRC bit 0

The 32 Flip-Flops are initialized to 1 before every ICRC generation. The
packet is fed to the reference design of Figure 56 one bit at a time in the
order specified in Section 7.8.1 on page 168. The Remainder is the bit-
wise NOT of the value stored at the 32 Flip-Flops after the last bit of the
packet was clocked into the ICRC Generator. ICRC Field is obtained from
the Remainder as shown in Figure 56. ICRC Field is transmitted using

Big Endian byte ordering like every field of an InfiniBand packet.

7.8.4.2 VCRC GENERATOR

The polynomial used for VCRC and FCCRC calculation is 0x100B. The
seed value is OXFFFF. The VCRC/FCCRC Generator Remainder is the
complement of the resulting calculation.
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The VCRC and FCCRC are generated in the same manner as described
above for the ICRC. Figure 57 shows the reference design for the VCRC
/ FCCRC Generator.

Figure 57 VCRC / FCCRC Generator
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7.8.4.3 SAMPLE PACKETS
7.8.4.3.1 LocAL PACKET EXAMPLE

Figure 58 shows the structure of the local packet used for the example.
The packet is a RDMA Write Only carrying a payload of 14 bytes.

Figure 58 Local Packet Example

[LRH|BTH|RETH| Data Payload [ICRC [VCRC]|
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The header values for the sample packet are shown in Table 20, Table 21
and Table 22 respectively. The data payload is shown in Table 23

Table 20 LRH
Field Value
VL 0x7
LVer 0x0
SL 0x1
LNH 0x2
DLID 0x375C
PktLen OxE
SLID 0x17D2
Table 21 BTH
Field Value
Opcode O0x0A
SE 0x0
M 0x0
Pad 0x2
TVer 0x0
PKey 0x2487
Dest QP 0x87B1B3
AckReq 0x0
PSN OxODEC2A

Table 22 RETH

Field Value
VA 0x01710A1C015D4002
RKey 0x38f27A05
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Table 22 RETH

Field Value

DMA Length 0x0000000E

Table 23 Payload

Byte Value

0 0xBB

1 0x88

0x4D

0x85

OxFD

0x5C

OxFB

0xA4

0x72

© | 0| N[Ol | b~ OO®[DN

0x8B

-
o

0xCO0

—_
N

0x69

RN
N

0x0E

-
w

0xD4

The combined byte stream for the Local Packet (before ICRC and VCRC)
is shown in Table 24
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Table 24 Local Packet Byte Stream (before ICRC and VCRC)

Byte | Value |Byte| Value |Byte| Value |Byte| Value
0 0x70 15 0xB3 30 Ox7A 45 0x8B
1 0x12 16 0x00 31 0x05 46 0xCO0
2 0x37 17 0x0D 32 0x00 47 0x69
3 0x5C 18 OxEC 33 0x00 48 0xO0E
4 0x00 19 0x2A 34 0x00 49 0xD4
5 0x0E 20 0x01 35 0x0E 50 0x00
6 0x17 21 0x71 36 0xBB 51 0x00
7 0xD2 22 0x0A 37 0x88
8 O0x0A 23 0x1C 38 0x4D
9 0x20 24 0x01 39 0x85
10 0x24 25 0x5D 40 0xFD
11 0x87 26 0x40 41 0x5C
12 0x00 27 0x02 42 0xFB
13 0x87 28 0x38 43 0xA4
14 0xB1 29 0xF2 44 0x72

Table 25 shows the masked byte stream used for ICRC calculation.

Table 25 Masked Byte Stream for ICRC Calculation

Byte | Value |Byte| Value |Byte| Value |Byte| Value
0 OxFO 15 0xB3 30 Ox7A 45 0x8B
1 0x12 16 0x00 31 0x05 46 0xCO
2 0x37 17 0x0D 32 0x00 47 0x69
3 0x5C 18 OxEC 33 0x00 48 0x0E
4 0x00 19 0x2A 34 0x00 49 0xD4
5 0xO0E 20 0x01 35 0xO0E 50 0x00
6 0x17 21 0x71 36 0xBB 51 0x00
7 0xD2 22 0x0A 37 0x88
8 0x0A 23 0x1C 38 0x4D
9 0x20 24 0x01 39 0x85
10 0x24 25 0x5D 40 O0xFD
11 0x87 26 0x40 41 0x5C
12 OxFF 27 0x02 42 O0xFB
13 0x87 28 0x38 43 0xA4
14 0xB1 29 0xF2 44 0x72
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Generated ICRC is: 0x9625B75A
Generated VCRC is: Ox45FA

Table 26 shows the complete Local Packet Byte Stream.

Table 26 Local Packet Byte Stream

Byte | Value |Byte| Value [|Byte| Value [|Byte| Value
0 0x70 15 0xB3 30 Ox7A 45 0x8B
1 0x12 16 0x00 31 0x05 46 0xCO0
2 0x37 17 0x0D 32 0x00 47 0x69
3 0x5C 18 OxEC 33 0x00 48 0x0E
4 0x00 19 0x2A 34 0x00 49 0xD4
5 0xOE 20 0x01 35 0x0E 50 0x00
6 0x17 21 0x71 36 0xBB 51 0x00
7 0xD2 22 0x0A 37 0x88 52 0x96
8 0x0A 23 0x1C 38 0x4D 53 0x25
9 0x20 24 0x01 39 0x85 54 0xB7
10 0x24 25 0x5D 40 0xFD 55 0x5A
11 0x87 26 0x40 41 0x5C 56 0x45
12 0x00 27 0x02 42 O0xFB 57 OxFA
13 0x87 28 0x38 43 0xA4

14 0xB1 29 0xF2 44 0x72

7.8.4.3.2 GLOBAL PACKET EXAMPLE

Figure 59 shows the structure of the Global packet used for the example.

Figure 59 Global Packet Example

|LRH|GRH|{BTH|RETH| Data Payload |ICRC |[VCRC]|
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The BTH, RETH and data payload for the Global example packet are the
same as for the Local packet one. The values for the LRH and GRH fields
are shown in Table 27 and Table 28.

Table 27 LRH
Field Value
VL 0x7
LVer 0x0
SL 0x1
LNH 0x3
DLID 0x375C
PktLen 0x18
SLID 0x17D2
Table 28 GRH
Field Value
IPVer 0x6
TClass 0x00
FlowLabel 0x00000
PayLen 0x0030
NxtHdr 0x00
HopLmt 0x10
SGID 0x00000000000001250000000000000026
DGID 0x00000000000001170000000000000096

The combined byte stream for the Global Packet (before ICRC and
VCRC) is shown in Table 29
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Table 29 Global Packet Byte Stream (before ICRC and VCRC)

Byte | Value |Byte| Value |Byte| Value |Byte| Value
0 0x70 25 0x00 50 0x24 75 0xO0E
1 0x13 26 0x00 51 0x87 76 0xBB
2 0x37 27 0x00 52 0x00 77 0x88
3 0x5C 28 0x00 53 0x87 78 0x4D
4 0x00 29 0x00 54 0xB1 79 0x85
5 0x18 30 0x00 55 0xB3 80 OxFD
6 0x17 31 0x26 56 0x00 81 0x5C
7 0xD2 32 0x00 57 0x0D 82 0xFB
8 0x60 33 0x00 58 OxEC 83 0xA4
9 0x00 34 0x00 59 0x2A 84 0x72
10 0x00 35 0x00 60 0x01 85 0x8B
11 0x00 36 0x00 61 0x71 86 0xCO
12 0x00 37 0x00 62 0x0A 87 0x69
13 0x30 38 0x01 63 0x1C 88 0x0E
14 0x00 39 0x17 64 0x01 89 0xD4
15 0x10 40 0x00 65 0x5D 90 0x00
16 0x00 41 0x00 66 0x40 9 0x00
17 0x00 42 0x00 67 0x02
18 0x00 43 0x00 68 0x38
19 0x00 44 0x00 69 0xF2
20 0x00 45 0x00 70 Ox7A
21 0x00 46 0x00 71 0x05
22 0x01 47 0x96 72 0x00
23 0x25 48 0x0A 73 0x00
24 0x00 49 0x20 74 0x00

Table 30 shows the masked byte stream used for ICRC calculation.
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Table 30 Masked Byte Stream for ICRC Calculation

Byte | Value |Byte| Value |Byte| Value |Byte| Value
0 OxFF 25 0x00 50 0x24 75 0xO0E
1 OxFF 26 0x00 51 0x87 76 0xBB
2 OxFF 27 0x00 52 OxFF 77 0x88
3 OxFF 28 0x00 53 0x87 78 0x4D
4 OxFF 29 0x00 54 0xB1 79 0x85
5 OxFF 30 0x00 55 0xB3 80 O0xFD
6 OxFF 31 0x26 56 0x00 81 0x5C
7 OxFF 32 0x00 57 0x0D 82 0xFB
8 Ox6F 33 0x00 58 OxEC 83 0xA4
9 OxFF 34 0x00 59 0x2A 84 0x72
10 OxFF 35 0x00 60 0x01 85 0x8B
11 OxFF 36 0x00 61 0x71 86 0xCO0
12 0x00 37 0x00 62 0x0A 87 0x69
13 0x30 38 0x01 63 0x1C 88 0x0E
14 0x00 39 0x17 64 0x01 89 0xD4
15 OxFF 40 0x00 65 0x5D 90 0x00
16 0x00 41 0x00 66 0x40 9 0x00
17 0x00 42 0x00 67 0x02

18 0x00 43 0x00 68 0x38

19 0x00 44 0x00 69 0xF2

20 0x00 45 0x00 70 Ox7A

21 0x00 46 0x00 71 0x05

22 0x01 47 0x96 72 0x00

23 0x25 48 0x0A 73 0x00

24 0x00 49 0x20 74 0x00

ICRC Result is:0xB67D1ED1

VCRC Result is;: 0xB148

Table 31 shows the complete Global Packet Byte Stream.
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7.8.4.3.3 LINK PACKET EXAMPLE

Table 31 Global Packet Byte Stream

Byte | Value |Byte| Value |Byte| Value |Byte| Value
0 0x70 25 0x00 50 0x24 75 0xO0E
1 0x13 26 0x00 51 0x87 76 0xBB
2 0x37 27 0x00 52 0x00 77 0x88
3 0x5C 28 0x00 53 0x87 78 0x4D
4 0x00 29 0x00 54 0xB1 79 0x85
5 0x18 30 0x00 55 0xB3 80 OxFD
6 0x17 31 0x26 56 0x00 81 0x5C
7 0xD2 32 0x00 57 0x0D 82 0xFB
8 0x60 33 0x00 58 OxEC 83 0xA4
9 0x00 34 0x00 59 0x2A 84 0x72
10 0x00 35 0x00 60 0x01 85 0x8B
11 0x00 36 0x00 61 0x71 86 0xCO0
12 0x00 37 0x00 62 0x0A 87 0x69
13 0x30 38 0x01 63 0x1C 88 0x0E
14 0x00 39 0x17 64 0x01 89 0xD4
15 0x10 40 0x00 65 0x5D 90 0x00
16 0x00 41 0x00 66 0x40 9 0x00
17 0x00 42 0x00 67 0x02 92 0xB6
18 0x00 43 0x00 68 0x38 93 0x7D
19 0x00 44 0x00 69 O0xF2 94 Ox1E
20 0x00 45 0x00 70 Ox7A 95 0xD1
21 0x00 46 0x00 71 0x05 96 0xB1
22 0x01 47 0x96 72 0x00 97 0x48
23 0x25 48 0x0A 73 0x00
24 0x00 49 0x20 74 0x00

The field values for the Link Packet example are shown in Table 32.

Table 32 Link Packet

Field Value
Op 0x0
FCTBS 0x10D
VL 0x5
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7.9 FLow CONTROL
7.9.1 INTRODUCTION

Table 32 Link Packet

Field Value

FCCL 0x21B

Generated FCCRC: 0xF9C9

Table 33 Link Packet Byte Stream

Byte | Value

0x01

0x0D
0x52
0x1B
0xF9
0xC9

Al |wWIN|~|O

This section describes the link level flow control mechanism utilized by
IBA to prevent the loss of packets due to buffer overflow by the receiver
at each end of a link. This mechanism does not describe end to end flow
control such as might be utilized to prevent transmission of messages
during periods when receive buffers are not posted.

Throughout this section, the terms “transmitter” and “receiver” are utilized
to describe each end of a given link. The transmitter is the node sourcing
data packets. The receiver is the consumer of the data packets. Each end
of the link has a transmitter and a receiver.

IBA utilizes an “absolute” credit based flow control scheme. Unlike many
traditional flow control schemes which provide incremental updates that
are added to the transmitters available buffer pool, IBA receivers provide
a “credit limit”. A credit limit is an indication of the total amount of data that
the transmitter has been authorized to send since link initialization.

Errors in transmission, in data packets, or in the exchange of flow control
information can result in inconsistencies in the flow control state perceived
by the transmitter and receiver. The IBA flow control mechanism provides

InfiniBandSM Trade Association

Page 182

182



InfiniBand ™

Architecture Release 1.0.a Link Layer June 19, 2001

VOLUME 1 - GENERAL SPECIFICATIONS FINAL

for recovery from this condition. The transmitter periodically sends an in-
dication of the total amount of data that it has sent since link initialization.
The receiver uses this data to re-synchronize the state between the re-
ceiver and transmitter.

7.9.2 FLow CONTROL BLOCKS

The term “flow control block”, or simply “block” indicates a quantity of data
in a data packet. This quantity is defined to be the size of the data packet
in bytes (every byte between the local route header and the variant CRC,
inclusive) divided by 64 bytes, and rounded up to the next integral value.

7.9.3 RELATIONSHIP TO VIRTUAL LANES

The flow control algorithm defined in this chapter is applied to each virtual
lane independently, except for virtual lane 15 which is not subject to link
level flow control.

7.9.4 FLow CONTROL PACKET

Figure 60 Flow Control Packet Format

Flow Control Packet - general format
bits 31-24 23-16 15-8 7-0
bytes
0-3 op ‘ FCTBS VL FCCL
4-5 LPCRC

C7-53: Flow control packets shall be sent for each VL except VL15 upon
entering the Linklnitialize state. When in the PortStates Linklnitialize,
LinkArm or LinkActive, a flow control packet for a given virtual lane shall
be transmitted prior to the passing of 65,536 symbol times since the last
time a flow control packet for the given virtual lane was transmitted.

C7-54: Flow control packets shall use the format specified in Figure 60
Flow Control Packet Format on page 183.

A symbol time is defined as the time required to transmit an eight bit data
quantity onto the link. Flow control packets may be transmitted as often as
necessary to return credits and enable efficient utilization of the link. See
Section 7.6.4, “Buffering and Flow Control For Data VLs,” on page 156 for
additional information.

7.9.4.1 FLow CONTROL PACKET FIELDS
7.9.4.1.1 OPERAND (OP) - 4 BITS

The flow control packet is a link packet with one of two Op (operand)
values: An operand of 0x0 indicates a normal flow control packet. An op-
erand value of 0x1 indicates a flow control init packet.
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C7-55: When in the PortState LinklInitialize, flow control packets shall be
sent with the flow control init operand, 0x1.

C7-56: When in the PortStates LinkArm or LinkActive, flow control
packets shall be sent with the normal flow control operand, 0x0.

C7-57: All other values of the Op field are reserved for operations that
may be defined by IBA in the future. Any packet received with a reserved
value shall be discarded.

7.9.4.1.2 FLow CONTROL TOTAL BLocks SENT (FCTBS) - 12 BITS

The FCTBS (Flow Control Total Blocks Sent) field is generated by the
transmitter side logic. The calculation for the value of FCTBS is described
later.

7.9.4.1.3 FLow CONTROL CREDIT LimIT (FCCL) -12 BITS

The FCCL (Flow Control Credit Limit) field is generated by the receiver
side logic. The calculation for the value of FCCL is described later.

7.9.4.1.4 VIRTUAL LANE (VL) - 4 BITS

VL (Virtual Lane) is set to the virtual lane to which the FCTBS and FCCL
fields apply.

7.9.4.1.5 LINK PACKET CYcCLIC REDUNDANCY CHECK (LPCRC) - 16 BITs

LPCRC (Link Packet Cyclic Redundancy Check) field is a 16-bit CRC that
covers the first four bytes of the flow control packet. See Section 7.8.3
‘Link Packet CRC (LPCRC) - 2 Bytes,” on page 171.

7.9.4.2 CALCULATION OF FCTBS

C7-58: Upon transmission of a flow control packet, FCTBS shall be set to
the total blocks transmitted in the virtual lane since link initialization.

C7-59: When in the PortState initialize, FCTBS shall be set to zero.

7.9.4.3 CALCULATION OF FCCL

The FCCL calculation is based on a 12-bit Adjusted Blocks Received
(ABR) counter maintained for each virtual lane at the receiver.

C7-60: The ABR counter shall be set to zero when in the PortState ini-
tialize.

C7-61: Upon receipt of each flow control packet, the ABR shall be set to
the value of the FCTBS field.

C7-62: Upon receipt of each data packet, the ABR shall be increased by
the blocks received, modulo 4096, except that the ABR shall not be in-
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creased for received packets that are discarded due to lack of receive ca-
pacity in the receiver.

C7-63: The FCCL field shall be set as specified in Section 7.9.4.3, “Cal-
culation of FCCL,” on page 184.

Upon transmission of a flow control packet, FCCL shall be set to one of
the following:

» If the current buffer state of the receiver would permit reception of
2048 or more blocks from all combinations of valid IBA packets with-
out discard, then the FCCL shall be set to ABR plus 2048 modulo
4096.

» Otherwise the FCCL shall be set to ABR plus the number of blocks
the receiver is capable of receiving from all combinations of valid IBA
packets without discard modulo 4096.

The number of blocks the receiver is capable of receiving means the
number that the receiver can guarantee to receive without buffer overflow
regardless of the sizes of the packets that arrive. If, for example, a re-
ceiver is capable of receiving more data when large packets arrive than
for small packets, the receiver must use the smaller capacity to calculating
FCCL.

This specification does not preclude the reconfiguration of receive buffers
while the link is active. Such reconfiguration may result in changes of the
FCCL value, including the possibility of reduction of available credit. Also,
link errors may cause discrepancies between ABR at the receiver and
FCTBS at the transmitter. When this has happened, the next flow control
update to the receiver will correct the value of ABR and may result in
changes of FCCL which reduce or increase credit. When FCCL is up-
dated, the credit calculation for outgoing data packets should use the new
value. Packets that are currently being transmitted or queued may be sent
based on the previous FCCL value.

7.9.4.4 TRANSMISSION OF PACKETS

If a data packet is available for transmission:

* Let CRrepresent the total blocks sent since link initialization plus the
number of blocks in the data packet to be transmitted, all modulo
4096.

» Let CL represent the last FCCL received in a flow control packet.

If (CL-CR) modulo 4096 < 2048, then the data packet may be transmitted.
If the condition is not true, then the data packet may not be transmitted
until the condition becomes true. Flow control packet transmission is not
subject to this restriction nor are any packets on virtual lane 15.
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C7-64: A non-VL15 data packet may only be sent when there is sufficient
credit as determined by the calculation in Section 7.9.4.4, “Transmission
of Packets,” on page 185.

C7-65: VL15 packets shall not be subject to flow control.

7.10 IBA AND RAW PACKET MULTICAST

7.10.1 OVERVIEW

Multicast is a one-to-many communication paradigm designed to improve
the efficiency of communication between a set of end nodes. Figure 61 il-
lustrates an example unreliable multicast IBA operation:

A packet with PSN = 1129 is received on an IBA routing element
(switch or router) port.

Switches extract the multicast DLID from the LRH to determine if
it corresponds to a multicast group. An implementation may main-
tain this data as part of its internal route table, e.g. a bit-mask
which corresponds to the output ports this packet should be for-
warded.

Routers extract the GID from the GRH for IBA multicast or, for
raw packet support, examine the IPv6 header or Ethertype within
the RWH to determine if the packet corresponds to a multicast
group. It uses this information to forward the packet to the next
hop(s) to the destination(s).

Switches or routers replicate the packet (implementation depen-
dent) and forward the packet onto the output port(s).
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Figure 61 Example IBA Unreliable Multicast Operation

7.10.2 IBA UNRELIABLE MULTICAST OPERATIONAL RULES

07-13: IBA unreliable multicast is an optional capability. When imple-
mented, it shall function based on the operational rules in Section 7.10.2,
“IBA Unreliable Multicast Operational Rules,” on page 187.

1) Multicast capability discovery, route table modification, status, and
control shall be administered by an IBA management entity. Refer to
15.2.5.8 MulticastForwardingRecord on page 714 and 14.2.5.12 Mul-
ticastForwardingTable on page 678”.

2) Within the network, packets are replicated within IBA switches and
routers and forwarded to the corresponding output ports.
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9)

Packets are not reliable with respect to acknowledgment generation
nor delivery guarantees.

Switches and routers may vary in their ability to support multicast
packets and thus may have implementation-specific scheduling, re-
source management, and congestion policies which are outside the
scope of IBA.

Application multicast packets may be transmitted on VLs as assigned
via the SL to VL mapping table by the subnet manager. The use of VL
15 for multicast is prohibited.

Application multicast packet headers may contain any SL as provided
or derived from values provided by the subnet manager.

Applications targeting a multicast group use a multicast group GID -
each CA or router port participating in a multicast group shall be as-
signed the corresponding multicast group GID.

Each CA, switch or router that supports multicast may participate in
zero, one, or many multicast groups.

Multicast groups may span multiple subnets - a multicast capable
router is required to forward packets to the next hop to the desti-
nation.

10) Multicast packets may be generated by either a CA or a router.

11) Multicast group membership is opaque to the participating end

nodes, i.e. it is impossible to know which end nodes are participating
within a multicast group and whether all participating end nodes
within a multicast group reside within a local or remote subnet.
Therefore, all IBA multicast packets shall contain a GRH with the
destination multicast GID defined per the IBA addressing rules.

12) The SGID within the GRH shall be set to the source port which ini-

tially injected the packet into the network.

13) Messages shall be limited to single-packet messages. The maximum

message size is set during the multicast group’s creation. The group
creator sets the Path MTU (PMTU) for the multicast group. A CA/
router will query the SM for the PMTU during multicast group join op-
eration.

* If an end node attempts to join a multicast group and is unable to
accept the current PMTU, the join operation must fail.

14) For each multicast group a CA port is participating in, the CA port

shall associate at least one locally managed QP.

» If a source port is also a destination port within the destination
multicast group, the source shall internally replicate the packet
within the channel interface to the associated local QPs.
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» If the destination end node contains multiple locally managed
QPs participating in a multicast group, the destination end node is
responsible for internally replicating the packet within the channel
interface and delivering a copy to each QP.

Destination end node delivers one
internally replicated copy of the packet

to each locally managed QP participat- End Node

ing in the indicated multicast group. . _______ ... .. _.

End Node | QPg QP4 ¥ QP9

# HCA or TCA

PKT #1216

A (0 @7 A If the source end node contains QPs

/ which are targets of send operations,
the end node shall internally replicate
the packet and deliver it to each partici-
pating QP. Replication occurs within the
channel interface and may be per-
formed either in hardware or software.

PKT #1216

Figure 62 Packet Delivery within an end node

15) Unreliable multicast shall use the unreliable datagram transport
service. Refer to the unreliable datagram transport services section
for operational rules, constraints, verification, and error handling.

16) A source end node shall set the destination QP within the packet
header to OxFFFFFF.
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7.10.3 RAW PACKET MULTICAST

Raw packets may be multicast using the same basic principles as unreli-

able multicast IBA packets.

End Node End Node End Node

:'________E: ! Port Port End Node

Port

Raw PKT

Raw PKT

T — IBA Switch

Port

Control QPs

Port Port

End Node .
IBA Switch Bor
pPort ~<@————— | Port Port
Raw PKT Next Sub-
aw Control QPs IBA Router
Port Port
N Control QPs
End Node R //p,o

Switch decodes inbound
packet header (LRH) DLID to

Port

getel(rrr:ipe tarlgettogtpugr;orts. IBA Multi-protocol router decodes LRH
acdedls rep 'f}a ed and for- LNH to determine if RWH or raw IPv6
warded to each output port. packet header. Router decodes next

header and replicates and forwards the
packet forwarded to each output port.

Figure 63 Example Raw Packet Multicast Operation

7.10.3.1 RAW MULTICAST OPERATIONAL RULES

07-14: Raw packet unreliable multicast is an optional capability. When im-

plemented, it shall function based on the operational rules in
Section 7.10.3, “Raw Packet Multicast,” on page 190.

1) Raw packet multicast is optional functionality defined within IBA.

2) Raw multicast capability discovery, route table modification, status,
and control shall be administered by an IBA management entity.
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3) Within the network, packets are replicated within IBA switches and
forwarded to the corresponding output ports.

« Switches extract the multicast DLID from the LRH to determine
the corresponding output ports.

4) Routing elements may vary in their ability to support multicast
packets and thus may have implementation-specific scheduling, re-
source management, and congestion / drop policies which are
outside the scope of this architecture.

5) Raw multicast packets may be transmitted on any VL except VL 15.
6) Raw multicast packets may be transmitted using any valid SL.

7) IPv6 applications target a multicast group using an IPv6 multicast ad-
dress. All other protocols use protocol specific addressing and reso-
lution.

8) Each CA or router which supports multicast may participate in zero,
one, or many multicast groups.

9) Raw multicast groups may span multiple subnets - a multicast ca-
pable router is required to forward packets to the next hop to the des-
tination.

10) Raw multicast packets may be generated by either a CA or a router.

11) Messages shall be limited to single-packet messages. The maximum
message size is a function of the PMTU between the source and des-
tination end nodes. Raw protocol management will interact with IBA
management entity to determine the maximum PMTU allowed. Raw
multicast operations are not required to fail if the PMTU is too small -
error recovery is the responsibility of the raw multicast group man-
agement protocol.

12) Raw packet support requires a minimum of one locally managed QP.
An implementation may provide additional QPs based on implemen-
tation-specific policies. As such, implementations are responsible for
local raw packet replication and delivery.

» If a source port is also a destination port within the destination
multicast group, the source shall internally replicate the packet
within the channel interface to the associated local application
targets.

+ If the destination end node contains multiple participating applica-
tion targets within a raw multicast group, the destination end node
is responsible for internally replicating the packet within the chan-
nel interface and delivering a copy to each target.

13) Raw packet multicast shall use the IBA raw packet header formats
and semantics.
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7.10.4 GROUP MANAGEMENT

7.11 SUBNET MULTIPATHING

IBA Release 1.0 does not fully define the multicast group management
protocol used to implement join and leave operations. However, the man-
agement section does contain the management interface and associated
MADs to implement a multicast group protocol. Refer to 15.2.5.18 MC-
GroupRecord on page 723”.

7.11.1 MULTIPATHING REQUIREMENTS ON END NODE

Each CA and router port is initialized with a LID plus an LMC (LID Mask
Control) by the subnet manager. The value of LMC indicates the number
of low order bits of the LID to mask when checking a received DLID
against the port’'s DLID. LMC may take values from 0 to 7. Therefore, a
port may be identified by 1 to 128 unicast LIDs.

C7-66: When a link layer of a CA or router port checks that a unicast DLID
in a received packet is a valid DLID for that port, it shall mask the number
of low order bits indicated by the LMC before comparing the DLID to its
assigned LID.

The subnet manager may program alternate paths through the subnet for
these various LIDs. The selection of which LID to use in the SLID and
DLID of transmitted packets is covered in the Transport chapter.

7.12 ERROR DETECTION AND HANDLING

7.12.1 ERROR DETECTION

The following classes of errors are detectable by the link layer:

» Single packet receive errors

* Local physical errors - errors indicative of bit errors on the at-
tached physical link. Failures of ICRC, LPCRC and VCRC checks
in the packet check state machines and entry to the bad packet
state of the packet receiver state machine belong to this class.

* Remote physical errors - errors indicative of bit errors on a link
other than the attached physical link. Entry to the marked bad
packet state of the packet receiver state machine belongs to this
class.

+ Malformed packet errors - errors indicative of packets transmitted
with inconsistent content. The packet was possibly bad at the
source. It is also possible that the error was inserted by a switch.
Programming errors of switch or port configuration by the SM
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may also create errors in this category. LVer error, Length error,
op_code error, VL error, and GRH_VL15 error belong to this
class. These are all errors from the packet check state machines.

«  Switch routing errors - errors indicative of an error in switch rout-
ing. DLID errors are in this class.

« Buffer overrun - error indicative of an error in the state of the flow
control machine in the link layer at the other end of the physical
link. One cause of such an error can be an earlier packet with a
physical error if buffers are not immediately reclaimed from bad
packets.

C7-67: An error in a received packet shall be classified as specified in
Section 7.12.1, “Error Detection,” on page 192.

C7-68: When error counters for the single packet receive errors are im-
plemented and one or more errors are detected in a received packet, then
the counter associated with the error with the highest precedence as de-
fined by Section 7.3, “Packet Receiver States.” on page 146, Section 7.4,
‘Data Packet Check,” on page 148, and Section 7.5, “Link Packet Check,”
on page 151 shall increment and none of the other single packet error
counters shall increment.

« Receiver errors

* Local link integrity - excessively frequent local physical errors.
This error is caused by a marginal link. A more severe physical
problem will be detected at the physical layer based on high fre-
quency of code violations. Detection of local link integrity errors is
based on a count of local physical errors. The count starts at zero
and shall be incremented for each packet received with a local
physical error. If the current count is above zero, the counter shall
be decremented once for each packet received without a local
physical error. When it exceeds local_phy_errors threshold, the
local link integrity error shall be detected.

* Excessive buffer overruns - buffer overrun errors persisting over
multiple flow control update times. This error shall be detected
when overrun_errors_threshold consecutive flow control update
periods occur with at least one overrun error in each period.

C7-69: Each port shall implement detection of local link integrity and ex-
cessive buffer overrun errors as specified in Section 7.12.1, “Error Detec-
tion,” on page 192.

¢ Transmitter errors

* Flow control update - errors indicative of a failure of the flow con-
trol machine at the other end of the link. For each VL active in the
current port configuration, except VL 15 there shall be a watch-
dog timer monitoring the arrival of flow control updates. If the tim-
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er expires without receiving an update, a flow control update error
has occurred. The period of the watchdog timer shall be 400,000
+3%/-51% symbol times. This timer shall only run when PortState
= Arm or Active. When PortState = ActiveD, this timer shall be re-
set. When PortState = Initialize or when a flow control packet is
received, the timer shall be reset.

C7-70: Each port shall implement detection of flow control update errors
as specified in Section 7.12.1, “Error Detection,” on page 192.

7.12.2 ERROR RECOVERY PROCEDURES

7.12.3 ERROR NOTIFICATION

The response to any single packet receive error is to discard the packet.
No further recovery is necessary at the link layer. For some errors, the
data packet check state machine (Section 7.4, “Data Packet Check,” on
page 148) allows a switch to forward a packet with an error marking it as
bad by appending a bad VCRC value and the EBP delimiter as an alter-
native to dropping the packet.

Local link integrity, excessive buffer overrun, and flow control update er-
rors all indicate errors that may be fixed by retraining or may be due to a
hard fault.

C7-71: Upon detecting local link integrity, excessive buffer overrun or flow
control update errors, the link shall initiate retraining by asserting
L_init_train (referto 6.3.1.2 L_Init_Train - Link Initiate Retraining on page
138).

Single packet receive error classes increment error counters as specified
in management (Refer to 16.1.4 Optional Attributes on page 767). Note
that at most one link layer error is detected per packet so each packet in-
crements one and only one of these counters.

Local link integrity, excessive buffer overrun, and flow control update are
counted and may produce a trap as specified in management.
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CHAPTER 8: NETWORK LAYER

8.1 OVERVIEW

8.2 PACKET ROUTING
8.2.1 OVERVIEW

This chapter describes the network layer within IBA. Within the IBA lay-
ered architecture, this layer is responsible for routing packets between
IBA subnets. This includes unicast and multicast operations. This chapter
specifies routing between IBA subnets - it does not specify multi-protocol
routing, i.e. routing IBA over non-IBA fabric types, nor does it specify how
raw packets are routed between IBA subnets.

This chapter, with the exception of section 8.4 Global Route Header
Usage on page 199, is informational in nature. As such, it does not specify
IBA requirements; refer to Chapter 19: Routers on page 862 for require-
ments of IBA routers. Packet forwarding within an IBA subnet is done at
the link layer by IBA switches; refer to Chapter 18: Switches on page 845
for requirements of IBA switches.

IBA supports a two-layer topological division. The lower layer is referred
to as an IBA subnet. Packets are forwarded throughout the subnet uti-
lizing IBA switches (the process of forwarding a packet from one link to an-
other within a subnet is referred to as switching). The path that a packet
takes through this layer is uniquely defined by its point of injection into the
fabric, identified in the packet by the SLID field in the LRH, and the DLID
and SL fields in its LRH.

At the higher layer, subnets are interconnected using routers (the process
of forwarding a packet from one subnet to another is referred to as
routing). Routing may be accomplished utilizing routers conforming to the
IBA specification, and may also be accomplished using routers con-
forming to other specifications (e.g. utilizing the Internet Protocol (IP) suite
of specifications). The series of subnets through which a packet passes
is not defined by IBA; however, several fields are provided in the Global
Route Header to enable routers to make this decision. These fields in-
clude SGID, DGID, TClass and FlowLabel. Additionally, a router might
use fields from other headers, e.g. the SL field in the LRH to determine a
mapping to TClass. Regardless of the mechanism used to in forwarding
decisions, IBA requires that the path be symmetric with respect to SGID
and DGID. This means that if a valid path exists from an SGID to a DGID,
then IBA requires that a valid path also exist swapping the values of DGID
and SGID.
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The requirements of IBA routers are specified in Chapter 19: Routers on
page 862. Interconnection of IBA subnets utilizing IBA routers is intended
to preserve IBA intra-subnet behavior across subnets.

Use of other routing technologies is beyond the scope of IBA; however,
the architecture is intentionally crafted to enable this capability, especially
utilizing IP version 6 as specified by IETF RFC 2460 and other associated
IETF RFCs.

A global IBA fabric consists of one IBA subnet or multiple IBA subnets in-
terconnected via routers. As described above, this global fabric may also
include non-IBA interconnects between IBA subnets, as well as gateways
to non-IBA fabrics.

8.2.2 GLOBAL FABRIC CHARACTERISTICS

8.2.2.1 INHERITANCE OF SUBNET

This section describes the characteristics of a global fabric interconnected
exclusively with IBA routers. While beyond the scope of IBA, global fab-
rics interconnected with non-IBA technology may also exhibit some or all
of these characteristics.

REQUIREMENTS

All the packet delivery characteristics of a subnet are inherited by the
global fabric, except for virtual lane 15 subnet management packets
(since subnet management occurs at the subnet level, these packets do
not transit routers).

8.2.2.2 PACKET ERRORS AND ERROR DETECTION

8.2.2.3 SERVICE LEVELS

8.2.3 SUPPORT FOR MULTIPLE

IBA specifies an invariant CRC that is appended to all IBA packets except
raw packets (refer to section 7.8.1 Invariant CRC (ICRC) - 4 Bytes on
page 168). This CRC covers all of the IBA packet fields that do not require
modification to effect IBA routing. End-to-end data integrity assurance is
provided by retaining this CRC unmodified as the packet transits the
global fabric.

Service levels and virtual lanes are supported throughout the global
fabric. This is accomplished by mapping service level to traffic class in the
GRH, and vice versa. The mapping function itself, as is the interpretation
of service level, is beyond the scope of IBA.

GLOBAL PATHS

The information required to route a packet within a subnet and between
subnets is contained in the packet’s local route header and global route
headers, respectively. Unlike many network protocols, IBA does not re-
quire a packet to contain a global route header unless the packet is either
destined for a device that is not on the same subnet or the packet is a mul-
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ticast packet. However, any packet except subnet management packets
may contain a global route header (subnet management packets are de-
fined in 14.2.1 Datagram Formats and Use on page 642.)

The identification and utilization of multiple paths between two channel
adapters on different subnets is hierarchical and involves similar but inde-
pendent mechanisms within subnets and across subnets.

Within subnets, multiple paths between two channel adapters are identi-
fied by multiple LIDs. That is, a port may effectively be assigned multiple
LIDs using a LID/LMC combination Chapter 4: Addressing on page 115.
The source channel adapter indicates a path via its selection of one of the
LIDs assigned to the destination port.

Likewise, channel adapters have the option to support the assignment of
multiple GIDs. In the case of global routing across subnets, the LID indi-
cates which of the valid paths is to be used within the subnet (i.e. switch
forwarding) and the GID indicates which of the valid paths is to be used
between subnets (i.e. router forwarding).

As a packet transits a subnet, its SLID and DLID fields remain unchanged.
As a packet transits between subnets (i.e. through a router), the router up-
dates the SLID to that of its own LID and the DLID to the LID of the next
router or final destination, as appropriate.

Note that for global routing, this provides two degrees of freedom for a
source channel adapter to select a path through the fabric. Selection of
the LID determines the route through the subnet to the first router. Selec-
tion of the GID determines the route taken after reaching the first router.
Each router along the path may choose the path through a subnet to the
next router (or final destination) via its selection of the LID for the next
router (or final destination). Furthermore, since the DLID may contain
LMC bits of multipath data, the router may use the DLID as part of its route
determination algorithm.

The decision process that routers use for forwarding packets is not spec-
ified by IBA; however, routers may rely on various combinations of Desti-
nation GID, Source GID, SL, TClass, and FlowLabel fields, among other
factors, to determine the forwarding path and flows that must exhibit in-
order delivery. Channel Adapters and/or ingress routers may label flows
of packets that are expected to be delivered in order with the same Flow-
Label in the global route header. While IBA routers utilize LIDs and GIDs
to determine paths, the FlowLabel may be used by non-IBA routers to de-
termine paths.
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8.2.4 GLOBAL MULTICAST

IBA supports an unreliable multicast mechanism. A detailed description of
this mechanism may be found in section 7.10 IBA and Raw Packet Multi-
cast on page 186. Implementation of this mechanism is optional in IBA de-
vices (including switches and routers). Multicast packets within a given
multicast group, i.e. multicast packets that share a common multicast
GID, may be sourced by a single device or by multiple devices. Since
routers are not fully specified by IBA, routers may vary in their ability to
support multicast packets and may have implementation specific.

8.3 GLOBAL ROUTE HEADER

Figure 64 on page 198 illustrates the format of the Global Route Header
that is used for inter-subnet routing.

Figure 64 Global Route Header (GRH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 IPVer TClass FlowLabel
4-7 PayLen NxtHdr HopLmt
8-11 SGID[127-96]
12-15 SGID[95-64]
16-19 SGID[63-32]
20-23 SGID[31-0]
24-27 DGID[127-96]
28-31 DGID[95-64]
32-35 DGID[63-32]
36-39 DGID[31-0]

Global route headers are not required in all packets (see section 8.4.1
Global Route Header Generation on page 199 for details). The presence
of a Global Route Header is indicated in the Local Route Header as spec-
ified in 7.7.5 Link Next Header (LNH) - 2 bits on page 167. The following
subparagraphs describe the fields in the GRH:

8.3.1 IP VERSION (IPVER) - 4 BITS
Indicates the version of the GRH; always set to 6.

8.3.2 TRAFFIC CLASS (TCLASS) - 8 BITS

This field is used to communicate service level end-to-end, i.e. across
subnets. The mapping of specific traffic class to specific TClass values is
not specified by IBA and may vary by implementation.
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8.3.3 FLow LABEL (FLOWLABEL) - 20 BITS

This field may be used to identify a sequence of packets that must be de-
livered in order.

8.3.4 PAYLOAD LENGTH (PAYLEN) - 16 BITS

For an IBA packet this field specifies the number of bytes starting from the
first byte after the GRH up to and including the last byte of the ICRC. For
a raw IPv6 datagram this field specifies the number of bytes starting from
the first byte after the GRH up to but not including either the VCRC or any
padding to achieve a multiple of a 4 byte packet length.

8.3.5 NEXT HEADER (NXTHDR) - 8 BITS
This field indicates what header, if any, follows the global route header.

8.3.6 Hop LIMIT (HOPLMT) - 8 BITS

This field indicates the number of hops (i.e. the number of routers tran-
sited) that the packet is permitted to take prior to being discarded. This
ensures that a packet will not loop indefinitely between routers should a
routing loop occur. Setting this value to 0 or 1 will ensure that the packet
will not be forwarded beyond the local subnet.

8.3.7 SOURCE GLOBAL IDENTIFIER (SGID) - 128 BITS

This field identifies the port that injected the packet into the global fabric.
Additional information on the format and use of GID’s may be found in
Chapter 4: Addressing on page 115.

8.3.8 DESTINATION GLOBAL IDENTIFIER (DGID) - 128 BITS

This field identifies the final destination port of the packet, or to the multi-
cast group that represents the set of ports to which the packet is to be de-
livered. Additional information on the format and use of GID’s may be
found in Chapter 4: Addressing on page 115.

8.4 GLOBAL ROUTE HEADER USAGE
The following subsections describe the usage of the global route header:

8.4.1 GLOBAL ROUTE HEADER GENERATION

C8-1: A channel adapter initiating a packet shall include a global route
header if any of the following conditions apply:
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» The packet is a multicast packet.

» The final destination of the packet is a port of a device that is not on
the same subnet as the port that initially injects the packet into the
fabric and both the injecting and receiving ports are connected to IBA
subnets.

08-1: A channel adapter, switch, or router initiating a packet may include
a global route header in any packet except for SMPs.

If a global route header is included, the fields are loaded by the initiating
channel adapter, switch, or router as follows:

C8-2: IPVer: If a global route header is included in a packet, this field shall
be set to 6.

C8-3: TClass: If a global route header is included in a packet, this field
shall either be set to zero or to an appropriate TClass value by the in-
jecting channel adapter. Each router maps TClass to a SL appropriate for
the subnet on which it will inject the packet. This mapping function is not
specified by IBA.

FlowLabel: The use of this field is not required by IBA.

C8-4: If a global route header is included in a packet, and FlowLabel is not
used, it shall be set to zero.

C8-5: If a global route header is included in a packet and FlowLabel is
used, all packets that must be delivered in order with respect to each other
shall be identified by a constant, non-zero value inserted in the FlowLabel
field.

This implies that if a given QP uses a non-zero flow label, it must use the
same flow label on all packets emitted from that QP that are destined for
a given remote QP. Different QPs transmitting to a given destination may
use the same or different flow labels. Flow labels may be shared among
QPs.

C8-6: PayLen: If a global route header is included in an IBA packet, this
field shall be loaded with the length of the packet, in bytes, starting from
the first byte after the global route header up to and including the last byte
of the ICRC.

NxtHdr: The use of this field varies depending on whether the packet is a
raw or non-raw packet.

C8-7: For non-raw IBA packets that include a GRH, the NxtHdr field shall
contain Ox1B.
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8.4.2 GLOBAL ROUTE HEADER

C8-8: For raw packets that include a IPv6 header, the contents of NxtHdr
shall be set to the identifier for the next header as defined in IETF RFC
1700 et. seq.

C8-9: HopLmt: If a global route header is included in a packet, this field
shall be set to the number of hops (i.e. the number of routers that may be
transited) that the packet is permitted to take prior to being discarded.

C8-10: SGID: If a global route header is included in a packet, this field
shall be set to one of the GID’s assigned to the port that will inject the
packet into the fabric.

C8-11: DGID: If a global route header is included in a packet, this field
shall be set to one of the GID’s assigned to the port that is the final desti-
nation of this packet, or to the multicast GID that represents the set of
ports to which the packet is to be delivered.

MODIFICATION

This section describes the modifications that may and must be made to
the global route header by IBA routers when forwarding packets between
subnets. Note that modification of these fields implies updating the
packet’s variant CRC defined in 7.8.2 Variant CRC (VCRC) - 2 Bytes on
page 170. These changes do not affect the packet’s invariant CRC de-
fined in 7.8.1 Invariant CRC (ICRC) - 4 Bytes on page 168.

C8-12: IPVer: This field shall not be changed by IBA routers.

TClass: This field is used to communicate service level end-to-end, i.e.
across subnets. Routers utilize this field to determine an appropriate SL
for forwarding on the next subnet. This mapping function is not specified
by IBA.

C8-13: The TClass field, if non-zero, shall not be modified by IBA routers.
The use of TClass by routers when it contains zero is not defined by IBA.

FlowLabel: This field may be used to identify a sequence of packets that
must be delivered in order. The use of this field is not required by IBA. If
not used, it is left unchanged. If used, all packets that must be delivered
in order with respect to each other shall be identified by a constant, non-
zero value inserted in this field in each packet.

08-2: The router may change the value of FlowLabel; however, it must
use the same flow label for all packets that must be delivered in order,
which includes all traffic between any given two QPs.

C8-14: PayLen: IBA routers shall not modify the content of PayLen.
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8.4.3 GLOBAL ROUTE HEADER

C8-15: NxtHdr: IBA routers shall not modify the content of NxtHdr.

C8-16: HopLmt: IBA routers shall discard packets that contain a value of
one or zero in the HopLmt field. Otherwise, IBA routers shall decrement
the HopLmt field by one.

C8-17: SGID: IBA routers shall not modify the content of SGID
C8-18: DGID: IBA routers shall not modify the content of DGID.

VERIFICATION

This section describes the verification that must be performed by the net-
work layer at the final destination of the packet. This verification assumes
that the packet has passed the verification required of the lower layers to
permit the packet to be presented to the network layer.

C8-19: The network layer shall silently discard, with the exception of ad-
justing any applicable management counters specified elsewhere in this
specification, packets that meet any of the following conditions:

* Value of IPVer is not 6.

* The value of DGID does not equal one of the GID values assigned to
the port that received the packet.

If none of the above conditions require discard of the packet by the net-
work layer, the network layer presents the packet to the transport layer.
Note that the other layers, including the transport layer, may require addi-
tional verification of fields within the global route header.
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CHAPTER 9: TRANSPORT LAYER

9.1 OVERVIEW

Each IBA packet contains a transport header. The transport header con-
tains the information required by the endnode to complete the specified
operation, e.g. delivery of data payload to the appropriate entity within the
endnode such as a thread or 1O controller. This chapter defines the trans-
port services used by IBA.

The client of an IBA channel adapter communicates with the transport
layer by manipulating a “queue pair’ (QP) made up of a Send work queue
and a Receive work queue. For a host platform, the client of the transport
layer is the Verbs software layer. The client posts buffers or commands to
these queues and hardware transfers data from or into the buffers.
Throughout this chapter, a QP that initiates an operation, i.e. injects a
message into the fabric, is referred to as the requester and the QP that
receives the message is referred to as the responder.

When a QP is created, it is associated with one of four IBA transport ser-
vice types or non-IBA protocol encapsulation services. The transport ser-
vice describes the degree of reliability and to what and how the QP
transfers data.

The four IBA transport service types are:

1) Reliable Connection
2) Reliable Datagram

3) Unreliable Datagram
4) Unreliable Connection

The non-IBA protocol encapsulation services are:

1) Raw IPv6 Datagram
2) Raw Ethertype Datagram

Table 256 Channel Adapter Attributes on page 831 lists which of these
services are required for Host Channel Adapters and Target Channel
Adapters. Table 34 below compares several key attributes of these five
transport service types.

Reliable transport services use a combination of sequence numbers and
acknowledgment messages (ACK / NAK) to verify packet delivery order,
prevent duplicate packets and out-of-sequence packets from being pro-
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cessed, and to detect missing packets. Upon error detection, e.g. a
missing packet, the missing packet along with all subsequent packets will
be retransmitted by the requestor. IBA does not support selective packet
retransmission nor the out-of-order reception of packets.

An IBA operation is defined to include a request message and, for reliable
services, its corresponding response. Thus, the request message is gen-
erated by a requester, and a response, if one exists, is generated by the
responder.

Requester Responder
request message

response

(acknowledge)
Figure 65 IBA Operation

IBA Operation

A request message consists of one or more IBA packets. The packets of
a request message are called request packets. A response, except for an
RDMA READ Response, consists of exactly one packet. A response is
also called an acknowledge. The response packet acknowledges receipt
of one or more packets. The response may acknowledge the receipt of
packets that comprise anywhere from a portion of a request message to
multiple request messages.

Unreliable transport services do not use acknowledgment messages.
They do however generate sequence numbers. This allows a responder
to detect out-of-sequence or missing packets and to perform local re-
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covery processing. The specifics of any recovery processing for unreliable
datagrams are outside the scope of the IBA specification.

Table 34 Comparison of IBA Transport Service Types

Raw Datagram

Attribute Rellabl_e Reliable Unreliable Unrellaple (both IPV6 &
Connection Datagram Datagram Connection
ethertype)
Scalability (M processes on N M“*N QPs M QPs required | M QPs required | M“*N QPs required Minimum 1 QP

Processor nodes communicat-

nodes)

required on each

on each proces-

on each proces-

on each processor

required on each

ing with all processes on all processor node, | sor node, per CA. | sor node, per CA. node, per CA. end node, per CA.
per CA
Corrupt data detected Yes
Data delivery guarantee |Data delivered exactly once No guarantees
Data order guaranteed |Yes, per connec- |Yes, packets from No Unordered and dupli- No
tion any one source cate packets are
QP are ordered to detected.
multiple destina-
tion QPs.
Data loss detected Yes No Yes No

Reliability

Error recovery

Reliable. Errors are detected at both
the requestor and the responder. The
requestor can transparently recover

from errors (retransmission, alternate
path, etc.) without any involvement of
the client application. QP processing

is halted only if the

destination is

Unreliable. Pack-
ets with some
types of errors
may not be deliv-
ered. Neither
source nor desti-
nation QPs are

Unreliable. Packets
with errors, including
sequence errors, are
detected and may be
logged by the
responder. The
requestor is not

Unreliable. Pack-
ets with errors are
not delivered. The
requestor and
responder are not
informed of
dropped packets.

inoperable or all fabric paths between |informed of informed.

the channel adapters have failed. dropped packets.
RDMA and ATOMIC Opera- Yes Yes No Yes: RDMA WRITEs No
tions No: RDMA READs &

ATOMICs

Bind Memory Window Yes Yes No Yes No
IBA Unreliable Multicast Sup- No No Yes No No
port
Raw Multicast No No No No Yes
Message Size Message size 0 to 21 bytes. Smaller |Single PMTU Message size 0 to 231 Single PMTU

max size may be negotiated by Con- |packetdatagrams |bytes. Smaller max |packetdatagrams

nection Management. A message
may consist of multiple packets.

- 0 to 4096 bytes.

size may be negoti-
ated by Connection
Management. A mes-
sage may consist of
multiple packets.

- 0 to 4096 bytes.

Connection Oriented?

Connected. The
client connects
the local QP to
one and only one
remote QP. No
other traffic flows
over these QPs.

Connectionless.
Appears connec-
tionless to the cli-
ent - uses one or
more End-to-End
contexts per CA
to provide reliabil-
ity service.

Connectionless.
No prior connec-
tion is needed for
communication.

Connected. The cli-
ent connects the local
QP to one and only
one remote QP. No
other traffic flows over
these QPs.

Connectionless.
No prior connec-
tion is needed for
communication.
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9.2 BASE TRANSPORT HEADER

Base Transport Header (BTH) contains fields always present for all IBA
transport services - it is not present in Raw packets. The presence of BTH
is indicated by the Link Next Header (LRH:LNH) field.

C9-1: All IBA transport services shall include a Base Transport Header
(e.g. it is not present in Raw packets).

Figure 66 Base Transport Header (BTH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 OpCode SE| M ‘ Pad | TVer Partition Key
4-7 Reserved 8 Destination QP
(masked in
ICRC)
8-11 A | Reserved 7 PSN - Packet Sequence Number

9.2.1 OPERATION CODE (OPCODE)

The OpCode field defines the interpretation of the remaining header and
payload bytes. The OpCode list definition is shown in Table 35 OpCode
field on page 207.
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C9-2: Table 35 shall be used to define the OpCode parameter in the BTH

as well as the headers and payload that follow the BTH.

Table 35 OpCode field

Code[7-5] Code[4-0] Description acist C?P;ﬁg;sor?uggég?athe Base
00000 SEND First PayLd
00001 SEND Middle PayLd
000 00010  |SEND Last PayLd
Reliable 00011 SEND Last with Immediate ImmDt, PayLd
Connection (RC) 00100 SEND Only PayLd
00101 SEND Only with Immediate ImmDt, PayLd
00110 RDMA WRITE First RETH, PayLd
00111 RDMA WRITE Middle PayLd
01000 RDMA WRITE Last PayLd
01001 RDMA WRITE Last with Immediate |ImmDt, PayLd
01010 RDMA WRITE Only RETH, PayLd
01011 RDMA WRITE Only with Inmediate |RETH, ImmDt, PayLd
01100 RDMA READ Request RETH
01101 RDMA READ response First AETH, PayLd
01110 RDMA READ response Middle PayLd
01111 RDMA READ response Last AETH, PayLd
10000 RDMA READ response Only AETH, PayLd
10001 Acknowledge AETH
10010 ATOMIC Acknowledge AETH, AtomicAckETH
10011 CmpSwap AtomicETH
10100 FetchAdd AtomicETH
10101-11111 |Reserved undefined
00000 SEND First PayLd
00001 SEND Middle PayLd
001 00010  |SEND Last PayLd
Unreliable 00011 SEND Last with Immediate ImmDt, PayLd
Connection (UC) 00100 SEND Only PayLd
00101 SEND Only with Immediate ImmDt, PayLd
00110 RDMA WRITE First RETH, PayLd
00111 RDMA WRITE Middle PayLd
01000 RDMA WRITE Last PayLd
01001 RDMA WRITE Last with Immediate |ImmDt, PayLd
01010 RDMA WRITE Only RETH, PayLd
01011 RDMA WRITE Only with Immediate |RETH, ImmDt, PayLd
01100-11111 |Reserved undefined
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Table 35 OpCode field

Code[7-5] Code[4-0] Description FEELG! C_?P;s;];soﬁ)lrllz\;v(ijr;?athe LG
00000 SEND First RDETH, DETH, PayLd
00001 SEND Middle RDETH, DETH, PayLd
010 00010  |SEND Last RDETH, DETH, PayLd
Reliable 00011 SEND Last with Immediate RDETH, DETH, ImmDt, PayLd
Datagram (RD) 00100 SEND Only RDETH, DETH, PayLd
00101 SEND Only with Immediate RDETH, DETH, ImmDt, PayLd
00110 RDMA WRITE First RDETH, DETH, RETH, PayLd
00111 RDMA WRITE Middle RDETH, DETH, PayLd
01000 RDMA WRITE Last RDETH, DETH, PayLd
01001 RDMA WRITE Last with Immediate |RDETH, DETH, ImmDt, PayLd
01010 RDMA WRITE Only RDETH, DETH, RETH, PayLd
01011 RDMA WRITE Only with Immediate |RDETH, DETH, RETH, ImmDt, PayLd
01100 RDMA READ Request RDETH, DETH, RETH
01101 RDMA READ response First RDETH, AETH, PayLd
01110 RDMA READ response Middle RDETH, PayLd
01111 RDMA READ response Last RDETH, AETH, PayLd
10000 RDMA READ response Only RDETH, AETH, PayLd
10001 Acknowledge RDETH, AETH
10010 ATOMIC Acknowledge RDETH, AETH, AtomicAckETH
10011 CmpSwap RDETH, DETH, AtomicETH
10100 FetchAdd RDETH, DETH, AtomicETH
10101 RESYNC RDETH, DETH
10110-11111 |Reserved undefined
oM 00000-00011 |Reserved undefined
Unreliable 00100  [SEND only DETH, PayLd
Datagram (UD) [ 09101  |SEND only with Immediate DETH, ImmDt, PayLd
00110-11111 |Reserved undefined
100 - 101 00000-11111 |Reserved undefined
110 - 111 00000-11111 |Manufacturer Specific OpCodes undefined

a. All OpCodes have the ICRC and VCRC attached.

9.2.2 RESERVED TRANSPORT FUNCTION OPCODES
For future expansion of its transport layer, IBA provides Reserved and

Manufacturer Defined BTH OpCodes. Two blocks of undefined OpCodes
are specified: one for future revisions of the IBA and one block for manu-
facturer specific functions. Manufacturer Defined opcodes should not be
used between devices until the devices are clearly identified as supporting

those opcodes.

InfiniBandSM Trade Association

Page 208

208



InfiniBand™ Architecture Release 1.0.a
VOLUME 1 - GENERAL SPECIFICATIONS

Transport Layer June 19, 2001
FINAL

9.2.3 SOLICITED EVENT (SE) -

9.2.4 MIGREQ (M) -1 BIT

1BIT

The requester sets this bit to 1 to indicate that the responder shall invoke
the CQ event handler. Additional operational guidelines:

+ A CQ event handler must be configured for the target CQ.

+ The SE bit should only be set in the last or only packet of a
SEND, SEND with Immediate, or RDMA WRITE with Immediate.

+ CQ event handler is invoked after a completion event is written to
the CQ.

SE bit is not considered a part of packet header validation, i.e. receipt of
a packet with this bit set that does not meet the invocation requirements
will not result in a NAK being generated.

C9-3: For an HCA, if an inbound request packet has the Solicited Event
bit in the BTH to 1 and the additional SE operational guidelines are valid,
it shall invoke the CQ event handler.

09-1: For a TCA supporting Solicited Events, if an inbound request packet
has the Solicited Event bit in the BTH to 1 and the additional SE opera-
tional guidelines are valid, it shall invoke the CQ event handler.

C9-4: The responder shall not consider the SE bit in the BTH part of the
packet header validation.

Used to communicate migration state. If set to one, indicates the connec-
tion or EE context has been migrated; if set to zero, it means there is no
change in the current migration state. See Automatic Path Migration
within the Chapter 17: Channel Adapters on page 822.

9.2.5 PAD COUNT (PADCNT) - 2 BITS

Packet payloads are sent as a multiple of 4-byte quantities. Pad count in-
dicates the number of pad bytes - 0 to 3 - that are appended to the packet
payload. Pads are used to “stretch” the payload (payloads may be zero or
more bytes in length) to be a multiple of 4 bytes.

9.2.6 TRANSPORT HEADER VERSION (TVER) - 4 BITS

Specifies the version of the IBA Transport used for this packet. This ver-
sion applies to all of the transport fields including the BTH, extended

header and the invariant CRC - this field is set to 0x0. If a receiver does
not support the Transport Version specified then the packet is discarded.

C9-5: Requesters and responders using IBA transports shall generate
IBA transport packets with BTH:TVer = 0x0.
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9.2.7 PARTITION KEY (P_KEY) - 16 BITS

P_Key identifies the partition that the destination QP (RC, UC, UD) or EE
Context (RD) is a member.

9.2.8 DESTINATION QP (DESTQP) - 24 BITS

This field specifies the destination queue pair (QP) identifier.

9.2.9 RESERVE 8 (RESV8) - 8 BITS

9.2.10 ACKREQ (A) -1 BIT

Reserved (variant) - 8 bits. Transmitted as 0, ignored on receive. This field
is not included in the invariant CRC.

C9-6: When generating a packet, the sender shall set the Resv8 field to
zero. The receiver shall ignore this field.

Requests responder to schedule an acknowledgment on the associated
QP.

9.2.11 RESERVE 7 (RESV7) - 7 BITS

Transmitted as 0, ignored on receive. This field is included in the invariant
CRC.

C9-7: When generating a packet, the sender shall set the Resv7 field to
zero. The receiver shall ignore this field.

9.2.12 PACKET SEQUENCE NUMBER (PSN) - 24 BITS

This field is used to identify the position of a packet within a sequence of
packets. All IBA requesters shall generate a monotonically increasing

(modulo 224) PSN when originating a packet. Depending upon the trans-
port service type and / or implementation requirements, a responder may
validate the PSN to detect missing packets.

9.3 EXTENDED TRANSPORT HEADERS
9.3.1 RELIABLE DATAGRAM EXTENDED TRANSPORT HEADER (RDETH) - 4 BYTES

Reliable Datagram Extended Transport Header (RDETH) contains the
End-to-End Context identifier.

Figure 67 Reliable Datagram Extended Transport Header (RDETH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 Reserve EE-Context
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9.3.1.1 RESERVE - 8 BITS

09-2: If a CA implements Reliable Datagram functionality, then when gen-
erating a packet, the sender shall set this field to 0x0. The receiver shall
ignore this field.

9.3.1.2 END-TO-END (EE) CONTEXT - 24 BITS

This field indicates the End-to-End (EE) Context used for this packet. EE
context is a unique endnode identifier used to multiplex / demultiplex reli-
able datagram packets between any two end nodes. The EE-Context pro-
vides a context for reliable transfer state similar to that used for reliable
connection.

9.3.2 DATAGRAM EXTENDED TRANSPORT HEADER (DETH) - 8 BYTES

Datagram Extended Transport Header (DETH) contains the additional
transport fields for reliable and unreliable datagram service.

Figure 68 Datagram Extended Transport Header (DETH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 Queue Key
4-7 Reserve Source QP

9.3.2.1 Q_KEY -32BITS

This field is required to authorize access to the destination queue. The re-
sponder compares this field with the destination’s QP Q_Key.

9.3.2.2 RESERVE - 8 BITS

C9-8: When generating a packet, the sender shall set this field to 0x0. The
receiver shall ignore this field.

9.3.2.3 SOURCE QP (SRCQP) - 24 BITS

This field specifies the source queue pair (QP) identifier. This is used as
the destination QP for response packets.
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9.3.3 RDMA EXTENDED TRANSPORT HEADER (RETH) - 16 BYTES

RDMA Extended Transport Header (RETH) contains the additional trans-
port fields for RDMA operations.

Figure 69 RDMA Extended Transport Header (RETH)

bits 31-24 23-16 15-8 7-0
bytes
0-3 Virtual Address (63-32)
4-7 Virtual Address (31-0)
8-11 R_Key
12-15 DMA Length

9.3.3.1 VIRTUAL ADDRESS (VA) - 64 BITS
Start address of buffer. RDMA VA may start on any byte boundary.

9.3.3.2 R_KEY -328BITS
R_Keys have the following properties:

*+ AR_Key acts as a protection key to access the specified memory
address and range for a given operation, i.e. it is a protection
mechanism to insure proper access to the target memory. The re-
sponder correlates the R_Key to the local protection mechanisms
to validate the requester’s access rights.

* A R_Key must be exported to the requester - this process (also
includes the export of the starting virtual address and memory
size, i.e. length) is outside the scope of this section.

* Access rights are granted for any combination of RDMA READ,
RDMA WRITE, and ATOMICs - including none and all.

* Each Memory Region or Window has a single valid R_Key at any
given moment. A virtually contiguous range of memory locations
can have multiple Regions or Windows associated with it concur-
rently, each with an associated R_Key.

* A R_Key can be exported to multiple remote responders.

* R_Keys are used only for RDMA and ATOMIC Operations. A
R_Key is contained within the packet header.

A responder that supports RDMA and / or ATOMIC Operations shall verify
the R_Key, the associated access rights, and the specified virtual ad-
dress. The responder must also perform bounds checking (i.e. verify that
the length of the data being referenced does not cross the associated
memory start and end addresses). Any violation must result in the packet
being discarded and for reliable services, the generation of a NAK.
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9.3.3.3 DMA LENGTH (DMALEN) - 32 BITS
This field indicates the length, in bytes, of the remote DMA operation.

C9-9: For an HCA performing RDMA operations, the minimum length
specified in the DMALen field is O; the maximum length is 231,

09-3