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PATENT

Attorney Docket No. NWISPOl 3

ROUTING MECHANISMS IN SYSTEMS

HAVING MULTIPLE MULTI-PROCESSOR CLUSTERS

BACKGROUND OF THE INVENTION

The present invention relates generally to multi—processor computer systems. More

specifically, the present invention provides techniques for building computer systems having

a plurality ofmulti—processor clusters.

A relatively new approach to the design ofmulti—processor systems replaces

broadcast communication among processors with a point-to—point data transfer mechanism

in which the processors communicate similarly to network nodes in a tightly-coupled

computing system. That is, the processors are interconnected via a plurality of

communication links and requests are transferred among the processors over the links

according to routing tables associated with each processor. The intent is to increase the

amount of information transmitted within a multi—processor platform per unit time.

One limitation associated with such an architecture is that the node ID address space

associated with the point-to—point infrastructure is fixed, therefore allowing only a limited

number ofnodes to be interconnected. In addition, the infrastructure is flat, therefore

allowing a single level ofmapping for address spaces and routing functions. It is therefore

desirable to provide techniques by which computer systems employing such an infrastructure

as a basic building block are not so limited.
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SUMMARY OF THE ]NVENTION_

According to the present invention, a multi-processor system is provided in which a

plurality of multi-processor clusters, each employing a point-to-point communication

infrastructure With a fixed node 1]) space and flat request mapping functions, are

interconnected using additional point-to—point links in such a manner as to enable more

processors to be interconnected than would otherwise be possible with the local point-to-

point architecture. The invention employs a mapping hierarchy to uniquely map various

types of information from local, cluster-specific spaces to globally shared spaces.

Thus, the present invention provides an interconnection controller for use in a

computer system having a plurality ofprocessor clusters interconnected by a plurality of

global links. Each cluster includes a plurality of local nodes and an instance of the

interconnection controller interconnected by a plurality of local links. The interconnection

controller includes circuitry which is operable to map locally generated transmissions

directed to others of the clusters to the global links, and remotely generated transmissions

directed to the local nodes to the local links. According to a specific embodiment, a

computer system employing such an interconnection controller is also provided.

A fiirther understanding of the nature and advantages of the present invention may be

realized by reference to the remaining portions of the specification and the drawings.
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BRIEF DESCRIPTION OF THE DRAVVINGS

Figs. 1A and 1B are diagrammatic representations depicting systems having multiple

clusters.

Fig. 2 is a diagrammatic representation of an exemplary cluster having a plurality of

processors for use with specific embodiments of the present invention.

Fig. 3 is a diagrammatic representation of an exemplary interconnection controller

for facilitating various embodiments of the present invention.

Fig. 4 is a diagrammatic representation of a local processor for use with various

embodiments of the present invention.

Fig. 5 is a diagrammatic representation of a memory mapping scheme according to a

particular embodiment ofthe invention.

Fig. 6A is a simplified block diagram of a four cluster system for illustrating a

specific embodiment of the invention.

Fig. 6B is a combined routing table including routing information for the four cluster

system of Fig. 6A.

Figs. 7 and 8 are flowcharts illustrating transaction management in a multi—cluster

system according to specific embodiments of the invention.

Fig. 9 is a diagrammatic representation of communications relating to an exemplary

transaction in a multi-cluster system.
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DETAILED DESCRIPTION OF SPECIFIC EMBODIMENTS

Reference will now be made in detail to some specific embodiments of the invention

including the best modes contemplated by the inventors for carrying out the invention.

Examples of these specific embodiments are illustrated in the accompanying drawings.

While the invention is described in conjunction with these specific embodiments, it will be

understood that it is not intended to limit the invention to the described embodiments. On

the contrary, it is intended to cover alternatives, modifications, and equivalents as may be

included within the spirit and scope of the invention as defined by the appended claims.

Multi-processor architectures having point—to-point communication among their processors

are suitable for implementing specific embodiments of the present invention. In the

following description, numerous specific details are set forth in order to provide a thorough

understanding of the present invention. The present invention may be practiced without

some or all of these specific details. Well known process operations have not been described

in detail in order not to unnecessarily obscure the present invention. Furthermore, the

present application’s reference to a particular singular entity includes that possibility that the

methods and apparatus of the present invention can be implemented using more than one

entity, unless the context clearly dictates otherwise.

Fig. 1A is a diagrammatic representation of one example of a multiple cluster,

multiple processor system which may employ the techniques of the present invention. Each

processing cluster 101, 103, 105, and 107 includes a plurality ofprocessors. The processing

clusters 101, 103, 105, and 107 are connected to each other through point—to-point links

llla—f. The multiple processors in the multiple cluster architecture shown in Fig. 1A share a

global memory space. In this example, the point-to-point links 11 la-f are internal system

connections that are used in place of a traditional front-side bus to connect the multiple
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