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5.1 Cache Coherence 279

The check to determine if a bus transaction is relevant 1o a cache is essentially the
same tag match that is performed for a request from the processor. The action taken
may inveolve invalidating or updating the contents or state of that cache block and/or
supplying the latest value for that block from the cache o the bus.

A snoopy cache coherence protocol ties together two basic facets of compurer
architecture that are also found in uniprocessors: bus transactions and the state tran-
sition diagram: associated with a cache block. Recall that the first component—the
bus transaction—consists of three phases; arbitration, command/address, and data.
In the arbitration phase, devices that desire to initiate a transaction assert their bus
request, and the bus arbiter selects one of these and responds by asserting its grant
signal. Upon grant, the selected device places the command, for example, read or
write, and the associated address on the bus command and address lines. All devices
observe the address and, in a uniprocessor, one of them recognizes that it is respon-
sible for the particular address. For a read transaction, the address phase is followed
by data transfer. Write wransactions vary from bus to bus according 1o whether the
data is wransferred during or after the address phase. For most buses, a responding
device can assert a wait signal to hold off the data transfer until it is ready. This wait
signal is different from the other bus signals because it is a wired-OR across all the
processors; that is, it is a logical | if any device asserts it. The initiator does not need
to know which responding device is panticipating in the wansfer, only that there is
one and whether it is ready.

The second basic facet of computer architecture leveraged by a cache coherence
protocol is that each block in a uniprocessor cache has a state associated with it
along with the tag and data, which indicates the disposition of the block, (e.g.,
invalid, valid, dirty). The cache policy is defined by the cache block state transition
diagram, which is a finite state machine specifying how the disposition of a block
changes. Transitions for a cache block eccur upon access to that block or 1o an
address that maps to the same cache line as thar block, (We refer to a cache hlock as
the actual data, and a line as the hixed storage in the hardware cache, in exact anal-
ogy with a page and a page frame in main memory ) While only blocks that are actu-
ally in cache lines have hardware state information, logically, all blocks that are not
resident in the cache can be viewed as being in either a special “not present” state or
in the “invalid” state. In a uniprocessor system, for a write-through, write-no-
allocate cache (Hennessy and Patterson 1996), only two states are required: valid
and invalid. Initially, all the blocks are invalid. When a processor read operation
misses, a bus transaction is generated 1o load the block from memory and the block
is marked valid. Writes generate a bus transaction 1o update memory, and they also
update the cache block if it is present in the valid state. Writes do not change the
staie of the block. If a block is replaced, it may be marked invalid until the memory
provides the new block, whereupon it becomes valid. A write-back cache requires an
additional state per cache line, indicating a “dirty” or modified block.

In a multiprocessor system, a block has a state in each cache, and these cache
states change according to the state transition diagram. Thus, we can think of a
block's cache state as being a vector of p stares instead of a single state, where p is the
number of caches. The cache state is manipulated by a set of p distributed finite state
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machines, implemented by the cache controllers. The state machine or state transi-
tion diagram that governs the state changes is the same for all blocks and all caches,
but the current state of a block in different caches is different. As before, if a block is
not present in a cache we can assume it to be in a special "not present” state or even
in the invalid state.

In a snooping cache coherence scheme, each cache controller receives two sets of
inputs: the processor issues memory requests, and the bus snooper informs about
bus transactions from other caches. In response to either, the controller may update
the state of the appropriate block in the cache according to the current state and the
state transition diagram. It may also take an action. For example, it responds to the
processor with the requested data, potentially generating new bus transactions to
obtain the data. It responds to bus transactions by updating its state and sometimes
intervenes in completing the transaction. Thus, a snooping protecol is a distribured
algorithm represented by a collection of cooperating hnite state machines. It is spec-
ihed by the following components:

m the set of states associated with memory blocks in the local caches

m the state ransition diagram, which takes as inputs the current state and the
processor request or observed bus transaction and produces as outpurt the next
state for the cache block

m the actions associated with each state transition, which are determined in part
by the set of feasible actions defined by the bus, the cache, and the processor
design

The different state machines for a block are coordinated by bus transactions.

A simple invalidation-based protocol for a coherent write-through, write-no-
allocate cache is described by the state transition diagram in Figure 5.5. As in the
uniprocessor case, each cache block has only two states: invalid (1) and valid (V)
(the “not present” state is assumed to be the same as invalid). The transitions are
marked with the input that causes the ransition and the output that is generated
with the transition. For example, when a controller sees a read from its processor
miss in the cache, a BusRd transaction is generated, and upon completion of this
transaction the block transitions up to the valid state, Whenever the controller sees a
processor write to a location, a bus transaction is generated that updates that loca-
tion in main memory with no change of state. The key enhancement to the unipro-
cessor state diagram is that when the bus snooper sees a write transaction on the bus
for a memory block that is cached locally, the controller sets the cache state for that
block to invalid, thereby effectively discarding its copy. (Figure 5.5 shows this bus-
induced transition with a dashed arc.) By extension, if any processor generates a
write for a block that is cached by any of the others, all of the others will invalidate
their copies. Thus, multiple simultaneous readers of a block may coexist without
generating bus transactions or invalidations, but a write will eliminate all other
cached copies.

To see how this simple write-through invalidation protocol provides coherence,
we need to show that for any execution under the protocol a total order on the mem-
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