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Abstract 

The low density parity check codes whose performance is closest to the Shan­
non limit are 'Gallager codes' based on irregular graphs. We compare alternative 
methods for constructing these graphs and present two results. 

First, we find a 'super-Poisson' construction which gives a small improvement 
in empirical performance over a random construction. 

Second, whereas Gallager codes normally take N 2 time to encode, we investi­
gate constructions of regular and irregular Gallager codes which allow more rapid 
encoding and have smaller memory requirements in the encoder. We find that these 
'fast-encoding' Gallager codes have equally good performance. 

1 Introduction 

Gallager codes [3, 4] are low density parity check codes constructed at random subject to 
constraints on the weight of each row and of each column. The original regular Gallager 
codes have very sparse random parity check matrices with uniform weight t per column 
and tr per row. [We will also use the term 'regular' for codes which have nearly uniform 
weight columns and rows- for example, codes which have some weight 2 columns and 
some weight 3 columns.] These codes are asymptotically good, and can be practically 
decoded with Gallager's sum-product algorithm giving near Shannon limit performance 
when large block lengths are used [7, 8, 6]. Regular Gallager codes have also been found 
to be competitive codes for short block-length CDMA applications [10]. 

Recent advances in the performance of Gallager codes are summarised in figure 1. The 
rightmost curve shows the performance of a regular binary Gallager code with rate 1/4. 
The best known binary Gallager codes are irregular codes whose parity check matrices 
have nonuniform weight per column [5]; the performance of one such code is shown by 
the second curve from the right. The best known Gallager codes of all are Gallager 
codes defined over finite fields GF(q) [2, 1]. The remaining two solid curves in figure 1 
show the performance of a regular Gallager code over GF(16) [2] and an irregular code 
over GF(8) with bit error probability of 10-4 at Eb/ N0 = -0.05dB [1]. In comparing 
this code with the rate 1/4 Turbo code shown by the dotted line, the following points 
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This paper has two parts. In the first part (section 3) we compare alternative con­
struction methods for a fixed profile in order to find out whether the construction method 
matters. In the second part (section 4) we examine regular and irregular constructions 
which lend themsdves to rapid encoding. One motivation for this second study is that. 
the only drawlmck of regular Gallager codes compared t.o Turbo codes for CDMA appli­
cations appears to be their greater encoding complexity [10]. 

In the experiments presented here, we study binary codes with rate 1/2 and block­
length about N = 10, 000. \Ve simulate an additive white Gaussian noise channel in the 
usual way [2] and examine the block error probability as a function of the signal to noise 
ratio. The error bars we show are one standard deviation error bars on the estimate of 
the lofiarithm of the block error probability p, defined thus: when we observe r failures 

out ofn trials, P± = pexp(±crtogp) where CTtogp = ,j(n- r)/(rn). 

2 Constructions 

We compare the following methods. 

Poisson: The edges are placed 'completely at random' subject to the profile constraints, 
and the rule that you can't put two edges between one pair of vertices, which would 
correspond to a double entry in the parity check matrix. One way to implement a 
Poisson construction is to make a list of all the columns in the matrix, with each 
column appearing in the list. a number of times equal t.o its weight., then make 
a similar list. of all the rows in the matrix, each row appearing with multiplicity 
equal t.o its weight. and then map one list. onto the other by a random permutation, 
taking care not to create duplicate entries [5]. 

A variation of this construction is to require that no two columns in the parity 
check matrix have an overlap greater than one, i.e., forbid cyc:les of length 4 in the 
graph. [Similar to construction 1A in [8].] A second variation requires that the 
graph to have no cycles of length less than some l. [Similar to construction 1I3 in 
[8].] This constraint can be quite hard to enforce if the profile includes high weight 
rows or columns. 

Permutations. \Ve can build parity check matrices by superposing random permutation 
matrices [4]. The convenience of this method depends on the profile. There are 
many ways of laying out these permutation matrices t.o satisfy a given profile. \Ve 
will distinguish '.supe1' rois.son' and 'snb rois.son' const.mctions. 

• In a super-Poisson construction, the distribution of high weight columns per 
row has greater variance than a Poisson distribution; 

• In a sub Poisson const.mction, the distribution of high weight columns per 
row has smaller variance than a Poisson distribution. 
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Profile 3 
Column weight Fraction of columns Row weight Fraction 

3 1 6 1 
Profile 93 Column weight Fraction of columns Row weight Fraction 

3 11/12 7 1 
9 1/12 

Table 1: The two profiles studied in this paper 

3 Comparing Poisson, 'super-Poisson' and 'sub-Poisson' 
constructions 

3.1 Profiles and constructions studied m this paper 

3.1.1 Regular codes: 3 and 33 

As our baseline we study regular Gallager codes with weight per column exactly t = 3 and 
weight per row exactly t,. = 6. \Ve construct parity check matrices satisfying this profile 
from permutation matrices in two ways, labelled '3' and '33', shown diagrammatically in 
the upper panels of figure 2. In the figures, a square containing an integer (for example, 
'3') denotes the superposition inside that square of that muuber of random permutation 
matrices. The matrices are generated at random subject to the constraint that no two 
non-zero entries coincide. 

3.1.2 Irregular codes: 93p, 93a, 93x and 93y 

We chose the profile '93' shown in table 1. It has columns of weight 9 and of weight 3: all 
rows have weight 7. 1\ote that this profile only differs from the regular profile '3' in that 
some extra 1s arc added to /2 of the columns. \Ve emphasize that this profile has not 
been carefully optimized, so the results of this paper should not he taken as describing 
the best that can he done with irregular binary Gallager codes. \Ve chose this profile 
because it lends itself to interesting experiments. 

\Ve will refer to the bits that connect to 9 checks as 'elite' bits. \Ve use four different 
constructions that match this profile, named as follows. These constructions are depicted 
diagrammatically in the upper panels of figure 2. 

Poisson: 93p. In this construction, while most checks will connect to one or two elite 
bits, a fraction of them will connect to more than two elite bits, and some will 
connect to none. 

Sub-Poisson: 93a. This construction allocates exactly one or two elite bits to each 
check. 

Super-Poisson: 93x and 93y are respectively moderately and very super-Poisson. In 
93y, one third of the checks are connected to four elite bits, one third are connected 
to one, and one third are connected to none. 

Hughes, Exh. 1039, p.4 f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

3 3

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

3 9

<- - - - - 7 - - - - ->

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

1

2

1

2

1

1

1

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

1

1

1

1

1

1

1

1

1

1

2

2

1

3

4

1

1

1

1

1

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

1

1

1

1

1

1

1

1

1

1

2

2

1 1

4

4

1

1

0.0001

0.001

0.01

0.1

1

1 1.1 1.2 1.3 1.4 1.5

CECDC} CECDC} CECDC} CECDC} Q3nfC}C}C> 
1 1

0.1 :2 —_ 0.1 0.1 —_

oo1 — — o.o1 oo1 — —

o.oo1 _— " o.oo1 o.oo1 in —_

o.ooo1 —_ o.ooo1 o.ooo1 K —_
I I I | I  

1 1.1 1.2 1.3 1.4 1.5 1 1.1 1.2 1.3 1.4 1.5 1 1.1 1.2 1.3 1.4 1.5

93a 93x 93y

®@® %®®@
®@®® ®®@®

C}

@9698 C}9@@@_C>C}C} C}C}C} C}

 
-ooo 1ooo <9 <9 <9 ®@®8®@ p-ooo

0.1 0.1 0.1

0.01 0.01 0.01

0.001 0.001 0.001  
0.0001 - - 0.0001 0.0001
 

  
1 1.1 1.2 1.3 1.4 1.5 1 1.1 1.2 1.3 1.4 1.5 1 1.1 1.2 1.3 1.4 1.5

Figure 2: Upper paneh: conmmucfions ofregukn and ureguhu codes. Lowmr panebz

performance of these codes. The construction types shown are regular, (3, 33), Poisson

(93p),sub+l%fisson.(93a),super4I%nsson_(93x),zu1d super4f%nsson.(93y).

hkmafionfiniuumrpandsfimaflcon%nnmkmsexamt93p:animmgmuepnmmmsanunmer

ofpernnuetknirnatflcessuperposed on flyasurroundnugsquare.I{ofizontaland.verUcal

lines indicate the boundaries of the permutation blocks. Notation for the Poisson con-

struction 93p: integers T? and ‘9’represent colunnn wmfights. Tlu3integer‘7’represents

the row Weight.

Lowmrrxnuflsshowrflyaperflnrnanceofseveralrandonicodesofeadnconsmnumknr Verfical

axis: block error probability. Horizontal axis: Eb/N0 in dB. All codes have N : 9972,
and f(:: A! ::4986.

All errors were detected errors, as is usual with Gallager codes.
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