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JUDGE POWELL:  Good morning.  This is the oral hearing for three related cases: IPR2014‑01226, which involves patent 6,425,035 B2; IPR2014‑01463 which involves patent 7,943,041 B2; and IPR2014‑01544 which involves patent 7,051,147 B2.  

We have also some IPRs that have been joined with these proceedings.  IPR2015‑00825 has been joined with IPR2014‑01226.  IPR2015‑00854 has been joined with IPR2014‑01463.  And IPR2015‑00852 has been joined with IPR2014‑01554.  

In the hearing room with me I have Judges Lee and Cherry.  And joining us from Denver we have Judge Kalan.  With that, can counsel please state your names for the record.  

MR. McCOMBS:  Your Honors, I'm David McMombs, lead counsel for Cisco and Quantum in this proceeding, along with the joint petitioners Oracle and Dot Hill.  With me is Andrew Ehmke and Scott Jarratt.  Andy Ehmke will be doing our presentation today.  

With us we also have client representatives for Cisco and Oracle and also their District Court trial counsel in attendance as well.  Thank you.  

JUDGE POWELL:  Thank you.  

MR. RUTHERFORD:  Your Honor, Keith Rutherford for Crossroads, the patent owner.  With me at counsel table is also James Hall.  We likewise have members of Crossroads here.  Our CEO and COO are here as well.  Sorry, lead counsel is Steve Sprinkle, by the way, also here.

JUDGE POWELL:  Thank you.  Let me start by addressing the joint list of objections to demonstrative exhibits.  Having reviewed and considered the list, we are going to allow both parties to use any of their demonstratives in today's hearing.  We will carefully consider which evidence and arguments have been properly presented when we prepare our final decisions for these cases.  

Per the trial hearing order each party will have 60 minutes to present arguments for the subject cases.  Petitioners will go first and may reserve time for rebuttal.  Patent owner will then respond to petitioners’ presentation and petitioners may use any remaining time to respond to patent owner's presentation.  

One important point to note is, as noted in the hearing order, while you are presenting, you must identify each demonstrative exhibit clearly and specifically such as by slide number or screen number.  That's particularly important for Judge Kalan who cannot see the projection screen from Denver.  

With that, do we have any questions before we start?  

MR. RUTHERFORD:  No, Your Honor.  

MR. HALL:  Your Honor, we have our hard copies of our presentation for you.  

JUDGE POWELL:  Sure.  Why don't you bring those up.  

MR. JARRATT:  We do as well.  

JUDGE POWELL:  Okay.  Is everybody ready?  Let's start with petitioner.  Would you like to reserve time?  

MR. EHMKE:  Yes, Your Honor, I would like to reserve 20 minutes for rebuttal.  

JUDGE POWELL:  When you are ready.  

MR. EHMKE:  Again, my name is Andy Ehmke of Haynes and Boone here on behalf of the petitioners, Cisco Systems and Quantum Corporation, as well as the consolidated petitioners Oracle Corporation and Dot Hill Systems.  As Your Honor mentioned, we are discussing U.S. patent number 6,425,035, 7,934,041 and 7,051,147.  

And the two main issues we'll be talking about today, as we proceed to slide number 2, is it is our position that patent owner has improperly narrowed the map and access control limitations found in the claims across the three patents using their arguments that are importing additional limitations into the claims that we think are not the proper broadest reasonable contraction of the claim terms. 

But regardless of the interpretation, whether we apply the broadest reasonable construction of patent owner's improperly narrowed construction, that the prior art of record, the CRD manual and the HP Journal and their teachings disclose and render obvious the claims of the '035, '041 and '147 patents.  

As we proceed, to just briefly discuss the three patents on slide 3 and then quickly moving to slide 4, what we have here is a figure from the patents.  Now, we are referring to the '035 patent here, but the patents have a common specification.  So we are using the '035 as shorthand for today's proceedings.  

This is Figure 3.  And what we see in Figure 3 are a number of workstations on the left designated by Element 58.  They are coupled to a storage router in the middle designated as Element 56.  And on the right‑hand side are a number of storage devices, Elements 60, 62 and 64.  And the focus of today's dispute is about the storage router and some of its features, in particular its mapping limitation as well as its access controls of how its mapping workstations on the left and storage on the right and how it's controlling access of the storage by the workstations on the left.  

Proceed to the next slide, we see how this manifests itself in the claim.  We are on slide 5.  Here is an example claim from the '035.  Now, what we are focusing on here are the last key remaining issues, the mapping limitation and the implement access controls limitation.  And we see the language here is quite broad, it's operable to map between.  There's no specificity with respect to the mapping.  And we see the access controls is implement access controls with no specificity as to how to implement the access controls.  You simply implement the access controls.  

If we move on to slide 6 we see in the '041 patent we are maintaining a map to allocate storage.  Now, this map is using representations of hosts and representations of storage.  And then the access control is controlling access without any specificity as to how the access is controlled.  

Again, if we turn to slide 7 in the '147 patent, we see again the mapping limitation is simply maps between the device and the controls are implement access controls.  

Now, if we look at the next slide, as we look at what the prior art teaches at a high level, slide 8, moving on to slide 9, we see the disclosure from the CRD manual.  Now, what the CRD manual teaches is for your central controller, in this case, the CRD‑5500 device, it provides a host LUN mapping feature.  With this mapping feature, you can assign redundancy groups to a particular host.  Now, in the terminology of the CRD manual a redundancy group is a subset of storage.  It could be a partition.  It could be a RAID set.  It could be a number of hard drives.  So when we see redundancy groups, we are talking about a bit of storage.  So the mapping feature is assigning storage to a particular host.  And if we look under the access control paragraphs, we see this manifests itself again.  We see that the host LUN mapping feature makes it possible to map rate sets, storage, to map rate sets differently to each host.  That's the teaching of the CRD manual.  

Now, what this feature provides, because we have the mapping of the RAID sets differently to each host is that we can now make some of these storage, these redundancy groups visible to one host but not to another.  We can control the access.  

JUDGE CHERRY:  Excuse me.  So how does the CRD manual define host?  Do they tell us anything about what a host is?  

MR. EHMKE:  The host in the CRD are simply computers or workstations, Your Honor.  

JUDGE CHERRY:  I mean, well, your opponent has argued that while it does say this, what it's really teaching is that it's teaching mapping to a particular channel.  And so why would a person of ordinary skill understand this to mean a computer when it's ‑‑ when they are saying that it's talking about channels?  

MR. EHMKE:  Absolutely.  In the mapping of the CRD, what it's doing is it has this mapping, we've got the redundancy groups.  This is the map feature and I'm sorry, we are referring to slide 25.  I'll pause for a second there for Judge Kalan.  We are looking at slide 25.  

In the mapping of the CRD, it's mapping it ‑‑ this is a host LUN mapping feature and it's mapping it to a representation of the host that it calls a channel number.  It's a number that's used to identify the host associated with that channel.  We have a host, we have a cable, we have a number that identifies that host because it's associated with that cable with that host.  So we have a map for the host represented by channel 0.  We have a map represented by channel 1 for another host.  

So the nomenclature of mapping to the device versus mapping to the channel, I think, is a little bit of wordsmithing, because when we look at the patent with respect to the mapping to the device, we are not taking the physical computer and inserting it into a virtual map inside the controller.  We are not taking the device.  So it's not really mapping to the device.  It's mapping to a representation of the device, an identifier of the device.  The identifier could be a SCSI address, a fiber channel address, some other identifier.  When we are talking about mapping to a device, we are talking about mapping to a representation of the device, an identifier of the device so that we can facilitate routing access controls.  

JUDGE KALAN:  Excuse me.  Is the device of the claims different than the host or the workstation you just discussed?  

MR. EHMKE:  No, Your Honor.  The term device host and workstation are used interchangeably throughout the specification and the claims.  So the notion of mapping to the device is really mapping to an identifier or a representation of the device.  And the channel number in the CRD performs the same feature.  It's a number, the mapping used to route the storage information to the respective hosts.  

JUDGE LEE:  As I understand it, there is no real dispute about what the CRD manual teaches and how that works as between the parties.  Both parties seem to agree that the CRD manual teaches mapping between a redundancy group and a host channel.  And it's simply your argument that that meets the limitation of what mapping is and the opposing party disagrees with that.  So it seems to me to really boil down to the claim construction of mapping.  So I would appreciate if you could address what does the intrinsic evidence indicate the proper scope of mapping would be?  

MR. EHMKE:  Absolutely, Your Honor.  So we'll turn to slide 13, then, moving on to 14.  The first piece of evidence is going to be the claim language itself.  We see here with respect to the '035 patent that the claim language is saying it's operable to map between devices.  There's no specificity in this claim language about what has to be in the map, what type of characteristics the identifiers have to have in the map, what features or functionality or even how it's operable to map between.  Likewise, we have maps between the device.  No specificity at all with respect to the claim language of what's required to meet the map limitation.  

And then we have the '041 which has extra words but isn't really saying a whole lot more.  It's allocating storage space by associating representations of the devices.  And if we look to the specification, we'll go to slide 15, the specification is likewise as broad.  The specification is saying allocate storage to each workstation using mapping tables or other mapping techniques.  There's no specificity here.  They are relying on the knowledge of a person of ordinary skill in the art as to just use whatever mapping technique you desire.  They don't claim it and they don't require it in their specification.  

We asked their expert during the deposition, was there anything that we are missing with respect to this?  Is there anything specific in the specification about these mapping tables or mapping techniques?  He says, no, there's nothing specific disclosed in the patent.  

That is why our position is the broadest reasonable construction because what the Board has adopted, if we go to slide 16, is simply allocating storage.  There's no requirements.  There's no special techniques.  There's no characteristics required in the claims or described in the specification.  

JUDGE CHERRY:  Well, I don't think the dispute is necessarily about what particular technique is used.  It's about what is actually mapped in terms of does it have to be a particular device or not.  And I think to the extent it does say each attached workstation, would that indicate that that's a particular device?  

MR. EHMKE:  I would argue no, Your Honor.  There's nothing wrong with having a representation of a plurality of devices.  Each device could be represented by a single representation.  For example, you could have the accounting department represented by a single representation and control their access to the accounting department's data while restricting their access to the HR department's data.  There's no requirement within the claims nor description specification that mandates that the mapping have a unique representation for each host nor that each host must have its own specific unique representation.  

JUDGE LEE:  Is there anything in the specification that indicates that the claims contemplate or include the claimed device that's being mapped to be multiple hosts or multiple workstations?  

MR. EHMKE:  I'm sorry, that requires that the representation applied to multiple devices?

JUDGE LEE:  Not requires necessarily, but does the intrinsic record indicate whether or not the term "device," the one that's being mapped in these claims, whether that could encompass a group of hosts or a group of workstations all together comprising the claimed device?  Is that something that's within the scope of the claims?  

MR. EHMKE:  If we could turn to the claim language again ‑‑ 

JUDGE CHERRY:  I think what Judge Lee is trying to get at is the group, is there any ‑‑ I mean, you have got to point out that it doesn't exclude that.  Is there anything that indicates that it's encompassed within that?  

MR. EHMKE:  I do not recall there is any specific disclosure of representing a plurality of hosts.  But I also would point out there's nothing in the specification that requires patent owner’s desired limitation of having unique representations for every host in all situations, particularly given the breadth of the claims.  

I would also argue that this argument by patent owner is importing a preferred embodiment into the specification which would be an improper narrowing of the claims.

JUDGE KALAN:  In the claims, in each of these separate patents, I'm looking at claim 1 in each of the patents, devices are identified differently, sometimes plural and in the case of the '147 patent singular.  Is that significant?  

MR. EHMKE:  I think it is, Your Honor.  When we look at the language of the claims, again, that's a position we start with, the language of the claims.  Because it says map between devices connected to the first transport medium and the storage devices, again, there's nothing that limits the claim that the mapping has to be a one‑to‑one correlation.  We are mapping between the devices.  So I think even with that claim construction or claim terminology, we can map between two devices to the first transport media in the storage devices.  There's nothing wrong with saying we can map two devices to one storage device.  We could map a department to its data.  The claims support that reading, yes.  

JUDGE CHERRY:  I think they have kind of pointed us to Figure 1 which shows one device to one storage group.  What is your response to that ‑‑ I'm sorry, not Figure 1.  Figure 3.  

MR. EHMKE:  Our response to that is Figure 3 is specifically designated as an embodiment of the invention.  It's not the invention itself.  They even actually refer to Figure 3 and say there are many different configurations associated with it.  You can change the type of protocol associated with it.  You can change the type of hosts.  It's not the invention.  The specification does not limit the invention to that embodiment.  We are looking at the claims as they are written and they are written broader in the embodiments disclosed in Figure 3.  

JUDGE LEE:  I would like to ask you a question about the CRD manual and the system it describes.  You put up a figure earlier, I believe it was slide 25, from that manual and you point to Channel 0.  This entire table relates to Channel 0.  You point to Channel 0 as corresponding to the host or the claimed device.  I'm just trying to understand how this works.  What does a host LUN represent if the entire channel is a single host?  

MR. EHMKE:  Yes, Your Honor.  What the host LUN is, from the host's perspective, this is a virtualized system.  So from the host's perspective, it thinks, as much as a computer can think, it thinks it's writing to a piece of storage.  And when it's writing, it's referring to host LUN.  So the host on Channel 0 is going to say, I want to write data to host LUN 5.  That comes in, the mapping for that host, because the host is on Channel 0.  That mapping is then looked up and it says, this host wanted to write data or read data from host LUN 5.  Let's see what actual piece of storage it can read or write to.  And it sees, oh, wait, 5 is not associated with a particular redundancy group.  I'm going to control its access and not permit that read or write request.  

Now, if the host on Channel 0 says I want to read from host LUN 14, that request comes in on Channel 0.  The system says, oh, I should use the mapping for Channel 0.  It grabs the mapping and says this request was for host LUN 14.  Which hard drive, which partition is that associated with?  For host LUN 14, its correspondence is to redundancy group 14.  And then it executes the read or write command with respect to that particular hard drive.  

So it's virtualizing the hard drive on the right‑hand side, if you will, using the redundancy group representations.  And then the host, which is represented by Channel 0, is using another virtualizing layer of the host LUN map numbers.  Does that answer your question?  

JUDGE LEE:  Yes, it does.  Thank you.  

JUDGE CHERRY:  Wait.  Just so I understand, the host LUNs, would those correspond to kind of, you know, like a D drive and would those be various drives that are represented on the host?

MR. EHMKE:  Yes.  Use an example, Your Honor, you could theoretically say that the host associated with Channel 0, that host might think it's writing to the D drive.  We'll think of D drive as the host LUN value using this example.  It's not quite correct, but I think it applies for this example.  So that host is going to write, in its mind, to drive D.  That drive D is the host LUN.  So that's host LUN 14.  Host LUN 14 corresponds to hard drive 14.  And so when the host writes its command, it's pulled because it's on Channel 0.  That's its representation.  It then says, okay, that write command was for D which corresponds to host LUN 14 which corresponds to redundancy group 14, and the command is sent to the appropriate storage device at the other end of the system.  

Any further questions on the host LUN mapping?  

JUDGE POWELL:  No, but I have a question about this.  I'm looking at slide 14 again.  Could you address, if I were to decide that I believe ‑‑ and I'm looking at differences between the claim languages in the various patents here.  If I decide that the CRD reference manual maintains a map to allocate storage space on the remote storage devices, what about ‑‑ how do you address the limitation of representations of the devices connected to the first transport medium?  So, I gather that in some fashion the channel number is a representation of the device. 

MR. EHMKE:  That's correct.  

JUDGE POWELL:  Can you elaborate on that any?  

MR. EHMKE:  Sure.  A couple of points with respect to your question.  We have the three claims up here and in terms of how they have been argued and presented in this proceeding, they have actually been argued in terms of a coextensive claim construction matter the way the patent owner has argued them.  So while we do have different terminology, we believe the claim scope is essentially the same across all three. 

Now, with respect to your particular question on the '041 about the associating representations of the devices, our position on that is, again, the CRD has the mapping and there is a number in that mapping that is called the channel number.  That number is a representation of a host.  When that communication from the host comes in, it's going to use that channel number to grab the corresponding map and apply the redundancy group analysis and make sure that has access to the hosts.  

Yes, we believe that the channel number qualifies as the representation.  And again, the claim language doesn't say what type of representation is required.  The specification doesn't require a particular type or manner of representation.  And that was the focus of my earlier discussion about the mapping techniques is, again, the specification isn't requiring or mandating a particular type of mapping technique.  No requirement as to the particular type of representation either.  It's simply a number used in a mapping so that we know which host and which map to use.  

JUDGE LEE:  Is the channel number a representation of the device or simply the device's location?  And if it's the latter, does that matter?  Because what Crossroads seems to be arguing is that it's a port number, essentially.  It tells you where to route things.  It tells you where the associated host might be.  But if you take that computer, the computer number 5, you move it to a different channel, the storage router won't know the difference.  

MR. EHMKE:  That is precisely their argument.  And the reason why we believe that argument fails is because that's looking at the CRD in a vacuum.  The proposed ground has never been anticipation over the CRD.  It is not about the CRD‑5500 system as it exists.  The argument has been from the beginning it's obvious in view of the teachings of the CRD when combined with the Hewlett‑Packard Journal.  

So what we have with respect to the ‑‑ so the initial teaching, the first teaching that's part of the ground of rejection is the mapping feature that uses the channel number as a representation.  So it's teaching user representation in the mapping.  And with that representation, we assign the storage to particular hosts.  We assign map rates differently for each host.  That's the baseline teaching of we are mapping storage differently to each host using representations of the hosts, but we are combining that with the Hewlett‑Packard Journal.  The HP Journal is disclosing that you can take a plurality of SCSI devices and put them all on a single fibre channel loop.  And so now we have a teaching where we have a combined system using the teachings of we have a host LUN mapping feature that's assigning redundancy groups differently to each hosts, but now those hosts are on a single fibre channel loop.  

The HP Journal also discloses that one of the features of it is that you can retain the initial input/output services associated with your underlying ‑‑ 

JUDGE CHERRY:  Is this in your petition?  

MR. EHMKE:  It absolutely is in our petition.  

JUDGE CHERRY:  Where is it in your petition?  

MR. EHMKE:  So as we discussed, we see these are citations from our petition here with respect to the baseline teachings of the CRD.  Then on page 19, Your Honor, we further discuss specifically the teachings ‑‑ and I have pulled up the petition.  It's paper 3 in the 01226 proceeding, and we are looking on page 19 to start here.  That's what's on the screen, page 19 from the petition in the '035.  

Here we talk about the features and services provided by the CRD system.  We are talking about the mapping, the allocation, the controlling of the access.  Then if we scroll down, we say here in connection with the talking about the combination of applying the CRD's teachings with the Hewlett‑Packard Journal, we specifically say that you would do this because you are going to resolve the slots problem because it supports the same input/output services with a fewer number of slots.  So we want to maintain the input/output services but just use less slots.  

And an additional feature of it is because we are taking all these individual computers and we are putting them all on the same loop, we need to handle addressability.  That's a feature described in the Hewlett‑Packard Journal.  It's providing increased addressability even though we are putting them all on the same fibre channel loop.  

We went further.  As we scroll down to page 25 of the petition, we said then on top of that, we have the baseline teachings.  We are teaching using the mapping.  We are teaching that you want the same input/output services.  You are just going to use less cards.  We said then you would make modifications to the components of the CRD‑5500 necessary to keep them operating in their intended manner.  

Again, the whole point of this discussion has been about maintaining the mapping of the redundancy groups differently to each host and that a person of ordinary skill in the art would be able the make those necessary modifications.  

We outline all of this in the initial position of combining the teachings of the Hewlett‑Packard Journal onto the CRD‑5500.  The resulting combined system would be a system that maps redundancy groups differently to each host where all those hosts are on a single fibre channel loop.  This was not a new argument.  It was presented from the beginning.  

Now, what the patent owner is latching onto in their slides, Your Honors, is we asked further questions of their own expert with respect to would a person of ordinary skill in the art have this knowledge to make these modifications?  And he actually walked through some of the things that he might do.  He talked about, oh, yeah, the Tachyon chip, which is disclosed in the Hewlett‑Packard Journal, does have the ability to distinguish and identify among the hosts.  That's what we are talking about here.  He confirmed the knowledge of a person of ordinary skill in the art, confirmed that a person of skill in the art would be able to make the modifications to the CRD to keep them operating in their intended manner. 

JUDGE CHERRY:  But you didn't describe those modifications in your petition, right?  

MR. EHMKE:  We described that we would make the modifications to the components.  We described all of the teachings necessary.  We didn't build the system.  Patent owner's questions are ‑‑ one of their examples is did you modify the firmware.  There's no requirement to implement the system.  The teaching associated with this is that we have redundancy groups that were mapping the hosts using the structure.  The test for obviousness is not whether the features may be bodily incorporated resulting in the system, and we actually cited this in our petition as well.  It's the test is what the combined teachings would have suggested to a person of ordinary skill in the art.  

JUDGE CHERRY:  But did you describe what those combined teachings would be in the particularity that you are now articulating?  

MR. EHMKE:  Yes, Your Honor.  We described precisely that you use a map, that you use the map to assign redundancy groups differently to each host.  

JUDGE CHERRY:  But I'm looking at the 1226 petition and there you didn't rely on the HP Journal at all for these mapping elements.  You just relied on the HP Journal for the fibre channel.  

MR. EHMKE:  Your Honor, what we relied on was the combination of both.  

JUDGE CHERRY:  You didn't cite to anything about the HP Journal or how you would have to modify the CRD‑5500 for mapping.  Did you describe the modifications that would have to be made for mapping?  

MR. EHMKE:  We did not go into the specific details of modifying ‑‑ 

JUDGE CHERRY:  So the answer is no?  

MR. EHMKE:  The answer is no, we did not specifically say do this to the map.  

JUDGE CHERRY:  You didn't say that any modification would be made to the map.  

MR. EHMKE:  We said you would modify the CRD.  The teachings of the CRD would be modified.  

JUDGE CHERRY:  But you didn't articulate what modifications needed to be made to make the map read on the claims.  

MR. EHMKE:  The articulations were that you would have instead of multiple SCSI, you would have all of the devices on a single fibre channel loop and that you would use representations to identify the devices on the single arbitrated loop.  

We showed with respect to our petition that when you are talking about these devices that are all on a single arbitrated loop.  Did we, within each cell, repeat the arguments of the Hewlett‑Packard for every cell?  No.  We described it all on the front, Your Honor.  We described everything with respect to the combination.

JUDGE CHERRY:  So in your combination would all of them have to be on a single channel, then?

MR. EHMKE:  They would all be on a single fibre channel loop, yes.  

JUDGE CHERRY:  No.  Would they all be on a single channel of the CRD‑5500?  

MR. EHMKE:  Yes.  There would be one fibre channel card and you would have a plurality of hosts on that fibre channel arbitrated loop, yes.  

JUDGE LEE:  Let me ask you a little bit more about that.  And I would like to refer to Figure 1‑2 of the CRD manual.  You have it on slide 11 as well.  So as I understand you correctly, you are saying that each channel, the 0, 1, 2 and 3 in this figure, those are the devices that are being mapped using the terminology of the claims.  My question for you, then, is what is the first transport medium?  

MR. EHMKE:  I want to disagree slightly, Your Honor.  Our position has been that the hosts are what are being mapped and that the channel numbers are the representation of those hosts.  So I want to mention that first because that's slightly different than the initial part of your question.  

And we were not relying on the CRD teachings with respect to the first transport medium.  What we were relying on with respect to the first transport media is the Hewlett‑Packard Journal's teaching that you can have all of the devices on a single fibre channel loop.  So the teaching as set forth in our petition was use a fibre channel loop because we are combining all the cards into a single loop.  That's the first transport media.  And then you use representations of the hosts in a mapping to then assign redundancy groups differently to each host.  

JUDGE LEE:  Some of the dependent claims in some of the patents require multiple hosts.  For example, claim 6 of the '147 patent.  So I'm trying to figure out what you are arguing is the device, what is a medium, does the CRD manual teach multiple hosts on a single medium.  If you could clarify your arguments there, that would be great.  

MR. EHMKE:  A device is a host.  So we have the hosts across the top there.  We also noted and referring to slide 43 that the Hewlett‑Packard Journal also discloses workstations.  We see them represented there in the figure on page 96 of the Hewlett‑Packard Journal shown on slide 43.  We have these workstations.  The workstations, the hosts are the device.  That's our position.  

The first transport media is what's disclosed in the Hewlett‑Packard Journal.  We have a single fibre channel arbitrated loop that's resulting from the combination of the CRD which discloses individual input/output cards.  Hewlett‑Packard Journal says combine all of those into a single fibre channel loop.  If we use the terminology of the CRD, that would be a channel.  

What the CRD is teaching is that we would want to assign redundancy groups differently to each host.  We wouldn't want to destroy that functionality when we put all those hosts on a single fibre channel loop.  Fibre channel says take advantage of my increased addressability when you do that.  

JUDGE LEE:  So as I understand you correctly, you are saying the CRD manual actually teaches the use of multiple transport media on the host side of the controller and you are modifying that with the HP Journal which teaches placing multiple hosts on a single media, i.e., a single fibre channel loop?  

MR. EHMKE:  That is correct, Your Honor.  

JUDGE CHERRY:  So, really all the discussion about the different channels is irrelevant because you are on one channel?  

MR. EHMKE:  Correct.  And that has been our position with respect to this because, again, the claims don't require a specific mapping technique, what type of representation you use.  That's not relevant to the discussion.  

The discussion is, do you have a form of representation?  The Hewlett‑Packard Journal teaches that we are having increased addressability so that we can distinguish among the hosts.  The CRD has already said, be sure when you are using my mapping feature that you assign rate sets differently to each host.  So we have both references saying to handle hosts separately, address the storage differently to each host, the HP Journal saying I'm providing you a capability to have all those hosts in a single channel but still distinguish among them.  That's the combined teachings, Your Honors.  

Any other questions on these topics?  Just real briefly, I believe I'm running out of time ‑‑ 

JUDGE POWELL:  You have about five minutes.  

MR. EHMKE:  I just want to touch on, referring to slide 10, we have a figure shown here on slide 10 and I want to note that this figure is from patent owner's expert's declaration.  Now, I believe it also shows up in patent owner's slides as saying from the petition.  This is a bodily incorporation.  Now, from the petition it is the combination.  This analysis performed by the patent owner, though, is just a bodily incorporation, but even that bodily incorporation is disclosing the claims as recited.  

What we see here, these are patent owner's expert's annotations, we are seeing that we have a mapping occurring.  We are mapping redundancy groups storage.  We are mapping them to a representation of the hosts, Channel 0, and we are controlling the access.  Host number 1 on the upper left there, its access is being controlled because it can access the green but cannot access the white.  Its access is being controlled.  Host number 4's access is being controlled.  Host number 4 can access the green.  It cannot access the white.  Even in the bodily incorporation proposed by patent owner's expert we are seeing the prior art disclosing the limitations in the claims.

JUDGE CHERRY:  It seems like a significant change to change from mapping physical plugs in the back of a router to allowing you to use one plug, and that seems like a more significant change than you are making it out to be.  Because if you start out with a device that has individual plugs that you physically plug into and you are mapping to those physical plugs and now you have one plug that can map on multiple devices, that seems like a pretty significant change.  

MR. EHMKE:  Here we have patent owner's expert saying it was already known that ‑‑ as we look at slide 11, in reference to the drawing provided by ‑‑ sorry, slide 38.  Slide 38, Your Honors.  We see it was already known to a person of ordinary skill in the art that in a fibre channel system it was sending with any communication an identification of the sender and the receiver and that when you have the Tachyon chip logic, which you have in the CRD‑5500 combination, it would know who the sender and receiver was.  

So, Your Honor, it's not that difficult of a combination.  We know who the sender is.  We know who the receiver is.  We already have mapping functionality but we are using a representation of a host.  It's just a question of which representation do you want to use.  The claims don't require a specific type of representation.  The combination is, make sure you assign redundancy groups differently to each host and here is a mechanism where we can distinguish among the hosts even if they happen to be on the same piece of wire.  

JUDGE LEE:  I have a question about the buffer.  Crossroads makes an argument that the cache that you identify as corresponding to the claimed buffer doesn't meet the requirements of the claim because the data stored in that buffer is not used in determining access to redundancy groups in the CRD manual, that it's simply a pass‑through buffer, it stores data temporarily, which is then written after access has already been determined.  What is your response to that argument?  

MR. EHMKE:  So we are looking at slide 40.  And as we are looking at that argument, we actually went and looked at some testimony that the patent owner's expert had provided at the District Court proceeding to try to figure out what the allowing access meant, because you are dealing with the buffer with respect to allowing access in the claim language.  

Now, the first thing with respect to that is the notion of buffering is actually quite far from the claim language.  There's actually other elements in between that patent owner ellipses out with respect to that claim limitation to apply, I think, more of a correlation between using the buffer and allow access than is warranted with respect to those claims. 

But even with respect to that, when we are talking about the notion of allowing access, whether with the buffer or not, patent owner's expert said, well, the allowing access happens the moment you accept a command.  So we are talking about using the buffer or the cache for the notion of allowing access.  There's no real analysis occurring here.  There's no data to use.  It's simply if we accept a command, that's the notion of allowing.  

That's what the CRD discloses with respect to its cache.  What happens is we are going to store the data in its cache and immediately report to the host that we've completed the action even though we haven't.  We are accepting the command, which under patent owner's application at the District Court level is the act of allowing.  So we are using a buffer as part of the action of receiving the command.  So the CRD is teaching using a buffer to allow the access.  That's our response to that, Your Honor.  

JUDGE POWELL:  So, that's your 40 minutes if you want to maintain 20 for rebuttal.  

MR. EHMKE:  I do.  I'll reserve my remaining time.  Thank you.  

JUDGE POWELL:  When you are ready.  

MR. RUTHERFORD:  Good morning, Your Honors.  Again, Keith Rutherford.  I'm here on behalf of patent owner, Crossroads, in the IPR2014‑1226, 1463 and 1544.  

I would like to jump on to slide 2 and give a quick overview and then I'm going to address actually a number of the questions that just came up here.  I'm going to go a little bit out of order to address some of the questions that came up already.  We are going to talk about right out of the chute is what is the patent really all about?  What are these inventions all about?  How does this claim mapping and access control really work between a particular host and particular storage?  We'll go into that right out of the chute with a lot more detail than what I have in the slide pack.  

But I also want to point out there are a number of problems with the petitioner's allegations.  In the original combination they rely exclusively, as it's been pointed out, on the host LUN map for their, quote, mapping between host and storage.  What we are going to demonstrate is the evidence shows very clearly that host LUN mapping cannot map between host and storage.  It only allocates storage on a channel basis and has no capability of doing anything differently.  

In reply, in reply, they say now we are going to actually add new data structures to the map to do some things, although there's no evidentiary support, no explanation of that and their expert had said, well, I didn't make any changes to the firmware where the map is in the original combination.  

Then I actually heard, I think it was asked, well, are you saying that your combination is only four hosts on one fibre channel loop?  We are going to look at in the reply, it specifically relies on an embodiment of one host per channel as well, which is a brand new argument that came up in the reply and shouldn't be considered by this board.  

But before we get into the details about what I see as issues and problems with their assertions, let's first talk about what the patents are really all about.  I would like to do that starting on slide 4.  This is Figure 3 of the patent.  And out of the '035 patent, but again, just like petitioners have said, similar specifications.  

The whole idea behind the patents to start with, this is a storage router, as we talked about, 56, a storage router.  The idea is that storage router, one, is going to deal with incoming requests and demands to its storage, associated storage and remote storage on the native low‑level block protocol.  That's important because it provides speed.  Rather than having the host computers or workstations in the Figure 3 up convert to a file system level request then the storage router have to down convert that to a native low‑level because you can't speak to disk drives unless you are speaking native low‑level block protocol.  That is one of the efficiencies that was gained in the patents, in the inventions.  

What's important, what we are really talking about here today as well is the way that the patents describe and the claims require access controls.  And the whole idea of the access control is you need to have the capability to be able to limit or provide access to workstation A to certain memory for workstation A.  And that's shown over in the device 62, the storage device.  Workstation A has storage that is all its own.  

So the whole idea here, as you'll note on this particular Figure 3, we have a fibre channel that attaches to the five workstations.  So we have a transport medium.  We are going to look at that a little bit more specifically here in a second.  We have a transport medium in the fibre channel that goes into its own channel interface.  So in this instance there would be one channel interface.  We call that a first controller in the patent and in the claims.  They are at the edge of the storage route.  So you can't just identify the single channel and be able to provide individualized access to storage like we do over in the storage device 62.  You have to know precisely which particular host it is.  You can't know a channel number.  

And let's look at that a little bit more specifically.  What I would like to do is I'm going to jump out of order here.  I would like to actually show our slide 14.  So here all we've done is say, okay, let's take claim 1 of the '035 patent and to start with, I want to point out, so the '035 patent has ‑‑ and on the right‑hand side what I have is that representation of the combination that petitioners have asserted.  We've got four hosts on arbitrated fibre channel loop that connects to one channel on the CRD.  

So in this, the devices, and I think counsel has already said that, the devices are the hosts.  Our mapping has to map between the devices that are connected to the first transport medium.  So it has to be able to distinguish these devices.  The transport medium, as we've talked about, is the fibre channel loop.  But in the claim, the first controller is actually that channel interface, right there, and would be the Tachyon chip if you have got the Tachyon chip associated.  If you don't use the Tachyon chip, there's a SCSI interface as well.  The idea of the fibre channel loop is no different than SCSI.  SCSI is also a bus system.  As we pointed out on the figure, this host SCSI busses were identified.  There were four SCSI busses in that particular image out of the CRD.

So the issue here is what the petitioners are really saying is, well, the element that says you get a map between the devices, devices being a host, would include the idea of mapping only to the first controller, the channel.  The claim specifically says differently.  The claim language tells us, well, there is a first controller.  We understand there's a channel.  We could have mapped to the channel.  That's not what the claim says.  The claim says you got to map to the devices that are connected to the transport medium.  Even in a single device, which we'll look at a little bit more probably this afternoon, it's the same thing.  Even if there's only one device on one transport medium, you still map to that device.  Not the channel, because that has effects.  The whole idea is if you do happen to have ‑‑ back to slide 4.  If you do happen to have five workstations on that transport medium, you need to be able to distinguish between them because that's the whole point of these access controls.  

Now, let's switch to just the claim construction.  I'm just going to go into Cisco's slide 30.  And this is the claim construction from down at the District Court level with respect to access controls.  Again, I think this is an important follow.  The access controls are controls which limit a device, a fibre channel initiator which is a device, a host device, or a workstation, like workstation A in our Figure 3.  It limits that particular device's access to a specific subset of storage devices or a section of a single storage device just like we saw in Figure 3. 

JUDGE CHERRY:  Do you want us to adopt the District Court's construction?  

MR. RUTHERFORD:  This construction is perfectly good.  This construction would be appropriate for the access controls that are defined by the claims, yes, Your Honor.

JUDGE LEE:  Mr. Rutherford, is your point that the claims require a one‑to‑one relationship in the map, namely a single host, to a single group of remote storage devices?  Or is your argument that the assignment has to be to a very specific machine as a host?  So for example, is it enough that I have mapped a channel that is only capable of supporting a single host to a group of storage devices?  Is that enough or does it require more?  Does it require an assignment to a very specific machine at that channel?  

MR. RUTHERFORD:  It requires more, Your Honor.  Because the whole idea of the invention isn't ‑‑ because there's not going to be ‑‑ even in the SCSI bus, even in the CRD environment, the SCSI bus could have handled eight hosts on one SCSI bus.  

So the issue is ‑‑ and let's step back to the slide 14 with the claim.  The whole issue is the idea of the invention is there's benefits to mapping particular hosts to particular storage sections.  And again, when you say one‑to‑one, I want to be clear, right.  You need to be capable of providing different storage access to every single host that's out there.  It doesn't mean you have to.  And even in the Figure 3 example, there's some global storage that all devices have access to.  

But from your point, it makes a difference.  The claim element is very clear.  If we wanted to say you need to map to the channel, right, which we could have done, that's the first controller, but that's a different structure.  That's a different thing.  

What we are saying is, no, you need to map to the host.  You need to understand what the hosts are.  So let's take a look at that just a little bit further and what the patent talks about.  One of the issues that's come up in some of the arguments is ‑‑ 

JUDGE LEE:  Actually, before you go further, just to make sure I understood what you just said, you are saying that the channels, for example, the channels in the CRD manual, each channel is a controller for the purposes of the claim?  

MR. RUTHERFORD:  There would be a first controller there, right.  So for instance, in the fibre channel world, there would be a Tachyon chip that is the first controller.  That's what receives the communications from the host.  In the CRD itself, there's a SCSI interface.  The connection between the host and the CRD is a SCSI bus.  So there's a SCSI bus interface which would be the first controller.  

JUDGE LEE:  But each bus is not the controller.  There is a SCSI controller and then there's a SCSI bus, correct?  

MR. RUTHERFORD:  Yes, Your Honor.  In fact, the first transport medium is the bus or the arbitrated loop in the fibre channel situation.  The first controller is the interface where that bus or fibre channel arbitrator loop comes into the CRD or comes into the storage controller or router.  That interface is a controller and it controls the communication on that bus.  

JUDGE LEE:  So for clarity, I won't use the word channel.  I'll use the word SCSI bus.  If the prior art teaches a mapping between a particular SCSI bus and a particular subset of storage, is that enough to meet the claim?  And if it's not, why not?  

MR. RUTHERFORD:  It's not, Your Honor, because at the end of the day, again, because mapping to the SCSI bus, there could be multiple devices ‑‑ 

JUDGE LEE:  Let's say in this system there is only one device on that SCSI bus.  There's only one computer on a bus and that's mapped to a subset of storage.  Is that enough to meet the claims?  

MR. RUTHERFORD:  No, Your Honor, because that's not the claim.  The claim is mapping to the host itself, the devices itself.  So the idea of one on a SCSI bus ‑‑ because, again, I understand your scenario.  However, the idea is just because there happens to be one in one scenario, the patent is specifically saying, look, we've got other technologies coming out, fibre channel, et cetera, and SCSI busses also, again, accommodate multiple devices.  So that would be too limiting.  

The patent is specific.  It wants to use, it has to use the host identification.  Not the channel interface or not the first transport medium.  Not the SCSI bus because that's too limiting.  You can't have the capabilities of doing as these devices get bigger and you have more and more hosts attached to the buses, you can't do the access controls that the claims require.  So, no, Your Honor, it would not be sufficient.  

JUDGE LEE:  Mr. Rutherford, I think that's my point.  If this claim is broad, and I'm not saying it's limited to a SCSI bus or an assignment to a SCSI bus, but if this claim is broad, why does it exclude that?  Because that seems to be your argument, that this claim excludes a situation where you have one SCSI bus with one device on it and that is mapped to a subset of storage, that that is excluded from this claim scope, it seems to be what you are saying.  Why is that?  

MR. RUTHERFORD:  I think we are maybe speaking apples and oranges.  Let me try and clarify just briefly.  If your point is there's the one device, one SCSI bus and one host, if what you do in the device, the storage router, is map to that host and you map that host to particular storage, that would be the claimed invention.  If all you are doing is mapping in this instance the SCSI bus itself, that's not the claimed invention or the channel because that's different than the claims require.  The claims require that you map the host.  So the fact that in an instance where there's a single host on that one channel where in a sense, right, you may end up with some similar type of result, that's not relevant to what the claims are about.  The claims say it has to be to the host because this idea, the invention was designed to be about ‑‑ so we don't exclude that.  

What you are asking is do we exclude?  The invention would exclude mapping to a channel or mapping to a first transport medium.  That's not what the claim requires.  If that's what you did, that would be excluded.  That's not part of the claim.  The claim says you got to map to the hosts.  And even if there's only one host on one bus, you still got to map to the host.  Mapping to the first transport medium or the first controller doesn't meet the claim. 

JUDGE LEE:  Mr. Rutherford, is the claim or does the claim encompass mapping a particular subset of storage to a particular arbitrated loop physical address?  

MR. RUTHERFORD:  So in the sense of there are physical addresses, right.  And for instance, a physical address and an arbitrator loop in the fibre channel world could literally be a worldwide name.  Let me go to my slide 62.  The patent envisions the whole concept of being able ‑‑ the idea is, because there's been a lot of argument in this matter about, well, channel is very similar to kind of a temporary SCSI ID or a temporary arbitrated loop assignment, right.  

Well, the patent talks about both of those things.  The patent specifically recognizes ‑‑ and we are on slide 62 again and let me reference out of the '035 patent column 7, lines 62 to 65.  The patent tell us, look, there's going to be instances, power on, reset, et cetera, where the arbitrated loop ID on a fibre channel for that device will disappear.  

And so but when we go on to the column 8, it says even in that situation, it says although the basic functionality is not dependent on this, changes in the loop configuration can result in changing identifiers.  That's true.  But it doesn't matter.  We still must map to the host because it's still at any given moment, that host is a single host.  It's a single device.  And, yes, in theory, the actual computer behind that may have changed.  It may be identified differently.  But at the minimum, it is still doing exactly what the claim says.  It's mapping to the host.  

Now, the patent didn't leave us with that and say, well, there could be this issue.  If we look at slide 63, the patent at the top of column 7 tells us, look, there's a way to make your name more permanent.  You can take some steps to actually create that arbitrated loop name or ID or your SCSI ID so that it will remain more permanent so you won't have this issue.  But the patent recognizes that is an issue.  The patent says irregardless of that issue, you must map to host because that is the basic functionality of the invention.  

Now, that said, there are claims, right, that are specific to ‑‑ let's go to slide 89.  I'm sorry, was I speaking over?  

JUDGE POWELL:  No.  

MR. RUTHERFORD:  I'm sorry.  On slide 89, this is actually out of the '041 patent.  This is a dependent claim.  So in the '041 patent, again, the independent claim calls for representation of the devices.  We must map to the host.  This claim goes on and says you actually have to use in your map the worldwide name, the physical name of that particular host.  It's really that host's FC port.  So there is a claim.  So in the '041, which is one of the challenged claims here, you specifically have to go.  So channel number couldn't possibly count here because you have to use the worldwide name of the host.  That's what this dependent claim says.

JUDGE POWELL:  Which way does that cut with respect to the independent claims?  

MR. RUTHERFORD:  The independent claims, Your Honor, this is about a persistent.  So the independent claims say you can use an identification of the host that is either persistent, it's permanent like the worldwide name or it could be fleeting like, for instance, in the power‑on reset, that particular arbitrated loop ID might go away.  It might become something else.  The patent says even if that happens, the basic functionality of the patent still must be met of mapping to the host.  Even if that host happened to have changed because of an unusual event like a power‑on reset, the basic functionality is still there, Your Honor.  

JUDGE POWELL:  What part of the intrinsic evidence, what part or parts of the intrinsic evidence is the best part to suggest that it's important to have the map to a specific host as opposed to a group of hosts?  I recognize that the figure shows workstation A, storage A, workstation B, storage B.  That's certainly an example where the association is one‑to‑one.  What part of the disclosure in the patent best illustrates how important it is that that association be one‑to‑one?  

MR. RUTHERFORD:  Your Honor, I do believe that Figure 3 and its associated discussion, the issue isn't so much ‑‑ again, we are back to this idea of one‑to‑one, right.  So the issue is you must map to host to meet the claim element, right, and not some other representation that includes some clump.  

Now, at the end of the day, using the example of finance, you might choose to provide whatever those host IDs you are going to receive for all of finance, they may get the same access.  So there's nothing in the patent that says that any given host must only have exclusive access to some storage.  That's not ‑‑ it needs to be capable of having its own access or whatever access the administrator wishes to set up for that.  

But the whole idea here is it's not about trying ‑‑ it's not about necessarily being exclusive because the functionality of the patent because you are mapping to individual hosts, you can make every host have the same, every host have different or some combination therein.  So there is nothing in the patent that's going to talk about it's bad that each host might actually be mapped to the same storage.  In fact, that's envisioned in Figure 3 specifically with the global data.  

The issue is ‑‑ but the whole idea is but you must be able, you must at the end of the day have the capability of giving each host their own access to individualized memory, if that's what you want to do.  And really the only way to do that in the claimed invention is to map the particular device to the storage. 

JUDGE POWELL:  So if that's the case, if the issue is individual ‑‑ the ability to assign storage individually to the host, am I understanding that correctly?  An individual host should have the capability to map to a particular set of storage independent of the other hosts.  

MR. RUTHERFORD:  That is correct.  Each individual host ‑‑ if we just pop to slide 4, it's easier to discuss off of that.  Each individual host, in this instance, right, we have workstation A has some of its own particular storage assigned to it, the storage device 62 over here.  But it also has access to all the global data up in storage device 60.  So all five workstations have access to that global data.  

And in fact, let me show you.  Let's go to Cisco slide 33.  So here is a slide that was made using Figure 3, right.  And so what this actually shows very kind of straightforward is each of the workstations over there are going to have ‑‑ they changed this to a SCSI bus scenario instead of a fibre channel for the purpose of the question in the deposition they used this for.  Each one has a specific SCSI ID name.  SCSI ID 0 is workstation A.  And this shows accurately what's going on.  So workstation A over here in what would be a perfect version of a map by the claimed invention, you have got host SCSI ID 0.  So it's specifically identified.  It has storage access to LUN 0, which is the global data and to workstation A, which is LUN 1 in this particular scenario.  Workstation B, which is identified as SCSI ID 1, has, again, access to LUN 0, common access, but it has separate access to 1 too.  So it would not be able to access LUN 1 or even see it and workstation A would not be able to access says LUN 2 or even see it.  So that's the importance.  You have to have the capability of doing that.  

JUDGE POWELL:  There is where my question lies.  That is the example, that is what is disclosed in Figure 3 and associated, but where is the statement ‑‑ what is the best evidence in the record to support that it's important that it be that way?  Does that make sense?  

MR. RUTHERFORD:  It's the claim itself.  So let's go to slide 14 again.  So look at an example of the claims, again, slide 14.  So this is claim 1 out of the '035.  So the whole idea here is you only have certain things you can map to, if you will, right.  And so in this instance what you are saying is you have got ‑‑ there's specific callouts in the claim.  The callout in the claim are the devices, right.  The devices are what the claim says we have to map to.  

And so the patent demonstrates the importance of having individualized access, but the claim brings home to us that to do that, to accomplish that we have to map to the host.  And to be able to do what we just talked about, that host has to be individually identifiable.  But one thing we do know is it doesn't say we are going to go map to the first controller and it doesn't say we are going to go map to the first transport medium.  It doesn't say that because that won't give us the ability to be as granular as we need to be to give each individual host access to whatever storage should be appropriate for that host.  

JUDGE CHERRY:  Really the crucial point is that the first ‑‑ that in the CRD manual, the channel is the first controller.  Not the device. 

MR. RUTHERFORD:  Right.  So the channel is going to be basically, if you go look at ‑‑ in the CRD, right, whether you have a Tachyon interface or a SCSI interface, it doesn't matter.  That's your first controller.  That's operable to connect to and interface with the first transport medium, either your fibre channel or arbitrated loop or your SCSI bus.  So exactly, Your Honor.  The channel in the CRD is what would be the first controller if you were trying to line it up against the claim.  

JUDGE LEE:  Mr. Rutherford, I thought you told me earlier that the channel which is assigned to a particular bus is the medium and not the controller.  

MR. RUTHERFORD:  I apologize.  If I said that, I misstated.  The bus itself is the first transport medium.  And I think actually counsel for petitioner said that as well.  I agree with that position.  The channel itself, so this Tachyon interface or the SCSI interface are the first controller.  I appreciate Your Honor pointing out that I made some error.  But the first controller would be the Tachyon chip in the fibre channel scenario or the SCSI interface in just the normal CRD.  

JUDGE LEE:  In the CRD manual, there is a single SCSI interface with multiple channels on it, each channel associated with a particular SCSI bus.  Do I understand that right?

MR. RUTHERFORD:  So I don't believe that's what ‑‑ can you repeat that question one more time because I'm not certain that's correct.  

JUDGE LEE:  So looking, for example, at Figure 1‑2 of the CRD manual, that's illustrating a common controller which would be the first controller.  

MR. RUTHERFORD:  Let me see if we can get that slide that you were looking at earlier.  I think that's slide 25.  No, no.  I'm sorry.  Please continue your question while I try and locate that.  

JUDGE LEE:  Sure.  Let me refer specifically to this is page 11 of 92 in the CRD manual, Figure 1‑2.  It shows a box that's labeled CRD‑5500, which I understand at least petitioner to be arguing is the control.  And there are four channels, 0, 1, 2 and 3, each one assigned to a particular SCSI bus.  That's how I understood Figure 1‑2.  And if that's a correct understanding, wouldn't each of those four buses each be transport media and the CRD‑5500 box be the controller?  Is that an incorrect understanding?  

MR. RUTHERFORD:  That's an incorrect understanding, Your Honor.  The CRD‑5500 is what equates in the claim elements, right.  That's your controller, the storage controller ‑‑ excuse me.  You are looking at Figure 3 of the patents.  That's what would be the storage router.  That's where the brains of the system are, which is deciding where to route traffic, et cetera.  

So in this, and I think we have it on the screen now, this is slide 11 out of Cisco's slide pack.  This is the figure you are referring to, Your Honor?

JUDGE LEE:  Yes.  

MR. RUTHERFORD:  So in that instance, the little 0102 ‑‑ in the circles, the 0, 1, 2, 3, those are the SCSI interfaces.  So those, just like the Tachyon chip, that would be your first controller if you are looking for something equivalent or something like that in the patent claim. 

The actual inside the CRD‑5500 is where the host LUN mapping is done.  So this allocation of the channel to the particular redundant groups or storage down below is done inside the CRD‑5500.  But the thing, the device that is actually, as the claim calls the first controller, it is the thing that interfaces with the bus.  So we can see identified by petitioners here, you have a host SCSI bus that goes to the host.  When it hits that, for instance, the far one on the right, when it hits 3, it's hitting a SCSI interface.  That SCSI interface, that's the first controller.  And in the Tachyon world, in their arguments about Tachyon, what they are saying is that interface, when you have four hosts on that loop, they are saying that interface receives a particular host identifier.  

JUDGE LEE:  Are you saying that there is some component outside of the CRD‑5500 that the bus plugs into?  

MR. RUTHERFORD:  No.  In the normal CRD, it's a port.  You used that term earlier and that was correct.  The Tachyon, I understand it slides into a slot on the CRD‑5500.  In a sense, it's a card that would slide into the slot.  It kind of becomes, if you will, part of the 5500.  But the communications side of the 5500 has these various interface devices, either SCSI or Tachyon or whatever it happens to be for the particular bus configuration you are using. 

JUDGE LEE:  Right and those SCSI interfaces are part of the device that's depicted in this figure as a box labeled CRD‑5500, right?  

MR. RUTHERFORD:  In the original, yes.  I guess that is correct in a sense.  This box would come with four, presumably, SCSI interfaces. 

JUDGE LEE:  That's why I don't understand your distinction between the router versus the interface, because isn't the interface part of the router?  Your claims say ‑‑ the claims are to a storage router comprising a first controller being one of the components.  

MR. RUTHERFORD:  Correct.  But what my point is, there's different elements inside the storage router as well and as described.  There is a component that is actually designed to receive the communication from the host bus which would be in this instance the host SCSI bus.  So that component is a SCSI interface card.  That's the point.  So that SCSI interface card would be the equivalent of a first controller, if you will, as the specification talks about it.  That first controller isn't the component necessarily.  That's not the map.  That's not anything else.  There's other mapping that's going on.  So the idea is if all you are doing is identifying that port in your map, you haven't identified the hosts that are going to be connected to that port. 

JUDGE LEE:  Would there ever be more than one SCSI bus assigned to a port in the CRD‑5500?  

MR. RUTHERFORD:  It is possible.  I think when we look a little bit later in one of our examples that may be a situation.  I think that does actually happen in one of the scenarios in Figure 6‑8 of the CRD manual.  We'll look at that here in just a moment.  

One of the fallacies and underlying premise is that somehow the CRD manual only teaches one host or mapping on a per‑host basis is.  That's actually incorrect because there's an embodiment in the CRD‑5500 which specifically has two hosts on one channel and does not distinguish between those.  And we'll ‑‑ let me kind of move ‑‑ 

JUDGE LEE:  But those would be two hosts on the same bus. 

MR. RUTHERFORD:  But there's also in that scenario, two buses connected to the same channel as well.  

JUDGE LEE:  I guess, Mr. Rutherford, to take a step back, the difficulty I'm having is you are pointing to a variety of ways in which the CRD‑5500 manual discloses some configuration that is not covered by the claims.  But that's not really the important inquiry here, is it?  Isn't the important inquiry, does the CRD‑5500 manual disclose a configuration that is covered by the claims or at least to the extent alleged by petitioner?  Even if it discloses, for example, a configuration where there are multiple hosts that can't be resolved on a single bus, why is that important if the manual also discloses a single host on a single bus where when you map that bus or the channel that bus is on and there's only one bus on the channel, so when you map that channel, you know exactly which bus it is and exactly which host it is.  Why is that teaching something that is not relevant?  

MR. RUTHERFORD:  So I disagree with the teaching.  So the question is exactly appropriate for what we are doing here.  Can we go back to that slide on the Figure 1‑2 that we were just on.  So we are back on slide 11 from the Cisco slide pack.  This is a scenario where I have one SCSI bus, one host on one channel.  And so in this instance, right, the host LUN map for Channel 0 has ‑‑ and that host LUN map, whatever it is, there's only one host on that channel.  This is the exact scenario that Your Honor is talking about.  

Now, if I would go to my slide 14, my point is that the fact of the matter is the claim requires that the mapping be to the devices.  The devices are clearly disclosed as the host.  And so the issue is even in that scenario, in that scenario, the host LUN map ‑‑ and we are going to go into that in a little bit more detail.  The host LUN map of the CRD doesn't map to hosts.  It maps to a channel.  So is there one instance where because there's only one host out there that the result theoretically is the same because there's ‑‑ you know, if you only have one thing on a channel, in theory that could be the same.  Potentially.  

The issue is, though, if that particular channel is mapped specifically to the vice president of finance's computer and he goes to a conference room across campus and logs on wirelessly, it doesn't recognize that host in any way.  All that matters is what door you come to, what port you come to, and that's different fundamentally than what the claim is.  The claim says you have to map to the host.  

JUDGE LEE:  So I think we are coming to the core of the issue in that your argument that you just made depends on a construction of the term map where ‑‑ 

MR. RUTHERFORD:  Yes.  

JUDGE LEE:  ‑‑ an association, regardless of what representations are used, any association is sufficient versus the association has to be with a very specific physical place.  You seem to be saying the latter is the correct construction.  And I think what we would like to see is specific evidence, for example, in the specification something other than the claim language alone that compels that construction.  

MR. RUTHERFORD:  First off, I wanted to take one quick look at the map terminology that ‑‑ the map construction claim term that the Board put in.  And that's in that Cisco slide 16.  And then I will turn back to addressing the specification question.  

So this is the Board's construction.  And it talks about allocating storage on the storage devices to devices, which is a claim element ‑‑ that's a specific term in the claim ‑‑ on the first transport medium.  So again, even as the Board has already stated its anticipated claim construction, it's using the terminology devices.  So you got to map to the devices.  

Now, I want to try and turn back to and address the Board's question.  So why don't we jump to slide 33.  And this is where the whole issue is and this is what it's referring to some discussion related to slide ‑‑ or excuse me, Figure 3.  Here the patent is talking about the key is you have to be able to distinguish between these devices.  The router has to be able to distinguish between devices that are on the same interconnect, this common fibre channel.  So that's what the patent is telling us is important to do.  

So the problem is if all you know is what that common interface is, if all you know is there's a fibre channel on Channel 0, you can't distinguish between the devices on that particular transport medium.  

JUDGE LEE:  You seemed to earlier say that it's also insufficient to have not only the knowledge that a single fibre channel loop is on Channel 0, but also it's insufficient to know that there is a port or a physical address, an ALPA, a specific ALPA, that's insufficient as well.  

MR. RUTHERFORD:  No, no.  ALPA is different.  The ALPA, each of the hosts, right ‑‑ we are looking at slide 33.  So workstation A has, if it's on an arbitrated loop and that's the way it was set up, it will have an ALPA ID just like it had a SCSI ID in the one figure we looked at.  

So what my point is, if you look at claim 15 of the '041, the dependent claim 15, that specifically requires you to actually use the worldwide name which is actually a permanent name for the host port.  But in this instance, it is perfectly sufficient in the patent space, the claimed patent to use a host devices ALPA identifier.  And again, the patent we walked through just a little bit ago, the patent says even if that host identifier, the ALPA could change based on a power‑on reset, one of these unusual events, you still use that because that's the basic functionality of the invention is to map to that.  

And so that is ‑‑ the ALPA is the specific identifier of the host.  It's not the identifier of the fibre channel itself. 

JUDGE LEE:  Isn't the ALPA a specific identifier of a location on the loop such that you could plug in a different machine at that same location and it would still be identified?  

MR. RUTHERFORD:  It's something similar to that, Your Honor.  Yes, there can be situations where your ALPA number, because again, like a power‑on reset gets scrambled and that changes.  So what used to be theoretically Bill's device on ALPA 1 happens now to be Mary's device.  So that can happen.  So the patent specifically talks about that.  If we look at slide 62, the patent says, right, this address, this ALPA is generally not guaranteed to be unique between instances.  Exactly to your point, yes, the patent envisions the idea that ALPA, if I look at it now and I look at it 15 minutes from now, it's conceivable, this is not typical but conceivable that the device that's actually connected to that ALPA identifier is different.  So the patent says that.  

But the patent says even in that situation, even though the FC ports, that's the ALPA identifier on my host, can be required to have specific addresses assigned, the basic functionality is not dependent on the fact that those identifiers can change.  You still have to use those identifiers, something that identifies the particular host.  The patent says we get that at times that gets replaced.  

JUDGE LEE:  So what identifier are you talking about?  What identifier is talked about in this portion of the specification other than the physical address?  

MR. RUTHERFORD:  Well, ALPA, as I understand it, is not specifically a physical address.  It is a temporarily assigned ID to a thing when the loop arbitrates itself.  It will say, hey, you get serial number 2 just like you would on a SCSI bus arbitration. 

JUDGE LEE:  I understand ALPA to be an acronym for arbitrated loop physical address.  So that's what I was referring to.  

MR. RUTHERFORD:  But it can be reassigned as the loop is redone.  There's also something called a worldwide name which is literally your fibre channel port is going to have a specific serial number, and that will always be the same.  

JUDGE LEE:  Again, that is a port.  

MR. RUTHERFORD:  So we are using ports ‑‑ that is the host.  On the host device there is a fibre channel port that connects it to the fibre channel loop.  

JUDGE LEE:  In any event, worldwide names are specifically identified in a dependent claim.  

MR. RUTHERFORD:  They could also be in the independent claims.  So SCSI ID is one way to do it.  There's corresponding types of things in iSCSI.  Each of these individualized identifiers could be something like that.  But SCSI ID is a very good one.  The ALPA is a good one.  Worldwide name in the fibre channel world is a good one. 

JUDGE LEE:  So if ALPA is the identifier you are talking about and the spec talks about how the ALPA can change for a particular device, why does that require mapping to the device as opposed to the changeable identifier?  

MR. RUTHERFORD:  Claim 14 ‑‑ or slide 14.  The claim says you got to map to the device, to the host, whatever that is, that ALPA.  The patent recognizes that ALPA ‑‑ 

JUDGE LEE:  You just said it needs to map to the host such as the ALPA.  But you have already talked about how the spec talks about the ALPA not being permanent for a device.  It can change.  Mary's computer can be ALPA 1 and then later it can be ALPA 3.  If you are mapping to ALPA 1, that could be Mary's computer now; it could be Bill's computer later.  

MR. RUTHERFORD:  That's correct, Your Honor.  But that's irrelevant to the claim.  The point is at any given moment in time, ALPA identifies one specific host.  Now, that might change.  The patent recognizes that.  But it identifies one specific host.  So when at any given moment in time on a fibre channel loop the map will know all five or six or whatever of those hosts that are on that fibre channel loop.  

And, yes, what the patent says is the fact that those might change and be physically different computers doesn't matter.  The basic functionality still remains.  I need to know those individual hosts because I'm going to give whatever host shows up.  If somebody changes their name tag on that host, they are still going to get access to what that ALPA 2's storage access is.  And the patent goes on.  Remember, I showed ‑‑ the patent shows us ways to make that host identifier, that ALPA number more permanent to solve that problem. 

JUDGE LEE:  So why is that different from knowing that the single host on Channel 0, whatever that physical machine is, whatever is on Channel 0 is going to have access to a particular storage and whatever is on Channel 1 is going to have access to particular storage, why is that different?  

MR. RUTHERFORD:  Well, the real answer is that's not the claim.  The claim is it has to map to the host.  

JUDGE LEE:  You just said that the host ‑‑ 

JUDGE KALAN:  Let me interrupt one second.  We keep talking about how the claims say mapping to a device or to a host.  But the claims talk about mapping between devices.  Is this significant?  Because "between" seems to be a broader term than "to."  

MR. RUTHERFORD:  Thank you, Your Honor.  Kind of like we looked at that one slide, what you're really doing is identifying this identification of the host, whether that's SCSI ID, whether that's ALPA or worldwide name to particular storage.  So when the patent talks about mapping between, the whole idea is eventually communications are going to go ‑‑ the device, the host device, SCSI ID 1 will be able to see only its identified storage.  

So there is a kind of ultimately a physical relationship that gets created.  That's where the access controls come in.  You use this map.  The map isn't in a vacuum.  It gets used to create the access controls.  So the issue is ultimately, right, you can't ‑‑ mapping to a channel, right, or mapping to something like that, it doesn't matter that there may be one instance where a similar result can happen.  That's not the patent.  That's not the claim.  The claim says you got to map to the host.  The fact of the matter is this system works in all instances, even in instances where there's been a power‑on reset.  That's what the patent says.  The basic functionality is still there.  

JUDGE CHERRY:  To clarify, what you are saying is that a person of ordinary skill would understand that when you are talking about devices, that can't be ‑‑ that requires a level of specificity below the channel level. 

MR. RUTHERFORD:  To start with, because the channel is actually an element of the claim, the first controller, it can't be that.  The issue is, yes, it has to be a level specificity because in the context of the patent, what we are saying is these devices or even a single device has to have access to its assigned storage.  At the end of the day, it's not just about mapping.  It's about using the map and access control.  As we looked at that one claim construction, it's about a particular device's access visibility to whatever its storage is.  

What I would like to do is just briefly step on to a couple of the points that I wanted to make.  We talked a lot about that and again, so the key is, a channel is not mapping to devices.  Just not.  It's different than that.  So the CRD by, I think at this point in time generally admission of everybody, it maps only to channels.  Right.  There's only an allocation of storage to channels.  There is no identification of the host.  And I'm going to jump ahead just to save a little time to ‑‑ 

JUDGE CHERRY:  I think what we would like to know about is so they have come up with this, I won't call it new, but what you say is new theory.  Can you tell us why that theory is new and why it's not in the scope of the petition?  

MR. RUTHERFORD:  Absolutely.  So we asked ‑‑ so if you look to, let me take you to slide ‑‑ sorry.  We are going to be jumping around a little bit in my slides.  Slide 8, please.  So what we have up top is out of the petition.  And so we talk about, right, the CRD manual discloses a limitation that teaches this monitor utility, and it teaches it in an executable firmware.  That executable firmware provides this host LUN mapping feature.  

So we asked in deposition of Dr. Hospodor, we said, What changes are you making or proposing to this firmware?  He said none.  I didn't make any.  This is not about building a product.  This is about in your combination, what did you say what changes would be made?  Well, none.  None.  

So what do they say now?  Let me jump ahead.  Go to slide 18, please.  Now we are saying ‑‑ because originally what the assertion was is, well, this Tachyon chip would give you a host identification, would pass it into the system and that system then could cross‑reference that piece of information with the host LUN map as it exists.  That's what was in the petition.  That's what was talked about. 

Now in reply, instead of using the host LUN map as it existed, we say someone of ordinary skill in the art understanding this underlying goal of the CRD to be only one map per host would create new data structures.  So that's new.  

But let's look at that.  We've talked a lot about this that there's only one goal to the CRD‑5500.  And we think that's erroneous.  Let's look at slide 19.  They say the fundamental basis for this is every configuration of the CRD‑5500 is one host per host.  That's what they say.  There's not a single disclosure of multiple hosts in the CRD‑5500.  And based on that, if we look at slide 20, they are saying, well, then, based on that goal and I think it was repeated again this morning, if you have a goal of mapping per host, then if you have this extra information allegedly that Tachyon provides you, this host ID, then you would use it and you would map to host.  So you would create this new data structure, this new combination.  

So for one, what we are going to look at is, let's jump ahead ‑‑ well, let me jump ahead to slide 22.  The part that was based on an expert's opinion and view that there really is no teaching in the CRD‑5500 manual that supports multiple hosts on the same channel, but that's incorrect.  

Turn to slide 23.  The 5500 has in Figure 6‑8 a two‑host on one channel.  Your Honor, this actually shows here, there's the single ‑‑ basically a single SCSI bus that goes off and it has two hosts on it and it has basically two CRDs.  If you look at, for instance, one of the channels on CRD‑5500, what would be Channel 0, on that SCSI bus there's two hosts.  There's multiple SCSI bus hosts.  

Now, so the CRD‑5500, you go to the next slide, 24.  Dr. Hospodor acknowledges, yeah, of course the SCSI is going to have ‑‑ each SCSI device is going to have its own SCSI ID.  I think we all accept that.  So, the whole point is here the interface, right, the channel interface is going to have to know what SCSI ID host that request came from because it has to return the requested data to the right host just like the Tachyon chip has to return the right data to whatever host is out there asking on the arbitrated loop.  So, in Table 6‑8 the SCSI interface is going to have to do exactly the same thing as the Tachyon chip.  It's going to have to know the SCSI ID of host 0 and host 1 that made the request.  

So, but the problem is that nothing ‑‑ I believe it's slide 26.  Both experts say nothing in the CRD can recognize between multiple hosts on a channel.  Nothing.  So Dr. Levy says there's nothing in the CRD manual that indicates that a CRD‑5500 can distinguish between devices.  Dr. Hospodor goes on in his deposition testimony and actually says there isn't even a concept ‑‑ the CRD user manual ‑‑ is there anything in the CRD user manual that indicates that the CRD has a concept of the identity of hosts?  He says, no, I'm not aware of it.  

JUDGE LEE:  Mr. Rutherford, is it possible to have two workstations somehow networked together assigned to a single arbitrated loop physical address on a fibre channel loop?  

MR. RUTHERFORD:  I apologize, I missed the very first part of your question, Your Honor.  Could you repeat?

JUDGE LEE:  Sure.  Is it possible to have two workstations, so two hosts that are somehow networked together or otherwise linked and both assigned to the same arbitrated loop physical address in a fibre channel loop?  

MR. RUTHERFORD:  Not that I'm aware of, Your Honor.  Every device that's on a fibre channel loop has to have its own individualized identifier.  That's the way the bus determines.  The requests are going to go out on the bus.  Each device has to have a particular individualized identifier so that the data can pass between devices.  As an initiator, I'm going to ask for a target's ID, and then that target is going to return to me the initiator.  If there's two initiators that you couldn't distinguish, then it would fail to do what the fibre channel is intended to do.  

JUDGE POWELL:  I think what I might have ‑‑ where John might have been going with that, Judge Lee, pardon me, could more than one computer be connected to one another and then share a single connection point to the fibre channel loop and communicate ‑‑ 

MR. RUTHERFORD:  There's been no evidence put into the record of any such configuration in this proceeding that I'm aware of.  And again, my understanding is for every device that is going to appear on a fibre channel loop, so if it's going to appear as an individual device, in other words, it fakes out the fibre channel loop, I'm not sure what happens in that scenario.  Again, I don't believe there's any evidence in the record on this.  

What we are talking about, the combination they are talking about is literally four individualized hosts that will have each of their own arbitrated loop identifier and that connects to a single channel.  

JUDGE LEE:  The reason I asked the question is that you seem to be saying the problem with their reading of the prior art is that if you have a situation with multiple hosts on a channel, you cannot distinguish between them.  And I asked the question because I'm wondering, isn't it the same problem if you have multiple hosts on a single arbitrated loop physical address where you can't distinguish between them?

MR. RUTHERFORD:  So. in theory, if that were to happen, that would be a problem.  The issue is there's nothing in the evidence in this record about that actually happening.  

The point being is ‑‑ I'm not defining it so much as a problem.  It is what it is.  The CRD worked fine for what it did, right.  It was a channel‑allocated storage system.  It worked fine.  Whatever devices showed up on that channel were going to get access to the storage assigned to that channel.  There's nothing wrong with that.  It worked great for whatever it did, presumably.  The patent is about something different.  The patent is about mapping to particular hosts.  We are saying we want more definition.  As we enter into this great world of fibre channel where there could be 120 hosts on one bus, we need to be able to still provide access control individually to each host.  The only way to do that is to have this host identifier.  Even if it possibly has a way to be trumped because of power‑on reset, it's still better and that's what we are going to use because that's the basic functionality of the patent.  

Your Honor, you asked one of the questions about new.  Let's switch to slide 30.  Our position is it's a new combination to even modify the host LUN map.  That's brand new in the reply.  The host LUN map in the original combination was to be taken as is, and the host LUN can't map to host.  

A second new combination came out, and in fact, I believe counsel asked, Do you have a combination for a single host on a single channel?  He said no.  In the reply they set out a specific combination.  That's brand new and it shouldn't be considered here. 

In the petition they clearly are saying a plurality of hosts on a single fibre channel arbitrated loop which we have been talking about today, the four hosts on a single arbitrated loop.  But in the reply, they say, well, there is a configuration where there's one host per channel and that maps a single host to a particular redundancy group.  That's a brand new theory and should be thrown away.  

But again, what we have been talking about, Your Honor, is it doesn't matter because the whole point of the claim is you have to map to the individualized host.  You got to map to the host.  You can't map to a channel even if there's only a single host.  It's still not the patent.  

So one thing I wanted to step back on and touch on again is we had spoken briefly about it, let's go to back to that slide 89.

JUDGE POWELL:  I'll note you have about three minutes left.  

MR. RUTHERFORD:  Yes, Your Honor.  Thank you.  Again, here we are.  This is on the '041.  So even if, for whatever reason, you kind of came to the conclusion that a channel might work in many of these claims, which I think I've explained we think it's completely incorrect, here you have to use the worldwide name of the host to identify the host in the map.  

And so the only thing, if you can show me petition 58, a copy out of the petition, so 1463, Your Honors, for the record.  So, this is where we are talking about claim 15.  And here they recognize that disclose ‑‑ the hosts are uniquely identified by the channel number.  So, it's specifically the channel number.  

Now if we go to page 59 of this petition, in this 59 it says, Thus, the CRD‑5500 controller uniquely identifies the attached host as taught by the CRD manual because it's using channel to identify somehow a worldwide name of all the hosts.  So with the four hosts on a fibre channel, how can the channel ID represent four different worldwide names for four different hosts, which is what this claim, claim 15, requires in the '041?  So this is the sole argument ‑‑ 

JUDGE LEE:  Aren't you skipping that paragraph where it says, Second, the fibre channel's standard teaches, et cetera, et cetera, are represented by unique identifiers that are worldwide names. 

MR. RUTHERFORD:  That's true.  The unique identifier, right.  So the dependent claim 14 which this depends from says the representation must be a unique identifier.  That would be, for instance, ALPA.  But this is saying the unique identifier here you would have to go further.  You would have to actually use the permanent worldwide name, the serial number for every host out there.  That's what a worldwide name is.  When you get a fibre channel connector you put into your host, it has a serial number, and that's only one granted.  So every time in the world when it sees that worldwide name, that is one specific device.  That never, ever changes.  So that is what claim 15 is saying.  So every host must be identified by its worldwide name.  Channel number can't do it.  It's not possible.

JUDGE LEE:  Here, just reading from the petition, it says the CRD‑5500 controller uniquely identifying the attached host as taught by the CRD manual in view of the fibre channel transport medium as taught by the HP Journal.  

MR. RUTHERFORD:  Again, all the HP Journal says is if you have fibre channels, you know you have ALPAs or worldwide names out there.  The SCSI bus did exactly the same thing.  We just looked at an implementation in the CRD‑5500.  We had two SCSI hosts on one SCSI bus on one channel.  It has to know those two names as well to be able the respond.  But the CRD‑55500 never used that.  In that instance, the channel ID cannot identify between those two hosts.  So, it fails to meet the requirement to map to host and it would never be able to provide a worldwide name.  It doesn't know it.  And again, the Tachyon chip, as we have put in evidence, strips all that information out anyway.  It never passes through.  

JUDGE POWELL:  That's time.  Thank you.  

MR. EHMKE:  Just a few points on rebuttal, Your Honors.  With respect to the modification of the map and whether or not the mapping is a patentable distinction over the prior art, I want to point back to the specification, as we look on slide 15, about the disclosure of the mapping and the mapping techniques within the patent.  It's allocating storage using mapping techniques.  There's no specificity associated with it.  It's relying on the fact that persons of ordinary skill in the art already know how to map, how to use information, correlate maps using mapping techniques.  

The CRD is disclosing the same thing.  The CRD is saying use a map.  The CRD actually goes further than that and actually describes this particular technique.  And it almost sounds like patent owner is saying we should punish the CRD ‑‑ 

JUDGE CHERRY:  The point is did you explain that in your petition that you were relying on ‑‑ because in your petition, you are just saying ‑‑ you just point to this channel map.  You never talk about actually mapping to the devices.  And that's what the patent owner is focused on, is that, you know, maybe it would have been within the level of skill in the art to do that but did you explain that in your petition, that that was what has to be done?  

MR. EHMKE:  Again, we explain in our petition that we use the mapping of the CRD to map to particular hosts.  That was the teaching we relied upon and that was what we explained in our petition.  

JUDGE CHERRY:  That's not what you are saying now.  You are saying now that you are modifying, you are taking teachings from the HP Journal and that someone would have known that you could have modified the map to do it a different way and then that would identify the hosts.  That's what I get from your reply.  

MR. EHMKE:  From our position, Your Honor, what we had said originally in the petition, it's not a new argument, is that we are going to map to particular hosts.  We are going to use the mapping techniques of the CRD which uses representations of the hosts.  We are going to take that teaching, we are going to combine it with the teachings of the Hewlett‑Packard Journal that says that you can have those hosts on a particular channel.  We are relying upon the law that says we don't have to do a bodily incorporation.  We just have to take the combined teachings of what they would have suggested to a person of ordinary skill in the art. 

JUDGE CHERRY:  I think we are not holding you to actually bodily incorporating, but did you explain that that was the particular teaching you were incorporating there?  

MR. EHMKE:  So, what we said with respect to the particular limitations ‑‑ and we are looking at, again, the petition in the '035 proceeding, paper 3, page 28.  We are saying, we are talking about the first controller operable to interface with the transport medium.  So, we are talking about the transport medium, the basic fundamental structure, and we are saying we want to take the teachings of the CRD which allows you to have biomodules and we want to replace it with the fibre channel using the Tachyon chip because, again, one of the features of the fibre channel is that you can maintain the same I/O services with respect to that.  

And then now that we have that system in hand or we have a system in hand where we have now merged all of the devices onto a single transport medium, we are then going to take advantage ‑‑ we are on page 31 of the same paper.  Now that we have that system in hand, we have a system that has merged all those things we've already discussed.  

We are then saying take advantage of the host LUN mapping feature that's allowing a user to assign redundancy groups to a particular host.  We aren't saying that you shall use the channel.  That has never been our position.  What we are saying is you have the system where you have all the host on a single transport media already using the teaching of the Hewlett‑Packard Journal and now take advantage of the mapping feature described in the CRD that lets you assign groups to a particular host.  That has been our argument from the beginning.  

JUDGE LEE:  The difficulty that I have with this is that in this section that you are looking at now, I understand that you have already talked about the fact that the CRD manual and the HP Journal are being combined, but here in discussing mapping, you don't say that we are going to take advantage of the host LUN mapping feature, but instead of mapping to channels, we are going to map to ALPAs or some other identifier that's discussed in the HP Journal for the fibre channel.  You don't make those arguments here.  So I think that's what we are asking about.  Are those arguments somewhere else?  

MR. EHMKE:  Well, we even saw from patent owner's own arguments when we are getting down into the weeds of the specific claim limitations, for example, a worldwide name.  You even noted it.  We specifically said in this particular example, use the worldwide name as disclosed in the fibre channel specification because the claim ‑‑ 

JUDGE CHERRY:  That was a different petition.  That's not in the 1226. 

MR. EHMKE:  Neither is the worldwide name requirement in this claim.  

JUDGE CHERRY:  We are not ‑‑ we are going back even further.  We are saying that for this combination did you explain that you were modifying the host LUN mapping as disclosed in CRD so that it could accommodate individual devices using the ALPA?  

MR. EHMKE:  We are not saying use the ALPA.  The claim doesn't require a specific representation.  There's no target to hit.  All we are having to do with respect to this claim limitation is say operable to map between the devices.  

JUDGE CHERRY:  So if you mount the claim language or quote ‑‑ I mean, I think what we are saying is did you explain what you are now saying is that you are modifying the CRD in addition to adding this first transport medium, but you are modifying other parts of CRD?  

MR. EHMKE:  Yes.  Again, the language I would point to, we said, yes, that you would have to make some modification to the hardware or software of the components of the CRD to keep them operating in their intended manner.  

JUDGE CHERRY:  So we are supposed to then just take this kind of general suggestion and modify whatever you need to ‑‑ we are supposed to accept that as wherever we find a problem in the petition, then we know, oh, they meant to modify that based on this kind of boilerplate?  

MR. EHMKE:  No, Your Honor, because again, it's about the particular claims involved.  For example, if we go back down, the claim was ‑‑ 

JUDGE CHERRY:  Each time you run into a problem on a claim, this kicks in and you make modifications as needed?  

MR. EHMKE:  I guess I would disagree that there's a problem with the claim because the claim in this particular instance is simply operable to map between.  There's no specificity with respect to that claim language.  Again, there's no target to hit with respect to the arguments patent owner is making about distinguishing among the hosts.  There's no mapping to the host, which is another argument the patent owner was making.  With respect to this claim language, it's simply operable to map between.  So even in the most narrow situation of a bodily incorporation, even if we ignore this language here, even in that bodily incorporation, we are operable to map between. 

JUDGE LEE:  Mr. Ehmke, just to help facilitate this, if you could go to your slide 11, which again, is Figure 1‑2 of the CRD manual, as I understand your argument, you are saying that take this teaching from the CRD manual, replace the hosts on Channel 0 through 3 with all the hosts, all four of them on a single fibre channel loop.  So all of those, that will be the only channel that the CRD‑5500 box is now connected to, one loop with the four ‑‑ 

MR. EHMKE:  That would be one example, yes.  

JUDGE LEE:  That seems to be the combination that you are proffering in your petition.  

MR. EHMKE:  Correct.  

JUDGE LEE:  Then you say the CRD manual tells you now to use this host LUN mapping feature and we are going to use that.  Well, when you look at those teachings, it says use the channel number.  Now, there's only one channel.  So you can't use the channel number anymore.  You have to use something else.  And I guess the question is, where in your petition did you explain what that something else is?  

MR. EHMKE:  There's two aspects to that, Your Honor.  When we say mapping to the channel in terms of the teaching of the CRD, we are saying the teaching of the CRD is mapping to a representation of the host.  Now, the actual representation used in the implementation of the CRD is a channel, but the map that the CRD is teaching is a number.  The map is teaching reference a number that's associated with the host.  That's the teaching on which we are relying.  

I want to start there.  And then the teaching is saying when you are using a host LUN mapping ‑‑ I'm referring to slide 9 of petitioner's slide deck.  With respect to the mapping feature, you are assigning redundancy groups to a particular host.  So use a representation of a host, which was taught in the CRD, use a representation of the host to assign redundancy groups to a particular host.  Use the features of the fibre channel loop where you have the increased addressability.  That's what we say, use the features of the fibre channel loop that lets you merge everything.  As patent owner's counsel even indicated today, it was known that you could use an ALPA or other form of identifier when you have all those hosts.  

So we said take the knowledge of a person of ordinary skill in the art, you have the teachings in front of you.  The teachings in front of you are a mapping feature.  Assign it to a particular host.  Use a number as a representation of the host and your hosts are all in the same channel where you can distinguish among them.  That was our argument.  

I think we'll close out here with just a few last summation points.  The claim language as written is very broad.  Patent owner's arguments are seeking to import specific mapping techniques in the claim language, specific requirements that do not exist are improperly construing the claims.  As a matter of fact, they didn't even provide a construction.  They provide lots of arguments, but didn't actually provide a construction.  

Second, the prior art combinations as originally presented in the petition do disclose a combined system.  You have host LUN mapping.  You are using representations of the host to access the control storage and all those hosts are on a single transport medium.  The combination meets all the elements of all the claims.  

Unless there are any further questions, thank you for your time.

(Whereupon, the proceedings at 12:02 p.m., were concluded.)
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