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Key Data Uso of Proceeds Compatitors

The market for SAN products generally, and storage routers in particular, is
increasingly competitive. We anticipate that the market for our products will
continually evolve and will ke subject to rapid technological change, We
currently face compaetition from ATTO, Chaparral, Pathliqght and, to some extent,
Computer Network Technologles. In addition, our OEM customwrs could develop
products or technologies internally that would replace their need for our
products and would become a source of coxpetition. We axpect to face competition
in the future from storage system industry suppliers, including manufacturers
and vendors of other SAN products or entire SAN systenms, as well as innovative
start-up corpanies. For example, manufacturers of Fibre Channel hubs or switches
could seek to include router functionality with their SAN products which would
obviate the nced for our storage routers. Ax the market for SAN products grows,
we also may face corpetition from traditicnal networking companies and other
manufacturery of networking products. Thesa networking companies may enter the
storage router market by introducing their own products or by entering into
strategic relationships with or acquiting other existing SAN product providers.
In addition, we expect teo face competition in the future from one or more of the
following sources:

- OEMs, including our customers and potential customers;
= LAN router manufacturers;

- storage system industry suppliers, including manufacturcrs and venders of
other SAN products or entire SMN systemx; and

- innovative start-up companies.

As the markat for SAN preoducts grows, we also may face competition frem
traditional networking cempanies and other manutacturers of networking products.
These networking companies may enter the storage router market by intreducing
their own products or by entering into strategic relationships with or acguiring
other existing SAN product providers. It is also possible that OEM customers
could develop and introduce products cerpelitive with our product offerings.
Furthermore, we have licensed our 4207 storage router techrology %o
Hewlett-Packard, one of our CEM customers and a stockholder of our company.
While to data this OEM has not introduced corpebitive products bazed on this
technology, this OEM could potentially do so in the futuru.

We belleve tha compoetitive factors in the storage router market include Lhe
following:

- OEM endorsement;

- product reliability and verified interoperability;

customer service and technical support:

product perforpunce and features;

- brand awareness and credibility;

ability to meet delivery schedules;

strength of distributicn channel: and

- price.

Company Description

OVERVIEW

We are the leading provider of storage routera for slorage atea networks,
based on our market share of storage ronters shipped. Our storage routers serve
the critical function of enakling Fibre Channel storage area networks to connect
with many of an organization's other computer

devices that use different

cerputer protocola. Specifically, when used in storage area networks our storage
routers decreaxa congestion in the transfer of data within a network, reduce the
time required to back up data, improve utilization of storage recaources, and
preserve and aenhance existing server and storajge systen investments,

To date, we have sold approximataly 6,000 storage routers, primarily to
major manufacturers of servers and storage systems. These computer equipment
manufacturers secll cur storage routers Lo end-user arganization: for use in
their storage area networks. We have also rccently begun to sell our storage
routers through corpanies that distribute, resell or inteqrate our storage
routers as part o! a complete SAN solution,

INDUSTRY BACKGROUND
Increasing Irportance of Information Management

Information nanagement has become a stratejic imperative for many
organizations today. The broad deployment of widely dispersecd computer networks
conmbined with the widespread use of the I[nternet, intranets and electroanic
ccmmerce have enabled organizations to expower emplcyees, customers and
suppliers with access to vast amounts of data. Howaver, the dramatic growth in
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the amount of data gencrated, stored, protected and accessed has created
increasingly serious information management challenges. Exacerbating these
c¢hallenges is the greator number and types of users who access this data, as
well as the proliferation of varicus typos of software applications across many
different computer devices that use different protocols for the input and output
of data. Organizations thercfore are sceking to implement processes and systens
that effectively and efficiontly store, manage and ensure the integrity and
availability ot data 24 hours-a-day, soven days-a-week, 365 days=a-year.

The Intezconnect Bottleneck and Linitations of the Point-to-Point Storage
System Architecture

While data storage capacity ani microprocessor speceds have increased
drazatically, the speed aL which informatlion is transmitted froa storage systens
to micreprocessors has not increased nearly as rapidly. This izbalance has
vesulted in bottlenecks at the interconnection points where the input and output
of data cccurs. These interconmect points are commonly roferred to as the 1/0.
These I/0 botllenccks cause large delays in the movement of data within a
nctwork, significantly slowing down the network's dsy-to-day operations and
frustrating network users, The I/0 hottleneck porsists due, in large part, to
the limitations of the corpucer protocols that traditionally have been uaed to
transport data across the 1/0,

One of the most commonly used I/0 protocols 1s the small computar system
interface, or SCSI. While widely used, SCS! has inherent rerformance
limitations, including:

= the amount of data HCS! can transport al one time;

~ the physical distances over which SC$1 can operate;

- the linited nuszber of storage devices SCSI can ¢onnect Lo a server;

- SCSI1's inabllity to grew with and adapt to the requivenents of growing
and changing conmputer networks;
5C51's lack of management capabilities; and
$C51's inability to counect more than ena server to a storage device,
which restricts data accessibility.

for exomple, a SCSI connection enables data throughput of only 40 or A0
negabytes per second, can transmit dath over ne more than 25 meters, and can
aupport a maximum of only 15 devices. In addition, SCSI does not have sny
tntierent capability to manage storage systems or any deviees attached to those
dystems. As a result, already busy network servears also must perfors these
tasks. Finally, a sCSl-connected device can oaly be accessed by a single server.
If the server becomes unavalilable for any reasen, dala cn its connected device
becones inaccessible. Pespite iLs limitations, SCS! currently is the rost
prevalent interconnect, or i/0, protocol and {s expected to remain an important
1/0 protecel in the future,

Mding to the problens created by the 1/0 bottleneck i3 the so-called
"point-to-point™ architecturs used in the vast majority of enterprise comptting
systens today, This architecture relies on a dedicated, point-to-point SCS5!
connection between cach scrver and only one siorage device. In offect, each
server/storage palr becomes an island. To perform data backup -- making a copy
of data to protect it (rom loss or corruption -- data must be moved from a
storage systam, through its attached server, over the primary computer naetwork
treforred to as tho local area network, or LAM), then through another server to
a backup storaga syster, Tha following graphic depicks, in simplifled forn, the
peint-to-point architecture:

[Description of Graphic:

The graphic dopicts a standard local arca network, or LAN, Across the top
of the diagraem are three “Storage Devices": a "Tape Storage™ device and two
"Disk Storage™ devices. These storage devices are connected via 5C5J cennections
to three "Servers™: a "Unit"” server, a "Window NHT" scrver and a “"Natwarae"
server. These three sorvers are connected to a “Local Area Network™ (depicted in
thy form of a c¢loud}, to which various "MNetwork End Users {Clientsi®
(represented by cormputer terninals) are attached.)

Bacause users can access information residing on a storage device only from
the scrver connected te that storage device, and because a significant anount of
data rust be coved across the local areca network, two bottlenecks occur. First,
the amount of data which can traverse the SCSI interconnect between the server
and the storage device at a given time is severely linited, the information
going to and coning from the storaga device ia more difficult to access and
manage, and the risk of data 1oss 15 incrcased, An the number of requests for
stored data from the server grows, congestion within the server incresses and
sarvey performance further decreases. Second, the LAH becomes congested, slowing
an organization's day-to-day operations. As a result, many organizations are
moving away from point-ta-point storage system anrchitectures to reduce I/0
bottlenecks and ixprove their overall information managenent,

Addressing the I/0 Bottleneck with Fibre Channel Storage Area Hetworks

7he higher performance Fibre Channel protocol has received broad
racognition as a means to address muny of Lhe current limitations and
difficultics of information management. Fibre Channel is an industry standard
interconnect protecol developed tn the early 1990s and approved by the American
NHational Standards Institute in 1934, Fibre Channel enables data throughput of
more than 100 megabytes per second, can transmit data over distances of up to 10
¥ilomcters and ¢an enable the interconnection of hundreds of different servers
and storage systems. As a result of these capabilitioes, Fibre Channel has
anabled the evolution of a new network storage architecture: thoe storage area
network, or SAN.

A storage aroca notwor, or SAM, 13 a high-apawxi computer network dedicated
to data storage thal allows different types ot storage devices, such as Lape
libraries and disk arrays, to be shared by all end
users through network servers. Similar to the way in which traditional local and
wide area cemputar networks permit any end user on the network to access any
network server, a SAN creates a "pool™ of data sterage that can be shared by
multiple servars. Through varfous configurations sinilar To those used in
traditioral ccmputer networks, Sals can connect any server with any storage
system, and storage systenss with cach othor. This any-to-any connectivity
enables large amounts of data to be shared and accessed among servers and
storage systems running different coxputer operating systems or software
applications,

Three key devices enable the interconnection of a SAN with other network
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components, aas well as tha various cempononts of Lhe SAN with cach other:

- The Storage Hub is a Fibre Channel-based davice which connects Fibre
channel scrvers to Flbre Channel storage dovices via a single shared data
communication path, Leading supplicrs of storage hubs include Gadzoox
Networks and Vixel.

- The Storage Switch iz a Fibre Channel-based davice which connects Flure
Channel servers te Fibre Channel sterane devices via multiple
coxpunication paths. Leading suppliers of atorage switches include Ancor
Comnunications, Brocade Communications and McDATA,

The Storago Router is a device which, in effect, translates
communications across diffarent computer protocols, including both SCSI
and Fibre Channel, In order to connect all of the various cczpoirents of
the S5AYM, including servers, storage sSystems, storage hebs and storage
switches. By e¢nabling data transport across muitiple cozputer protocols,
storage routers facilitate scanless cormunicaticn Letween the SAYN and
attached SCSI-bagsed sarvers and storage ayatems. As such, storage routers
enable both servar-to-storage and storage-to-storage cornunicatton. de
ara thae leading supplier of storage routers based on the number of units
shipped, and belicve that we ware the first cowpany ta ship a storaye
router.

The following graphic depicts a basic SAH in which storage devices and
servers are connected in their own network, enabling multipie servers to access
nmultiple storage devices., Storage routers are shown here cnabling the connection
of an organization's exiasting SCSI disk and SCSI tapa steorage devices, as waell
as an existing SC8! server, to the Fibre Channel 5NN,

Graphic schematic diagram of a storage area network

[DESCRIPTIOH OF GRAFIIC: The graphic deplicta a schematic diagran of a
storage area network, or SAll. Across the top of the diagram, two "Storaga
Devices™ are deplicted: a "Tape Storage” and 3 "Disk Storage™ device. Each of
these storage devices ars connected via the SCSI protocol o deplctions of two
"Storage Routers.” Thesn storage routers are in turn connected to a "fibre
Channel SAN with hubs/awitches" {rcpresented by a cloud) in the center of the
diagram. The SAN {3 connacted to (i) three differswat servera running Unix,
Yindows NT and Netware, respectively, (11) "Fibro Channel Storage Devices,*” and
(1ii) via a “Storage Router™ through a S5CS§! comnnection to a “8CS! Server."
Finally, cach of the servers iz in turn c¢onnected to a "Local Areca Network,™ to
which variocus "Network End Users (Clients)” are attached {represented by
computer ternminals).)

tlew Applicaticns Enabled by Fibre Channel SANs

Fibre Channel SAls have enabled a nuzber of important applicatiens,
including:

= LAH=free Backup. Disruptions €o 3 coxputer system can result in the leaa
or corruption of data. Therefore, moat organizations reqularly perforn
data backup by moving data from storage syslems to separate or off-site
storage Systems or data centers where the data can he safely stored.
Because data backup can account (or a significant portion of the data
traffic over local arca networks, it is often a major contributor to
bottlenecks at Lhe input/output intoyconnect. As networks are
increasingly required to ba available to users on an around-the-clock
basis, the availablo time during which data backup can be performed hna
decreased, while the time required to perforn backup has increased due to
the growth of the azmount of data being backed up. Unlike traditional
backup which ¢ntails the use of multiple servers to access cach of their
storage devices, LARN-free backup uses the SAU to move data from 3 storage
syston through cie server then directly to a backup storage system. By
moving tho data backup function from the LAN to the SAN, LAH-(ree backup
substantially reduces 1/0 bottlenecks.

Server-free Backup. The development of server-free backup has the
potential to further extend the banaefita of LAN-free backup by virtually
removing the server from the backup procuss, This application will cnable
autonated data movemont betweon storage systems directly acyoss the SAH,
allowing data backup while utilizing a very small percentage of the
server's internal data processing capacity. As a result, organizations
will no longer need to tdentify lengthy time periods, or "backup
windows, " for discomnecting servers from the network in order to perforn
backup.

Shared Storage. In the traditional point-to-poiant storage architecture, a
significant portion of storage resources are underutilized because they
are accessible only by a single server which may not efffciently use the
resource. With Salls, nultiple servers can access the saze storage
devices, echabling wmora stored data to be available to more users, and
reducing the nued to add more servera or storage devices to support
greater storago requirements.

= Data Mirroring and Disuster Tolerance, SANd {mprove an arganization’a
abllity to cnsure the integrity of its data by facilitating data
replication, or mirroring, and enhanced disaster tolerance and recovery.
In mirrering, two copies of transaction data are created and maintained
©n separate storage systems. This redundancy reduces the chance of data
less or corruption. Because SANS cnable very high data transmission rates
and support transmission distances of up to 10 xilemeters per Fibre
Channel 1link, 5Als onable mirroring across storage systcms that may be
rany kilometers apart from cach other. These capabilities alco tacilitate
the creation and maintenance of offsite data centers that support
business recovery in the event data id last al o primary storage site.

The Need for Storage Routers to Facilitate the Adoption of SANs and Emerging
1/0 Protocels

As storage area networks are relatively aew, most storage devices in the
market continue to bu sold with the amall computer systom interface.
Additionally, most organizations have made xignificant investments in storago
devices and servers that use the amall computar systen interface. Thus, in order
to enable organizations to achieve the benetits of deploying a storage aren
network, the SAN nmust be able to cperate in conjuncticn with the different 1/0
protccols exployed by the devices which are c¢onnected to it or within iz,
Because many organizatlons have made signiflcant investments in computer
equipment which uses the small computer system infesface protocol, organtizations
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are reluctany to replace these devices on a wholesale basis or to stop
purchasing them, As a result, these organizations will require thair Fibre
Channel-based SANs to communicate with 5CSI-based devices.

Several other current and emerging I/0 protocols also are expected to be
incorporated into commercial SAN products, servers and storage systems in the
fucure. These protocols include asynchronous transfer mode, which would support
the high-speed transmission of data between multiple SANs via networks operating
over large distances, otherwise known as wide area networks. Other current and
tuture 1/0 protocolsz under develepnent are intendad to reduce the incidence of
1/0 bottlenecks.

These include Next Generation 1/0 {NGIO) and Future I/0, as well as systen 1/0,
the recently announced cerbination of these two coxpeting protocels. As new
protocols achieve commerclal acceptance, storage routers will be increasingly
essential to connect these devices to the SAN, enabling seamless communication
among servers, storage devices and other SAN components that utilize different
computer protecols.

THE CROSSROADS SOLUTION

We are the leading provider of atorage routers for storage area notworks,
rased en our market ahare of storage routers shipped. Our storage routers enable
organizations to deploy $ANs within their exiating computing networks. our
storage routers presently comnect Fibre Channel 8$AKs with SCSI servers and SCSI
storage systems and are fully interoperable with ccmmercially available Fibre
Channel storage dovices and equipment. Uskng our storage routers, organizations
can deploy and derive the benefits of SAY technology today, while preserving
their existing inveslments in SCSI-based corpuler cquipment,

Incorporated into our sterage rotiters {s our proprietary storage routing
software that "intalligently® examines data Lraffic in the SAN to prioritize
transmissicn and minimize congesticn in the flow of data. This software also
enables cormunication between different 1/0 protocols, supports rapid field
deployment of newW storage area network configurations, cnables sharing of
storage resources by multiple servers and can b adapted to new 1/0 protocols as
they emerge. OQur proprictary software is combined with software management tools
and embedded tn our storaga routers. Qur storage router hardware consiats of
tndustry-standard microproceszars and industry-standard application specific
integrated circulty,

Our storaga routers are purchased by cnd-user organizations of all sizes,
primarily to improve backup systems in thelr SANS. Our storage routers are in
use in the data centers of large, multi-national corporations, as well as in
smaller cezpanies auch as Crossroads, wherc we use two of our storage routers in
conjunction with our own storage areca natwork for lAN-frec backup and to connect
5CSI-based dink storage devices.

We beliave that deploying our storage routors helps organizations improve
and reduce their total cost of Suformation management by offering o number of
impeortant benetits, including:

Facilitating Efficient Backup and Recovery

currently, our storage routers arc usad primarily to connect 5CSI tape
storage systems Lo Fibre Channel SANs for LAN-f{ree backup. By allowing the
backup process to ba accomplished across the SAN, rather than across the local
area network, our storage routers remdve a common source of congestion within
the Lad. As a result, the prinary cooputer network has greater availability to
perform day-to-doy operations. LAN-free backup also provides flexibility to
conduct backup at any time of day. This capability is increasingly irporiant as
users demand network availability arcund the cleck and frem geographically
dispersed locations. In addition, we have software nearing completion which is
designed to enable seyver-free backup. By removing the server almost entirely
from the backup process, scrver-free backup will offer further significant
reductfons in network server utilization. Finally, our storage rouwters support
the distance capabilities of Fibre Channel SANs, enabling long distance dats
mirroring and tho croation of radundant duta sites Lo restore data when a
dedicated storagn system falls or is damaged.

roviding Broad, Verified Intercperability

Gur storage zouters are designed to function together, or interoperate,
with all ccmmercially available Fibre Channel storage hubs and storage switches,
as well as other SAN co=ponants, including atorage devices, host bus adapters,
operating systenms and storage management software. Our storage routers functlon
in over 2,500 different configuratiens of 5ANs, thus providing organizations
with tlexibility in designing and changing thelr SANS. Furthermore, our atorade
Youteys support concurrent transmissions of data utilizing multiple computer
protocols, including SCS! and the Internet Protocel. Our storage routers can be
deployed in SANs which connect servers running diverse operating systems,
tneluding Netdare, Unix and Windows NT. Qur storage routers have baen tested and
varlfied thraugh our Crossroads
varitied-steraga Area fatwork {(CV=SAN) program, which i3 sew available through
our Web=hased Confiqurator.

Increasing Scalability and Implementation Flexibility

Gur storage routera are designed to operate in any SAN cemputing
envirenment and are designed to be able to adipt as organizations grew and
change their conputer networks to address their increasing data storage and
informaticn management needs. Qur storage routers also are designed te work in
all Fibre Channel SAN confiquratlons so that organizalions can modi{y their
storage architecture to address their changing noods without changing thedr
storage routers. Organizations can incremontally add storage routers ns backup
demands grow or as new storage devices arc added to their netuworks, Our newest
line of storaga routers c¢an be confiqurad to support data transmission over
copper or fiber optiec lines.

Enhancing Storage Area Network Manageability

Qur sterage routers are designed with features that support an
organization's ability to conduct systems diagnostics and managenent, as well as
real-tixe application nmonitoring, frem remote lecations, In addition, the
proprietary software exbedded in our storage routers onhances the ability of an
arganization Lo manage of 3torage systers that are attached to the atoragm
router by translating retwork management protecels o storage management
pratocols. To this end, we work closely with leading independent software
vendors, such as BMC Software, Computer Associates, Hewlett-Packard and Tivoli
Systems, to ensure that our storage routers ¢an be managed through their network

DOCKET
A

L A R M Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

Nsights

Real-Time Litigation Alerts

g Keep your litigation team up-to-date with real-time
alerts and advanced team management tools built for
the enterprise, all while greatly reducing PACER spend.

Our comprehensive service means we can handle Federal,
State, and Administrative courts across the country.

Advanced Docket Research

With over 230 million records, Docket Alarm’s cloud-native
O docket research platform finds what other services can't.
‘ Coverage includes Federal, State, plus PTAB, TTAB, ITC
and NLRB decisions, all in one place.

Identify arguments that have been successful in the past
with full text, pinpoint searching. Link to case law cited
within any court document via Fastcase.

Analytics At Your Fingertips

° Learn what happened the last time a particular judge,

/ . o
Py ,0‘ opposing counsel or company faced cases similar to yours.

o ®
Advanced out-of-the-box PTAB and TTAB analytics are
always at your fingertips.

-xplore Litigation

Docket Alarm provides insights to develop a more
informed litigation strategy and the peace of mind of

knowing you're on top of things.

API

Docket Alarm offers a powerful API
(application programming inter-
face) to developers that want to
integrate case filings into their apps.

LAW FIRMS

Build custom dashboards for your
attorneys and clients with live data
direct from the court.

Automate many repetitive legal
tasks like conflict checks, document
management, and marketing.

FINANCIAL INSTITUTIONS
Litigation and bankruptcy checks
for companies and debtors.

E-DISCOVERY AND

LEGAL VENDORS

Sync your system to PACER to
automate legal marketing.

WHAT WILL YOU BUILD? @ sales@docketalarm.com 1-866-77-FASTCASE




