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Tachyon: A Gigabit Fibre Channel

Protocol Chip

The Tachyon chip implements the FC-1 and FC-2 layers of the
five-layer Fibre Channel standard. The chip enables a seamless
interface to the physical FC-0 layer and low-cost Fibre Channel
attachments for hosts, systems, and peripherals on both
industry-standard and proprietary buses through the Tachyon
system interface. It allows sustained gigabit data throughput at
distance options from ten meters on copper to ten kilometers over
single-mode optical fiber.

by Judith A. Smith and Meryem Primmer

Relentlessly increasing demands of computer systems continue to stress existing communication architectures to their
limits. Even as processor speeds continue to improve dramatically, they are barely keeping up with increasing numbers
of concurrently running applications and CPU-intensive applications, such as multimedia, with higher data throughput
requirements. Additionally, as the number of interconnects between systems and I/O devices continues to increase,
I/O channels become bottlenecks to system performance. A channel such as SCSI (Small Computer Systems Interface),
which operates at a maximum throughput of 20 megabytes per second in fast and wide mode, simply cannot keep pace
with ever-increasing processor speeds and data rate requirements.

Another challenge of contemporary computer systems is the trend to more widely distributed systems, which require greater
interface distances. Current parallel bus interconnects between systems and their I/O devices cannot operate over the
distances needed for true distributed systems, such as LANs spanning campus areas and high-availability applications
requiring remote mirrored disks for disaster recovery. SCSI, for example, is limited to a distance of six meters single-ended
(single wire per signal) and 25 meters differential (two wires per signal).

Current peripheral interconnect protocols are limited in the number of devices they can interconnect. For example, parallel
SCSI can connect eight devices and 16-bit wide SCSI can connect 16 devices. In addition, peripheral connectors are
becoming too large to fit into the shrinking footprints of systems and peripherals. Other SCSI limitations include half-duplex
operation only, lack of a switching capability, inability to interconnect individual buses, and the need for customized drivers
and adapters for various types of attached devices.

Computer room real estate also is becoming scarce and expensive, fueled by increasing numbers of racked computers,
insufficient room to connect desired numbers of peripheral devices, and more complex cabling. At the same time, data
storage requirements are skyrocketing as backups of terabytes of data are becoming commonplace. An additional problem
is that ever-increasing amounts of data must be backed up over too-slow LANs, making timely, low-cost backups ever more
difficult to accomplish.

For all these reasons, today’s parallel bus architectures are reaching their limits. Fibre Channel provides solutions to many
of these limitations. Fibre Channel is a forward-thinking solution to future mass storage and networking requirements.
Article 11 presents a technical description of Fibre Channel.

HP and Fibre Channel
Searching for a higher-performance serial interface, HP investigated a number of technologies. HP chose Fibre Channel over
other serial technologies because it supports sustained gigabit data transfer rates (the fastest throughput of any existing
interface), it allows networking and mass storage on the same link, and it is an open industry standard.

Although Fibre Channel faces the challenges of lack of market awareness and industry coordination and a perception that it
can be expensive, it is a stronger contender than alternative serial technologies for a number of important reasons. It is an
open industry standard and an approved ANSI standard, it has vendor support from switch, hub, and disk drive suppliers, it
is extensible, offering three topologies and four data transfer rates, and it supports both networking and mass storage.

Fibre Channel’s increased bandwidth provides distance flexibility, increased addressability, and simplified cabling. Fibre
Channel has versatility, room for growth, and qualified vendor support. Mass storage suppliers are using Fibre Channel to
interconnect subsystems and systems and to control embedded disk drives. Some midrange system (server) suppliers are
using Fibre Channel as a clustering interconnect and for specialized networking. Fibre Channel supporters and developers
include HP, Sun Microsystems, SGI, and IBM for workstations, HP, Sun, Unisys, and Compaq in the server market, HP,
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Seagate, Quantum, and Western Digital for disk drives, and Data General’s Clariion Business Unit, DEC, Symbios, Fujitsu,
and EMC for disk arrays, in addition to over 100 other vendors (source: The Fibre Channel Association).

Fibre Channel’s main virtue is that it works as a networking interface as well as a channel interface. Fibre Channel is one of
three complementary networking technologies that HP sees as the next step upwards in network performance (see Fig. 1).
The other two technologies are ATM (Asynchronous Transfer Mode), and IEEE 802.12, which is also known as
100VG-AnyLAN or 100BT.1 Each technology has a set of strengths and is best suited to a particular networking niche.
Combined, these technologies support all aspects of networking.

ATM
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Fibre
Channel
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• Specialized

Networking

• Wide Area
Attach

• Backbone

• Low-Cost, High-
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Fig. 1. HP networking technologies.

Both Fibre Channel and ATM are switched systems. They can share the same cable plant and encoding scheme and can work
together in a network (Fig. 2). However, Fibre Channel and ATM standards are evolving independently to resolve different
customer needs and objectives. ATM, which is telecommunications-based, is intended for applications that are characterized
by “bursty” types of communications, thus lending itself to WAN applications. 100VG-AnyLAN or 100BT provides low-cost,
high-performance client attachments. Fibre Channel is data communications-based and particularly well-adapted for
networked and embedded mass storage, clustering, and specialized networking applications requiring sustained data flow
rates.
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Fig. 2. A network containing both Fibre Channel and ATM elements.

In addition, Fibre Channel resolves the “slots and watts” problem that current symmetric multiprocessing systems have.
For example, in 1995, three FDDI ports and six fast and wide SCSI ports were required to use fully the I/O capabilities of
a symmetric multiprocessing HP server. Fibre Channel could support these I/O services with just three slots.

HP’s vision of Fibre Channel is that it is at the core of the virtual data center containing diverse elements including:

� Fibre Channel switches connecting mainframes and supercomputers
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� Network-attached disk arrays and storage archives

� ATM, FDDI, and Ethernet routers

� Imaging workstations

� Fibre Channel arbitrated loop disks and disk arrays

� High-performance mass storage peripherals

� Low-cost clients

� Clustered systems

� Video, technical, and commercial servers.

Interoperability and the establishment of a critical mass of Fibre Channel products are the keys to the success of Fibre
Channel. HP is committed to Fibre Channel and is working with partners and standards bodies to ensure interoperability.
HP is an active participant in the ANSI Fibre Channel Working Group, the Fibre Channel Association (FCA), and the Fibre
Channel Systems Initiative, which has been integrated into the FCA. In 1994 HP purchased Canstar, a Fibre Channel switch
company, which is now HP’s Canadian Networks Operation. HP has developed Fibre Channel disk drives, gigabit link
modules and transceivers,2 system interfaces, and the Tachyon protocol controller chip, which is the subject of this article.
HP is using Fibre Channel’s versatility and speed for high-availability mass storage solutions and clustered system
topologies.

Tachyon Chip
The system interconnect laboratory of the HP Networked Computing Division became interested in Fibre Channel in 1993 as
a method of entering the high-speed serial interconnect market because Fibre Channel was the first technology that could be
used for both networking and mass storage. HP decided to develop the Tachyon chip in mid-1993 after investigating which
Fibre Channel controller chip to use in a Fibre Channel host adapter card under development for the HP 9000 Series 800
K-class server.3 The investigation determined that no available chipset would meet the functional or performance
requirements, so the decision was made to develop a controller internally.

The Tachyon chip (Fig. 3) implements the FC-1 and FC-2 layers of the five-layer Fibre Channel standard (see Article 11).
Tachyon’s host attach enables low-cost gigabit host adapters on industry-standard buses including PCI, PMC, S-Bus, VME,
EISA, Turbo Channel, and MCA. It is easily adaptable both to industry-standard and proprietary buses through the Tachyon
system interface (a generic interface) and provides a seamless interface to GLM-compliant modules and components. GLM
(gigabaud link module) is a profile defined by the FCSI (Fibre Channel Systems Initiative) and adopted by the FCA (Fibre
Channel Association). It is a subset of the Fibre Channel FC-0 layer.4

Fig. 3. HP Tachyon Fibre Channel controller chip.

Tachyon provides gigabit data throughput at distance options from 10 meters on copper to 10 kilometers over single-mode
optical fiber. Tachyon host adapters save system slots, minimizing cost and cabling infrastructure.

Tachyon achieves high performance and efficiency because many of its lower-level functions are implemented in hardware,
eliminating the need for a separate microprocessor chip. Functions such as disassembly of outbound user data from
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sequences into frames, reassembly of inbound data, flow control, data encoding and decoding, and simple low-level error
detection at the transmission character level are all built into hardware. One set of hardware supports all upper-level
protocols. Errors and exceptions are offloaded to host-based upper-level software to manage.

Tachyon High-Level Design Goals
The Tachyon designers made several high-level design decisions early in the project. The primary design goal was to deliver
sustained, full-speed gigabit performance while imposing the minimum impact on host software overhead. To accomplish
this, Tachyon supports all Fibre Channel classes of service (see Article 11), automatically acknowledges inbound frames for
class 1 and class 2, handles NL_Port and N_Port initialization entirely in hardware, manages concurrent inbound and
outbound sequences, and uses a messaging queue to notify the host of all completion information. To offload networking
tasks from hosts, Tachyon is designed to assist networking protocols by supporting IP checksums and two different modes
for splitting network headers and data.

The second major design goal was that Tachyon should support SCSI encapsulation over Fibre Channel (known as FCP).
From the beginning of the project, Tachyon designers created SCSI hardware assists to support SCSI initiator transactions.
These hardware assists included special queuing and caching. Early in the design, Tachyon only supported SCSI initiator
functionality with its SCSI hardware assists. It became evident from customer feedback, however, that Tachyon must
support SCSI target functionality as well, so SCSI target functionality was added to Tachyon SCSI hardware assists.

Tachyon Feature Set
To take advantage of Fibre Channel’s high performance, Tachyon:5

� Provides a single-chip Fibre Channel solution.

� Manages sequence segmentation and reassembly in hardware.

� Automatically generates acknowledgement (ACK) frames for inbound data frames.

� Automatically intercepts and processes ACK frames of outbound data frames.

� Processes inbound and outbound data simultaneously with a full-duplex architecture.

� Allows chip transaction accesses to be kept at a minimum by means of host-shared data structures.

To provide the most flexibility for customer applications, Tachyon:

� Supports link speeds of 1063, 531, and 266 Mbaud.

� Supports Fibre Channel class 1, 2, and 3 services.

� Supports Fibre Channel arbitrated loop (FC-AL), point-to-point, and fabric (crosspoint switched) topologies.

� Provides a glueless connection to industry-standard physical link modules such as gigabaud link modules.

� Supports up to 2K-byte frame payload size for all Fibre Channel classes of service.

� Supports broadcast transmission and reception of FC-AL frames.

� Allows time-critical messages to bypass the normal traffic waiting for various resources via a low-latency,
high-priority outbound path through the chip.

� Provides a generic 32-bit midplane interface—the Tachyon system interface.

To provide support for customer networking applications, Tachyon:

� Manages the protocol for sending and receiving network sequences over Fibre Channel.

� Provides complete support of networking connections.

� Computes exact checksums for outbound IP packets and inserts them in the data stream, thereby offloading
the host of a very compute-intensive task.

� Computes an approximate checksum for inbound IP packets that partially offloads the checksum task from the
host.

� Contains hardware header/data splitting for inbound SNAP/IP sequences.

To provide support for customer mass storage applications, Tachyon:

� Supports up to 16,384 concurrent SCSI I/O transactions.

� Can be programmed to function as either an initiator or a target.

� Assists the protocol for peripheral I/O transactions via SCSI encapsulation over Fibre Channel (FCP).

To reduce host software support overhead, Tachyon:

� Allows chip transaction accesses to be kept at a minimum by means of host-shared memory data structures.

� Manages interrupts to one or zero per sequence.

� Performs FC-AL initialization with minimal host intervention.

To provide standards compliance, Tachyon:

� Complies with Fibre Channel System Initiative (FCSI) profiles.
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