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ABSTRACT

Three-dimensional seismic exploration has been widely accepted as an integral part of

the development of new oil and gas fields and as a fundamental tool in exploiting

additional reserves in existing fields. Positioning is an important ingredient to the

success of a 3-D seismic survey. In recent years the problem has become extremely

complex, mainly due to the expansion of the type and quantity of survey data collected.

Moreover it has become increasingly common for clients to require proof in real-time

that the survey ‘quality’ specifications are being met.

This research project has aimed to develop a completely general, rigorous and

integrated methodology which will enable inulti-source surveying observables derived

during offshore hydrocarbon prospecting, to: be. integrated to evaluate the relative

position and quality measures of the seismic sources, hydrophones and associated

hardware in real-time during modern multi-source, multi-streamer operations.

In order to achieve this, a unified algorithm has been developed in which Kalman

filtering adopted as the basic stochastic process. The significant innovation of the

method is centred upon its ability to cope with any geometrical configuration (i.e. any

number of vessels, sources and streamers) while the number of states in the system is

reduced to a minimum. The full system has been programmed and successfiilly tested

using two sets of real marine positioning data. Substantial practical support including

real data and detailed technical discussions on the subject has been offered by the

exploration industry.

Analysis with real data has shown, for the first time, that a completely rigorous solution

to the problem is feasible. More spwifically, analysis showed that single polynomials

can be adopted as a realistic representation of the seismic streamer shape. Source nodes

and hydrophone groups deployed at modern single vessel configurations can be located

with a positional precision of about 2.0-3.0 metre Zdrms and 4.0-5.0 metre Zdnns

respectively. Maximum external reliability at any node in the network varies between

4.0-8.0 metre. Also, analysis showed that the computational cycle time is typically less

than the shot interval.
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INTRODUCTION

OVERVIEW

In order to explore the continental shelf seabed and the structures beneath it, seismic

surveys are usually undertaken. These surveys involve large vessels towing seismic

sources (‘guns’) and several long (possibly 6km) ‘streamers’, each carrying (possibly

several hundred) hydrophones that sense the arrival of the reflected and refracted sound

waves. By measuring their amplitudes and travel times it is possible to reconstruct an

image of the sub-surface geology. The displays which result from seismic processing

are used by oil companies to detemiine where to drill future exploration and production

wells.

In order to do this analysis it is necessary to know the position of each gun and

hydrophone for each measurement. Earlier systems leading just to two-dimensional

profiling did not place great accuracy requirements on the liydrographic surveying

positioning. During the time of 2-D seismic recording the navigation lines were widely
spaced (possibly several kilometre) so that prospective hydrocarbon targets could be
identified (to some extent) by correlated geological characteristics. For such an

acquisition scheme the impact of maririe positioning inaccuracies ‘on the resolution of

the processed seismic data in most cases is minimum.

Over the last decade the situation has dramatically changed. Geophysical and economic

pressures have led to an increasing number of multiple line data ‘collection techniques.

Today, 3-D survey exploration is the rule. These surveys are carried out to ‘provide

imaging infonnation for the subsurface (mainly dipping __ horizons) that cannot be

obtained through 2-D processing; ajnditherefore, to detennine spatial relations. in three

dimensions, as opposed to detennine components along separated survey lines in 2-D

jobs. A detailed ‘picture’ of the reservoir, greater resolution and placement of geologic

faults as well as greater structural delineation are the primary objectives of a 3-D

seismic survey.
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Introduction

The attainment of this ultimate demand, for better sub-surface positioning accuracies,

depends (among such other parameters as, binning without proper relocation

corrections, application of NMO correction in the case of non-hyperbolic traveltime

curves, constant velocity DMO processing without corrections, time migration ‘in the

presence of v'eloc'it”y variations, neglect of anisotropy, etc.) on the “absolute"=and relative

accuracy with which the surface elements (sources and receivers) are located; Hence

the seismic industry, in order to meet this requirement for better surface positioning

accuracies, has ‘responded with increasingly complex marine seismicfnetworks, in which

the type and quantity of the survey idata collected has expanded to more than thirty

times the""origi'ri'al amount for the first 2-=D jobs. Moreover, in recent years -the problem

has become extremely complex since it has become in‘creasingly commom-.for‘=clients to

require proof; often in real time, that the survey ‘quality’ specifications are —-being met.

The processing algorithms currently used to solve the positioning problem- A-proved

inadequate to provide a general solution. This is because most ofthesealgorithms treat

each epoch, and each measuring system, more or less independently-in a rather.;arbitrary

way. Therefore, these systems are highly ‘case dependent’, i.e. relatively -small changes

to the" configuration or measurement set-up may lead -to major changes »-in -the processing

software. Secondly", and probably most importantly, it is‘extremel'y-.difi'icult to analyse

the errorzpropagation =-through such-a process and -therefore it is almost .-impossible to

describe the precision and reliability ofthe final gun and hydrophone positions.

This research aims to develop and test new, completely’ general (for flexibility

purposes), rigorous and integrated (for error propagation, and therefore QA/QC

purposes)»: mathematical models tfor-t the 5....-deterrnination of source and hydrophone

positions within modern offshore exploration configurations.

The project has been undertaken in association with QC Tools, Inc., a consultancy

company for the exploration industry. QC Idols contribution is limited to proyiding an

almost infinite amount of real positioning data, existing software related to the project

objectives and offers to hold detailed technical discussions on the current state of the

art.
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Introduction

RESEARCH OBJECTIVES AND SCIENTIFIC RESULTS EXPECTED

The overall aim of the project has already been outlined, namely to develop a general.

integrated and rigorous approach to the positioning and quality control in real time of

marine seismic networks. In order to achieve this, emphasis has been placed on a

number ofobjectives

o- Determination of an optimum general mathematical description of the streamer

shapeby preliminary fitting of streamer models to compass data,

0 Acquisition of a formal description of the geometry of the whole configuration by

integrating all positioning data types into a single functional= model.

0 Computation of thetreal-time position and quality .-measures of any p,oint~=dep_loyed

in a seismic network by adopting a Kalman (or other) filter as the basic stochastic

process.

0 Test~the'-integrated model for appropriateness and for its sensitivity to detect and

identify expected biases in the raw data by incorporating a unifonn testing

procedure.

0 Assessment and testing of the correctness of" the mathematics and the feasibility of

the associated algorithms in =tem1s of convergence, solubility: and computational

et’fi'cie'ncy by preparing software for the various parts -:of:th’e-process and testing with

real ‘offshore data.

0 Refinement of functional and stochastic models based on detailed analysis using

alternative model hypotheses.

‘The-”re’s‘ults are testui mathematical models, "in the‘--form -of-’com'putational~1al'gorithms, for

the following

0 The shape ofthe seismic streamers.

o Thedynaniics of3D seismic configurations during-‘data collection."

o The real-time positions and quality measures for offshore seismic surveys.

o The effect of the network geometry and the relative stochastic properties on seismic

network positioning and quality control.
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Introduction

RESEARCH METHODOLOGY

The methodology adopted to verify the correctness of the mathematical models and the

feasibility of the of the associated algorithms and software has involved

0 The examination of time series of the filter solution, and the time series of the

predicted and filtered positions and velocities of the various nodes involved in the

seismic network.

0 The assessment of innovation sequence (predicted residuals of the positioning data),

namely mean values and standard deviations, and their covariance matrices. This

helps in identifying trends and problems in the observation data, eg. spikes, biases,

missing and noisy observations.

0 The implementation of independent checks in order to identify gross and systematic

errors in the raw data. These tests are concerned with the comparison of identical

quantities computed using completely different data.

Moreover, in summary, the methodology used to study the effect of the design

parameters on the filter solution and the estimates derived from it. in an attempt to

refine both observation and dynamic models, has included

0 The testing of different streamer models.

0 The implementation of alternative stochastic models for the observation and

dynamic models.

a The evaluation of the effect of the measurement geometry by eliminating selected

navigation sensors.
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Introduction

THESIS OUTLINE

For readers unaccustomed to the details of the acquisition and analysis phases of the

navigation part of the seismic processing an overview and current state of the art is

given in Chapter One. More specifically, the various methods and techniques of

acquiring marine positioning data today are reviewed. The evolution of positioning in

marine seismic networks, the details of positioning requirements and the need for quality

assurance are also examined. Finally, a brief description of currently used methods for

integrated processing of marine positioning data as well as the data types and

instrumentation for positioning are given.

Chapter Two concentrates on the issue of streamer modelling. The vfirst part of the

chapter deals with the basic principles and limitations arising from an approach based on

a ‘hydrodynamic model. Also, the most well known numerical methods used to simulate

the shape of the streamer are discussed and evaluated. In the second part of the

chapter, a polynomial curve fitting model is described and tested with real data for use

by the integrated positioning algorithm. To validate the selected method the results

derived from this part of the analysis are compared with the results obtained from other

curveifitting methods.

Chapters Three and Four describe the Kalman filter and the concepts of quality

assurance and quality measures applied to offshore positioning. Chapter Three gives a

brief review of the advantages of using a Kalman filter versus simple least squares in the

offshore environment and introduces the Kalman filter models and algorithrns. The

Kalman filter principles and terms associated with it are also discussed. Particular

emphasis is placed on the so-called Bayes filter, a slightly different forrn of the standard

Kalman filter algorithms. Chapter Four concentrates on the Kalman filter quality

measures, namely precision and reliability. A classification of measures of precision is

given in the first half of the chapter. In the second half, the concept of statistical testing

as a part of the quality assessment process is discussed. However, a more concise

description of the B-method (a uniform testing procedure for bias identification) for use

in dynamic systems is given in Appendix B. The concept of reliability, and the

associated fonnulae used to compute it, are also discussed in detail.
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Introduction

An integrated algorithm for positioning offshore seismic networks is presented in

Chapter Five. More specifically, a few remarks related to the whole idea of the

proposed algorithm and the coordinate systems associated with it are given, followed by

a review of the functional and stochastic models required to implement the method.

Finally, the i‘oi1nulae that are used to locate the various elements of a seismic network

and to compute their associated quality measures are discussed.

Chapter Six outlines the software which is written to test the algorithm presented in

Chapter Five. The main features of the program, a functional overviewas ‘well as. the

various problems and improvement modifications related with it are presented in this

chapter. An introductory design specification proposal developed to, provide asgeneral

layout to initiate the=mathe_rnatical processes of the proposed —-algorithm isgiven in

Appendix D.

To test the perforrnance of the integrated algorithm, the sofiware used to

process two sets ofofi“shore !d_at_a a number of the analyses of the has
been performed. These include those based on the statistics of the predicted residuals of

the observations, the filter solution and independent checks. These analyses and checks

are presented in Chapter Seven.

Chapter Eight describes the main trials that have been in place to ‘study the‘ efiect ofithe

functional and stochastic models on position and precision of a ‘seismic These

include examination of alternative streamer models, geiimetry icottfiguratiohs and

stochastic models for the observation and dynamic models. The overall aim of this

chapter isim refine both rd-iiciibnal and stochastic nioeieis as well to tench an the

question of the design of new systems.

Chapter Nine describes all the -reliability trials and results (in the -fonn of marginally

detectable errors in the observations and horizontal shift on the network positions)

obtained during the analysis. Particular attention is paid to the etfect of the geometry

configuration and observation distribution and redundancy.

Finally, a summary of the conclusions and suggestions for firrther research are given in

Chapter Ten.
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CHAPTER ONE

ACQUISITION AND POSITIONING 3D MARINE

SEISMIC SURVEYS - AN OVERVIEW

Ll INTRODUCTION

Exploration seismology"'is a geophysical ‘method in‘ which the aim is to reconstruct as

detailed as ‘possible an "iIii'a’ge of the sub-“surface geology. The product of a seismic

survey over an exploration area is a geological model that can be evaluated for the

presence of hydrocarbons. The evaluation process includes interpretation steps in terms

— of stratigrapihy, hydrocarbon

prozipectivity (McQuil1in et al, 1984; Berg Woolverton, 1985; Keri". 1982). I

The implementation of the seismic method tor hydrocarbon prospecting involves three

basic steps

1. Data as-q.Ui$i3i9"-I; .-

2_. Data processing. ‘_

3. __VDispla__yi ofthe processed data.

In the present chapter the d_e_tails of the acquisition and :analysis phases of the navigation

part of the seismic processing are discussed. :For the phases of the pprocessiinpgiand

display of the processed data is simply mentioned that these are ‘meant to eliminate the

seismic signal-Vol‘-' noise, =ret‘I'*acti'o‘n‘s and rnuiltiple events; to *e‘Iiha‘nce resolution, to

‘combine redundant observations and ‘image the events in space. Display of the

processed data concerns with the visualization of the seismic attributes in order to be

used for geological interpretation (Rayson. I996).
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Chapter One: Acquisition and Positioning 3D Marine
Seismic Surveys - An Overview

1.2 ACQUISITION OF MARDVE SEISMIC AND NAVIGATION DATA

1.2.1 General

The process of data acquisition during marine seismic exploration can be summarized as

follows

I. Generation of a pulse of sound (disturbance) which meets as near as possible pre-

defined requirements of total energy, duration, frequency content, maximum

amplitude and phase (McQuillin et al, 1984).

2. Recording the wayefield (reflected and refracted) as a function oftime and space.

3. Observation of the position of the vessel(s), sources, hydrophones and horizontal

mid-points is the average of the positions of a gun target and a receiver) and

their quality measures (Figure l.._. 1).

4. Real-time onboard control itohensure the required areal coverage.

receiver
:-

 
 source

Figure 1.1 Horizontal Midpoint Position (I-IMP)

This study concentrates on the third step of the proc_ess,= namely on the surveying

problem of seismic data acquisition; The need for accurate and reliable positioning of

the marine seismic networks is mainly a result of tltedernand forifbettcr resolution of the

subsea geological image. During 2-D seismic tlliei lines" are vvidely

spaced ,(.pos_si_b:ly several _ lcilometre) ‘so; that prospective hydf9—§3Fb9.n targets maypbe

identified correlated geololgicalflcharacteristics (Northon et al, 1990). tgklfternatively,
3-D recording is the method to provide imaging information for the subsurface (mainly
dipping horizons) that cannot ‘be obtained through 2-D processing, 'i.e. to detennine

spatial relations in three dimensions. as opposed to determine components along

separated survey lines in 2-Djobs (Figure l.2).
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Morgan. {I983} and_{l992_} states that the primary .ohjectives of a 3-D seismic survey
are

1. to provide a detaiied ‘picture ofthe reservoir.

2. to provide greater resolution and piacemem of geologic faults, and

3. to. provide greater structural delineation.

  

M.» . I r e. ac: - .

"E" ‘H _"‘-“.";"~:/J ' I . Ii! 4"; 9/ E J’ I fggmgpm Erwecn
ax’ ‘ ’-‘ H"-._k___£;" I ._ :3 ll ' I J! Elf I’; _ ‘ ' y.’ H ; ‘- ,, . ' ' ,-

I‘ ‘;/’ / ' »// if J/
. f‘r’+~~~ v I /' I 2*

5  //r3'33"‘ approximate - ' '_ ' ‘I r j/- '
(A) oil field boundary ‘ .

F-igunre 1.2 2:). conventional seismic grid (A); and 31) seiemic 'gn’d- (3)

When t.he'se"o_bjecfives are 'safisfied,_ then the 3:1) method helps'sigr1i_ficénl1y to
r.Jerer'n1ii1e'optim_um'}oca1i.ons for 'driIlirig ‘wells. and to quenfii-‘)r'estimates of oil and gas

reserves the reservoirs. Use-of advanced technology aod _col_laborative suwey
'nuan;»_.gveme_nt duiing the acquisition phase of the seismic process placesim important role
in achieving optimum ihuigh.-qeality and cost:-efl'ective results.‘ '

4.21 I A.(2ql.'.l.iSi'l:i(J.Ii_1!\‘l.':l’.!_li'I"l'.|:i.I'$ ' I

' '

i come i h:ié:ic" 'coh'fi§u_fhfibfi:_ as -an‘ "o'fi'§h'o'.re‘ sei'ei'r'1ic': 'expi¢eniuh 5 éuivévfdiilring‘ am
icqiiisitioh is-as follows. ow more veséelsllfliiglare 1.3) sail -infeperoximatély-striiiglit

“ meg‘ white: 'toiving'ai‘r’u.1'mber or -esim*‘ (cm 3.5 kiIomette3"_'lo_n§)'.':'1hii Seisrific

'so"t'1rc.-15;".-‘II-'-“I ‘I'_he"§treamer§"cany"' ‘H if 'fiumbér"':"o-in‘ hydrophones 550-'l0O':;‘per :
_ kilometre) "a1’1d""art-,5't'owéii"f1i§t:'be1low"the of the ‘winter (MofgiirL"i992: Neflor,

1990; vain Zcelst, I991‘) - see Figure 1.4. At specified distance interval (typically every
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20-25 metre) one of the guns is fired resulting in seismic waves which travel through the

water and penetrate the subsurface (Figure 1.5). The times of arrival of rellected andfor

refracted signals are then measured by the hydrophones. The surveying problem is to

determine the position of the guns -and hydrophones, and their associated quality

measures. at the instants of firing and reception respectively.

 
Figure 1.3 Ma_rin'e seismic vessel, RV Sea Star (HOS _fle'et, 1993).

The first seismic surveys offshore date back to the early seventies in which rimple 2-D _ -
jobs were conducted using ‘configurations consisted of one-vessel, one energy source
and one ‘streainer. Since then, in order to addreee. theneeds for higher resolution.
increased efiicie}icy'_and__festcr 'z'tcquisition”':and processing,_ driven by the _'geophysi'eel'

requirements of the implementation 'of_tiie 3-D method, more corn_piieated_g'eemet'rics
are increasingly u'sed._ A dual-veesel, quadrsource, quad-stre_amer' configuration

(‘Quad}Quz_rd’ technique)‘ was first nsed in 1988. by (_.'i_EC'O-PRAKLAI recording 16 -
Common Deptli Point (CD?) lines per survey line inczreasing slgttificantly coverage and

7 :_6ffiUi.€'-J’1_I3y-C__!ftl.'l8 3-D method (Naytor, 199.0). _ To increase productivity,._obIain improved
resulis, reduce turnaround time and achieve lower costs. per subsurface kilometre the

same seismic contractor was the first cornpanjr to conduct 6 and 8—strearner dual source .

' (_Schlt_n_-nberger Geno-Prakla, l9.9_6_). _'A_iso_. larger vessels have "entered the arena
allowing the usejof bigger andmore complicated seismic" networks. ‘For’ instance. PGS
Expioratiurl _boa1_s are capeble of tow_i__ng 12 or 16 streamers (PGS Exploration. l-_996.)- -

. WESTERN A_TL__AS_ vessels r__ecently'set a record with 7600'-__raetre streezners endplan to
tow even longer streamers for suitable prosoects (Western Attias International, 1996), -

- -. - — 10 ~ . -
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Figure 1.4 Marine streamer systemand relatedacoustic sources of streamer. noise:

I. Shiphome noise (machine and other)
2 Cable reel on stem ofship _
3 Jeri-"cs oftow cable by pitch and roll
4. - Interaction tow cable surface waves

5. Propeller and propulsion '

6. Airgun '

7 ' Vibrations of'tow-cahlein water

8 Transmission ofsurface water .

9. Vibrations and turbulence by depth controllers

10. Flow noise-(imera_t:tion_streamer - water) _
l_l. Induced noise by the tailbuoy _ '

The typical ne_twori_ceonfigurati'on during seismic acquisition outlined above. .However,

_altemative .g_eomet_1'-y configuran"ons_ and shooting strategies have been introduced for

. use under specific circumstances. For instance. the presence of'pr'od_uc1i'o'n plzitforrns.

make closely spaced 3-D"d_eep water marine acquisition difficult. In such" cases it is

__ necessary to imjjlenient 'difi‘erent network geornetries. '!”hesernay_-includ'c"a receiver

boat and “a source, boat (with or -without ‘n1ini—streéxmer'j_ saiiinglbeside, or in]in_'e',.' on
either‘-Side of (Duncan an_d'-Nelson,'i1939_).' Severe! t;'rpica1'jsnoo:i_ng

I coniigurations are_shown_j1i-Figure 1.6.

Another important 'fact'or'related to the design of the acquisition surveys of seisnriic data _
is the shootingdirecfi 0l1.~.- or the so-called .'question ofazimuths ".' The shooting direction

effects" dri1rn:itic.iiIIy' the t7iue1'ity of the" imaged "data and oanicularly ‘the regularity of

offscf sampling "1_nilaini}' for DM(_) _(Dip~Moveout¢ '-correction-_for the.'I'reflectiun'-pioint
smear that results when reflectors dip), and-for-veiocity deterrnination (Lansiey, i995)‘.
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Also, obstructing constructions, ships, strong currents, as well as cost are factors to

bear in mind when selecting the orientation of 21' 3-D marine seismic survey." However,

each survey is unique so the relative importance of these factors needs to be exarnined

on a project by project "basis (Egan and Kupoor. 19.90). For instance. alternative

geometry consisting of’ concentric circles (instead of parallelnlincs) has been introduced

in a project which lent1s'itself‘to image sait domes (Durrani. 1987).

HYDROPHONE GROUPS

* I ' i ' '. ‘ i \
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Figure 1.5 Marine seismic acquisition

1.2.2.2 Ocean Bottom Cable Techoiquefn-Tri_msition_ Zone) . '

__ The ocean bottom cable technique is a relatively new acqluisitionrnethod "of deploying
receivers on eeable which is led on the seabed. The method is p'articularl'y efl‘e_ctive not‘
only shalloiv 'transiti'oneI conugested or obstructed areas but also in hersh seal-states
that vu:ould_ shut down a_ streamer crew, Moreover. since the recleivers are s_tatio_nary on

'the_.sea' bottom the m_e_thod_ ‘offers high quality seismic data for surveys around
I. obstructions such as oil platforms (Rayson, 1996). I I I

- In 3-D bottom eahle seismic operations the recording vessel _deploys on the ocean _
bottom (in water depths ranging firom the {very shallow to .150 metre) -one or rnore

. _ 12 -
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icablegs (gypjcallyi 15-.20 kilovmetrc long). When the cables are deployed the recording

vessel anchors, connects to the cables and checks the electrical integrity ofcahles and

sensor groups. Shooting is undertaken by another vessel (shooting vessel), which tows

only the seismic source array, thatshoots a swath of lines parallel to the bottom cables.

After the swath is covered thecable is laid out and redoployed for the next swath until :1

3-D scisrnic survey. is complete (Barr at al, 1990), The geometry ofa typical acquisition

spread is illustrated in Figure l.';'.

M.»

gi oil platfofm I A
Ll ( J

°_

F _ oil ploflbrm
'- Z . ' _i:~:~§I ' _

    Lao   

' - (‘£53-»

oil [Ii-rla'lfonn
[551 . -- . - -.

I c II LEE3 i l c c (C)

' Figure I_.6 Common used-shooting configurations n'e_ar production platfonns

'1.2i2.3 Vertical Cable

'1-‘his. is ' an allternz-itive riiethod "of exploration mainly _u§ei:l ‘in like sub-sait reservoirs.

in -' Duiihg vertical cool: seismic operati.ons a group ofrcceivers are depioygd velftically on

2': cable which" is. kept under tension by an anchor at_the b_ottonh and syntactic foam buoys

. - .- _~ .
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at the sea surface. Kraii. (19933 states that, in 1989 such an experiment was conducted

ofihhore Louisiana in 550 metre of water which has shown that high quality seismic

results can he acquired with a vertical cable.
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. Figure.1.7 Ocean bottom cable sfiqoiing configuration. 3D._H—spread "technique
[Syntrc-n. Lnc.'}

Z Record.240__icha'nnels_x 2 lines Approxfs hours shooting"
. _ 25 -metre receiver spacing _ I 2.4 square kilomgtrc Z

' 50 metre shot spacing ' ' :20 fold!12.5 metre x 25 metre cefls

50 metre shotiine "spacing
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1.2.2.4 Buried Cable (4D Seismic Recording)

Buried cable surveys have recently deployed as a reservoir monitoring acquisition

scheme in order to study the reservoir characteristics (oil migration) as these change

with time. In order to study these changes usually a number of seismic surveys, also

known as ‘time lapse’ surveys (Rayson, 1996), are undertaken over an area of interest

at regular time interfiials (typically once a year). The main difference between this

technique and the conventional ocean bottom cable method is that the cable is ploughed

into seabed instead of lying on it. Geco-Prakla was the first seismic contractor that

applied the method at the Foinhaven oil field at 500 metre water depth, west of Shetland

Islands. on behalf of BP Expo International. Six lines of receivers were used, each 5-6

Kilometre long.
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1.3 THE EVOLUTION OF POSITIONING IN MARINE SEISMIC

NETWORKS

The implementation of the 3-D seismic method, to better define complex producing

reservoirs, has led the seismic industry to find ways of improving the positioning

methods offshore. Over the last couple of decades the oil community has seen an

enormous increase of the type and quantity of the survey data collected and increasingly

complicate acquisition configurations. The development of positioning methods can be

categorized into three main periods (Canter et al, 1989)

1. Fixed offset period.

2. Vessel relative and semi-integrated positioning network period.

3. Integrated positioning network period.

A brief review of evolution and the road ahead of these systems is given in the following

sections.

1.3.1 Fixed OITset Period

On the first 2-D seismic surveys simplicity was a demand due to the technology which

was available during this time. These surveys were recorded with only vessel

positioning. The vessel navigation reference point was located with an estimated

accuracy 3 to 5 metre by means of radio positioning (Canter et al, 1989; Morgan,

l986). = Nominal offset values from the tow point to source nodes and head of the

streamers were used to locate these points. Usually, the vessel gyro (typically estimated

to an accuracy level of one degree) was used to ;,step,b_ack= to the towpoint. Also. the

first compass on the streamer was used to provide overall azimuth control for the head

point of the cable. When twin streamer surveys were conducted in order to increase

confidence, acoustic equipment was used to measure cable separation and Skew.

Finally, in order to mirrimize the etfect of feathering (drift of the streamer at an angle to

the planed seismic line due to cross-currents) ‘active’ tailbuoys (radio positioning

system is included in the taibuoy) were increasingly used. Usually, this was done by

rotating the compass data so that the misclosure between radio positioning and compass
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derived position at the end was minimized. Nevertheless, the differences found using

tailbuoy position could not be isolated into compass, magnetic declination corrections.

or corrections on the tailbuoy positions. The typical bin size during the mid-seventies

was 100-200 metre cross-line and 50 metre in-line (Chevron Training Course. 1992).

1.3.2 Vessel Relative and Semi-"Integrated Positioning Network Period

The emphasis ‘on front-end positioning led to the vessel relative period which utilized

positioning sensors on the vessel to improve the quality of the position of the gun arrays

and the front-end of the streamers. Sort and ultra sort baseline acoustic transducers

(Kelland, 1994) were mounted on the vessel’s hull while acoustic receivers were placed

on the source nodes and the cable heads (Cofirt, 1991). Although the method allows a

good for geometry from the vessel to the sensors deployed on the cables and guns it

sufiers of a number of problems. Canter et al (1989), and Tibng Ha (1990) state that

the hull mounted transducer must operate efficiently through the wake of the vessel, the

propeller wash, and the bubbles from the airgun firing, and therefore, the raw data

requires heavy filtering unless careful attention in installation and operation is

performed. Also bottom and surface reflections occur and interfere with the original

signal ifthe signal exceeds certain" length in"time'.

To improve front-end positioning in addition to acoustic systems laser systems were

increasingly used to measure the travel time from the vessel to surface reflector targets

located on the sources, the front of the streamers, or on auxiliary floating -structures.

Moreover, the use of radio positioning systems to locate the vessel Navigation

Reference Point (NRP) and the tail/head buoys became a ‘rule. In more recent

configurations DGPS systems were also used in relation with radio navigation systems.

The most common approach applied to the positioning problem (still widely used) was

to treat each epoch, and each measuring system, more or less independently. So both

the laser and acoustic measurements were used to transfer the position of the vessel to

the floats, while the front-end acoustics related the floats to the guns and fi‘0nt-end Of

the streamer, and then the compasses determined the streamers shape. The rear-end
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acoustics and the tailbuoy positioning served to provide some control of the orientation

and stretch of the streamers. Typically the process would involve some sort of curve

fitting operation for the compasses, e.g. as in Ridyard (1989), and several independent

‘network adjustments’ for the acoustic and laser networks. It is possible that the

process would involve ‘iterating’ several times through the various data types in order

to ‘best fit‘ (in some rather general sense) all of the measurements.

Alternative semi-integrated methods that suggest integrated processing of acoustics and

compass azimuths have also been;develop_ed___. and implemented (Court, 1990___; Court,

1993). Moreover, direct comparisons ofi tailbuoy positions derived using different

positioning systems (Stingant, I989) haye been used to ensure the posit_ioni_n8 ofSeismic

networks offshore. ’SimilarlY- iontheesame :purA.p,ose especially designed experiments

involving comparisons of- the streamer position derived using conventional positioning

systems=de'ployed-on:-.the seismic spread, and those derived using long baseline tracking

arrays located in deep water have been conducted (Cotton et al. 1985).

1.3.3 Integrated Positioning Network Period

As stated ‘earlier in this section both the frequency and complexity ofmarine 3-D seismic

surveys have increased dramatically over the last decade. -Nowadays, in a typical

configuration (Figure 1.8) measurements will include compass orientations at points

along the streamer (typically 4-7 per kilometre), laser ranges from the vessel to a

variety of floats (for instance those carrying the guns and those at the front of the

streamer), underwater acoustic measugrements (of the dist_ance__) between a number of

points at the front and back of the system (referrediito ashthe ‘i‘ro_nt-end’ and frlear-.end’

acou_sti__c_networks)_, the position of the tailbuoyp. andgthe position: of the vessel (both
typically; by complicated may alsoinclude
acoustics throughout the length of the streamer and ad_d_i_tio'nal navigation devices on the

M6551.‘-..|._ It is also possible in order to improv_e___the triangulation geometry in the front-en_d_

network to include towfish structures, with a mounted transpoder on them, suspended

from cantilever arms (which when lowered extend typically 10 metre fiom the sides of
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the boat) built at each side of the vessel (Court. 1990). Moreover, in the case of several

vessels operating simultaneously, between vessel measurements would also be made.

The processing 'algorith'ms'c_urrently used to solve the positioning problem, discussed

earlier inthissection, proved inadequate to provide an integrated and rigorous

approach. Although these methods are probably perfectly satisfactory from an accuracy

point of view they suffer from "two major disadvantages. Firstly they are highly ‘case

d endent’. Le. relativel small chart es "to the configuration or measurement set ma "91" Y 3 . Y

-lead to major changes in the processing 'sofiw'arfe:- something that is especially difiicult
in real-time (‘or quasi real-time) -quality control. Secondly, and probably" most

' importantly, it is etctremel_y'difi'1cult to analyze the ‘error propagation -‘through such a

process-_- henoe it-is'aln'1ost_ impossible to describe the -precision and reliability of the

‘final aund--hydrophone positions. This aspect is becoming-‘increasingly important as

clients require proofLoficn in real time) that the survey specifications are being‘ met.-

 
_u. _ '\.fe_s.;elGPS I _ .".. Iasltrfllh ' .

Q_ sunudyneu'n.nt.:ei\'-ur I .. ._ . lneotuticdcvicm: if-0!. sctivemilhiuoy

. -lmezdcviec 2 ' ' it-E.‘ " bumgmshim

"I Figure Lil One yes's'el,' rlnzil source, triple streamier survey configurtn_ti'oi{ I

These "vital questions have driven‘ the 'eei_smic industry gradually "to develop" and .
‘implement zirrtegrated ‘and’ rigorous‘ (in a -mathematical xnar1i1er)_positioning_=s_-istems.

These systems "should, in principle," be flexible enough to describe tl1e.§eom'r'.-.t_t'y of any

likely practicalsct-up_, handle "-any set of observations. and provide the position-'.

"associated quality measures of point "of interest“ throughout the spread.

- - filtering‘ is the most well known stochastic"process- that --can--be used to -exploit--the

. _ - 1'9 -
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potential of the dynamic environment in which they operate. The various advantages of

the use of integrated networks are clearly stated by Zinn and Rapatz, (1995), while the

specific advantages of Kalman filtering over simple ‘epoch by epoch’ least squares may

be found in Section 3.1.2 in this study.

1.3.4 Ocean Bottom Cable Positioning Methods

During bottom cable operations the problem of locating accurately the receiver groups

is not as big an issue as ituis for the surface streamer since the receivers remain

stationary during shooting. However, as the cable sinks it, and consequently the

receivers, dn'fi from the navigation line owing to currents and to a lesser extent the

method of deployment (-Rigsby et al, 19.87); Currently receiver location systems use a

single—point high-frequency sacoustic source transmitterg»-_on the shooting vessel and

special acoustic Lreceivers at -the centre of each receiver ::group. Using the transmitter

location, relatively to the vessel navigation reference point location, at different times as

‘base stations’, and the time picks fromtthe acoustic receivers as ranges thereceiver

position -is estimated by a simple least square computation=(Chevron Training Course,

1992).

An alternative of -estimating the positions of the bottom cable receivers-, known as

PMRL (Post Mission Receiver Location) technique, uses the first arrival times of two

near seismic traces from two near shooting lines, the shot (seismic source) coordinates

and water and near-surface velocities (Rigsby et all, l987).j
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1.4 POSITIONING AND QUALITY ASSURANCE REQUIREMENTS

1.4.1 Positioning Requirements

Absolute positioning and repeatability of positioning are important for drilling

operations. Morgan, (1983) states that the grid of reflection points must be vi known

(with respect to shore) with an accuracy of 30 metre. Also, positions should be able to

be relocated to within 10 metre. What is, however, of interest in this study is the

‘relative positioning requirements within a- seismic spread.

To reach a set of positioning specifications -for the various ‘elemen'ts“?involved= in a 3-D

seismic survey (namely, the vessel, source nodes and receiver groups), it is‘ necessary to

con"sider-of -the positioning =requirement‘s that relate directly to the geophysical needs.

During 3-D seismic acquisition the survey vessel steers along parallel lines -separated by

tens of: metre spread across‘ the prospect area: The acquired seismic data‘ are sorted

among bins ‘according-*to midpoint l'oc'atio"'ns for immigrated data,=io'r according to

‘reflecting points for migrated data (Sheriff, 1994). The size of‘-b‘in's,91which‘are"in the

form of a horizontal grid, is usually defined by the spacing of the seismic lines (cross-

track direction), and the spacing of the hydrophone groups interval (along-track

=direction).- Currently, -‘typical’ bin dimensions are =1‘-£215 metre '-along-traclcand 25* metre

c”ros's’-track (Morgan, 1992). In“se'ismic processing reflection points‘-which fall within a

‘bin are ‘stacked’ together to" "obt“a‘in1the"-output trace‘ for this bin. Morgan, (1992) states

that, the seismic acquisition“-and processing :teehno'logy currently dict-ates ans-'accu'racy

level for the reflection points of about 25% of the bin length and width. Thus, for a

12.5 metre by 25 metre bin the relative accuracy of the reflection points is specified 3

metre in-line, and 6.25 metre cross-track. In order to meet this subsurface reflection

point position requirements (see Figure 1.5 and Morgan, (1983)) the maximum error in

the position allowed at the sea surface for the source and receiver points is up to twice

the error allowed for the subsurface bin, i.e. for a bin of size 12.5 metre by 25 metre this

maximum error is estimated 6 metre in-line and 12.5 metre cross-line. The main

assumption to reach this conclusion is, however, a flat seismic reflector and no

variations in elevation between source and receiver points. It is important to stress that
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the effect of the navigation errors on the seismic quality is a major issue and one that is

not examined in detail in this study. Interested readers are recommended to study

Hampson and Jalcubowicz (1990), Homman and Ogtrop (1993), Levin (1983), Levin

(1984), Levin (1996) and Paffenholz, Monk and Fryar (1993).

It is rather common today, for seismic operators to specify acceptable seismic

navigation results in terms of bin size and precision (Zinn and Rapatz, 1995). For

this purpose, source and receiver errors can be easily propagated to estimate I-IMP

precision. Zjnn, (1991) demonstrates that the HMP in-line and cross-line errors are at

most the average of the in-line and cross-line errors of the source and hydrophone

points and can be as little as zero.

Nevertheless, assessment of the quality of positioning a seismic spread offshore is not

confined‘ only in the computati__on of precision measures. Re__lia_b_ility measures are

increasingly used assess the ease withwhich biases (gross measurement errors in the
navigation data) may be detected (internal reliability) and the impact of undetected

biases on the source and receiver positions, and finally I-IMP (external reliability).

Today, it is not rare for clients to require maximum external reliability values of -8-10

metre (Zinn, 1996).

Both precision and reliability measuresiiare concerned with the concept of quality

control and quality assuranbc (QC/QA) of positioning the role of which is essential to

the success of a 3-D seismic survey-. This issue is briefly discussed in the following

section.

1.4.2 Quality"

The concept of quality assurance (QA) often is constrained to the narrow traditional

meaning of finding and implementing ‘better’ ways, means or techniques to solve a

problem. The meaning of QA is expanded, however, to a more general definition.

Martens and Riemersma, (I986) define it as ‘all those planned or systematic actions

necessary to provide confidence that a product or service will satisfy defined needs’,

and Ridyard, (1993) as a ‘confonnance to requirements’. QA should be treated,
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thereI‘ore. as an integrated procedure that incorporates all the operational techniques of

quality planning and quality control of: system.

Jensen and Nicolai, (1990) extend the concept of QA one step fitrther. The integration

of QA and quality improvement programmes (Q1) (the positive feedback "in the system)

leads to a methodology known as total quality. management (-TQM) - see Figure 1.9.

The various stages of stzch a_ proposed scheme of total quality management for

positioning a marine seismic survey are detaiied by Jensen, (1938) and Jensen and

Nicolai", (I990). The main points of the procedure for the difi“ercn_t phases of the

process are reproduced here

I . Project requirements

- These include establishment of the scope of the work to be conducted, and of‘ the

cliehtfproject requirements, 'ine_£udir1g parameters" as rmtxirnum error ellipse semi-

rnajoraxis value, significance Ievel of the test and power of the test (for reliabiiity
' computations).

-Quality

‘improvement
-9‘

 
 

 
 

' -Total

Quality

Management
. TQM

Qutility I Quamy
-_'.-.‘:i".'~'. :- ".2; '= .. _
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- Define the a priori covariance matrix for the observations based on previous

experience.

- Compute relative and absolute precision, and internal and external reliability of the

network. Compare these with the project requirements and establish tolerances

for internal reliability to be used through the operational QC stage.

3. Operational QC

- Quality control and safety supervision of on-line positioning data acquisition

including progress control and coordination of operations.

- Compute predicted residuals for all observations and measures of precision and

reliability (using the B-method) for all points of interest involved in the network.

- For any large set of data (possibly per seismic line) examine for biases due to

various common causes (combination of outliers, station coordinates, etc.), if

required.

- Produce a time series plots of the observation statistics (predicted residuals and

their variances), and of the quality measures (precision and reliability) describing

the network, showing the percentage over the marginal values established in the

project requirements stage.

4. Post-processing QC

- Post-(mission) processing of the raw data involves further QC either to detect and

identify biases and finally adapt the system. or to improve on the real time results.

Although today post-processing is a common practice it remains possible in some

cases to avoid this step. In fact, in post processing most of the QC steps taken in

real-time are repeated (Houtenbos, 1989). To do this it is not, however, only the

additional time and personnel required but also massive storage is required to log

all different types of the raw data. The challenge today is that no post-processing

should be required in most cases (Jensen, 1992).

5. Feedback

- Provide the proposed revisions for the survey design, operational QC and

specifications.

The procedure outlined above in a way that is constrained exclusively to the positioning

problem of 3-D seismic surveys. It is, however, important to understand that the
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navigation problem is an integral part of the seismic acquisition process. The big

challenge during acquisition is to ensure that the seismic data collected during the

survey is correct and complete (there is no excessive coverage, or ‘holes’, or lack of

coverage in some parts of the prospect) before the seismicivessel has left the area.

To address this need a TQM system should integrate the navigation and binning (a

means of determining areal coverage and collating data for seismic processing)

processes of the seismic acquisition in real-time (CENSUS User’s Guide, 1994; Hume

et al, 1994; Nash and Ridyard, "1987; Ridyard, 1993; Stigant, 1993).
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1.5 EXCHANGE FORMATS AND INTEGRATED PROCESSING OF

POSITIONING DATA

1.5.1 Typesiof Positioning Data and Standard Exchange Formats

Prior to seismic data analysis and interpretation the seismic method involves the

implementation of“three basic steps, namely the actual acquisition activity, the position

computation and the binning computation. These processes require the use of three

types of data. These include

1. Raw‘: obs'erva'tioi1 positioning data.

2. Processed souice "an'd*"rece'iv'e’r positioning data.

3. Binned data, i.e. positioning data sorted among bins according to midpoint location.

There are many‘ formats are that used for transfeting positioning data between

companies involved in seismic exploration. These are mainly concerned with the

standard exchange of field ‘survey positioning observational data and post-plot shotpoint

locations. In the following sections a brief description "of the most common used

formats among the exploration industry are given.

1.5.1.’! E~xchange?Fo,rmats ‘-for Raw "Marine Positioning Data‘

This type of exchange formats is concerned with the exchange of field-acquired marine

positioning data. These can be generallv classified in three categories. Those developed

by

1. Individual seismic contractors, mainly for their own use.

2. The Society of Exploration Geophysicists (SEG) - SEG P2 (1983).

3. The United Kingdom Offshore Operators Association (UKOOA) - UKOOA P2/86,

UKOOA P2/91 and UKOOA P2/94.

Today, the UKOOA fonnat is accepted worldwide by the offshore community as the

standard exchange fomiat. The most recent versions (P2/91 and P2/94) have been

designed to best cover the requirements arising from complex survey configurations in
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tenns of completeness and readability. Completeness means that no need is required to

refer to external supporting documents to describe all relevant raw positioning data.

Readable refers to a sufficiently structured format that allows some degree of visual

interpretation and inspection by the user. Some of the most important points of P2/91

and P2/94 versions (which are extension of P2/86) are (UKOOA_SPC, 1986 and 1994;

Nicolai, 1992; Celik, 1996)

1. All infonnation is stored in records of 80 bytes (as in previous versions) ‘card

image?, the columns ofwhich are numbered 1 through 80.

2. Four main types of records have been defined

o Survey header records - H. These records provide information such as. survey

definition, definition of the geodetic datums and shifts, definition related to

_vessel(s), guns, streamers etc.

0 Comment records - C. This type of record: does not appear in previous

versions. It provides comments valid for the whole project. for a whole line or

just for an event. -.

0 Event records — E (implicit time reference). Undl ‘E’ lineal: is stored all raw

positioning data information.

0 Inter-event records - T (explicit time reference). This is also a new type of

record that allows to record time information for each observation recorded.

3. P2/91 and P2/94 require one file per seismic line, meaning that a new set of header

records are required for every line.

4. Quality information about the observations is allowed to be -recorded. A priori (or

expected). and actual -(or measured) quality information is allowed for network

observations and only actual quality infonnation for non-network observations.

5. P2/91 and P2/94 allow time to be recorded with any observation, i.e. observations

do not refer to shotpoint time.

1.5.1.2 Exchange Formats for Processed Marine Positioning Data

Similar to exchange formats for raw marine positioning data, the UKOOA: exchange

fonnat for processed data has been almost universally accepted among the seismic

i"d"S"'Y. Pl/84 format was defined by UKOOA for the exchange of processed source
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and receiver coordinates. P1/90 is a revised version of P1/84 which expanded to cover

issues such as multi-source, multi-streamer acquisition. Four types of records have been

defined (CENSUS User’s Guide, 1994)

1. Header records - This type of records holds similar infonnation as the header files

of UKOOA P2 fomtats.

2. Point position records - These records are used to identify the point being

positioned. The most common are, source fired (S), vessel (V, Pl/90 only), and

tailbuoy (T, P1/90 only). The source records contain also information such as line

number, shotpoint number, date/time and water depth.

3. Receiver records -2 Receiver records contain infonnation such as receiver ID flag,

receiver position (easting and northing), and cable depth.

4. Relation records - This type of records is an extension to the format and is used to

prevent the pointless repetition ofunchangeable infonnation for different shots.

“ In addition to the UKOOA format other exchange data fonnats have been developed

such as; SEG P1 (1983) as well as industry standard formats such as, the Shell’s SPS

fomtat. the Advance Geophysical’s ProMAX database fonnat and the Green

Mountain’s MESA format.

1.5.2 Geophysical Contractors’ Navigation and Binning Systems

It is a general conclusion from the discussion so far that the trend seems to be a

movement of the seismic industry towards faster multi-tasking integrated software and

central processing units (UNIX based workstations). Almost all major geophysical

contractors/companies have developed (and continuously improve) their own navigation

and binning/processing systems to meet this demand. The main characteristics of these

systems are outlined bellow

1. During acquisition usually some of the data are synchronized with shot time (as

compass azimuths and network acoustics), and some are recorded at the sensor time

(Syledis. GPS. RGPS).

2. Storage at the UKOOA P2/91/94 formats and real-time graphic display of

acquisition is a common practice.
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3. Some systems, as GIN 2000 developed by CGG, compute source and receiver

positions based on least squares algorithms for the various networks of the spread

(vessel-buoy, relative head and relative tail networks as well as streamer shape).

Other systems, as TotalNet, developed by WESTERN ATLAS, implement

integrated network solutions by means of a Kalman filter.

4. Quality control, including monitoring of the quality of the recorded data (setup,

configuration, spread geoinetry, data integrity, and statistical analysis) is an essential

feature in today’s systems.

5. On—board binning systems provide real time monitoring of CM? distribution

thro'ughout a 3-D survey. Also. most binning systems’ capabilities include, flex

binning, editing and rebinningialgorithmsi.

In Table 1.1 a list of the navigation and binning systems of some major geophysical

contractors is given.

WESTERN WISDOM II

GECO / PRAKLA TRINAV TRINAV I QC

GIN 2000 GIN 200°
DIGICON MAGNAVOX 200/ SCOPE III BIRDOG

Binning / Processing System

FLEX QC / CNAVCHK

Navigation System    
  
    

Table 1.] Contractors’ navigation and binning/processing systems
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1.6 POSITIONING DATA TYPES AND SYSTEMS

To locate accurately a complex marine seismic network today typically a total of more

than 250 observations, of several data types, is required to be collected per time event

(Western Atlas International, l994b). These data types include (Houtenbos, 1989',

Nicolai, 1992; Zinn and Rapatz I993)

l. Ranges from the vessel and floating auxiliary stations to shore stations and/or

seabed acoustic targets. ‘

2. Range differences from the vessel and floating auxiliary stations to shore master and

slave stations.

3. Pseudo-ranges and carrier wave phase from satellites to vessel or floating auxiliary

stations.

4. Bearings from vessel to shore and seabed acoustic targets.

5. Acoustic ranges between: the pingers and receivers on the vessel hull, and
ranges between the vessel and the guns and front-end streamer receivers. Also,

acoustic ranges at the front-end. rear-end and of the and between
vessels. A

6. Laser ranges and directions, over the water, between the vessel and various prisms

mounted on the gun tube buoys, paravanes or navigation buoys.

7. Angles and distances from the vessel to tailbuoys.
8. imeasurements vessel.
9. Compass bearings along streamers.

10. Depth of streamer sensors.

In the following sections a brief description of the various types of the positiorting

systems used by the seismic industry to acquire the observations outlined above is given.

1.6.! Acoustic Systems

Today. acoustic systems play an important role accurately and reliable positioning of
seismic spreads offshore. These systems usually consist of devices such as acoustic

pingcrs, responders, hydrophoncs, tranceivers, or transducers fixed on the hull of a
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vessel, on mobile targets and seabed positions. The transmission type is a sound wave

(typically 10-1000 KHz) and the measured quantity is the one-way travel time between

the source of the signal and the receiver. The basic fonnula that is used to obtain a

range D from an acoustic signal is (Chevron Training Course, 1992)

1) =v(t'—t,,:e) =vt 1.1

where

D : is‘ the distance parallel by the sound pulse

v : is the velocity of propagation, typically 1500 metre/sec
t’ : is the raw time measurement

t d : is the known equipment delays

: is the residual timing error
('0

Three acoustic positioning methods are mainly used by the offshore industry. These are

referred as 1 It

1. Long litaseline Method__ (LBL)
2. Sort Baseline Method (SBL)

3. Ultra Sort Baseline Method (USBL)

LBL acoustic systems used to provide accurate position fixing over a wide area by
observing the distance from a sensor on the of a vessel, or i'rom an sensoriioiin a towed
float or underwater target, to three or more transponders deployed at known positions

on the ocean bottom. The line connecting the seabottom transponders (baseline) usually
varies between 5 Kilometre to less than 50 Kilometre.

acoustic or Super Sort Baseline (SSBL), areiused to locate a single
target placed on the seabed or on a mobile stmcture. They consist of an array of

transducers in a single assembly fixed on the vessel’s hull. Their operation is based on

phase comparison techniques to measure the angle of arrival of an acoustic signal in

both the horizontal and vertical planes. Hence. a single point located on the sea bottom

or ona mobile station is fixed by measuring its range and bearing relative to the vessel.

Although USBL acoustic systems are more convenient to install than LBL systems they

PGS Exhibit 1120, pg. 51 _ 3. - [pR2014.01477

PGS v. WesternGeco (IPR2014-01478) Ex. PGS 1076 - Supplement to Ex. PGS 1041



Chapter One: .-1 (f(]1li.!Fi (ion mm’ /’0Sirjm1in,q‘ 31) A»1arine
.‘ir.*i.m:ic S::nIr:y.s‘ ~.44n ()v¢:r\'i¢rw

do not provide redundant inihnnation, and therefore they are less reliable (Kelland.

I994).

vessel 1 vessel '2

 
streamer l_ streamer 2 streamer 3 . slrcmncr 4'

Figure. 1.10 Dun! vassel. quad source. qdad streamer syrnlmetriclsurvcy oonfigfiration.
Simplified front-end acoustic network -

"During 3+11')-seismic operations SBL acoustic; systt_:m3._a1'e ;yp'ic_a_l_ly used (in combination

_ wit-11'ot_her.-n1easurc_mo'n_ts) -to locate tho £-anions" olcrdents izwoivcd within a-_.so}srnic-

spread, and-therefore .£hi:5[wi1l_.be disc'ussod_ __in more detail. -

Duringseabed suwéys, snudturg insiailation. z_md- drilling oporations._,se\}erdl acoustic
devices (typicaljy l§rdrop__hones) fixed on fhohull. of _a_ v_es_sel .s"epa'rate:d by

I idistndnces '10 iaioo matte) die 'i'o_Io.c_:i1'_e_. paid}: on tho :'I_n..'.sei_smi'c
I s_-.'1r'vejrs_. an. aoodstio _.n__étwork. comprises t.T8.l'IS|.'Z¢'i\.IC1.'-S_ and__tra'hfsd1_1cers:-lmollxnled. bepeath

tI'1_c-scism.i'c.\.ves5el,-" on source arr2':y_s-.7 navigation buoys ahdntowfiéh or -deployed éIon_g" the
otroamors. In are measdrod in githor-_di_r'e,c:t.ion between" trfin§ceivors- to build

-an-aoouszii: neh'.vork." A rypicdl modern seismic configuration usualiy ccmsis-ts of
acoustic. networks," on: at _the _front-end, one at the rear-end.'and one in the middle

PGS Exhibit 1120-, pg. 52 ._ " 32 ' ' ' ' .[pRgg}4_g14'.}'7 I
PGS "'- WWEFHGGCO (“’R3°"14‘0W3) - Ex. PGS 1075 — Sunnlement to Ex. PGS 1041



Chapter One: Acquisition and Positioning 3D Marine
Seismic Surveys - An Overview

(Figure 1.10). Also, configurations involving acoustics throughout the length of the

seismic streamers are increasingly used.

The most important problems related to acoustic positioning systems are (Houston,

1987; Tiong Ha 1990)

1. The effect ofthe air bubbles produced by the guns during shooting.

2. Interference problems caused due to the wake of the ofthe seismic vessel.

3. Reflections from the bottom and surface can interfere with the original signal if the

signal exceeds certain length in time (Figure 1.11).

Proper design of: modern acoustic systems has eliniinated, to a large extent, these

problems. The three most well known manufacturers of SBL systems and their

products used today in seismic applications are

1. SONARDYNE SIPS

2. SYNTRON MultiTRAK

3. DigiCOURSE ECHO

All three systems operate in the band width between 50 KHz - 100 KI-I2“ Their

resolution varies vbetweeii 0.10 metre - 0.15 metre. Maximum operating ranges can

11000:’ metre deviicesi fixed on the tailbixoys vessel
con'figuration. 'hov\ievér; to under 500 mete‘ at theifront-end of the
network due to the efiect of the ail‘ bubbles (Kelland, IT994). Both and

DigiC__QURSE. systems are relatively nevv._p_r__oduc_ts.

59 the a
‘system is the transmitter/_receiverv vvhich is mounted on the end
ea; seen ih.;stvlelsgisi. receivers gr;-. mama 0;: pains that need to be
accurately located, e.g. on sub-arrays on each source (before the _firs_t gun cluster). and
on streamer: heads _(bef_‘ore__ the first _str_eamer trace).

PGS Exhibit 1120, pg. 53 - 33 - IPRZOI4-01477

PGS V- WeSt€I'nGeC0 (IPR2014-01478) Ex. PGS 1076 - Supplement to Ex. PGS 1041



Chapter One: .»icqu:'sin'm1 and Poxitionirtg 3D Marinre
Sci.s"nzic: Surwfvs - .»ln (Jvervicw

nctattslio range From node 6] Tonodo 62

 

   

 

 

I 801‘

g E 76 _1i (3 to OOGOOGIEOOCDMEJIB C£1(JoCOCKl'3¢I3GDI|'-ifloclla fl
E 72 -jy . I

U zen 400 600 son 1090 i
shotpoinr number

L__._____

Figure 1.} 1' Time series of raw acoustic distance measurements between two acoustic

nodes fixed on the frond-end of the same streamer. Due ‘to the physicai connection
between these sensors ‘the observed range should be more or iessfixed (in this case

approx. 77 metre)‘ It is clearly visible that thesesignals are .strongly afiiected by

(combined sea bottom andfor surface} reflections, Irish Sea 1993 (see Appendix 52)

7- . 1.6.2 I Laser Systems

“Another stray to "observe a ‘distance or a direction is that b.y.using a laser" system. The-

_ "principle of computing a range from measuretnents oflase-If beams is a_lmost'the same as

f for _an.ac'oustic system. '.In this case, however, since. a laser beam consists of highly: -

I coherent _light—waves (lightlamplification hy. the stimulateoi emission 'of_r_sdistiort). the.
propagation velocity v in Equation"! .1 refers to -the speed of‘ iigbt. ao:d.the_ time to the

I one-way travel time from the laser device to the reflecto_r terget; i__.e. half‘of the two-way
I 'nteasur_ed'time.

"In 3'—_D"-jseismic oper:ition’s iaser systems deployed on ‘vessel messttre the

_'t'rai'\_reI tint: to surface refiectorslocsted on the sources; the front of the streamers, or on

‘ 'tioating-struct'u__res'.- Tfte—method has success in identifying" at and
is easier to install because no e1e_ctn'_cal connections'a_rc rcquirect since the reflectors are -

passive devices. Typical accuracy -level of the laser systems is it metre for ranges and

- 10.1 degree-for-measured directions {Che-vron"I'_raining Course; I992),
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Though the basic principle of the method is fairly simple the complexities are introduced

by the environment in which the system operates. Some of the major problems are

(Tiong Ha, 1990)

1. During heavy downpour or foggy conditions, the rain or fog can block out the laser

beam completely.

2. Since the retro—reflectors are passive devices there is no way to ascertain that the

rays reflected back come from a particular reflector. For this reason only a small

number of well separated reflectors can be used.

3. Because the laserbeam does not transmit well in water only surface targets can be

used. =

4. Is vital to develop efficient__ techniques of holding up the retro-reflectors above the

water and sea waves.

1.6.3 Magnetic Cable Compass

Since 1976, cable compasses have been used to provide a major portion of the position

solution during marine seismic surveys. Today, cable compasses must be more accurate

and repeatable than ever. AWhat malces this challenging is the fact that cable compasses
use the magneiiyc determine theiorientation of streamer segments.
orilentatioii of _a_ is measured _w'itht_he component of
the earth_’s'rnagn_etic ‘field differs the worldlover. Two major errorslare concerned
with magnetic compasses, magneticideclination (or variation), and magnetic d.6Viation.

Magnetic declination is the difference between the geographifl? and magnetic north and

can be ’as__'la'r'ge as several degrees and, knovvhwith an uncertainty erthe' order or 0.5

desrecs e"9n¢9u$ We:s°fe'*1%sn¢ti°.t<1¢¢1ieti9n will int.r9#uc¢ a ssvsdws rotation
to all streamer shapes, resulting in _a coordinate shift which can amount to hundreds of

metre depending on the magnitude of error (Norton et al, 1990).

Magnetic deviation concerns with local effects of every single compass caused by

misalignment of the compass card with respect to the earth’s magnetic field

superimposed upon the earth’s magnetic field. This difference can be measured in the

PGS Exhibit 1120, pg. 55 1pR2o14_01477

PGS v- WesternGeco (IPR2014-01478) Ex. PGS3 i076 — Supplement to Ex. PGS 1041



Chapter One: Acquisition and Positioning 3D Marine
Seismic Surveys - An Overview

laboratory and can be expressed by a number of correction coefficients. The correction

is approximated by the following equation (Gerber, 1987)

Deviation correction = A + B sin(¢) + C cos(¢) 1.2

A : defines the correction for the compass bias or off-set.

B, C : are the corrections .adjust___for permanent magnetic anomalies, within the
compass,’ which ekhibitila single-cycle sinusoidal error "with compass
rotation. '

¢ Z : is the compass heading.

The magnetic deviation can be estimated with an accuracy of 0.05 degrees (Chevron

Training Course, 1992). This correction must be applied to each compass individually

and for all possible headings. It should be stressed that even relatively small

— discrepancies. of the order of 0.5 degrees, can produce errors of tens of metre in the

final hydrophone positions in configurations with typical inter-compass spacing of 300

metre (Norton et al, 1990).

In addition to this correction (static calibration), calibration in the field (dynamic

calibration) is necessary to verify the correct perfonnance of each compass. The

purpose of this calibration procedure is to derive ‘a fixed correction value for the survey

area (and compare with published magnetic declination values) as well as to identify

biases resulting from the static calibration, the mounting of the compasses on the

streamers, and the dynamic behavior of the compass ._(_Gerber, 1987). , A detailed

description of the calibration procedures may be found in Gcrber, (1987) and in

DigiCOURSE paper reference, (1995).

Today, cable compass manufacturers produce compasses that usually combine depth

lgeeping ‘birds’. These depth controller devices comprise movable vanes which are used

to maintain the streamer at a predetermined depth. Cable compass accuracy is of the

order 0.5 degrees and resolution of 0.1-0.5 degrees while the depth controllers
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resolution is of the order of 0. 15 metre, Among others, SYNTRON and DigiCOURSE

are well known cable compass mztnufinzturers.

1.6.4 Gyrocumpass _

A gyrocompass is an instrument thatit is used to measure the true azimuth of a heading

line. It is Based“ on 3 gyroscope that is forced to -hold its spin axis in the direction of the

meridian.= This is ptassible by using an unbalanced mass which makes the axis of rotation

'__prece'ss' abiout: t-rue ‘north. _It‘ia -torque. tries to change _- the plane of rotation of the
gyroscope, thtf. gyroscope.“ will rotate about an axis. perpendicuiar both to the
gyrosc_cipe‘s axis ofspin andthe torque (Sherifi‘, 1994; "FctIey- and Calcutt. 1991).

 
-- I - ' 3% i Heading ' .>*'-

. ca - - 35'“
_ 2 .. I 2 -...‘_K _ .4_;.i'¢S.;o

Navigation R.t;fcrcncc . ' \x_ /" ‘1_.»-‘V
i mam mas)

- Fig'ure"1".l2' VesscI"ctah.:ariglé

ikgyrocompass is today almost a mandatory instrument for all vessels‘ in order to

pfrovide the ':_tzirti'uth' ‘cifthe vvessel's'h_ead1n'g,-i.e. the,-"azimuth" of the de'sifed course. i
- -Estimated -acc'u'rac3_-' of"gyi'b.s-_-uséd an géophygical wie_sscis' igjabout 0'3-__l—.'O dcgmes

:(i-Iauston, "I987-)__.' It is that integmted niwigation systems today ounibine
fibscrvatibns with oth'er.pusi'tioning systemfi. suéh as?-Syledis or DJSPS-, to -imlprovle the

quality of the navigation results (Celik and Cross, 1994).

PGS Exl1ibitl_1'2'0, pg. '57 '37‘ ' 1pR2o.14._(.}14.-77
PGS v. Westemfieco (LP-R20-14-01478) . '- Ex.PGS1076-SupplementtoEx;PGS1041'



Chapter One: Acquisition and Positioning 3D Marine
Seismic Surveys — An Overview

Due to external forces acting on the vessel, such as wind and cross currents, this it

cannot sail along a predetermined line. The difference between the vessel’s true course

and the desired course (Figure 1.12) is termed as crab angle. In any navigation

algorithm crab angle should be placed at the state vector and recover from all other

measurements;

l.-6.5 Terrestrial Radio Ranging Systems

These are classified as range-range and hyperbolic radio positioning systems. The

inters"ection'”"‘of_'at least two lines of positions (LOP) is required to fixbia point using
terrestrial navigation aids; In the rangegjrange (or circular) mode direct measurement of
time or phase places user _on l.O.Ps, whilenby the dift‘erenc_e between
two direct time or phase measu_reVrrientsE places the user on ‘A-LOPES that are hyperbo_las. A

p_oint_ is; therefore, at the intersection of_ two circular and hyperbolic LOPs
rgespectivelyi in practice redundant observations used to improve the
quality of ahposition fix.

Another way to classify’ radio ranging systems is acicortiing to the frequency at which

they operate.‘ Radio positioning systems used by the oilif i__h_t_li_i_stry to Elocate the vessel
Navigation “Reference Point (NRP) and other targets, as head/tailbouy floating

structures, operate in—- the band widths 5-10 GHz, 400-450 I-4 MHz; and 100

In general, the higher the frequency, the greater the accuracy potential, and the

lower the frequency the greater the range potential (Morgan, 1986). -A list of the ‘more

common radio positioning systems is given in Table 1.2 (Celik, 1996; Morgan, 1986).

For a more detailed description the reader is referred to Aclcroyd‘and=Lorimer, (1990);

ANON. (1986,); Forssell, (199.1) and Ingham, (1975).

The standard industry radio positioning system for 3-D seismic surveys is Syledis - see

Table 1.2. The main advantages of the system are the high level of accuracy (typically

:5 metre for a well calibrated system), the possibility to support head/tailbuoys, and its

reasonable cost. However, the system set up and calibration procedure can be complex

and time consuming. Moreover, multiple units of equipment are required for shallow
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water, or large complex streamer surveys. Apart from Syledis, Hyperfix and ARGO

systems are used by the oil exploration industry. These systems, although they can

operate at ranges as long as 400 Kilometre (daytime) from the shore stations and

provide a maximum accuracy of 10-15 metre, do not support head/tailbuoys and are

susceptible to bad weather. Hyperfix and ARGO represent a reasonable solution to

radio positioning of exploration 3-D surveys only under ‘relaxed’ geophysical

requirements and as a good back up to :Syled_i.s under d_ifiicu_l)t —-circumstances (Chevron

Training Course, 1992).

 

  
  
  
  

  

  

 
 

  Pos‘itioning:;; Manufacturer Frequency ljser Range Accuracy
System Country (a‘PDI’0X-) Mode (Km) (meifc)

Mini Ranger Motorola Inc. 5.4-5.9 CH1 Circular 25-50
Templc,Ariznna

' New OrleunslxzusianaDell‘-lorte'l“ec1u1alogy Inc. 8.8-9.5 GHZ Circular 

_ ~t=:-.-:: :~p.]o-fida -- '‘““°“““““‘““°"‘“‘°' WT
San Di - , California °"°“'°’ ‘‘‘’"‘’° 3

SPOT oirstmuavigation lnc. 1.6-2.0MHz Circular 800-1000 WNew Orleans. Louisiana

uypegax Racalbeccasunrey Ltd 1_.6-3.4M}-lz 15,0-mo' Lc:1Iherl1ea£l.U'l< '

 5”“ W W WC ucfou. France

USA

Pulse/.8 Ra=alDe=ca$m1r.-c.y.Ltd- Hyperbolic =.-300.-soo 30-500
Lcnll1crhead.UK

Table‘ "I .2 Radio positionin'g ‘systems

 

   

 

 
  

  

 

The main error?-sourcés“of the ‘radio positioning ‘systems’ ‘refer ‘toifzchanges of the

atmospheric conditions (temperature, pressure, humidity) of the various layers the radio

waves travel. Errors in the time and phase measurement process as well as beacons

(chain) geometry affect the accuracy of radio positioning systems.
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1.6.6 Satellite Systems

Since 1969, the oil industry has been using satellite systems for navigation. positioning

and communications. The Global Positioning System (GPS) has become the most

extensively used positioning and navigation tool in the world. Available worldwide,

GPS consists of a constellation of 24 satellites and provides users with position

accuracy of 100 metre (Zdnns at 95% probability level) 24 hours a day. Significantly

enhancing “tlie accuracy of the system, differential GPS (DGPS) techniques have

matured to become themost advanced and accurate implementation of GPS providing

the user with horizontal position accuracy of better than 3 metre up to ranges of 1000

kilometre from the reference stations. In the following sections the basic principles and

characteristics of the system, as well as its appli'cat‘io'n to 3-D marine seismic

environment will be summarized.

1.6.6.1 Working Principle ‘and Observables

GPS is deployed and operated by the Joint Program Office (JPO) located at the US Air

Force Systems Commands Space Division which is directed by the US Department of

Defense (DoD). It comprises three major segments (Ho‘finann'-Wél'le'n‘hof et al’, 1994;

Corbett, 1994') ‘ ‘ '

1. The space segment that consists ofthe GPS satellitesin ‘orbit around the earth. The

satellites broadcast signals (radio frequency ranging codes) and navigation

messages.

2. The control segment that consists of the Master‘ Control Station (MCS) and a

number of monitor stations responsible for tracking and managing the satellites.

3. The user segment consists of the user equipment sets that receive the satellite signals

and process the infonnation to obtain position, velocity and time.

GPS satellites transmit on two fiequencies (both of which are multiples of a precisely

controlled atomic clock) known as Link-l (L1) and Link-2 (L2) which are multiples of a

fimdamental frequency of 10.23 MHz. These two frequencies (known as carriers as

well) are modulated by up to two binary codes which consist of pseudorandom noise
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(PRN) sequence of zeros and ones. The two primary PRN sequences used by GPS are

the Coarse/Acquisition (C/A) code, and the precision (P) code (I-Iofrnann-Wellenhof et

al, 1994; Corbett, 1994).

The principles of radio positioning from satellites are fundamentally the same as those

for terrestrial radio positioning systems. In the case of satellites the transmitter

locations are the known orbital positions (satellites) at very precise time marks. There

are essentially two methods of positioning using GPS, using either pseudoranges or

can-ier phases. Using pseudoranges the receiver code (each receiver replicates the

and/or the P code at an equivalent time at which it was generated within the satellite) is

correlated against the satellite code. The time olfset is scaled by the speed of light to

compute a distance measurement. The latter method uses the much more precise carrier

phase observations to compute baselines between two positions. The principle of the

method is simple. If the signals (L1, L2) are generated within the receiver at the same

time as those in the satellites a phase difference measurement may be measured very

accurately within the receiver. The basic problem remains, however, to solve for the

whole number of complete wavelengths (integer ambiguities) between the satellite and

receiver. This is usually carried out by postprocessing using linear combinations of the

two frequencies and differencing techniques (Talbot, 1992 and Chen, 1992). In marine

applications combination of pseudorange and phase data reduces the noise error within

the pseudorange measurement resulting in a much higher positioning accuracy (Celik,

1996). Today, new fast ambiguity resolution techniques (on-the-fly) are being

developed to solve for integer ambiguities in a single epoch to provide very high

baseline positioning in real-time (Corbett, 1993).

1.6.6.2 Differential GPS

Differential GPS technique relies on the assumption that the errors in the position at one

point are similar to those for all points .withi_n the same area. DGPS involves the use of

at least two correlating receivers. One of them, the reference station, is stationary and

located at a known point while the second one is a mobile receiver with the desired

result being its position and possibly its velocity.
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The reference receiver is used to calculate corrections to the GPS derived position or to

the measured code ranges. Therefore, two correction methods are in use to improve the

accuracy of the mobile receiver position. In the first method the stationary receiver

computes its position using the same set of satellites as the mobile one. The position

corrections are derived by the difference between its known and estimated position.

These corrections‘ are then passed to the moving receiver to compute an improved

position. In the latter method pseudoranges observed at the reference station are
compared to what is expected in order to determine corrections which if applied to the
pseudoranges improve the position fix. The efi"ec_t of DGPS on the position source
errors. for level of accuracy required to conduct a 3-D seismic survey, is given in Table

1.3 .(,Chevr_o_n Iraining Course, .1992),
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Table 1.3 The effect of DGPS on the main error sources of the GPS system

 

 
 

 
 

 

  
 

 
 

  

1.6.6.3 GPS Error Sources

GPS is affected by a number of error sources that must be eliminated or modeled to

improve the quality of a position fix; The most important of them be classified in

satellite, atmospheric, receiver, and multipath errors.

Satellite error sources involve natural and artificial errors, namely

l. Selective Availability (SA) and Anti-Spoofing (AS) are intentional errors placed on

the GPS system by the US DoD to degrade the accuracy level for civilian users. SA

_ , is concerned with the modification of the satellite transmission to degrade
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delibermeiy the pseudo-range measurement. This can be done by altering the

ephemeris data (by a procedure known as epsilon). or by dithering the satellite

clulcks. AS alters the GPS si_:_ma'l by changing the characteristics of the P code

(Roberts, 1993).

Natural errors CCInCt’.I"flEEi_ with ephemeris errors and satellite clock errors. Errors inltd

the ephemeris data are related with poor prediction of the satellite orbit, and

{herefore -its. position (satellite computed position should lie within 20 metre of its

trile position (QUEST Training: Course. 1995)). while satellite cloek errors result

from time drifts from GPS time,-

Atmospheric propagation errors refer to -ionospheric and I ‘tropospheric elfects.

ionosphere may cause adelay as mueh as 150 metre to 3 GPS sign'aI:due to the ehange

of its ‘travel . time cause'd"by.' -tlhe -ionized ecins_tituent is the ges-molecules" layers.

Tropespheric =efi‘ects are "caused by delays of. the GPS _signa1s.pass_ing through this

meditim (-Hofi11aIm—We]lenl10.f_et_aI, [_994:'Cehen et al, 1992). I

ephemeris ‘errors

ionespheric ' ' .- ' '
refraction

tropospheric . .. -"/.
retraction -‘-'

-gl‘iJi_IBlT0l'. . I I

 
Figure 1-. 13 -Main GPS errer'sounces—
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A number of possible; error sources are associatc_d.—witli GPS receiver thernselves. These

include receiver clock‘ errors’, codevcorrellation ability, ant.enna phase centre Variation,

tracking bandwidth and internal Electronic noise (QUEST Training Course. 1995).

Finally, multipath is the effect whcreby the GPS signal does not travel directly to the

receiver but via two ormore paths, narncly reflected signals. A schematic view of the

GPS error sources is illustrated in Figure 1.13

1.6.6.4 DGPS in Offshore 3-D Seismic Surveying

I DGPS in offshore seismic exploration is not used only for iiessel navigation purposes.

.Anothc'r use of DGPS is that of target tracking‘. Today. it is a rule that active 'tailbuo_vs

(aiso ‘head and navigation buoys). namely -floats equipped with ttsrrestrial _or satellite
positioning systems, are ‘used to irnprove the quality of positioning a- 3-D ‘seismic

network. _During GPS target tracking (RGPS) the pseudoranges observed at the
floating station are transmitted back to the via-a UT-IF telernet-r'y' system. The

main 'processing_that is performed onboard tl1_e"v.-sssel yields to a range and "hearing
which are finallgi convened to local coordinates relative to vessel" (QUEST. Training

" Course, i995) - see Figure 1. 14.

_ CPS signal: _
J‘) M reference

'CiPSsignal  

 

. fr ci=ssugnai- L__ in _ I I /.

IailbuoyGPS _ - ,4 - _ ' ' E

7 »~--‘ -'_'‘-—‘'—'-*_-_‘‘‘"‘‘‘'.'—--..,__N_‘ L correction

tailiauoy GPS _.,__ _ /I -
shipboard processing3,

systcm '

-Figure 1.14 RGPS target tracking
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There is no doubt that tailbuoy/vessel DGPS systems offer today a significant

improvement in offshore seismic positioning, especially after the complete 24-satellite

constellation became available. Moreover. it is generally accepted among the seismic

industry that DGPS can be used as a stand-alone primary positioning system during

seismic exploration. The UKOOA, which consists of offshore exploration companies

acting in UK, plays a significant role in establishing standards and guidelines for the
offshore industry, including seismic positioning This implemented by organizing
DGPS and seismic acquisition workshops and by publishing their results. Some of the

consensus points related to DGPS for use by the eitploration industry, derived from
earlier and more resent meetings (May 22 and December 11, 1991; January 15, 1992;

23-25 ,;§..pr;il,_g 1993), are as follows__(_Guidelines. for the Use of .Di_f_ferential
GPS in Cliishore Surveying, 1994; Jensen, 1992)

1. For oifshore surveying, and particularly, oifshgre seisrnic, a minimum of five

satellites is required -at all.:times since satisfactory height-aiding is critical .to the

acceptance of-DGPS.

2. 'I?rue==:range corrections should be transmitted by the reference stations to vessel.

This essentially means that reference stations should not compute positions for use

in obtaining pseudorange corrections.

3. Postprocessing should be seen as something that should be -carried out onlyiwhen

necessary (because of a problem) and not as a matter of course. The aim should be

that real-time, or quasi real-time solutions to be the final solutions.

4. All raw data at reference stations and mobiles should be logged, primarily for

‘insurance purposes’, but possibly for performance enhancements as needed.

5. use of fully integrated navigation systems should be encouraged. QC
"re'q’i:i:ireiiii:nts should be seen as a riiajor ‘reason for integration.

6. Research is needed to study the benefits of using multi-reference stations in DGPS

solutions, the possible value of using L2 frequency in DGPS and on the QC of the

system.
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CHAPTER Two

STREAMER MODELLING

2.1 INTRODUCTION

One of the major challenges in acquiring a high quality 3D seismic survey is to locate

accurately the hydrophone groups deployed at-.-intervals along the length of the seismic

streamers. Since the compasses and other measuring devices are not co-located with

the hydrophones it is necessary, in any approach, to have a mathematical model that

describes the shape of the streamer. Moreover, because of the numerous hydrodynamic

forces acting on the cable in the underwater environment, the cable shape it is likely to

be significantly distorted from a nominal straight line - so a simple linear model is very

unlikely to be sufficient.

In fact the problem is confined in modelling the shape of the seismic streamer in the

horizontal plane in real time. It is assumed that the shape of the cable has no deviations

in shape vertically since the use of ‘birds’ along the cable maintain the streamer in

practically constant depth (Amrine et al, i989; Jakubowicz, 1980).

To estimate this distorted shape three alternatives can be considered. In the first

approach a physical model ofthe hydrodynamic forces acting on the cable could be used

to derive the streamer shape. The second approach is to consider an ‘empirical’

numerical approach in which the solution to the problem is deduced by adopting a

‘model curve’ that best fit the observed data. Finally a hybrid method can be used in

which the streamer location is computed based on a physical model together with a set

of positioning observations.
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This chapter attempts to assess the various approaches to the problem of streamer

modelling. More specifically this chapter aims to investigate, describe and test a

solution to the problem that can be easily incorporated and performed in a single

operational navigation system such as one based on a Kalman filter.

The first part of the chapter deals with the basic principles and limitations arising from

an approach based on a physical model. The very basic steps of the implementation of a

method which is based on information derived from both physical principles and

geodetic measurements are also discussed. Finally in the same part the use of different

fittiiig procedures is considered and evaluated. The second ‘part of"the chapter attempts

to examine in more detail and test the approach which is selected to be incorporated in

theiiiitegrated al'gorithin‘for positioning seismic networks given in Chapter Fiv'e,1i.e. a

polynomial ‘streamer model.

PGS Exhibit 1120, pg. 67 IPR2014..01477
PGS v. WesternGeco (IPR2014—01478) Ex. PG'§i 676 - Supplement to Ex. PGS 1041



Chapter Two: Streamer /l/lodelling

2.2 STREAMER MODELLING

2.2.1 A Hydrodynamic Approach to Streamer Modelling

It is known that tension forces due to the vessel pull, and drag forces due to the

resistance of the cable through the water, determine the three dimensional shape of the

seismic streamer. Knowledge of the system dynamics can be used in constructing a

physical model that describes the motions of the cable in response to the various

external forces.

Any change in the vessel's: speed and any fluctuation in the sea waves, or those
generated by the vessel, the wind load or the water currents, would :mean changes in the
towing tension and drag forces respectively. Such a model can only be applied when
these external forces acting on the cable are known with a reasonable accuracy. It

should be stressed, however, that, even if these quantities are known, a system of
several streamers and floats would lead to models that would too complicated and
inflexible for the construction and implementation of a practically useful positioning

algorithm. It is therefore unlikely that, although they have been used for vessel motion.
(Cross and Pritcett. 1986) hydrodynamic models will be adopted for positioning

purposes in the foreseeable future.

It h__as_been mentioned earlier that a s_i_m__il=ar approach to this is one where the shape of
the streamer is detennined using k_no__w_ledge of both the system’s hydrodynamics as well
as m¢asu.r¢!!1¢t!tS such event“? atbeeinss uacousticu dcfivéd ranges: A W"
description and testing of such‘ a model may be found in Krail and In the
following paragraphs, only the main points of this approach are given.

It is assumed that the shape of the cable is such that tension forces due to vessel pull and

the presence of the tailbuoy are balanced by drag forces due to the resistance of the

cable through the water. This condition of equilibrium leads to difierential equations

which if integrated analytically yield a formal expression of the cable tension. Another
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analytic integration leads to an expression which relates the arc length of the cable to the

tangent angle. The procedure of analytical integration and the mathematical operations

help so that a multiplicity of constants including the tension of the cable at the stem, the

cross current velocity and the drag coefiicients can be eliminated. However this

expression contains two integration constants that remain to be computed. These are

the two tangent angles at the front and rear ends of the cable. It is proposed that these

constants are determined by applying a least squares fit to the compass measurements.

The fimctional model in this case is based on the expression that relates the cable length

to the tangent angle. With the integration constants being detenninedifrom the ‘compass
readings, the shape of the streamer can be easily expressed in Cartesian coordinates by

eliminating the tangent angle between the parametric equations which relate the along

and cross positionsito the tangent angle.

The main difference between this approach and any other conventional curve fitting

procedure is basically that the fimctional model that is used to fit the compass data is
derived from the analysis of the physics of the problem rather than based on an ad-hoc

numerical fit. Nevertheless such almodel is practically impossible to use in a Kalman
filter model for real time positioning and quality control from mixed data sources for a

number of reasons.

First, the foregoing analysis assumes that the streamer is afiected by a cross current of

steady flow over its fiill length. Moreover the assumption of a flexible cable in

equilibrium suggests that the vessel is sailing with constant velocity in a constant

velocity cross current. Obviously these assumptions become invalid when the vessel’s

speed changes significantly or when the sea state or current fluctuations are abrupt. It

should be also noted that all these constraints have a much greater effect at the ends of

the cable where the presence of the vessel and tailbuoy upsetsientirely the validity of

these assumptions.
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2.2.2 Curve Fitting Procedures

For the estimation of the streamer shape it is assumed that noisy corrupted

measurements of the tangent azimuths at various points along the length of the streamer

are available. Interpretation of the .compass data to derive the streamer position has

always proved difiicult. Several numerical methods can be adopted to obtain the

strearner shape. Jakubowicz, (1980) states that isince the behavior of the cable is not

known it is not possible to choose a basis set in which to expand the required functions

from physical arguments. Henceithe choice of a fitting procedure depends mostly on

the consideration of any particularly attractive mathematical. properties of a_ method

together with its efficiency and ease ofcomputation’.

-It is a principle requirement in this study that the selected fitting method should be one

awith‘-well -defined mathematical properties -and such that can be incorporated easily in a

unified recurrent process such as a K-alman filter. More explicitly, it is necessary that

the selected curve be continuous-and continuously :differentiable at every point of the

cable as well as to describe the complete streamer shape using only one set of

‘cbefficientsi; i.e-. to be a single function. In the following: paragraphs the -most well

known methods -used tozsimulate the shape of-a streamer =are considered andrassessed;

Straight Line Fit

The simplest method to represent the streamer’s shape is to consider the streamer as a

straight line which follows:l»-eitactlyiithe track of the -vessel‘: Although this approach

would be?very-‘simple inpractice, significant differences from the final expected position

may -i'e'sult1¢-‘finot only-A-‘becauseof -the-iangleiibetween the *vessel=’ns~~ track and= the ?"e-‘able

baseline (feathering); but also because of the »-‘defonned’ shape of the cable. Only in

processing and‘ i'nterpr'etati"on of the streamer shape in the early‘da'ys"oi‘ 2D seismic

surveys was it assumed to be a straight line since no positioning systems were available

on the streamer. The streamer feathering with the planned survey line. was then

measured and checked by means of a radar bearing to the tailbuoy (Zeijlmaker, 1990).
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Arc at Circles Fit

One of the most well known conventional modelling algorithms is the arc of circles

"method (Zinn, 1991; Zinn and Rapatz, I995). In this approach it is assumed that the

seismic cable is a circular‘ are between any pair of adjacent compass units. Under this

assumption with oitlythe known compass azimuths at the ends of the circular are and its

length (distance between the compasses), the chord azimuth and the straight line‘ cord

distance of the circular arc can be easily computed. Therefore ‘given the coordinates for

one of the ends of the arc the co‘ord'inates of any point on “the arc (acoustic device,

hydrophone: etc.;) be icoiiiputezd a function ofthe chord ‘azinii'i'th"'and the straight

line ‘chord distance"betw'een’ the ends (compasses) ofthe circular arc.

This method of fitting compass data can be incorporated easily in a positioning

algorithm where the positions of any node in the network (cable acoustic sensors,

‘compasses, tailbuoy GPS stations, etc..;) are states in the system; The--position of any

‘hydrophone group can then be easily "computed given ‘its offset value from the head of

the streamer. Van'ati'onsr' of this technique have been implemented, and operate

successfiilly ‘-in iintegrated positioning: ‘algorithms. by widely known companies as

Western Geophysical (Western Atlas International, 1994b; Zinn and Rapatz; 1995).

Clearly;%%and:eas=stated earlierrinrrthis sect-ion,» such an approach -"cannot be used ~Iin:::the

algorithm proposed in Chapter Five because a completely different observation model

has been adopted.

Conner and.,P-onton (I994) o_,utl_ine two more c_h3Eil.G.£EliS1lCSsDf theimethod. t.:EiEst it is

the disability ofthe streamer v.to._ bend between two active compass units. This obviously

means that .the;..st_reame_r. shape is.restri_c_ted ._._t_o_.-.a second order ‘fit. and there__fore__ it=._c_annot

be detennined whether a bend exists between compasses. This point is becomes crucial

if a co'mpass(-zes) for somereason are disabled. The second point to note is that the arc

fitting routine results in a curve which is not smooth at the points where adjacent arcs

are spliced together.

(..‘ubg'c Saline Fit

Another way to address this problem it might be to use a mathematical function such as

. _ a cubic spline. However, even though a cubic spline gives a curve continuous and
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continuously differentiable, and one which is capable of fitting the data very closely, it is

not the best solution to the problem. This is because its coefficients vary along the

length of the cable (i.e. the streamer shape is not represented by a single fimction) and

its incorporation into a single operational study, is extremely difficult. Moreover,

because the cubic spline is technically capable of representing faithfiilly each compass

reading, it is.-hyper-sensitive to compass errors leading to the possibility of a completely

unrealistic final curve. Finally its implementation is computationally cumbersome.

Least Sgtares Pol_vL1omr'al.=Ii‘r't .-

A more attractive way to address this problem might be to apply a mathematical

approximation such as a least squares polynomial fit. This approach is one ofthe best

known since it has been widely used in the past to build up algorithms that describe the

shape of a seismic streamer offshore. The method it has been well described in the

literature in a number of texts, for example Court (l993a), Egeland (1982). Gilbert

(1980), Owsley (1981) and Jakubowicz (l980).

Nevertheless, -single polynomials suffer from two disadvantages and therefore they are

not very popular in some sections of the exploration industry; The first problem is

concerned with the requirement of. breaking the polynomial at acoustic and laser .-nodes

in order to integrate the observed ranges. The second -one originates in the

mathematical properties of the polynomial functions. Polynomial fitting models,

depending on the quality of the compass data, the number of compasses and the

polynomial rorder,= may result in »-high -"risk extrapolations at -the ends of thercable.

However, this -risk, in -the algorithm discussed in Chapter Five; is practically eliminated

because the acoustic measurements and the use =ot"a:.tailbuoy at the front and rear ends

allrcontribute together to the detennination ofthe streamer’s shape.

Furthermore using least squares polynomials leads to a curve which describes the

complete A-streamer’. s shape using only one set of coefficients, and the resultant curve is

continuous and continuously difi‘erentiable at every point of the cable. As a result this

method can be incorporated much more easily in a unified recurrent process such as a
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Chapter Two: Streamer Modelling

Kalman filter. Hence in this study an ‘n-order’ polynomial is one model that has been

utilized.

A variation of the simple least squares polynomial method of fitting compass data may

be found in Conner and Ponton (1994). In an attempt to improve the results that can be

derived from a curve fitting model using actual compass data they suggest that pseudo

compasses are generated for various points along the streamer. The values of these

compasses are a function of the actual compass values that are placed behind and ahead

of the pseudo compass position. The significant innovation of--the method is that the

values of the compasses generated are computed using compass reading information

obtained from previousand following shots in a sense that the dynamics ofthe cable are

also taken into account. Obviously this method can only be applied in a post-processing

mode.

Least Squares Harmonic Fit

A competitive approach to the polynomial fitting method might be a least squares fit

using a harmonic fimction. Similar to the polynomials. harmonics also result in a

continuous and continuously differentiable curve. This method is implemented, as an

alternative‘, for use in the integrated algorithm suggested in Chapter Five. The results of

its im'ple‘r‘n‘entation are discussed in Chapter Eight.

Rolling Quadratic Eit

Variations of the foregoing are also possible in ’-pr‘actic‘e, for instance Ridyard (-1989),

has suggested the use of a ‘rolling quadratic’ algorithm in which a series of individual

quadratics are to fit -a“-'smalli“gr‘oup -of compasses: This algorithm is clearly“very

effective and this, and similar approaches have been widely adopted within the industry.

Whilst they may be very powerful interpolation devices, and whilst they may be very

effective in sorting out outliers and highlighting problems, they cannot be easily adopted

in the unified approach developed in this study. Thisiis because (as it is the case for the

cubic spline) the coefficients of the final curve vary along the length of the cable.
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Chapter Two: Streamer Modelling

compassazimuth 
cable length

Figure 2.1: The ‘rolling quadratic‘ technique

However, in Section 2.3.2, this algorithm is used to compute the positions for a sample

of hy_drophone;groups for_ a few shotpoints ‘for the set "of data described in Appendix E.
Tlicse-preliminary results .-are then compared ‘with those derived using a polynomial

cucve fitting model in order to justify and ilalidate the selection of single polynomials for

use i_n the unified algorithm, Tl_xerefore,'in tire following ‘paragraphs, a more detail
~ . description of the ‘rolling quadratic‘ algorithm is-provided.

azimuth value for each lgroup of three compasses n—1, n. and n+1. shown‘ in Figure
2.1. iris assumed to be giwien by aquadratic c_quati'on of’-the form -

Bi =aD“ +a1“li'_+a2-“Ii.” _' I _ 2,]

where.

Bi : -is thecompass reading

I; - : is the ofi's_ct.'ofthe i4th compass from its reference point
a ' ,_a . a :' are "the quadratic coefficients for compasses 11-1’. 11 and n-I-Ion In - 2:1 . ' ' .

It is assumed that. as moving‘ fi'orn' com'pa_.ss_-n.to compass n+i a decreasing linear
' ramped weight is applied to the quadratic‘ curvecentcred on compass n. i,e. the weight

is equal to -zerolat cornpassesn-1 and n+1 while in compass n is one. Siniilarlgr a rising
_linear_ ramped weightis applied to the quadratic curve centered on'n+l. Therefore the
azimuth valueat any offset between compasses n and n+1 is -given by

5
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 1—(1.—1 ) 1i—1
Bi = Tn-:1-lfi-(aon +a1,,l+az,,I2) + 1"“ _“n (aoml +a,n+ll+a2_Ml2) 2.2

The azimuth between each of the ends of the cable and first and last compass

respectively is computed by the single quadratic curve at this region. Consequently, the

cable position at each region can be found by integrating over the cable offset Equation

2.2.
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Chapter Two: Streamer Modelling

2.3 POLYNOMIAL APPROXIMATION

In order to justify the selection of the polynomial fitting method from an accuracy point

of view a series of tests have been carried out. These tests involved the fitting of series

of polynomials, of a variety of orders, to real compass data and comparison of these

results with those derived from a ‘rolling quadratic method. The mathematics and the

results are described in the next two sections.

2.3.1 Calculation of Cable Positions Using a Polynomial Function

In these tests the only infonnation used is that derived from the magnetic compasses

fixed along the length of the cable. In such a case the final accuracy of a streamer

position is a function of raw compass data, the local magnetic declination, individual

compass corrections and the algorithm used for processing the data. The polynomial

equation can be written as

B. = a0 +a,li +a2li2+...+an1§‘ 2.3

: is the compass reading _ __ q_ H _ _ V _
: is the offset ofthe i-th compass from its reference point

a 2 is the polynomial coefficient

The solution of this equation system, using a least squares ‘method, values of

the polynomial coeflicients. With the polynoniial coefiicient_s determined fi'om the

compass readings a mathematical transfonnation is transiioinithe tangential
azimuths to streamer or Cartesian coordinates. In this study a simplified approach is

adopted. A formal description for the determination of an array shape in an analytic
form may be found in Egeland (1982), Gilbert (1980), Qwsley (1981) and Jakubowicz

(I980).
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A

Y F.

‘II—.., >

mca.n bearing __________ ~N y

  
Figure-:2-.2: Geometrical ‘representation ot‘com_p§s_s observations -

‘Taking-in1_o_account Ihé geometrical conflg_u'fatior§ to be as" shoizvn: in Figure 2.2 the
' I _ following "expressions can Be writtén _

létirwah) ~''.'1tat.‘’‘(¢i.''.’\-’d;I) 3: at-_9»“(dv/'d:l,) _ I In In ' I ' 2-.4

' _ whicfi 'f0r"an_}'-6_' in(-'_l_°',..1°): bcffiiomes - '

-_e_9,,,,,,; sane-="dv-"mus dv_fd_I -' I _' 2.5.

I -Also frbm t'he'san1_efig:"1re_

"B, >_B:' Bi = 1§.'+::'-'= -B+'(c'MdI) 
. 2.6

_B, <3: Bi: B—_9=.B_+(——dw'dI)_ - -
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Upon substituting Equation 2.3 into Equation 2.6 and integrating the streamer position

expressed in local coordinates can be described as

U: I 27
v: c0l+c,l2+...+cnl"“ ‘

where

co =B—ao and c,‘ =a,,/(k+l), fork=1 ton

The final coordinates X, Y can thenbe estimated by rotating these coordinates to the

East, North coordinate system using

X: cos(a)l + sin(a)v 2.8

Y: sin(a)l — cos(a)v

2.3.2 Testing the Method with Real Data

In order" to test the feasibility of the polynomial algorithm in terms of correctness and

computational efficiency, the foregoing method has been applied to a subset of real

compass data. This includes compass measurements derived from two seismic

campaigns. A full description ofboth survey configu'rati'on's and data sets may be found

in Appendix E. Here it is simply mentioned that in the first survey (Gabon, 1992) the

network configuration deployed three streamers of 3.1 km length, comprising 13

compasses each. Similarly in the second survey (Irish Sea, 1993) a dual streamer

configurationiwas used consisting of '10 compass units per streamer, deployed in a total

length of approximately 2.0 km.

The process was carried out for polynomial orders up to eight for more than one

hundred shotpoints for both sets of data. A typical set ‘of results, derived for the first

and second data sets, is given in Figures 2.3 and 2.4 respectively. Detailed analysis of

tens of such sets of curves has led to the following general conclusions

1. Polynomials of order five or six fit the data extremely well in most cases.
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Figure 2.3: Streamer modelling for a single shotpoint based on a least squares
polynomial approximation, Gabon [992
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Figure 2.4: Streamer modelling for a single shotpoint based on a least squares
polynomial approximation, Irish Sea 1993
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Chapter Two: Streamer Modelling

2. Polynomials of order four or less do not describe faithfiilly the observations. In

such cases the differences between the actual compass readings and those

predicted by the polynomial can (in a few cases) exceed half degree. This might

be important given that, in practice, cable compass resolution (but not accuracy)

can be as high as 0. 1°.

3. Polynomials of order greater than six can sometimes generate curves

characterized by steep changes of gradient, which may affect significantly the

fidelity of the final coordinates. This phenomenon is particularly noticeable for

compasses -close to the ends of the streamers.

It should be stressed, however, that these conclusions apply only to these particular sets

of observations. For instance, analysis of a small sample of compass readings "from

another data set indicated that polynomials of order seven or eight can also be used.

This discrepancy can be easily justified since in this campaign more compasses were

used. In general it is advisable not to use very high order fits since compass

observations may contain significant errors. For configurations of ten to fifteen

compasses a fifth or sixth order polynomial is suggested.

After the coefiicients of the polynomial have been detemiined, the eastings and

northings of the ..hy.drophone positions with respect to the streamer reference point can

be computed using Equation 2.8.

As stated in Section 2.2.1 in order. to validate the choice of the polyn_o_mial method for

use in the integrated algorithm described in Chapter Five the differences between these

coordinates and those obtained using ;a ‘rolling quadratic’ algorithm were computed. It

should be noted that, all computations related to the ‘rolling quadratic’ algorithm have

been worked out entirely at the company that provided the positioning data for this

project. In fact, only a solution which is related to the first data set is available.
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Figure 2.5: Dilferences in the Cartesian coordinates, of thirteen hydrophone groups,

between those derived using a linear up to eight order polynomial fitting model and

those derived using a ‘rolling quadratic’ algorithm for the compass data shown in Figure
2.3, Gabon 1992
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Figure 2.5 shows the differences in castings and northings between the two solutions for

the compass readings depicted in Figure 2.3. With only a very limited examination of

Figure 2.5 it can be seen that the differences derived using a polynomial of order four or

less are more significant than those obtained using polynomials of a higher order. On

the contrary if a fifih or sixth order polynomial is used the maximum resultant

differences are of the order of one meter - even for the groups of hydrophones in the far

end of the cable. Finally, the effect of high risk extrapolations if polynomials of order

more than six are used is apparent in the last four plots.

From these testsit is evident that the use of a polynomial approximation is a highly

realistic approach to the problem. Moreover, the method has the advantage of being

easily incoiporated into a Kalrnan filtefimodel for real time positioning and quality

control from mixed data sources. The n-orderpolynomial has hence been adopted as

the primary streamer model in the mathematical system developed in this study.
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CHAPTER THREE

THE KALMAN FILTER

3.1 INTRODUCTION

The Kalman filter is probably the best known of the commonly used recursive

algorithms for the estimation of the parameters of time-varying systems. It has

constituted the fiamework for a unified and concise treatment of a broad range of

filtering problems from electronic engineering to surveying and geodesy. However,

usually, the Kalman filter is perceived as a ‘black box’, into which measurements go in

order to, be converted into positions, since there still remains a certain amount of

ignorance in the hydrographic surveying community with respect to Kalman filtering.

Therefore, in the past, it has not proved popular with the offshore community and many

offshore operators currently prefer simple and independent ‘epoch by epoch’ least

squares computations. This chapter aims to provide a brief description of the Kalman

filter models and algorithms as well as to explain the meaning of the most commonly

used terms associated with it.

Kalman filter estimates have the advantage of being least squares estimators. This

means, as can be shown (Cross, 1983), that they are the best in the minimum variance

sense within the complete class of the linear unbiased estimators. For these reasons they

are often referred to as Best Linear Unbiased Estimates (BLUES). The basic difference

between a simple least squares computation and Kalman filtering, is that. the Kalman

filter comprises of the specification of a dynamic model in addition to an observation

model that to together provide an optimal solution. The use of a dynamic system

reveals, somehow, the amount of knowledge with respect to the system dynamics, i.e.

the behavior of the system as it varies with time. For instance, in the case of a moving

vessel, where its position and velocity are the desired results, the position fix

measurements provided by a shore-based or satellite navigation system constitute the
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observation model while the dynamic model is expressed by the assumption of constant

acceleration between the position fixes.

3.1.1 Predicting, Filtering and Smoothing

Three types of problems constitute the estimation problem associated with Kalman

filtering. These are known as prediction, filtering and smoothing, and they are related to

the estimation:of=1the state. vector parameters x, of a time~varying problem, computed at

any instant with respect to the presenttime, ‘

The step of prediction is related to the computation of the filter estimates x(-), at time of

interest t,- that occurs after the last available measurernent(s). In this case, only ‘the state
estimates and its associated covariance matrix computed from the preyious epoch, as

well as the dynamics of the system, are used to ‘provide the state vector solution.

Once a new measurement(s-) is. avail_abl_e the ,pr_e_dicted state vector x(—) is used together

with the new measurement(s) to solve for the state estimates. In this cas.e. in which the

time of the last measurement(s) coincides with the estimation time, the problem is

referred to as filtering and the state ‘vector denoted by ’x‘(+).

At a postéproecessing st'ag'e the state ve¢w_r parameters‘ can be computed ’-at‘; any time t,-

where iirtionnatien for sonic time interval prior "and later to‘3tir'n‘e t,- ‘-is used. This part of

the problem is as Ismodtliing and it denoted?" by x(§). Obviously, a solution of

this ;:’ypé"éan ionlyibe available -after some delay? Usually, in most real-tirne surveying

aptiilieations, only the 3'prediction and I ifiltefing steps are implemented since their

ir'npl_emen_tati_on is straightforward. .-Although smoothing procedures can be executed in

real time they are usually: onlyused in post-processing because they reqiiire much more
memory space.

These three distinct estimation problems can be defined as

t; < t,- prediction x(-)

t; = t,- filtering x(+) - 3.1

t.- > t,- smoothing x(s)

PGS Exhibit 1120, pg. 86 _ 66 _ 1pR2014_01477
PGS V. WesternGec0 (IPR2014-01478) Ex. PGS 1076 — Supplement to Ex. PGS 1041



C/'1apIr:r Three: Tim Kulntan /7'ilfer

The three types oftlte filtering problent are illustrated in Figure 3. l.

Filtering

 
Figure 3.1: Predi_cting_, filtering, smoothing in I

3.1.2 Kalnian filler-ing_ vefsus Simple_Legst Squares _'

Kalman filtering has the following specific-a'dvaotages'over' simple ‘epoch by-epoch’

"least squares and it is in order to ‘exploit these fiilly that Kalman filtering isrselected as"
the basic stochastic p'ro'oess for most o.ffs_hore- positioning? applications.

I 1. "Si'nipIe least squares treats each epoch ittdcpeoriently.-This rtacans that it :does'oot_
use knowledge. ofthe motion of the system. -Often‘, and es'p.eciaJl3i in seismioworlc, it

ispfiossible to lnake a very —a_ccura_le p_rediction_of where the. network will be at any

ep'och_u'sing just the previous .posi_tion_-and the estintatcd configuration motion. Not ;

- to use this .‘knowledge of n'.1o_tion" is;efi‘ectivel_y throwitig away _igtform_ation and must

lead to poorerquality results thanthose _obt:_1inable -ftom a- p{mpe'rly. tuned _F;alr_nan

. filter,‘ In the pa-._st'(i1_nt_7l sometimes today) "poorly tuned '.fillcrs welfe used :and in this
-' ease resolte liewoise - simply because .t.l\é__syste|1_t_._ttio_tiotI inn}; _l_1gve_not been

well cleterinined ar_td.__"or not used’ pro_per1y_in the estimation p_ro_c.ess._ so "simple least .-
-squares is a safe option. - but it does__ hot have -the potentia_l-é1ccuracy__of Kalniao _ _
filtering. ‘1'he'challenge, of course. is. to tune the filteroroperly: in.reaI time - and the
fact that sonfae.have.fa,iled to do this in the past has led to. Kalman filtering--gaining a

poor reputation in some eircles. nn '
2. The use of a Kalman filter‘ for a highly" complex seismic configuration enable: a

rigorous computation of precision and reliability'measi:res such as error ellipses and
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marginally detectable errors respectively, (Cross et al, 1994a). If a step-by-step

approach is adopted (such as curve fitting the compass data followed by fitting the

results to the acoustics and then to the navigation data) it is almost impossible to

compute these measures.

3. Due to its ability to predict the network; a Kalman afilter is a far more powerfirl tool

than simple least squares for quality control. Much smaller outliers and biases ‘can be

found by Kalman filtering than by simple least squares. It is, however, recommended

that, where possible, simple least squares also betcarried out at every epoch in order

to identify (and correct or remove) the larger outliers. This is because Kalman

filtering can be-frather time-consuming from a computational-rpoint of view and-any

-initial cleaning that can be :done._ by other methods will increase -its aeffijciency.

4. Kalman filtering is "able to ‘solve for small biases that will .remain in -the data if only

an’-epoc‘-'h.v-by epoch method is used - such as drifts in gyros and (C-0)s in terrestrial

(shore-based) ranging systems. These look like noise.-in simple least: squares and can

easily go undetected. A lot can‘—be learnt by looking-at-At:he time variation of the data.

0f;.c.ourse, in principle this could be done in simple.._.lea_st squares byanalysing time

series of residuals but it would be hard to do this in real time .-, and hard to feed back

any findings into the system.

5. Because it can determine and use the system motion, Kalman filtering is able to use

observations that do not completely define the system 5 i.e. GPS data from just two

satellites could [be used to update a vessel position. course: longipieriods of such

data would lead to a significantly degraded result.

6. A Kalman filter can accept data as and when it is measured. With simple least

squares, data has to be reduced to a specified epoch. Therefore, a Kalman filter can

cope well with data arriving as a more or less continuous stream.

7. The Kalman filter regime is highly suited to the mixing of varied data types. For

instance C-elik and Cross.‘ (1994) show that when poor -satellite geometry leads to

poor positions in a DGPS-only solution, the introduction "of data from a gyro carried

by the vessel can make a major improvement. It? would not be possibleito -combine

these data types in simple least squares - because for an individual epoch the gyro

does not give any positional information.
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3.2 THE KALMAN FILTER MATHEMATICAL MODELS

The implementation of the Kalman filter requires the specification of two mathematical

models. The measurement, primary or functional model that relates the state vector

parameters to the measurements, and the dynamic, secondary or kinematic model that

relates the parameters at epoch t;-. to those at a later epoch -t;.e

3.2;l The Measurement Model

In order to implement a Kalman "filter ‘the minimum number of individual and

detenninable"'pa'rameters (or unknowns) necessary;-.to :describe the complete system must

be first defined ~ this is '-known as the state vector.= The measurement: model is nothing

but a mathematical representation of the underlying physical and geometric relationships

between the measured '-quantities-and the state vector parameters. Therefore, if-1., 1;,

l; are denoted*<'as the obset'-vation vectors, and i.;:«:‘Y;, . . . it are denoted as the true

values ‘of the system parameters at times t1, t2; ti respectively, the measurement

model c‘an"b‘e“ written as

‘F; 32,) ;—i, attimé evehtt.

2 at tsnieitettént t2

9‘ W9‘: g¢r!¢F3“¥

Fi(Yi)=ii1;_.: attimesvcntta 3-2

In most surveying application the observation equations, which constitute the

measurement model, are not finear fimctions of the state vector parameters. The

linerised form of a non-linear measurementtrnpodel F(x) = I is given by.

Aixi =bi+Vi
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Chapter Three: The Kalman filter

where

i is the design matrix

xi is the correction to the provisional value of the filtered state vector,

Yin)

bi is the ‘observed - computed’ vector, given by li — Fi (ii (+))

v is the state vector residuals

The filtered state vector ii (+) is computed iteratively until there is no significant change

in the provisional state iim.

The measurement model in most surveying problems will not be sufficient to solve for

all parameters of the state vector. Usually, in order the system to solve for velocity and

acceleration terms the implementation of-»a dynamic model is required since these are

related directly with the dynamics of the system.

3.2.2 The Dynamic Model

The dynamic model describes state changes with time as a result of the system noise. It

essentially provides a functional relationship that relates the state vector elements

between two subsequent epochs, and hence can be expressed as

Fl-i.i(7a—i~ 72- ti-la ti) 14

is the true state vector at -time ti_i

is the true state vector at time ti

The discrete linearised tom of this expression is given by

’‘i = Mi—lxi-I + Yi—i 3-5

where

Mi_i is the transition matrix from time ti_i to time ti
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Chapter Three: The Kalman Filter

yi_, is the dynamic model noise from time ti_, to time ti

The vector yi_, it is practically expressed by the product Tg where g consists of the

quantities that cause the dynamic model to be incorrect, i.e. the driving noise of the

system. T is a coefficient matrix chosen such that the product Tg describes the effect of

the driving noise on the state elements. Therefore Equation 3.5 becomes

Xi = Mi-l"i—l + Ti-rsi-r 3-5

3.2.2.1 The Polynomial Dynamic Model

Several different types of‘--‘dyna’n1ic models can be used to represent the dynamics of a

system varying with time. For instance Cross and Pritchett (1986) refer‘ to the

‘polynomial model’, the ‘diflerential model’ and the ‘model with deterministic forcing

function’. However, the first one is the most well known and widely used in offshore

positioning applications, and therefore this is discussed here in detail.

It is assumed that x(t) is a "continuous process. If x(t) is then expanded using Taylor’s

theorem. this for a later time t=+6 t reads

x(t+6 t)= x(t) + x(t)6t + 5&(t)6 t’/2 + "x'(t)6 t’/6 + 3.7

In this equation the single. double and triple dots represent the first, second and third

detferentials of x(t). Application of the Taylor’s expansion on the x(t) and 5&(t),

assuming that these are also continuous functions of time, yields

x(:+5 :)= x(t) + ii(t)5t + az(r)5 :2 /2 + 3.8

sz(:+5 t)= iE(t) + ‘x"(t)6t + 3.9

Combining Equations 3.7, 3.8 and 3.9 in a matrix notation can be written as
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x 1 5t 6:’/2 x 59/3

x = 0 1 6: X + c5't2f2['>'r’]i_l 3.10
11 0 0 1 ati 1-]

In the case when the state vector represents the position and motion elements of a

moving vessel, then x(t) denotes the position of the vessel whilst )'c(t) and )'i(t) represent

the velocity and acceleration components. The rate ‘of_ change of the vessel’s

acceleration ')'<'(t) is then a stochastic quantity representing the driving noise of the model

.g. The. analogy between Equations 3.10 _and 3.6=is obvious.

3.2.3 The Stochastic Models.‘

In order to implement a Kalman filter two stochastic models have to be specified. T-hese

are invariably in the form of covariance matrices and they describe the precision of the

observations C1 and the dynamic model respectively, i.e. they describe the quality of the

measurements and how well the model describes reality. For a dynamic model of a

polynomial type, the stochastic model can be derived by applying the Gauss’

propagation of error law at the second half of Equation 3.6. Therefore the cov-ariance

matrix ofthe dynamic model reads

Cy = 1" Cg TT 3.11

where C3 is the covariance matrix of the driving noise parameters g - in most cases

diagonal.

Hence, from Equations 3.6, 3.l0 and 3.11 it follows that the covariance matrix of the

dynamic model for the example of a moving vessel can be written as
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at’/6 o

0 58/6 3.12

C=s:”/2 0 0; 0159/6 0 58/2 0 0': o’ 0 58/2 o ai, o ac’/6 0 58/2 0 6t
5! o

o 5!

where at and crnare the standard deviations of the rate of change of the vessel

acceleration’s in either direction.

Correct specifications of-these stochastic models is essential for both the proper ‘tuning’

of the filter and its capability to produce accurate quality (precision and reliability)

measures (Salzman, 1993). The tuning of the filter refers, in essence, to the relative

sizes of the elements of the observation and model covariance matrices. By decreasing

the variances (increasing the weights) of the observations, the final filter estimates can

‘ be made to fit the observations ‘more closely - but with the danger of small observational

errors appearing as obviously impossible" vessel manoeuvres. Coriversely decreasing the

van'ances’of the dynamic model leads to too smooth a final answer and one that cannot

reactquickly to rapid changes in the true track of the vessel and of ‘the hardware being

towed. Such situations are well"-‘known in practice and are ‘evidenced.-for instance. by a

ship's track continuing to be shown as straight long after all on board are well -aware

that a turn has been made.

In mixed measurement systems it is also necessary to carefully consider the relative sizes

of the elements within the covariance matrix of the observations. For instance, in a 3D

seismic network, by selecting the elements appropriately it would be easy, for instance.

to make the final results fit the compass data very closely and virtually ignore the

acoustics, or vice versa.

Although it is the relative size of these covariance matrices that is critical to the fidelity

of the filter, it is their absolute size that drives the computed covariance matrices of the

predicted and final filter estimates. Too small covariance matrices will lead to over-
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optimistic quality measures, and vice versa. Hence the problem is one of determining

both relative and absolute sizes of the elements of the covariance matrices.

The correct practical approach to the solution of this problem is a matter for on-going

research in several centre. Celik and Cross (1994), for instance, have suggested an

approach whereby the standard deviations of the variance observation types are first

deten_nin_e_d by independent study (e.g. epoch by epoch network adjustment of acoustic

; ranges -and simple curve fitting to -the compasses). These values are then considered

‘fixed’ and the elements_=of the covariance matrix of the -,dynamic model are tuned until

(on average) the correct number of rejections is made during the analysis of the

innovation sequence. Certain model statistics are then used -to scale the overall sizes of

both matrices. This approach is relatively straight forward in the case of a seismic

spread because the system is so well behaved (vessels sailing straight courses in calm

seas). Much more research is, however, still needed in this area.

PGS Exhibit 1120, pg. 94 74 [pR2014_Q1477
PGS V- WeStemG°°0 GPR2014-01473) Ex. Piss 1-076 — Supplement to Ex. PGS 1041



Chapter Three: The Kalman Filler

3.3 THE KALMAN FILTER ALGORITHMS

3.3.1 The Kalman Filter Principles

The” derivation of the Kalman filter equations as was initially proposed by ’-Kalman,

(1960) is based on the maximum likelihood criterion (Cross, 1983; Mood and Graybill,

'1 963;‘ Thompson, 1969). However, when observation‘ and’-‘dynamic model errors are

assumed to be normally distributed; ‘Kalman ‘filter equations canbe derived from the

stan'dard=squares requirement. Consequently; the =I(ali’nan filter can be ‘described as

an optimal‘ filter estimator which minimizes the qu'adrat-id-‘fonn "of the mean square

estimation error given by (Cross, 1987)"-

1

V'ir_1C;i l(l-ls)V.i_._l + YJiI_‘_1C‘l Yj._[ 3.13Y i-I

where C Q ‘ (+) is the covariance matrix of the filtered state vector.. ,-

In the ‘real world’ it is very likely that correlation is present in the Kalman filter models.

In practice three different types of correlation can be considered (Roberts, 1993)

A. Correlation between the measurement noise at successive epochs.

B. Correlation between the system disturbances at successive epochs.

C. Correlation between the measurements and the system disturbances over a sample

period.

Cases A and B are more likely to prevail in practice due to internal processing

mechanism in the measurement systems (case A), and due to inadequate approximation

of the system dynamics (case B). These types of correlation is usually referred to as

time correlated noise. The third type of correlation refers to the type of correlation

between the two models. In certain cases it is possible that the system disturbances

have some effect on the measurements, e.g. pitch, roll and heave may have some impact

on the observations provided by satellite or terrestrial measurement system. The
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interested reader is referred to Salzmann, (1993) for a more detailed discussion of the

matter.

In the formulation of the standard Kalman filter equations, a basic assumption is that

these three types of correlation are eliminated. Therefore, following this assumption,

the statistical models for the Kalman filter can be defined as (Roberts, 1993; Gao et al,

1992)

E(vkvi)= E‘ 2:: 3.14

E(ykyi)= {EV 3.15

E(ykvi)= o 3.16

3.3.2 The Prediction Equations

In the prediction stage of the estimation process the state vector parameters are

computed at a fixture time at which the states are required without the use of the

observations, by the equation

)2i(-) = Mi_1)ii_l(+) 3.17

in which the symbol A denotes an estimated quantity. The symbols (-) and (+)

following a vector or matrix denote the value of that vector or matrix at the instant in

time before and after a measurement update respectively. In Equation 3.17 the residuals

of the dynamic model yi_, do not appear since they are unknown and therefore

assumed to be equal to zero.
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The covariance matrix of the predicted state vector is obtained by applying the Gauss’

error propagation law, and hence

C§i(-)= Mi_[ C,}i_l(+)M'ir_1 + Cyi_l 3.18

where matrix Cyi_l is computed using Equation 3.11. Both Equations 3.17 and 3.18

require initial values which can be obtained in a rather simple way by applying a least

squares approximation or even by a hand computation dependent on the problem. The

nearest the initial values to the ‘true’ ones, the faster the filter will settle down and the

solution tend towards optimality.

3.3.3 The Filtering Equations

* Filtering refers to estimating the state vector at the current time, based upon all past

measurements. At this stage of the filtering problem both observation and dynamic

models are combined to provide an optimal solution of the state vector and its

uncertainty matrix. The filtered state vector can be computed from the equation

7‘i(+)= 7(1(-) + Gi(bi‘Ai>7i(-)) 3-19

where G; is the so-called gain matrix which combines observations and system

dynamics to balance the effect of both models on the estimation results and can be

computed from

-1

G, = cgi(—)AiT(c,, + Ai C,-(i(-)AiT), 3.20

Finally, the covariance matrix of the filtered state vector is given by

C,-(31+): (1— Gi Ai)C_-\.i(-) 3.21
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0|’

C-..Mm: (I—GiAi)C_,-(i(—)(I-GiA;)T + GiC1iGiT 3.22

which has been proved to produce a more stable solution while maintaining symmetry.

3.3.4 The Smoothing Equations

The smoothing process refers to the estimation of the state vector parameters at time t;

such that infonnation prior and later to time t; is used. Therefore, the smoothed states

can be expressed as the weighted mean of the estimated states of a Kalman filter applied

both rartarasr and baakwaras in "time (Napier, 1990). "Gab, (1974) suggests that three

types of smloothing‘ may be covnsidnered

A. Fixed-interval smoothing, in which the initial and final times of the smoothing

interval 0 and T are fixed and the smoothed state is computed at every epoch in the

time interval [0, T].

B. Fixed-point smoothing, in which the state estimates are computed at a particular

fiITi€’lj at every ep'o'ch*for=the‘ time interval [o-,='I‘].‘ :

C. Fixed-"lag smoothing, in which -the smoothed states are provided at a time :that is a

constant delay"behin’d=the most recent observation. ‘

The =b'asic‘7 equations to implement ‘the fixedLla"g smoothing’-?»’technique may be found in

Gelti, (1974); and can be summarized as follows:

If the current epoch is denoted by n then it is assumed that for the current epoch the

smoothed and filtered solutions are the same, and therefore

f<,,(s)=:‘<,,(+) and Cgn(s)=Cgn(+) 3.23
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Then for any epoch i backwards, the smoothed state vector and its associated

covariance matrix can be obtained from

)2i(S)= )?i(+) + Si+]()‘Ei.H(S)—)2i+}(-)) 3.24

Cgi (5) : C-,-‘E (+-) + s,+,(c;‘m (s) — Cgi+l(-'))S;F+1 3.25

where Si“ is the smoothing matrix given by

Sm = c,-(i (+) M? ’ ;‘M (—) 3.26

Obviously the implementation of any smoot___hi_ng process can be only executed at a post-

processing level on board ship or at a processing centre. Interested readers are referred

to Gelb, (1974) and Merminod, (1989) for a more detailed discussion on the smoothing

— processes.

3.3.5 Model Non-llnearites

In a strict sense the Kalman filter:algor_i.thm.s, and the1=_equivalent least squares solutions,

are based on._ linear measurement and dynamic models. However, in practice in most

geodetic applications, non-linear. problems are the rule rather than the exception. To

overcome this inherent difficulty, the Kalman filter models are usually approximated by

a,:.t_irst order; Taylor expansion. which -.iterations. are necessary to gbtainfiless biased

estimates. Three types of model nomlineaiities may be considered (Salzmann, 1993)

A. Non-linear measurement model

B. Non-linear dynamic model

C. Combined non-linear measurement and dynamic model

In geodetic practice almost all applications constitute measurement models with non-

linear observation equations. The linearised form, shown in Equation 3.3, is used to

provide corrections to the provisional values. The complete form for the filtered state
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vector computed at epoch i for the k"' iteration for a non-linear measurement model is

given by

2;‘ xii.) + Gf_'[li—comp()”t:“l(+)) — am:-‘(»2it_) — 2:‘-'(+))] 3.27

where

é‘xA'i"l is the Jacobean matrix of the design matrix A?" computed for the

k-1 iteration

li — comp(>'t,l"l(+)) is the ‘observed - computed’ vector bf" .

At the first iteration the provisional state vector is computed by

= )2L(--.) + G?[l, ~comp(ig(+))] = :24-) + _G?[li — comp(>'Ei (-))] 3.28

For systems that are not characterized ‘as highly non’-linear, it is not necessary to

recompute the design matrix A, the ‘observed - computed’ vector b, and the gain matrix

G at every step. Similarly, the number of iterations k is driven by the amount of non-

linearity that contributes to the problem.

In the case of a non-linear dynamic model, the predicted state vector and the transition

matrix. as well as the covariance matrix of the dynamic model need to be computed at

every epoch. For a dynamic model being a first order non-linear differential equation of

the form

x, = F(xi,t) 3.29

Cross, (i990) proposes that the predicted residuals, using a numerical integration, may

be computed by
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Al

:21»: >2i_,1+) + [xdt 3.30
I 0

the transition matrix from

5§M=M 3.31
3x

and finally the covariance matrix of the dynamic model by

H

C,‘ = jMi_,c,i_|M?_, (it 3.32
11-1

The derivation of the Equations 3.29 to 3.32 may be found in Cross, (1990). Also on

‘ the general issue of non-‘linearity in least squares and Kalman filtering, the interested

reader is referred to Teunissen and Knickmeyer, (1988) and Salzmann, (1993)

respectively «for a more detailed -and mathematically rigorous discussion.
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3.4 OTHER FILTERS AND TERMINOLOGY

3.4.1 The Bayes Filter

The Kalman filter algorithms are not the only optimal (in the least squares sense)

mathematical procedure used to solve for the state parameters of time-varying

problems. Another, slightly less well known, set of equations known as the Bayes filter

can be used to produce absolutely identical results to those of the Kalman filter. The

only difference between them is in the manner inzwhieh the so-called gain matrix is

computed. For the derivation of the gain matrix equation involved in the Bayes filter

algorithm, the following procedure may be adopted (Gelb, 1974).

Upon substituting Equation 3.20 to 3.21 the covariance matrix of the filtered state

vector reads

T .. T -I
cxi (+1: cxi H — cxi (—)Ai (ch + AiCxi(—)Ai) Ai c,i(—) 3.33

In this expression there is a matrix inversion relationship which states that C;_l(+) can

b.e.;.wn'tten as

C;f<+>= C;f<-) + A}’C.‘fAi 3.34

The previous expression can be verified by showing that Cxi(+)C;l(+) = 1.

Therefore using this result Equation 3.20 becomes

—. _.._;,l _ TH: . T_|Gi —(C_.-{i (+)C§i (+))C_.;i (—)Ai (Ch + AiC,-‘i (—)Ai)
_ _ -1

=C§i(+)(C§:(—) + AiTCh‘Ai)C,;i(—) AiT(C,i + AiC,;i(—)A;T)
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Expanding and collecting terms yields
-1

Gi : Cgi (+)A,ir(I + C|\i1’}iC,-(i (—)A?) (Ch + AiC,~(i (--)Air)

and finally

Gi = Cgi (+) A? cg‘ 3.35

Expression 3.35 gmsvades the gain matrix for the Bayes filter algorithni while the

covariatice matrix of the filtered state vectcir can be obtained diiectliy from Equiation

3.34

-1

Cgi (+) : (Cgi1(-) + A.irCI‘il/Ki) 3.36

The computation of the gain matrix in the Bayes filter involves an inversion of a matrix

whose size is equal to the number of parameters in the state vector, whilst in the Kalman

form an inversion of a matrix whose size is equal to the number of observations is

required. Therefore, if"a large number of observations (more than the riuinb'er of states)

are involved within a computation process then it is more convenient to use the Bayes

filter than the Kalman form and vice versa. Positioning of 3D marine seismic surveys is

a typical example where the Bayes filter proves more eflicient since observations from

mixed data sources contribute to a relatively small number of states.

3.4.2 Alternative Forms of Kalman Filters

In the previous sections two different Kalman filter algorithms were presented, the

Kalman and the Bayesian forms, which are equivalent and produce identical results.

However, alternative toms of these standard equations can be obtained depending on

the way they are implemented, and on the models particular characteristics. ie. whether

they are linear and/or correlated. Some of these alternative forms are listed
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0 Linearised Kalman filter - For a non-linear measurement model if no iterations are

performed and the value if(.) in Equation 3.28 is equal to E. where x, an

externally provided approximate state. the filter is called a linearised Kalman filter.

0 Extended Kalman filter - For a non-linear measurement model if no iterations are

performed and the value fc‘,’(+) in Equation 3.28 is equal to >"<i(-) the filter is called

an extended Kalman filter.

o Iterated extended Kalman filter - For a non-linear measurement model if iterations

are perfonned and the value fc',’m in Equation 3.28 is equal to )‘q(-) the filter is

called an iterated extended Kalman filter.

0 Sequential -Kalman filter — If the measurement errors are uncorrelated then the

inverse operation involved within the computations may be eliminated by processing

the observations sequentially in blocks or one at a time. This technique of filtering is

referred as sequential Kalman filtering (Brown and Hwang, 1992).

o AugmentedKalmanfilter - When the observations are time correlated, one way to

model the biases that are common to several .observations is to include additional

states in therfunctional model. The resultant filter is called an augmented Kalman

filter. An orthogonalization approach may be used as an alternative to derive a filter

algorithm for time correlated observations (Salzmann, I993).

0 Adaptive Kalman filter - An adaptive Kalman filter is one in which a statistical

testing procedure is applied in order to eliminate the ?'efi‘ect on the state estimates

caused by biases =in the measurements; This procedure refers to the quality control

of the system, and is discussed in Chapter Four.
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CHAPTER FOUR

QUALITY MEASURES IN OFFSHORE POSITIONING

4.1 INTRODUCTION

4.1.1 Introduction to Quality Assessment

In any measurement process all observations will invariably be erroneous, however

sophisticated their measurement technology might be. Competent sensor calibration

and careful measuring procedures are a first defense ‘against observational errors that

will fiirther reduce these but not completely eliminate them; Therefore; it is -‘essential to

“ establish how —‘ good’ the measurements are, in order to assess the quality ofthe results

of an estimation process,-"i.e. to -‘assess the size and‘-nature of-‘éany undetected errors that

might remain in these. The characteristic nature of the observational errors‘ is usually

described as being either random, or biased.

Random errors are by definition unpredictable and unavoidable, caused by small

fluctuations in the physical factors thatconstitute the measurement process (Cross et al,

1994b). Random errors, that are usually small in size, are described by statistics and it

can be shown, via the so-called central limit theorem (Cramer, 1946), that they are from

a normally distributed population which allows statistical hypothesis to be tested.

Biases can take the fonn of gross errors, known also as blunders or outliers, and

systematic errors. Gross errors (ofien large in size) are due to erroneous observations

on the part of the observer resulting of carelessness or confusion. Systematic errors

refer to model misspecifications that follow some physical law and can be described by a

mathematical fimction. This kind of errors can be eliminated by careful sensor

calibration and design of the functional and dynamic models.
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The term quality measures in surveying is used to determine the correctness and

usefirlness of a position fix or the overall quality of geodetic network. This

encompasses measures of precision and measures of reliability.

Measures of precision are used to indicate the quality of positions with respect to

random errors by describing the populations that it is assumed the errors come from.

The information that it is used to generate precision analysis is contained in the

covariance matrix of the unknown parameters resulting from the implementation of the

least square processes. Measures of precision are discussed in this unit in Section 4.2.

As well as being vital to establish how good the results of an estimation process are, it is

also necessary to estimate the etfect that any undetected bias (here gross error) will have

upon the estimated parameters and any quantities derived from them. Measures of

reliability are used to determine the presence of outliers in the data. In general reliability

is measured by stating the size of the error that might remain undetected with a specified

probability (Cross et al, 1994b). Measures of reliability are discussed in detail in Section

4.4.

4.1.2 The Kalman Filter Predicted Residuals

An important role in the process of model testing is played by the predicted residuals or

the so-called innovation sequence. The predicted residuals are computed from the

difference between the measurements at a particular time and the measured quantities

computed from the predicted state of the system. Under nomral conditions predicted

residuals are ‘small’ in size and correspond the random fluctuations in the output since

_all systematic trends are eliminated by the model (Teunissen and Salzmann, 1988). It

can be seen that if the model is valid predicted residuals are zero mean Gaussian

distributed (Kailath, l968). The predicted residuals at epoch t; are computed by

‘7i(‘)= be "'Ai£i(_) 4-‘

with a covariance matrix given by
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Cf/i(—) = CI," +Aic:2i(-)A'{ 4.2

In the case of a non-linear system, which is not rare in surveying, the predicted

res'iEiLi‘5ls afé givéh {he initidl Wibsefved ?c6rrif:utéd’ iiaiues heki "Vék:ti>"i'
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4.2 MEASURES OF PRECISION

4.2.1 Design Parameters that Effect Measures of Precision

Precision is without doubt the best known and most widely used criterion to describe

the quality of position in navigation applications. The covariance matrices of the

predicted and filtered state vectors of a Kalman filter computation are themselves

measures of precision. Application of the Gauss’s propagation of error law to any

functions of the state vector estimators is used to provide the precision of the positions

or any other parameters of interest.

From the Kalman filter algorithms it is directly evident that measures of precision are

dependent on the functional and stochastic models. Changes in the geometrical

configuration and the system redundancy (e.g. usually more observations lead to better

precision) can affect drastically the precision of the state estimators. Although difiicult

to quantify, any changes in .-the dynamic model (e.g. revision of the assumption of a

vessel moving with constant acceleration) do have an -impact on the estimated precision.

Similarly, any changes in the stochastic models have a direct impact on the precision of

the state estimates. Improving the precision of the stochastic model of the observations

and/or the stochastic model of the dynamic model leads to the precision of the Kalman

filter estimators also being improved.

However, it should be stressed, that in most cases it is very difficult to establish a

relationship to quantify the effect of_any,.cha_nges in the ifunctional and stochastic models

on the precision of the estimatiorrresults. in reality, navigation errors

are complex functions of time, with variations in geometry, propagation paths,

atmospheric conditions, time of day, instrumentation and other factors (Chevron

Training Course, I992). Moreover, all precision measures assume ‘normality’ for their

associated probability statements. Obviously this assumption is entirely valid only if all

biases have been removed from the raw data. This point is, however. detailed in

Sections 4.3 and 4.4.
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4.2-.2 Classification of Precision Measures

A number of different ways have been used to-express uncertainty in navigation. in the

following sections the most fiequentiy used ways are classified and discussed.

4.2..2.l Simple Precision Measures

‘At least two _me'asured. lines of position (LOP) ere required-as" a minimum to position a

point using ter1_'est.riz't'I navigation systems. i.e.- Syledis. This canbe achieved in several

ways, e__g',. by making two distance observations, or two angle observiations. or a
distance ,__and-an angle observation, or by measuring "two distance differences. The -angle
of cut blet-weenitwo _LOP’s is--very. ‘important because it determines the shape of the

'pi'obai3'l'e -area wherethe position fix will occur (Figure 4.1). This principle appiies for
.exat_nple to ajcoustic-.netwo_rk's used in 3-D se_i:s'inic surveys. The in—iin'e separation of tine-

" iosufiicliem the .an'gies' of cut of "the acoustic positions "will. produce distotted "error

- diamonds which in degrades the quality‘ ofthe position. fix of the acoustic.-nodes. '

 
I Figure 4.1: The error dizuiiond

PGS Exlflbit 11:z0.,.pg- 109 _ ' 39 * -112122014-01477‘
PGS v. WcstemGeco (IPR20-14-0 1 47 8) Ex. PGS 1075 — Suoolement to Ex. PGS 1041

I acoustic units_siiouid'be.a fiinction o'i‘.the: criiale separation. If the‘ in-line separation.=_is-
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4.2.2.2 Measures Based on the Covariance Matrix

Following a Kalman filter computation there are several covariance matrices that can be

estimated, from which precision infonnation can be obtained. Various authors,

including1Cross (1983), describe the usefiil infomiation that can be derived from the

covariance matrix of the state vector parametersC,-c, in which the diagonal elements

represent the variances and the off-diagonal elements the covariances. The covariance

matrix of a n-dimensional position fix is then computed using the Gauss’ propagation of

error law, unless the unknown parameters themselves represent the estimated positions.

Standard deviation

Commonly the precision of a position fix is measured in terms of a standard deviation.

This can be simply derived by taking the square root of the diagonal elernents of the

covariance matrix ofithe associated positions. Standard deviationldescribesltlte spread

of the random errors remaining in any component of a,.position. a normal

distribution is adopted as a reference. standard. deviation: represents probability _.._of one

sigma or a 68% confidence level. In order to determine the 95% confidence level these

values must be multiplied _by 1.96. It is i_m_portant to understand thatstandard deviation

.-arefer to one»dim_ension_al errors, such as latitude orlongitude. and therefore it should be

carefully used when it represents the n-dimensional problem (Mertikas, l98S).

Distance root-mean-sgyare error or drms

The distance root-mean error for a two-dimensional position fix is defined as the square

root of the sum of its positional variances, that is

dm = 1lo,2‘+o':, 4.3

The probability associated with 1 dm value ranges between 63.2% and 68.3% while for

Zdm it ranges between 95.4% and 98.2%. The degree of confidence that can be

placed on it depends on the correlation between the elements of -the covariance matrix
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(Forssel, 1991). Although dm, has the advantage of representing a range of confidence

with a single value the correlation infomiation available is ignored.

Root-meag—sguare error or am

This is a measure of an average linear error, which for a single point is given by

0: +0’:
5 = —— 4.4

"“‘ 2

Similar to dm, the probability associated with 2.... depends on the correlation between

the variances of the position fix and the appropriateness of the Gaussianidistribution.

Error 'e7Ir‘p"sé

It is very 6fi'e'n"n'eces'saiy to know how the errors are distributed in directions other than

those obtained from" the c‘ovar1'an'ce "matrix of a position fix." usually_ northings and

eastingsi The horizontal error ellipseiis very often used for thisjnirpose.

The horizontal error "ellipse is computed from the rotated «*covan'ance matrix of the

‘catanaace eleriients given usually "in ’—a=-focal topographic system, based on the equation’

p _ cosy! sinyr x 45
q _ —sinu/ cosw y '

where i// determines the orientation of the twdiakes of the ellipse, given

1 _l Qcrw
= H: ———-— 4.6“’ 2 “” [a?—o=]

Application of the Gau'ss’s propagation of error law to Equation 4.5 leads to the

following equations which describe the maximum and minimum variances of the

position fix in the directions p and q respectively.
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The square root of‘ these values represent the length of the semi-major and semi-minor .
altos of..,the ellipse, ‘Le. the directions 'of:tl_ne levees: _precision(highest.dev.ia1ibn) and the
highest precision (lowest deviation) respectively.- "I The e'sti.:__im'1es' -"given by Equation 4.7

' describe the one sigma error. ellipfse. at confioence level '39.4%. _The_ ZLIIKOOA
recommendation ‘I re'quir_e‘s_ positional standard ellipses-at the 915% confidence level (Cross
"ex :11. 1.99420. To obtain the error ellirise at a 95% pr_e'clsion'-level these values shoulo be
multiplied’ by "a factor of 2.-4'47. (Figute_{i__2.)_' ' I

4.2.2.3 Radial rre.-zisiou Measures" '-

In applicatioos it is ‘more corivenient to -use circles,‘ instead of ellipses. with

particular probability?‘ confidence levels to quanlifiz precision. This practice originated
from military applications in bo'mbiog(Mer1_ika5, _193S;Za_cks and Solomon, I975). The
most common of these used in navigation applications are discussed here.
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Circular error sprobahie refer-"L; to the radius of the circle inside of which there is a 50%

probability ofheing located, that is. the radius of a circle .containing 50% of all possible
position fixes that can be obtained with :1 navigation system. The most accurate
:1 roximaticn iven to com me CEP, for U 10 rearer than 0.3, is Even bvPP 3 P p 9 S .

(Forssel, 199 I)

CEPM =_c.rs'15a,_. +.o.562a,, . ' ' 4,3

In order to obtain the radius ofermr prqbability at a different level of confidence the

equation is

—ln(l --cz)
' ln2

 

CE?“ = cr~:1=,,_-, 4.9

'-Although circles are more easily understood it is Becoming prevalent to use 2 d am rather

I ihen CEPD5 because {he probabilitjr of-50°__/a" a1t21clied.=to_ CEP is use “small”.

 
.95“/u cor1_fidence.ievel

" error ellipge

Figure 4.3: The error ellipse and circles of eriuivalent probability
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Geometric Mean Error or GME

Geometric mean error is defined as the radius of a circle by assuming that the circle of

radius GME has the same area as the 50% error ellipse (Mertikas, 1985). Similarly,

circles of radius GME at a different level of confidence can defined.

Obviously, all these estimates of precision can be extended to a three dimensional

position fix. Figure 4.3 provides a igeometrical representation of several precision

measures referred to a single ‘position fix in two dimensions.
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4.3 STATISTICAL ANALYSIS TO QUANTIFY KALMAN FILTER

ESTINIATED PARAMETERS

Kalman filter estimates have the advantage of being least squares estimators, which can

be shown (Cross, 1983) to be the best (in the minimum variance sense) within the

complete class of linear unbiased estimators. It is important to realize, however, that

any biases in the observations will invalidate the estimation results and, therefore, any

conclusions based on them. Hence, there is a real need to have ways to confirm that the

functional and stochastic models used to compute the precision and reliability measures

are indeed correct. Statistical testing procedures are used to determine whether or not

the assumptions made in the quality assessment process are correct. However, it should

be stressed that test statistics are not quality measures and therefore statistical testing is

not fonnally part of the quality assessment process (Cross et al, 1994a).

A simple statistical hypothesis is a statement about the probability distribution of a set of

parameters. The term null hypothesis H.,, is generally used to describe the hypothesis

that is to be tested, for example, the statement that the probability distribution of

random errors is nonnal. Tested against the null hypothesis is an alternative hypothesis

which takes the completely opposite view. Therefore, in the above mentioned example

the statement is. the random errors do not belong, or carmot be explained by, the normal

distribution.

When performing a statistical test, it is possible that one of two kinds of error may be

made (Cross. 1983)

1. The null hypothesis can be rejected when it should be accepted. This is termed as a

Type 1 Error, and the probability of making such an error is called level of

significance of the test and is oflen assigned the Greek letter (1.

2. The null hypothesis can be accepted when it should be rejected. This is termed as a

Type II Error. and the probability of it occurring is usually denoted by the Greek

letter B. The quantity H3 is usually referred as the power of the test.
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in practice truly random errors follow certain rules. In surveying it is assumed that all

random errors are from a normally distributed population. An illustration of‘ the two-

sided probability (1, of rejecting good data derived from a population following a

standard normal distribution with zero -mean, and the one-sided probability of accepting

outlying data [3, derived from a population following a standard normal distribution with

no zero mean, is given in Figure 4.4. Choices of-ct. and B are arbitrary. Varying on will

affect the amount of data accepted and "therefore the results obtained. In contrast the

-choice of B is related with the chance to accept bad data, and therefore, affects only any
I" statement that can be made regarding the quality of the data and not the estimation

result-.- -Choices of 1% and'20% -forlot and £3 respectivclti are commonplace in offshore

lplositfioning practice" (Cross et al. 1994a}. however, a more detailed discussion on the

"choices. of oz and B may be found in Saizmann, (I99-3).

 
I "r'=tglu;== -1.4; Probability of type land‘ -11 errors u_nder the.'n__ull '-Hg and alternative

_ hypothesis HA for a normal distribution. ' ' - - -

I I ';As pointed out Section 4.1;}, the preqjcted rerlidualllnaturally preee_nt_s itaelf as ritual
for model vali_dation of the K-aiman filter __clue_to its well, defined statistical. properties
‘under the-‘null hypothesis, and thereforeit forms the basis for all sta_tis_tic_al testing. The

only uniform approach that ean be used for the statistical testing ofltlhe Kalnftan filter is

- that developed by’ the Dettt Geodetic Con_tputingCentre.- This is basedlon the so-called
B—rriethod, a testing procedure forgeodetic network.-l. developed by Baarda (1963). '-The

- - - 96 - :
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procedures are for the detection, identification and adaptation (DIA) of the overall

model (Salzmann, 1995). These can be described as

l. The detection step of the DIA procedure concerns in checking the overall validity of

the null hypothesis. Therefore the tests associated with this phase are used for

detecting possible unspecified biases in H...

2. If the null hypothesis is rejected in the detection step, i.e. a bias is detected, then in

the identification step various alternative hypotheses are examined to identify the

most_,l_ikely erro_r_ source, i.e.__i_den_t_ify the outlying observa_tion(s).

3. If a bias is detected and identified, the real time operation of the filter requires that

corrective action is taken immediately. The adaptation phase of the DIA procedure

is meant to eliminate the effect on the state estimates caused by a bias identified in

the previous step.

In the implementation of the detection and identification phases two kind of tests can be

considered. Local model tests are carried out on information of a particular epoch.

These tests depend only on the predicted state at time equal to the time of incoming

observations and can be executed in real time. Global tests are used to test for

unmodelled global trends that may build up with time and not detected by the local

tests. These tests are performed using information of a number of epochs. In this case

better results may expected since smoothing is involved, however, global tests can only

be executed witha delay.

Further details regarding the specific tests for the detection and identification of biases

are given in Appendix B. However, readers interested for a more conci’se discussion are

referred to Salzmann (I995), Teunissen-‘(l990a and 1990b). Teunissen and Salzmann

(19.33) and Xi?".8 (1.995)-
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4.4 MEASURES OF RELLABILITY

Reliability analysis is used to detennine the presence of blunders in the raw data. It is a

measure of the ease with which outliers can detected and identified. Moreover

reliability is used to determine what is the effect of any undetected outlying observations

on the estimation results, i.e. the state vector elements and position-fix coordinates.

4.4.1 Internal Reliability

The sensitivity of a position fix to detecting outliers was defined by: Baarda as intemal

re|i'ability.-: This is quantified ‘by means of a statistical quantity called the Marginally

Detectable Error.

4.4.1.1 The Marginally Detectable Error

Suppose that at epoch i the vector of m observations used in a Kalman filter

computation is denoted by ll. Then the measurement model is given by

Ii Ei

The null hypothesis for observations with nomially distributed errors 3; can be specified

as

H0: Ii "’ N(AiXi,

Ifone ofthe observations is assumed to be biased, of size V i , the alternative hypothesis

can be specified as

HA: Ii ”N(AiXi +eiVi,
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where ei =[000 1 00 0]T, is the vector defining the assumed bias in the

observations at epoch i, and therefore the biased elements of vector e; equal unity; the

remaining are zero.

Based on the predicted residuals the null and alternative hypothesis can be written as

HA1 Vs " N(°sVa. CVa)

4.13

where the symbol (-) following the’=matrices and vectors computed at the predictedstep

is omitted foré-simplicity. The appropriate -test statistic for testing Ho against HA

(Salzmann, 1993) is given by the expression

1". = g,TC;i'ei (e,TC§,"ei)_| e,TC;:g, 4.14

which can be interpreted as reject H0 in favour of HA if T 2 k, , where k. is the critical
value. The critical value of the test can be obtained from the distribution of the test

statistic given by Equation 4.14 which can be shown that follows a X’ distribution.

Equation 4.14 under the alternative hypothesis HA, i.e. y; = eiVi , becomes

Ii = (Vfef) C;_"ei (eiTC;:ei)_| e,TC;_' (eiV,) 4.15

and finally

L =: V-Te? cg; e;V; 4.16

The product in Equation 4.16, the so-called noncentrality parameter, is by definition of

the test statistic, equal to the square root of the amount that the mean of the population

of the normal distribution of the ‘good data’ (not outlying) is shified under the

alternative hypothesis H,._ Inversely, for a given set of values of the significance of the
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test (1, and power of the test 1-13 the non-centrality parameter I (or6 zdependent on

the notation) is fixed, and the measure of the bias that can be detected in the observation

is given by the equation

V. = —— 4.17

e:rC"_le.I V1 I

A MDE is defined as the size of the bias given by Equation 4.'17, viz. it is the error in

the observation that can be detected by a statistical test for a certain level of significance

and power of the test. MDE is used as a measure of internal reliability.

Equation 417 is associated with a test at time k fora model misspecification with time

of occurrence also lc. In the case that only one outlier occiirs at time lc in observationj

Equation 4.17 becomes

V. —-—L 4.18
'" ./c:.'L-1:1

To compute Equation 18 it is necessary to form the inverse of the covariance matrix
of the predicted residuals at every epoch. Zinn and Rapatz, (1995) suggest a simpler

font: in which it is assumed that the predicted residuals are uncorrelated and

thereforeCV becomes diagonal matrix. Under this assumption Equation 4.18 can be

written

vi =o‘o',,i [,-1;] 4.19

where avi [jlj] is the standard deviation of the innovation of observation j at epoch i.
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4.4.1.2 Design Parameters that Effect Internal Reliability

Internal reliability is a hypothetical measure defined by the significance and power of the

test statistic, the geometrical set-up and the stochastic models of the system. Therefore,

since it does not depend on actual data, the MDE can be used as a design tool in the

same way that the covariance matrix of the estimated parameters, derived from a

conventional least squares computation, it is used for network optimization.

More specifically, changes in any one of the following parameters affect the size of the

MDE

0 Functional model - The fimctional model consists of the measurement model and

the dynam_ic model. Any changes in the number or type of sensors used to compute

the network, or changes in the geometry configuration constitute changes in the

measurement model. Generally, by increasing the number‘ of sensors the MDEs

decrease because the system redundancy is improved. Similarly the better the

observational geometry, e.g. not very small or large angles of cut between LOP’s,

the smaller the MDEs. On the contrary, the etfect of changes in the dynamic model

is not as easy to predict.

0 Stochastic model - This is invariably in the form of covariance matrices that describe

the precision ofthe observations and the precision of the dynamic model: the smaller
the observatioiial ‘deviations, the smaller the lower

systern noise i

0 Testing parameters - It can be seen from Equation 4.17 that an MDE is a function

of the non-centrality parameter 6. The value of 5 depends on the selection of the

values of the testing parameters, i.e. the significance of the test or, and the power of

the test l-B. By increasing or the non-centrality parameter 6 decreases and therefore

the MDEs decrease. In contrast, by increasing the power of the test l-B the non-

centrality parameter 6 increases and consequently the MDEs increase.
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4.4.2 External Reliability

Although internal reliability is important. it is often more practically usefizl to know

what is the effect of any undetected outliers of the size of MDES on the unknown

parameters. From Equation 3.19 and 4.1 it follows that

Therefore the effect in the state estimates caused by an outlier Vii]. .' of the size of the

in observation j at epoch i reads

where K; and» en. are-the, gain matrix and the vector defining the assumed bias in

observation j at epoch i. ‘The co'mputation shown in Equation 4.21 is done as‘ many

times as th"e're"' “aie the ob'sei'vat"ions. Aii; are then vectors measures of external

reliability. The vector with ale-m‘¢n':§ of the largest size is then beT'iusedi’:as a measure

ofmaximum external reliability.

In many cases the stateiestirnates front a iifilter computation are used ‘to calculate

a vector of parameters g, iie. "final coordinaies or =paramet'ei"s of‘ interest, wltiéh is a

fi1ncfion‘6'fi'he state "es:imait‘e§ 52 ofthe

gr = f(i) 4".22

The effect of a marginally detectable error in the observation on is then given by

Ag” = Ii Aiij 4.23

where]; is the Jacobean matrix describing the model shown in Equation 4.22 at epoch i.
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CHAPTER FIVE

AN INTEGRATED KALMAN FILTER ALGORITHM FOR

POSITIONING 3D MARINE SEISMIC NETWORKS

_. 5.1 _iN:1_'RonUc1:1ON

In Chapter One the various methods and associated: of positioning: ail: marine

seismic network in real-time were discussed. In particular, discussion showed that, due

to the demand of better positioning accuracies offshore, driven by the geophysical

requirements of the implementation of the 3D method, and due to the expansion of the

type and‘ quantity of the survey data collected, integrated‘-positioning systems are

coming more ;and more-.:into use. Moreover, it is evident that the computations of,-,these

-systems, in order to exploit full_y:the peculiarities of the .-dynamic environment in which

they operate. are usually lperfonned by of a Kalman filter.

Chapter Five describes the mathematical basis of a Kalman filter that can. in principle,

.‘l_,l_§_lI[gll,e any,___.__n_umber_ ofyessels, strea__x_ners_,_and guns_an_d any set of observations to

produce either real-time or post:-processed positions and quality (precision and

reliability) measures. It is a filter that be used to ,_data collection to test

the suitability of a proposed set of measurements to meet the positioning quality

specifications necessary for the design of new systems.

In the past, the challenge of integrated positioning offshore seismic networks has been

discussed rather rarely (Houtenbos, 1989), and only a very limited number of seismic

operators have implemented integrated systems into use (Zinn and Rapatz. 1995).

Though in all approaches the main objective is the same. i.e. real-time positioning and

QC throughout the spread, the proposed algorithm differs from other approaches.
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3D Marine Seismic Networks

The chapter starts with some definitions related to the various elements involved in a

seismic spread and a few remarks about the coordinate systems that are used. Then,

what follows is a review of ‘-the fimctional andstochastic models needed for such an

approach. Finally, ‘the formulae that were used to compute precision and reliability

‘measures-, modifiedewhere necessary so that they meet the model requirements, are

discussed.-
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3D Marine Seismic Networks

5.2 COORDINATE SYSTEMS

Within a typical seismic configuration there are several sub-systems that are able to

move independently of each other. -and of the vessel. = These include every single float

(gun array -or any-. auxiliary.--reference station) and each streamer'=.(Houtenbos.: -.1989).

Each sub-system must therefore have its own parameters and coordinate system - which

must, in turn, be linked by the mathematical model in order to determine the complete

configuration. Before defining the various state vector parameters for each one of the

configuration subsystems it is necessary to describe their different coordinate systems.

An earth fixed geodetic system, involving latitude and longitude or a map projection

system, is used to describe the final positions of all of the points of interest. The vessel

and tailbuoys absolute positions, derived by GPS/DGPS or a radio positioning system.

will, of course, naturally be in this system but it is not especially convenient for

describing the rest of the spread.

For this it is more convenient to use a local topographic coordinate system. This system

has its origin at the vessel navigation reference point with the X-axis aligned with the

east direction and Y-axis aligned northwards. When necessary the Z—axis is defined as

being perpendicular to the XY plane (i.e. upwards) such that the resultant coordinate

system is right handed, as in Figure 5.1. It is obvious that this system moves with

respect to a geodetic earth system as the vessel's position changes. Also it is clear that,

given the relatively short distances (a few kilometre) involved within the network, there

will be minimal error in working with the computed distances and azimuths in the XY

(horizontal) plane and then using a direct geodetic formulation to determine the

coordinates (latitude and longitude) ofthe points of interest - i.e. the earth is effectively

considered to be flat within the region of the seismic spread.

Some of the available observations are made relative to devices fixed on the vessel. For

this reason it is necessary to define another coordinate system that is attached to the

vessel. The origin of this coordinate system coincides with the navigation reference

point. lts y axis is aligned with the vessel's bow-stem direction. Its x axis (starboard)
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is in the horizontal plane and perpendicular to the y zotis whilst. :: axis is defined to be

perpendicular to xy plane (upwards) - see Figure 5.1.

‘Finally, in order to estimate the positionof any. point on each ofthc streamers. taking

into account its distance frorn the streamer head‘, l," "as: parameter, it_i's necessary to

I I "introduce another local coordinate Frameiflor each streamer in the spread. A set ofthree
dimensional coordinate Systems (ti, VF, z)- istherefore "defined. Each has its origin at the

' head: tlte first active Section of the streamer.‘ or any other point of known offset, its :1

I axis-‘Q nligned ‘with the base course. of. the cable‘ ('as'results from the Kalman filter
computations) gm] its v axis perpendicular to the u—a:tis and pointing to the port side.

' The 2 axis is ‘defined such that the resultant _coordinate_ system "is rigl1t—handed (Figure

' . 5.1).

tr‘-)1

““--~..
_/~.~..__ / , in
'!,«'~;5*i_"a~‘:7::JJ '\
If 24‘ \
1 .

 
I-‘igure 1 : ._Coordinateeystei'ns'involveti"in positioning marine seismic networks"
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In most cases the float nodes involved in a seismic network are not very large

structures. towed at relatively small distances from the vessel’s stern. Therefore, it is

assumed that their orientation coincides with the vessel’s heading. As a result, the

position of any device fixed on them is reduced to the centre of the float using its

nominal coordinates with respect to the centre of the float and the vessel’s heading.

However, it should be noted that, in an utterly rigorous approach the orientation of each

float should be placed in the state vector. In this case there is a need to define another

coordinate system such that its origin coincides with the centre of the float and its y axis

points to the instantaneous orientation of the float.
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5.3 KALMAN FILTER FUNCTIONAL MODELS

5.3.1 State Vector

In Chapter Three it has been shovm that the state vector consists,iin gener-alztenns, of

the minimum number of individual (and determinable) parameters (or unknowns)

necessary to describe the complete system. In the case of anioffshore seismic network

the unknowns consist of those which describe the vessel's position and the motion and

those which describe the position and motion of each subsystem. In the following, the

unknown parameters are classified by subsystem.

Vessel unknowns

The unknown parameters that describe the vessel position and motion are defined to be

the instantaneous values of the following elements

¢, ,1 the geodetic ‘ellipsoidal’ coordinates of the ship reference point

(29. /T1 the instantaneous velocity of this. point

c the crab angle, i.e. angle between course made good and vessel's

heading (Figure 5.2)

Note that for many navigation applications it would also be necessary to define the

acceleration of the vessel in the state vector but the almost straight line motion

associated with seismic surveying makes it unnecessary in this case.

Float imlmowns 

The unknown para__meters_ for any tow points attached to the vessel are also included in

the state vector. Tow point positions are defined as position vectors expressed in X, Y

coordinates along with their velocity components X, Ywith respect to the local

topographic coordinate system. It should be stressed here that to date the filter has only

been implemented in the XY (horizontal) plane. The (known) Z coordinates of all

components. are taken into account by making geometrical ‘corrections’ to the

observations. i.e. observations are corrected to the values they would have had the
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whole system been in the XY plane. Also, it is important to note that the unknown

coordinates X, Y refer to the centre of the floating arrays. It will usually be necessary

to correct observations to these centre points.

Streamer unknowns

The streamer unknown parameters must clearly refer directly to the streamer model.

For the purposes or this study a polynomial ‘model has been adopted. Hence, the u,v

coordinates of any point on a streamer are given by the following equations

u=l 5.1

v=c2l‘+c,l’+...+cnl" 5.2

Testing of the integrated algorithm using’ real data showed that (perhaps not

surprisingly) coefficients co and c, should be ignored. The polynomial coefficient co

must be null since, by definition, v is zero at the head of the cable (i.e. when 1 :0).

Also the c, coefficient (which is directly related to the overall orientation of the

streamer) is redundant in the state vector since the orientation of the u,v system, the

direction angle a, in Figures 5.1 and 5.2, is considered to be an unknown in the system.

Therefore, the streamer parameters consist of the polynomial coefiicients ci, the

direction angle a of the u axis and the streamer's coordinate reference system origin X,

Y along with its velocity components X, Y.

The total complete state vector is sutiimarised in Table 5.1.. It is evident that the

number of states to be estimated for every shotpoint depends on the number of floats

and streamers that are utilised throughout the spread as well as on theiipoliynoiiiiiali order

of the streamer model. Hence, for a configuration that consists of m, floats.‘ m2

streamers and for a n-order polynomial, the state vector dimension will be equal to

5 +4(m, + m, )+ nm,, which for a typical spread of two sources and three streamers is

equal to forty elements: The Kaliiiani lilter algorithms provide a for a

state vector of this size since within typical modem seismic configurations the total

number of available observations is well over a hundred per shotpoint.
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It is worth noting at this stage that the tailbuoy position does not form part of the state

vector. This is because the tailbuoy is treated as a simple extension of the streamer. It

would be quite possible to include the tailbuoy in the system as an independent point but

it would not then be able to fulfill its primary role of providing overall orientation and

scale control for the cable.

As noted in Chapter Two, at the implementation stage of this study, a different streamer

model based on a harmonic function has also been considered and tested. The particular

characteristics of the selected fimction as well as the incorporation of this model into the

algorithm are given in Chapter Eight.

8
T

R
E
A
M
E

R 
Table 5.1}: 4 state vector? for ‘ianéitiesgei, ml iiflloaits m2
streamers configuration -

5.3.2 Observations

As has already been stated in Chapter One, in a modern marine seismic survey several

measurement devices are employed to position the various, points ofrinterest throughout

the spread. The most commonly used devices includ_e magnetic compasses. laser

systems, long, short or ultra short baseline acoustic devices, terrestrial radio ranging

systems (eg. Syledis. Hyperfix, ARGO) and differential navigation systems as GPS
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(Chevron Training Course, I992 and N.C. Kelland, 1994). Regardless of whether the

actual observations are measured time or phase differences between any two devices in

the network or between any device and any shore or satellite station, basic observation

types in this study reduce to slope ranges, bearings and bearing differences and the

absolute geodetic position of certain nodes in the network: In particular, observation

equations are formed for the following measurements

1; ‘Vessel geodetic‘ position.

2. Vessel gyro.

3. Slant acoustic and laser ranges between vess'el,‘sou'rces, streamers and miscellaneous

hardware.

4. Directions between vessel, sources, streamers and other auxiliary assemblies.

5. Float and tailbuoy absolute position.

6. Compass bearings along the streamer.

A more detailed discussion on the devices used and the observations made to locate a

marine seismic network may be foundjn Chapter One.

5.3.3 0bsei'v.ation,-Equations

Once the difi‘erent;;dbse’rvation types have been specified and the state vector parameters

have been eicplicitly defined, the measurement functional model can be set up in the

form of the observation equations. As mentioned in Chapter Three, observation

equations are simply mathematical representations of the underiying -physical and

geometric relationships between the measured quantities and the parameters. Note that

this stage of the process is crucial in the sense that any mistakes. in thefonnulation of

these equations, even seemingly small, will lead to an incorrect design matrix (the matrix

A in Equation 3.3) and small errors in the final solution that, in general‘ will not be easy

to detect. Bearing in mind that for the purposes of this study local topographic

coordinates have been selected for the computational model, the observation equations

for each measurement discussed in Section 5.3.2 can now be presented;
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Vessel geodetic position

Since the vessel's geodetic position is itself an unknown, the observation equation can

be written as

¢v = ¢+Vfi

Av =,1+v/1

5.3

where

gt‘, 1 are the unknown ellipsoidal coordinates9 v

¢,l are the observed ellipsoidal coordinates of the vessel

v ,, V‘ are the measurement residuals

However, it should be noted that, if the sensor that provides the vessel's position is

located sufficiently far away of the navigation reference point it will be necessary to

correct the observation to this point using the general formula that given by Equations

5.9, 5.10 and 5.14.

Vessel ggo

The output from the vessel's gyro is essentially the azimuth of the vessel and it can be

related, through Figure 5.2, to the velocity of the vessel via the crab angle, c, as follows

m"[%]+c= H+v,, 5.4
or

tan“'[————-V6043)’1"]+c=H+Vrl 5-5P v

where

H is the gyro measurement

E is the instantaneous easterly velocity of the vessel

N is the instantaneous northerly velocity of the vessel
c

Vrr

is the crab angle of the vessel

is the measurement residual of the gyro
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and

V: ‘p: , e2 : at —:b‘
[1-e’sin‘(¢)] - [1—e- sin‘(¢)] 1 3

with

a is the semi-major axis of the reference ellipsoid

b is the semi~minor axis of the reference ellipsoid

Slant ranges and bearings

The standard observation equations for a measured distance and azimuth between any

two nodes, i and j, in the network are given by the following expressions

5.7

5.8 
where

X,, X’. are the casting components of stations i and j

Y, , Y]. are the northing components of stations i and j

Zl,ZJ are the distances of stations i andj from the XY plane.

D-. is the measured distance between stations i and ju

A.,, is the measured or reduced azimuth between stations i and j

The Cartesian coordinates of the stations i and j are expressed in a different form in

accordance to the subsystem to which they refer. Three different cases are considered

here (Figure 5.2).
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- Figure 5.2: "Relation betwoen the statcarid geometry of the system components

' .. _‘If a station i is a "point on the w)e's'sel' (sonardync, laser‘ device; etc.) then

_ = 'Ixcos(H)+”yoinfiI"-I) . S 9
.. Y‘_=4--x:si__n_(H)4jéycos(H-)_. ‘

awnera -      
' .' I’ ;_x. -'are'.th_e coordinates oftlie_devioo'fixed_oh..ihc v_esse_I- _ '

H. _is_t_Iaje_.ve;sseI's'he:_4ding -. '

Givon '1't_1__a't.- the.'ves'§el_"$'hoafiing'; ‘H. fé not.-"considered to be an unJ{nowo'_in ltfihc system it

.. ; substituted in_ Eooétion'5.9 2 ._

o  , on 1  

"so: that the observ'mion3',rel:ite'$ only to n-nknowo paroxnetefs.

'."§iI.1'1ilariy. if a s'tja'tioxi"--i is a-' 'gi¢§ioé"op aff§}{- (gun, too§fisiL. buoy 'é_:zc.)-"-_t_h__e ‘I
' obé.orv_ation shouid firét be corrected itothe oentre of the array u_sing_ Equations 5.9 afid_
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5.10. In such a case it would be usual to assume that the orientation of any float

structure coincides with that of the vessel gyro. This is justified by the relatively small

dimensions of the arrays and the short distances involved within the network. In this

case, the coordinates x,y in Equation 5.9 would refer to the nominal offsets of the

device measured from the centre of the float.

Finally, station i could be a point on a streamer. In this case, and in order to express

Xi,Yi co_9rdi_nates as a function only of unknowns, these must be refer directly to the

streamer unkiiown parameters. Therefore, for the chosen streamer model these

equations are formed as follows

Xi = X, +l cos(a)+:[ckl"] sin(a)
I . tiiztt . I 5-"

Y. =i;— lsin(czi)+ii.Z[cklk]cos(a)i
k=2

where

X5, Y, are the 2C.arte‘sia1_1 coordinates ofthe streamers reference point in the XY

coordinate system

a is thejinstantaneousiorientation ofthe streamer coordinate system u,v
c k are the polynomial coefficients

n is the polynomial order

1 is the offset of station .i from the streamer‘-s referenyce point

In fact several different equations can be written, for both distance and azimuth

observations. d_ependi_ng upon the subsystems to which .s_t_ati._9_n_s i and j_refe_r_. _I:Ience. and

for example, the observation equation for a measured azimuth fi'om the vessel's laser to

a laser reflector fixed on a streamer is given by the following equation, (Equation 5.12)

wood?!) +c] + y S-"{"-I1 ..l{ V50-‘(fui iv] + C.‘(,+ lcos(a) +Z[ckl'-‘lsin(a)- [ .too:{un" F‘ 9’ }it-2 ‘l .

Y,~ lsin(a) + :[c,["]oos(a)— l-.rsin\il:l.|n + y-c...[u..*'[%E~.’—”‘:]+c]iIn}

 
tan -_Ai+vAi
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Similarly, the observation equation for a measured range between two‘ acoustic devices i

and j located on streamers I and 2 respectively, can be formed as

,/AXE]. + AY,-J? + Azfi = Di]-+vDij 5.13

where

Axij = Xs, lvi-Ac9_5(al) + :,[¢;i.,l.i‘]5l_‘!(ai) '[X.s, + l,'°.°5(a2) + £[__‘§2,|.”SlI|(l¥.2)}k=2 k=2

Al/U = Y5] — lisin(a,) + Z[c,klf]cos(a,) -{Y52 f ll-sin(a2) + Z[c2kl:‘]cos(a2)}|:=2 . A - k=2

It is important to note, that, in the case of any observed direction the measurement

should be first reduced to an azimuth (beafingf and then be corrected for grid

convergence before the observation equation is formed.

Float and tailbuoi/_ geodetic position

For any floating body towed by the vessel, except for the tailbuoys. geodetic position

observation equations can be fonned (Figure 5.2) as follows

¢v +—-L :¢l'+vIf
5.14

X
iv +__fj_

vcos( ¢v)
= /1‘.+v/‘t

where

X,, Y, are the unknown Cartesian coordinates of the float

¢V, A, are the unknown ellipsoidal coordinates of the vessel

¢,. 1-, are the ob.s¢rv.e,d_ geodcfi°.:¢.99tdinateS ofthe float;

v‘I , v1' are the measurement residuals
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Note that these equations make the (entirely reasonable) assumption that the radius of

curvature in the plane of the meridian p, and the prime vertical v, throughout the

spread are equal to those for the reference navigation point.

Tailbuoy position observation equations differ slightly from the equations given above

because, as explained in Section 5.3.1, tailbuoy coordinates are not parameters of the

system, i.e. they are not in the state vector. A streamer's parameters are therefore

required in order to obtain its tailbuoy position. Substituting Equation 5.11 into

Equation 5.14 leads to

Y;—l sin(a)+‘:[ckl"] cos(a)
¢v+ ’-' ¢u, "'V¢.

pa 5. 15
X, +l cos(a)+Z[ck|"] sin(a)

AJ~'_*_~ = .. 2 ':'.’k=2a. '.: v . . -= 2"“, +VA.
-~ .v cos(¢.).

where

¢m , /1“, are the tailbuoy measured geodetic coordinates

v 5. , v1° are the measurement residuals

Comgass bearing;

To form a compass bearing equation it is necessary to consider the geometry of the

configuration as shown in Figure 5.3. The observation equation fora compass of offset

l , measured from the streamer reference point, is then formed as follows

dv It-1 _a [tan [d'J+2]—Bc0mp +vBmP 5.16

where

a is the instantaneous orientation ofthe streamer coordinate system u,v

Bmp is the observed compass bearing

v,,‘__ is the measurement residual
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The foregoing observation equations are given in their original, and mostly non-linear,

fonn. To determine the design matrix (matrix A in Equation 3.3) it is necessary to

linearise these equations by applying the Taylor series expansion as far as first

differentials. Because of the large number of unknown parameters contributing to the

system and the complicated nature of some of the equations, many of these differentials

are better obtained numerically, and where relevant this has been done in this

implementation. In Appendix C a graphical layout of the design matrix A is provided.

5.3.4 Kalman Filter Transition Equations

In Kalman filtering it is a basic assumption that the secondary model is able to describe

perfectly the system dynamics in the mean sense, i.e. such that model errors are limited

to white noise sequences vi and yi for the measurement and dynamic models

respectively. Here a simple Taylor's expansion of the state vector elements (polynomial

dynamic model discussed in Section 3.2.2.1) is used for this purpose

x= x0 + xot + ,'/giiotz + 5.20

As has already been explained thetstable nature of seismic exploration surveys (calm

seas and straight line tracks) has led to the state vector only including zero and first

order terms (no acceleration or higher order terms). Consequently, and using Equation

5.20, the dynamics of a seismic vessel and any other floating body (source, streamer

reference point, etc.) is described. for a short period of time, by the following equations

X, = X_, + )'(i_,dt+%axdt’

Y, = Yi_, +Y,_,dt + %aYdt’ 5 21
X, = X.,_, +axdt '

Y, = Y,_, +aYdt

where ax and a,,, the average acceleration components for the time interval dt, are

treated as white noise (1-loutenbos, I982).
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The remaining elements of the state vector, i.e. the crab angle c , the orientation of each

streamer coordinate system a and the polynomial coefficients can be modelled in a

simpler way because they are not expected to vary significantly with time. Therefore

these states are modelled as a linear function of"time according to the equation

di = di_, + di_,d‘t 5.22

where

d is the state vector element
d is the rate of change of d
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5.4 STOCHASTIC MODELS

As stated in Chapter Three the implementation of the Kalman filter requires the

specification of two stochastic models. The measurement noise stochastic model that

reflects how good the observations are, and the driving noise stochastic model which

describes the differences between the dynamic system and reality. In this study the

standard Kalman filter algorithms are implemented, and therefore, these two models are

assumed to be totally uncorrelated - see also Section 3.3.1. -

The stochastic model of the observations is described by their covariance matrix C..

The various observation types that the system has been designed to cope with are given

in Section 5.3.2. In practice these are assumed to be uncorrelated and independent of

one another, and therefore, the covariance matrix C. is taken to be diagonal with its

elements representing the variances of the observations. However, the Kalman filter

algorithms can, in principle, deal with fiill matrices for the case when correlation among

the measurements exists. The observation variances are a function of the random errors

of the observations. Minimum values of the inherent accuracy of the sensor units are

provided by the manufacturer specifications. Nevertheless, the final accuracy of an

observation depends on other factors as well. For instance, the a priori standard

deviation of an acoustically measured distance depends on the precision of the acoustic

signal velocity propagation. Observational variances can be considered to be fixed for

an entire line or dynamically estimated. The design of the model, by itself, can cope in

both circumstances. Further details on the implementation of these alternatives are

given in Chapters Six and Ten.

The stochastic model of the dynamic model is in the form of the covariance matrix of

the dynamic model C, given by

C, = TCBTT 5.23

where C, is the covariance matrix of the driving noise g. The matrix '1‘ models the effect

of the noise on the state vector. Its elements consist of the components of the Taylor's
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series detailed in Section 5.3.4. In this application the noise is assumed to be

uncorrelated and white, and therefore has a random distribution. More specifically, the

ofi‘-diagonal elements of matrix C8 are assumed to be zero whereas the diagonal

elements are given in Table 5.2.

standard deviations of the driving -‘noise

T

Table 5.2: Driving noise uncertainties for the three basic elements of a marine seismic
network

  
  
 

{mentioned before, it assumed are; carried out cairn seas

ivvlliileitihe sails in almost straight Tlieieioie, under circumstances, it is

not; very to assign standard deviation valuies for the vesseldflloat nodes and

streamer reference points a¢c”e'ierat‘i‘¢h. It is not, ‘however easy to adopt Values

for the uncertainties of the rate of change of the streamer direction angle lot; and the

streamer model coefficients cg.

it is important to note that the idle of the stochastic models takes a big share in the

computation of the ‘filter. estimates and the quality of the final results. The rather

complicated structure of the proposed algorithm and the" large of observations

involved in the system make this point extremely important, and therefore, particular

attention has been paid to this point. The effect ofthe stochastic models on the results

of the filter computations and their quality are explicitly discussed in Chapters Eight and

Nine.
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Chapter Five: An Integrated Kalman Ft"/terAIgori!hmfor Positioning
3D Marine Seismic Networks

5.5 SEISMIC SOURCES AND IIYDROPIIONES POSITIONING AND

QUALITY MEASURES

5.5.1 Positioning the Seismic Sources and Hydrophones

It has been stated in Section 5.1 that the significant innovation of the proposed method

iscentred upon «its to piovide the position of any point of i'n:'e'i¢sil.i’hrdiighdm the

spread, (essentially the positions of the gun nodes and hydrophone groups) along?‘ with

its. associated quality measures in a straightforward manner, i.e. there is no need for any

additional interpolations as in most other methods:

Th_e implementation of the unified Kalman filter algorithm solves at every epoch for the

state vector elements )'c(+). their covariance matrix C,-‘(+). The position :,el_ernents

of the centre of the energy sources relative to the vessel are themselves states of the

system, and therefore this information is o__btained directly with no need for any {further

computations.

Each hydrophone group is deployed at the network at a known offset, I, from the head

of the streamer, or the._tow point, or some other point. Hence, in ord_er__ to locate a

I hydro.phon__e, i, respect to_t_he local topographic system originating at the vessel's

the following equations are used

Xi = X‘, +li '¢os"(a) +':[c,;'i:‘]siii(a)
":7 5.24

Yi = Y, — Ii sin(a)+Z[ckl!‘]cos(a)
k=I2

where both the state vector elements and the receiver’s ofiset are known.

Having computed the positions of the seismic sources and hydrophone groups with

respect to the vessel, the position of the vessel is used to transform these in a global
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reference system by applying a direct geodetic fonnulation. Finally, in most cases, these

positions are then expressed in other coordinate frames to simplify the binning

processes.

5.5.2 Measures of Precision

Since the positions of the seismic sources are states of the system their uncertainty

values form a direct by-product of the Kalman filter process and are held in the filtered

covariance matrix of the state vector. In fact, this -information is associated with the

standard deviations of probability of one sigma given in two directions, namely

northings and castings.

To compute the same estimates for the hydrophone group positions the formulae that

relate the receiver positions to the. state vector elements are used. viz. Equations 5.24.

Hence, the covariance matrix of the receiver positions is computed by applying the

Gauss’ propagation oferror law on these equations recursively for each receiver. In this

computation only part of the infonnation held in _C_,-¢(+)_. is used, ie. the subgmatrix

which refers to the states that contribute in positioning hydrophone groups.

This information is then used to express nodal uncertainty in other ways such. as dnns,

CEP and error ellipses. The appropriate formulae may be found in Chapter Four.

5.5.3 Measures of Reliability

Measures of reliability are computed only for individual biases (gross errors) in the

observations. Therefore all observations are tested. in turn, for biases at every single

epoch and measures of internal and external reliability are produced. The testing

procedure involves an examination of the predicted residual of each observation for

every shotpoint. In fact the relative size of the predicted residual is compared to the a

priori observational error at a level of probability of usually three sigma. This check is

simply to identify (and probably reject) outlying observations. Suggestions for rigorous

statistical testing are given in Chapter Ten.
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Internal reliability computations rely on Equation 4.18, which is reproduced here

v. — -—9;—— 5.25
' _ t/C:.'[iI:']

This operation involves an inversion of a matrix whose size is equal to the number of

observations ‘at every epoch, and therefore, in order to reduce processing time and the

computations complexity the simplified fonnula given by Equation 4.19 was initially

implemented. However, analysis proved that this fomtula cannot be used because this

expression leads to relatively big values for the marginally detectable errors in many

observations - especially for those observations made at the rear ‘end ofthe spreiad. It is

very likely that the polynomial streamer model assumption produces, somehow,

correlation among the-‘predicted residuals of the observations, and hence, the off-

diagonal elements of matri'x"Cv'(—) cannot be“-ignored.

External reliability in positioning marine seismic networks is computed in several

seqiiential steps in a rather more complicated manner. In the first place the impact on

the state vector parameters due to observational errors of the size of MDE’s (computed

at the previous stage of internal reliability) is estimated, in turn, for all observations

using ‘Equation 4.2!, which is rewritten here

Aft- : K-e-.V~. 5.26

Since the hydrophone positions do _not fonn states in the system the effect on the

receiver positions (horizontal shift) is computed for each vector Aft using Equation

4.23 which reads

Ag“ = 1- A2. 5.27

where J is Jacobean matrix of the Equation System 5.24. This computation is done as

many times as there are the observations. Therefore if m observations are used to
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measure the network at epoch i, with r receivers involved in the spread, m Ag vectors

are computed the size of which are 2r - horizontal shift in two directions, i.e. northings

and castings.

Maximum external reliability at an epoch is defined as the maximum horizontal shift

(resultant horizontal displacement) computed at any node in the network for all

observations. Nevertheless, in practice, maximum external reliability (maximum

horizontal shift ) is specified in terms of I-IMP rather than nodal shifi (source and

receiver). Nowadays_the decision whether or not survey quality specifications are being

met is on of eicternal reliability assessed at the
end of each line. Interested: readers are recommended to: Zinn and Rapatz,
(1995) and __.Zin_n_and_. I-Iumbert (1994) for a: detailed discussion and implementation of
reliability towed streamer surveys.
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CHAPTER Srx

SOFTWARE IMPLEMENTATION

6.1 mTkbDUC'fi0N

"l‘h:e proposed model described Chapter ive is not a technically complete solution as
it needs a certain: amount ofitezsting using data. The reason is twofold. Firstly in

order to in the

to iésitiie feasibility air; associaied algorithms in tennis; Jr coniiergence, solubility and

computational efiiciency. Obviously, to achieve the of a

- series of computer software routines that can, ideally, be grouped together to analyse

and process a complete set of raw positioning seismic data is essential.

The algorithm has been implemented in a piece of software known as NewCastLe

NE'l‘work (NCL__NET) program. Because of the broad acceptance in these times of the

C programming environment as a common industry standard, the sofiware has been

designed and written in the C programming language to run under the UNIX operating

system. All source code was compiled using the C-89 compiler, always adhering to the

ANSI C standard, in a standard Hewlett-Packard 9000/7l0 machine with processing

speed 12 megaflops at 24-Mbytes RAM.

The suite of software comprises many subroutines that have been written to implement

the various steps ofthe processes described in Chapter Five. This chapter is intended to

provide a description of the internal architecture of the software and to detail the

program various features and capacities as well as the restrictions and limitations

associated with it.
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Chrxptcr Sir.’ Soflwnrc lmplcmenlution

6.2 SYSTEM CONFIGURATION

The NCL_NET program has been designed to provide real-time positioning of tho

cnergy sources and ltydrophoncs, along with their associated quality measures. iswoived

in marine seisrnic surveys. The general communication layout of the p_r'ogram is

iiiustratcd ‘in 17_ig,ure 6.1. As detailed in Chapter One, the computational flow lino

involves a field navigation system that provides the positioning algorithm with the raw

measurement data" and header infonnation. The processed data, .i.c_. positions and their

quality mcasures. are':thcn' pasitco into an on-board processing system forreal-time

binning.

NAVIGATION}-.
' SYSTEM _ 

i-iigure 6. I : NCL__NET system comrrmnicatilons

Ti_te_ P2291 format. discussed in One. bccn gcnerally accepted by
tho ofishore exploration industry as the-su.ndar'dl.fom1a: for the exchange of raw _mn:in'e
fiositioning data-. Howcvor, many scisroic contractors still use {at least in certain stages ‘

of the process) their own'in~housc.forinars to spco:'1"3r_an:t .1'e_cord all otttput ‘rials! fi'om

the .fl_1casu_remertt systcms. The I__~ICL___'_NET program acquires its measurement data in

_ A_s'c1'_I form ‘generated by the_ TEV? rriitsi-"But veam quality control and onaly'sis_ of.
I oositioning_data so-£tv';arc.'pccketg.¢ .c-ievelopeiii-by QC Tools, Inc. A set of subrootiines

I who writton to the raw‘. nositioning and lfced the-=NCL_.NE‘T positiotfing
_.-zt'l'g"ori':hm.' iSiniiI2iriy;" .'i:irtotl_:_t=.1f .sot:."ot’- siibfotttineo written to --store the. ‘output-

.' irifonnation. namoly vofiscl. tioat, receiver -imd-taiibnoy positions and their ouality '
' rneasures. These "are also in A__S(__III forfnnat Wlfich citn be "used as'input' infonnationufter

. they have converted" in an oppropriate format) for use by an on-‘board or ofiice binning-H
S)rs_t.e}n.

‘ ' ' ' _ ' .- - - I28 - .

fig: EIl1:if2o14-01478) ' - IPRZOIMW7
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Chapter Six: Software Implementation

6.3 THE NCL_NET PROGRAM STRUCTURE

6.3.1 Overview

At an early stage of this project it was agreed that a principal requirement of the

NCL_NET program should be a well designed, powerful and flexible experimental piece

of sofiware rather than an operat_io_nal sofiware package. The reason is twofold.

Firstly, as mentioned, earlier, the primary objiective of this study is_simply to test the

suggested method for positioning a modern seismic network offshore. However, due to

the extremely complicated structure of a completely general marine seismic spread

(number of ;fl9a_ts, streamers, devices, .etc.;) the development of a fully operational

sofiware becomes rather a pure computing problerri,:..‘which is =out.o_f_t_he_ .scope of this

study. Moreover, for the same reasons, a completeiiiuiser stage of the
implementation) is not a major requirement.

Therefore, ‘the sofiware at this stage has been designed basically as a research and

tool flexible enough to cope cert'ain moidiiiicatiiohs in the source
 ;.l;s; is: be alile___.to  'i,iia1ietné;iiye Iiy;$i»i'Iii:‘é2iési‘ieg.iiiiiiiiig:iihé data

and.tlié mnétiéeal and +°4t9i¢haiSiiic m}°fiéls-  

Nevertheless, it should be stressed that the suggested algorithlmfldescribed in Chapter
_,I?ivei a.';;cq_rnplctely?general one; filble to ldesuciribe georiiet.rv any likely practical
set-_up., _.Also', the t_rials,_.,perfonne,d:iusi'ngV A_NCL_NiE'I_‘g program cover A-possible

A-V.-_.c9mbinations ;of_.-the _majo_r available ohservanonitypes; multi-

st_r,ear_ner_ Qp¢r2}ti9n§,_.§nd therefore, the testing of the model and the conclusions made
from the analysis canvbe treated as general.

A general, introductory design specification of the I/O functions for positioning 3D

seismic surveys software, that may help as a starting point in the development of a

multi-purpose commercial software package, is provided in Appendix D.
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C.'hapIer Six: Software lrnplemenraiion

6.3.2 Main Computational Sections

The complete software development is subdivided into six basic areas. A schematic

representation of these areas is illustrated in..Figure 6.2. In summary, these can be

described as follows

- Comm! - This part of the software is split into several subareas that are intended to

provide the systero with all the requisite information necessary to define the

- surveyfnavigation configufatioo, geometry tietwork configuration, nominal offset

values. and o pria.-_i quality} measures- I I

.-I Stare - Approxinmate v'a'1_oes:i‘or the state-vector "elements are required to initiate the

I system. . At the end of every cycle of eomputstions these values are updated and
used ":15 input infottttulioti to the mathematical processes for-Lthue-next time event

' c'omputa'ti_ons.

  
  

- IQIATI-I't£MA'i‘ICfii[;. I ' ' I
-COMPUTATIONS

_1=igu're 5.2; 1~'1cL_NBT ptogram main-computatiottal sections '

' ' - o _()b;sérvarior:s - At every time "event-, usually shotpoint, _a'vector containing ‘all

evlaillalbie raw positioning data is formed. This ini‘orm'ation'is then passed tothe
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Chapter Six: Soflware Implementation

mathematical computations subroutines to update the network positions and their

quality.

0 Mathematical computations - This is the ‘core’ of the software where the actual

positioning algorithm is implemented. It consists of the processes needed to tom

the design matrix, the ‘computed-observed’ vector (functional model) and the

transition matrix (dynamic model). These are then used to implement the filtering

algorithms in order to solve for the state vector and its uncertainty mattix.

o Positioning - At this stage of the c_on1putation,s the filter solution is used to generate

and store the positions of the points of interest. These include _the vessel, float

nodes (energy sources and auxiliary stations), hydrophone groups and the tailbuoys.

0 Quality measures - This is the last step of the sequence of computations, executed

at every timesevent. Precision and reliability measures are computed to describe the

quality of-the estimation results for each node deployed in the spread and at the

network level.

6.3.3 Working Principle and Mathematical Processes of NCL_NET

It is a fimdamental requirement that NLC__NET, as a research and development tool, to

be as far as possible"well-stmctured, un_derstandable'-“and simple. The main steps of its

computational flow lineare summarized in Figure 6.3 and are explained as follows.

The system is initiated by creating a directory where all estimation results are stored.

Also. at this stagein"measurements and opens and

names the output files. Thereafter, the system réijuires the file names of the vessel

navigation datarand the network p’o'sitio‘ning data; An initialization ‘tile is used to assign

approximate values for;..the state vector elements and their uncertainties in order to start

the Kalman filter.

PGS Exhibit 1120, pg. 151 IpR2014.01477

PGS v. westemceco <IPR2014-01478) Ex. I-'es’lo'76 - Supplement to Ex. pas 1041



Clmprcr Six.’ .S‘o_/Marc’ lmplementariora

 
Read C_on11g_urnlion

()h.-acnrulions ‘

‘_ Compute .. H.
Pruvisionalstntc "

Figure 6.3.: Compmatiohal flowchart afNCL;NE-..'I' _so__fiwhre
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After initialization, NCL_NET reads the raw observation values which are available for

the first time event. Using the provisional state vector and the observations both

prediction and filtering processes are then implemented. At the prediction phase the

state vector and its covariance matrix are transmitted to the next time event based on

the dynamic model, while at the filtering stage ‘ the predicted state vector and its

covariance matrix are updated using the observations. In fact. for each observation in

turn, its ‘computed - observed’ or innovation value is calculated, tested for biases, and

the design matrix row corresponding to this observation is formed. The next step is to

compute the Bayes (or_ Kalman) filter gain matrix. It is possible that prior to the

computation ofthe filtered state vector it is necessary to compute and correct iteratively

the provisional states depending on the amount of non-linearity of the model which

basically "depends on the adopted streamer model filnction - e.g. polynomial, harmonics

and the polynomial order.

Finally, the filter solution is used to compute the positions of all points of interest in the

spread and their associated quality measure's,~ precision and reliability. The results are

formatted and saved in the output files created at the beginning of the process. If there

are more observations available the complete loop is repeated or else the process is

terminated.

Obviously the processing speed is dependent on the number of states, the number of

observations that contribute to the system; the number of internal iterations and the

capacity of the hardware used. In order that the algorithm to bejefficient enough. it is

real-time operations that the processing time is kept less than one shot

interval. Analysis of two sets of data (seeiApp.endix E),=using the hardware equipment

discussed in Section 6.1, showed that this goal can be achieved.
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6.4 FUNCTIONAL OVERVIEW

The NCL_NET program consists of a number of fiinctional groups of subroutines that

may be classified in groups according to their operation. The main features of each

group are discussed in the following paragraphs.

6.4.! Main "Function

The main function is the master firnctiorrwhich aims at coordinating all groups of

fiinetions, i.e. it has overall control of the sofiware operations; with the basic tasks to

perform being

1. Call the initialization files in order to assign provisional values for the system states

and their uncertainties.

2.- Assign values for the a prion‘ standard deviations of the observations and the driving

: noise.

3. Open all input and output files that NCL-_NET requires in order to operate.

4. Read the survey and geometry configuration information held in the header files.

Also. at every cycle sof-computations (time event) the main function has been set to call

the submaster fimctions to perform the various model computational operations

described in Section 6.4.3.

6.4.2 Input/Output Functions

A. set of subroutines was written to perform all necessary reading and writing

operations. In particular, for each observation type one function, or a set of fimctions,

was developed in order to

I. Read the raw measurement values.

2. Allocate them in dynamically defined arrays.
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3. Assign a number of flags necessary to describe certain attributes related to each

measurement such as serial number, observation type, connecting nodes, nominal

offsets, etc.;

The program has been designed to accept raw data for four basic observation types.

These are laser and acoustically derived slant ranges, compass azimuths, vessel and

tailbuoy geodetic positions and vessel gyro. Particular attention was paid to the basic

structure in order that the system can easily incorporate new observation types.

Similarly, the sofiwareis flexible enough to produce a solution simultaneously involving

all observations or;-A.-for analysis--and testing purposes, just some of them. However, it

should be noted that these fimctions were built specifically to read the sets of data

provided to test the model, and therefore they need to be modified in order to accept

data from other standard input formats.

The computation results consist of those containing the state vector solution and those

containing the positions of the nodes involved in a seismic network and their quality

measures. These resultstare classified in eleven types of files, each file containing the

following information

o ‘I_==nav -' Filtered values of the vessel geodeticiiposition and the vessel crab

angle.

0 l_.s‘up - Filtered solution for the streamer unknown parameters namely, positions of

their reference points, orientation angle and streamer model coefficients.

0 I__/pv - Filtered values of the positions and velocities of the centre of the floats

involved in the network.

o l_hp - Filtered positions of all hydrophone groups (or a sample of them) deployed in

the network. *

o l_tb - Filtered positions of the tailbuoy nodes.

o I_mp - Measures of precision for all float and tailbuoy points and for a sample of

receivers for each streamer. The precision of these nodes is expressed in drms,

50%CEP and 95% error ellipses.
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0 I_ir — Marginally detectable errors for each observation. Disabled and rejected

observations are denoted by -1, and -2 to be easily identified from ‘healthy’

observations.

0 l__er - Horizontal shift for every float in the network and for a sample of receivers

per streamer for every processed observation.

0 l_mhs - Maximum horizontal shift at any node in the network derived for all

observations - this is a single value computed at every event time and is used to

describe the whole network.

0 - Observational predicted residual values (‘computed - observed’ values) for all

processed observations.

0 I_sie - This is 5 flag file used to identify which observations are used, are disabled

and rejected. These are denoted by 1, -l and -2 respectively.

The above information is obtained for every time event; All nodal positions refer to the

local topographic coordinate system originating at the vessel NRP or, in order to aid

interpretation, are rotated to the mean along~track and cross-track directions and

expressed in meters. Only the position of the vessel is given in degrees. All node

velocities are produced in meters per second.

6.4i3 Model Coinputational Fuiictiiens

This group of fianctions split into the following five "areas

Functional Model - At this stage of the process" the innovation vector and the design

matrix for the current event time are formed. For each observation in turn. one of the

so-called observation equation routines is run, depending on the observation type and

the observation attributes. in order to compute its innovation value and the design

matrix elements (see Appendix C) with respect to this observation.

Dynamic Model — The Kalman filter transition equations and the covariance matrix of

the driving noise are implemented to fomi the transition matrix M, and the covariance

matrix of the dynamic model Cy. Both M and C, matrices are only functions of time t.
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Therefore, this computation is repeated at every epoch since the time interval between

observations (usually the shot interval) is not fixed.

Filtering Computations — The functions involved in this area are meant to implement the

Kalman filter computations as they are detailed in Chapter Three. The overall control of

all filtering operations is canied out in one master function that coordinates the several

steps involvedin the process and transmits the input and output infonnation to the main

fimction. The input information necessary for the filtering processes consists of the

design matrix, the innovation vector, the transition matrix and the stochastic models for

the current time event, and the filter solution derived from the previous time event. The

filtered state vector and its covariance matrix form the output results.

Positioning - This part is intended to compute the hydrophone and tailbuoy positions

using their otfset nominal values. The position of the vessel NRP and the float nodes is

a direct output of the filter computation since they are states in the system.

Quality Meosures - Three subroutines are involved in this final stage of the

computations. In the first one the covariance matrix of the filtered state vector used to

produce measures of precision for the float points and the receiver groups. In the
second one the full covariance matrix of the predicted residuals i_s used to compute

measures of internal reliability (MDE) which are transmitted to the third function to

produce external reliability measures (horizontal shifi).

6.4.4 General Functions and Header Files

The group of this type of functions consists of functional subgroups of routines; math

library, dynamic memory allocation and check or trial subroutines.

1. The math library contains all necessary functions that required to perfonn the

mathematical operations. mainly matrix algebra operations and coordinate system

transformations.
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2. Memory allocation functions are used to dynamically allocate matrices and vectors

of different types.

3. Check or trials routines are fimctions especially built to perform specific tests used

in order to assess the correctness of the estimation results. The tests that were

perfonned are discussed in Section 7.5.

Finally, theffollowing types of infonnation which is common to all ‘-fimctions is held in

header files

1. General definitions and survey datum and projection -parameters.

2. External variables definitions, structure declarations and function prototypes.

3. Configuration observations. These include

o the‘ 'n'ominal1coor‘dinate“s of-'='-all navigation sensors fixed on the vessel; the floats,

the streamers and theitailbuoys with respect to the vessel and float coordinate

systemsiiand the streamerzreference points respectively; ‘

o the nominal coordinates of the energy sources with respect to the centre of the

.-floats and the hydrophone offsets from the streamer reference -points.
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6.5 PERFORMANCE IMPROVEMENT AND ASSOCIATED PROBLEMS

Approximate states - Approximate values for the state vector elements and their

uncertainties are supplied to the system using an initialization file. These values are

based on simple hand computations that express -the geometry configuration at the

starting time. The accuracy of the initial coordinates is sufficient if it is within a few

metre. Thetstaiting values for the vessel crab =angle,==th'e polynomial coefiicients ‘and the

velocities of the float nodes and the streamer reference points are taken to. be equal to

zero. Analysis showedithat -under these circumstances it takes only--several epochs the

for filter to —-settle.-= = i

Design matrix preparation - As detailed in Chapter Fivethe measurement model of the

proposedealgorithm is-a non~linear one. 2 Moreover, due‘ to the complicated nature of

most of the observation-equations, an analytical‘-approach :-to their differentiation seemed

not to be the best solution to --the problem. Therefore .-the -design matrix is computed

numerically :as shown in Appendix C. Implementation of the method using real data has

led to the following conclusions

1. The size of the small amount, 6 x, needed to apply the method is very important to

the correct estimation of the design matrix elements and consequently to the final

estimation results. More specifically, because the method is an approximate one, if

large values are selected the design matrix elements would be significantly incorrect,

while choices of very small values may cause numerical problems in the

computational procedure. Therefore. the size of values 6' x for a given level of

precision for the design matrix elements, (though this is not always easy to evaluate,

especially for the streamer model coeflicients) is computed iteratively testing a set of

5 x values until the difference in the size of the design matrix elements is less than

the required accuracy.

2. Although it is the absolute size of 5 x that is critical to the fidelity of the design

matrix A. the relative size of 6 x (i.e. the relative size of 5 x between different

states) affects also part of the estimation results. In particular it seems that

measures of reliability are influenced while the final coordinates and their

uncertainties seem not to change. For instance, the relative sizes of the small
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amounts d(;') and di required to differentiate the vessel gyro observation equation

have an impact on the size of the MDE of the gyro observations. From the analysis

so far it is evident that very small errors in the design matrix A are propagated to the

covariance matrix of the predicted residuals CV(—) (Equation 4.2). In fact the

problem becomes visible in the MDE values since their computation requires this

matrix to be inverted (Equation 4.17). However, much more research still needed in

this area. i

3. A third point to consider, associated with the design matrix pre;$‘:imu"i'¢n.' the

structure of the design matrix itself‘. This concerns possible numerical problems that

may be caused due to the relative sizes of the element values. In other words it is

possible the mathematical operations between columns of very large elements (those

computed with respect to the polynomial coefficients) may cause numerical

problems; Somesort of scaling of tlie "design matfixhfiiuld be a lirst ideaitu ‘préverit

any ‘nunierical problemsiithat ii1a'y‘a’risé"'fol a‘ra:h¢r”“¢omp1i-vcatea*0: uncommon

geornetryi'config'tiratio'n.

State". ‘vécior iterative coriipulatibh - Because of the‘ non"-‘linear nature of the

measurement model the" filtered state vector is computed iteratively. Tom.-‘rye ‘this

purpose a'=r’¢uti;aa ia‘¢ra'er'i td“'im’;51‘¢xaeat the agoatm ’giivéti‘by ‘Equation

3.27. 1 subiauiihésweié written ‘is recbmpiite‘. t'hei:iiiéisiign"“ri1atrix 'A}"”i'he' gain

inatiix and they "o'b'serve'd -' computed’ vector b. The process is Edesiigned to terminate

afier the provisional states have been computed ‘for a certain (fixed): number of iterations

or, after the dilferences in (some of) the state vector estimates between two successively

loops of computations are insignificant.

However. analysis using real data proved that no significant differences occur in the

state vector solution (and therefore in the final source and receiver positions) if this is

computed iteratively. Also, analysis proved that it is more likely that iterations are

required only when a polynomial streamer model of a high order is used. Alternatively,

if no iterations are implemented, the filtered state vector is computed using Equation

3.28 which is the case of an extended Bayes (Kalman) filter.
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Streamer modelfinalization - The overall analysis and preliminary tests of the individual

compass measurements discussed in Chapter Two were carried out using a polynomial

function of the form

and the coordinates of any point on the streamer (see Section 2.3.1) were computed

using ¢qu.ati.°"S

u=l
6.2

ll In-HY =. Oil :'*°2 +---+c._....+.r

whzere .the__ zero: order, coefficient is eliminated after integration. e Similarly, in the

integrated algorithm a polynomial firnctioni of the form shown in liquation 6.2 was

initially implemented. However, analysis of this type of fi1nct_i£on_ __reve_aled that the

streamer’s baseline orientation is significantly affected by a constant rotation factor

faking theifinal coo_rdin_ates, and therefore the first order eoef_fici__e_r_rt c1,is found to be

redundantjn the state vector, _In, fact this result not entirely surprising since the first

.__oer:de_r, coefiicient eicpresses the firstgderiyative ..0f the streamer, namely the direction of

the tangent ofthe strearner which _is con_si_dered to be state in the _systern that takes the

forth of the direction, anglea. Therefore it has bcxn decided to eliminate also

coefiicient c; resulting in an equation of the form

v = c,l2+...+cn+,l"+' 6.3

Similarly, in the case of the harmonics streamer‘ model. an attempt was made to select a

fimction that does not cause redundancy in the state vector (see also Section 8.2.1.2).
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CHAPTER SEVEN

TESTING THE ALGORITHM FOR CORRECTNESS

AND COMPUTATIONAL EFFICIENCY

7.1 INTRODUCTION

In Chapter Five an integrated Kalman filter algorithm for positioning 3D seismic

networks offshore was discussed in detail. In particular, the first part of the chapter

concentrated on the design of the functional and the stochastic models necessary for the

implementation of such an approach. In Chapter Six, the basic characteristics and

options ofthe software development that was written to perform the computations were

described.

This chapter deals with the implementation of the software using real offshore data.

The overall aim is to assess the algorithm and performance of the sofiware in terms of

correctness and computational efliciency. In other words the main objective of this

chapter is to test and to assure that the observation and the dynamic models are correct,

and that they are correctly implemented. However, no attempt is made to examine the

effect of the functional and stochastic models on the filter solution, i.e. use of a ditferent

streamer model and tuning of the filter. These questions are discussed in detail in

Chapter Eight.

Three different methods of assessment have been adopted in order to analyse the results

that have been derived from the processing of the data sets described in Appendix B.

These are

0 Analysis of the state vector elements and receiver positions.

0 Assessment of the predicted residuals ofthe observations.
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Computational Ejflciency

- Independent checks.

In order to aid interpretation, the analyses of the results of both data sets are examined

jointly for each method of assessment. Also, for the same reason, all coordinate values

in eastings and northings, that were computed with respect to the vessel local

topographic coordinate system, were rotated into their along-track and cross-track

components. For the first data set (survey in Gabon, 1992) a rotation angle of 58.2

degrees was accepted while for the second one (survey in Irish Sea, 1993) 272.5

degrees - both based on the vessel gyro observations. The determination of

approximate state values, necessary to initiate the filter, were computed using the

nominal ofi‘set and separation values of the various devices deployed in the spread. The

initial‘ orientation of the network was based on the vessel gyro value given for the

starting time of the line.

Before the results of the aforementioned analyses are discussed, it is necessary to make

some remarks on the fiinctional and stochastic model parameters adopted for this part of

the analysis. These are given in the following section.
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7.2 FUNCTIONAL AND STOCHASTIC MODELS

Both data sets were processed using a fifih order polynomial streamer model. This

choice was based on the conclusions that are related to the preliminary compass fitting

tests, demonstrated in Chapter Two. Nevertheless, the implementation of a streamer

model of a different polynomial order is discussed in Chapter Eight.

Tables 7.1 and 7.2 summarize the standard deviations used to develop the stochastic

models that were adopted for these tests, for the first and second data sets. It should be

noted that, the observation uncertainty values accepted for these tests are based on the

device specifications and on contractors recommendations, as well as on previous

experience (Houston, 1987; Naylor, 1990; van Zeelst, 1991; Zinn and Rapatz, 1995).

Since seismic surveys are usually carried out in calm seas, quite small values have been

set for the standard deviations of the vessel, float and streamer reference point

accelerations. Moreover, all measurements were assumed to be uncorrelated. Similarly,

the correlation between northings and castings accelerations has been assumed to be

zero (Houtenbos, 1989).

standard deviations of the observations

—flE

L
2.0 m

07 dc
3.0 m

Table 7.]: Stochastic model of the observations, data I - Gabon 1992, and data [I - Irish
Sea 1993

  

  
  
     

As a seismic network is a system that is well behaved with time, the choice of standard

deviation values for the vessel and other node accelerations is not a very hard task 0'1

the contrary, the choice of standard deviations that can be used for the streamer
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orientation angle and especially for the polynomial coefiicients driving noise is not such

a straight forward process - it is not easy to interpret their real physical effect. Here, it is

simply mentioned that for the second set of data, a set of one order lower standard

deviation values was adopted for the polynomial coeflicient states than the values

accepted for the first data set. Given that, in the second survey most of the rear end

compasses seem to be quite noisy (possibly due to sea state) and that acoustic data are

only available at every other shotpoint, the lower system noise allows the filter the

flexibility to react to any abrupt changes ofthe observations.

_ standard dev'iations‘ofthe drivin -‘noise

o.o1mzsec2
o.o4ae sec o.o1acm

float and streamer reference oint accelerations 0.01 m/sec2 0.01 ml

_ streamer base line's orientation rate 0.01de; sec 0.0] deg sec

0.5 15-7 m/m2/sec

0.5 E-10 m/rn’3/sec

. 13 m/m4/sec

0.5 E-16 m/m5/sec

0.5 E-'8 m/mzlsec

0.5 B-1 1 m/m3/sec

0.5 13-14 m/m4/sec

0.5 13-17 m/m5/sec

0.01 m/sec2

streamer polynomial

K
1

Ecoeffiicients E Co
Table 7.2: Stochastic model of the dynamic model, data I - Gabon 1992, and data II -
Irish Sea 1993

PGS Exhibit 1120, pg. 165 _ 145 _ [pR2014.()1477
PGS V- WesternGeco (IPR2014-01478) Ex. PGS 1076 - Supplement to Ex. PGS 1041



Chapter Seven: Testing the Algorithm and Software for Correctness and

Computational Efliciency

7.3 LOCATING THE SEISMIC SPREAD ELEMENTS

As detailed in Section 5.3.1 the optimal estimates of the minimum number of individual

parameters necessary to locate any point ofinterest the spread in real time; are held in

the state vector. The filtered state, and its covariance matrix, that is effectively the

weighted mean of the predicted state and the state that best fits the measurements at

that epoch, is a direct product of the filter computations. Detailed analysis of its

element values provides a first idea as to whether both functional and stochastic models

are correct and the filter is properly tuned. Also, these estimates can be used as a means

of quickly identifying areas of problems or require particular
 dllowing sections. the results derived for the state vector solution are

classified and discussed in groups as formulated in Section 5.3.1.

7.3.l Vessel Positioning and Beading

It has already been stated in Section 5.3.1 that the vessel’s geodetic position and

velocity are themselves unknowns of the system. ‘However, '?i‘ri 5-this section only the

filtered time series plots of the vessel velocity are being examined. This is because

measures of velocity are expected to be much more sensitive to any model

misspecifications than measures of position. Figure 7.1 shows the time series in

nonhings and castings of the vessel velocity in metre per second for the first and second

sets of data.

From these plots it can be clearly seen that the velocity values are almost randomly

distributed around a mean value with no substantial peaks occurring in at any

component in either data sets. More specifically, it should be noted that, during the

time interval between shotpoints 700-740, for the analysis of the first data set, the

vessel's velocity seems to change rather faster than it does for the rest of the line. It is

obvious that this phenomenon is related with the variation in vessel’s gyro values - see

Figure 7.2. There is clear evidence that the filter solution follows the gyro trends - a

sign verifying that the model has been designed and implemented correctly.
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Figure 7. l: Vessel velocity and crab angle, Gabon 1992 (lefi) and Irish Sea 1993 (right)

In the second data set, as it is reasonable to expect, analysis of the velocity values in

northings shows that they are approximately equal to zero, since the vessel’s course was

due west. Moreover these values seem to be quite noisy, compared with the velocity

values derived in castings - possibly due to substantially noisy gyro values. Also, it

should be pointed out that examination of the velocity values by chronological order

reveals a slight decrease in the vessel’s resultant velocity.

The plots which are displayed at the bottom of Figure 7.1 depict the filter solution for

the vessel crab angle. These plots allow the following conclusions to be drawn.
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For the solution of the first data set a strong link between the crab angle values and the

raw gyro measurements can be observed. The top plot of Figure 7.2 shows clearly that

as gyro values decrease with shotpoint the crab angle values also do so. This similarity

in trends is much more distinct during the time period about shotpoint 700. The same

phenomenon can be also noticed in the second data set by examining the corresponding

plots of Figures 7.1 and 7.3. However, here, this phenomenon is not immediately

evident due to the very noisy raw gyro. Because of the noisy gyro, a lower standard

deviation has been used for the crab angle acceleration (Table 7.2) resulting in a much

smoother curve than the one derived for the first data set. In Chapter Eight it will be

shown that the vessel crab angle time series pattern is highly dependent on its standard

deviation driving noise value, i.e. the dynamic model.

7.3.2 Streamer Base Line Orientation and Reference Point Location

In this section the results of the analysis for the state vector elements that are related to

the streamer unknowns are discussed. These parameters consist of the polynomial

coeficients, the streamer orientation angle and the streamer’s coordinate reference

system origin along with its velocity components. The last three will be discussed here

in more detail. For the polynomial coefficients it is simply mentioned that analysis

proved that coefficients of a low order, namely third or fourth, are of bigger magnitude

in absolute terms, than coeflicients of a higher order. Moreover, it seems that all

coefficients do not change very: fast with time, especially those of a low order. A more

detailed discussion of their role and effect on the receivers position and precision is

given in Chapters Eight and Nine.

Figure 7.2 illustrates the filter solution for the direction angle on for each one of the three

cables for the data set derived from the survey in Gabon while Figure 7.3 depicts the

same estimate for the analysis of the second set of data - the Irish Sea campaign.

The first thing to note from Figure 7.2 is that the results for all three streamers are

comparable. This excellent consistency in magnitude and trends reveals that all cables

seem to react in the same way to external forces and to any changes in the vessel's
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Figure 7.2: Raw gyro measurements and streamer orientation angle, Gabon 1992
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course. Moreover, similar conclusions to those derived for the vessel’s crab angle can

be also drawn for the orientation angle of each streamer. " Again, the variations of angle

(1 follow very closely the variations of the vessel’s gyro values. Of course", the main

criterion, on which how fast angle on is expected to change with time, depends on the

choice of the driving noise standard ‘deviation of (7., Le; the stochastic model of the

dynamic model. However, this point is discussed in morefdetail -in Chapter Eight.
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Figure 7.3: Raw gyro measurements and streamer orientation angle, Irish Sea 1993
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From Figure 7.3 it is evident, almost just at a glance, that these conclusions can also

apply for the results derived fi'om the analysis of the second data set. Nevertheless, a

few differences can be observed with the following points being of interest.

Although.-analysisshowed very similar lpattems for angle or for both starboard and port

streamers, the variations with time for the port streamer seem to be much more noisy

than for the starboard one for some reason which is not discernible from the analysis so

far. Nevertheless, it should be stressed that the same input values for the stochastic

model parameters have been set for both cables. Moreover, given that both streamers

point at almost the same direction at-the beginning of the line, it is surprising that after a

period of 500 shotpoints - about one hour of survey - the mean orientation of the

streamers ditfers by almost 0.8 degrees — a radial separation of about 28.0 metre at the

rear end of the cables. However in reality it is reasonable to expect the separation

between streamers not to change significantly with time - as angle or does. This can be

easily seen by examining the receiver positioning time series plots given in the following

section. It is possible that the polynomial coefiicients shoulder the task of restoring this

discrepancy, and shifi back. the streamer to its ‘true’ position.

The streamers’ coordinate reference system origin and its velocity components is the

last group of the state vector-— elements to be discussed in this section. Analysis of the

results of both data sets lead to similar conclusions. Note that in order to aid

interpretation the along-track differences are plotted at a different scale to the cross-

track ones. This also applies for some of the plots shown in the following sections. The

points to notice fiom these diagrams are

1. Figures 7.4 and 7.5 demonstrate that the maximum variations in the location of the

head point of any streamer range from approximately 6.0 metre in the in-line

direction to approximately l5.0 metre in the cross-track direction. This applies

throughout the line with only a very few shotpoints exceeding these marginal values.

2. The cross-track coordinates show similar patterns for all streamers in each line. On

the contrary, the variations in the along-track direction indicate a symmetrical effect
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between the starboard and port streamers. Only the centre streamer coordinates

suggest no significant variations with time.

3. Figure 7.6 illustrates the velocity estimates of each __st_r_e_amer reference point with

‘ respect to" the vessel navigation reference point; Analysi‘s‘of these diagrams shows

that the velocity values for all these points follow an approximately white noise

pattern with no substantial peaks occurring - suggesting that there is no need at all

to model acceleration terms.
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Figure 7.4: Streamer reference point location, Gabon 1992
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Figure 7.6: Velocity components of the starboard streamer reference point, Gabon
1992 (top), and Irish Sea 1993 (bottom)
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7.3.3 Float Nodes and Hydrophone Groups Positioning

‘Offshore operators are today specifying acceptable seismic navigation results in terms

of seismic bin size and the HMP’ (Zinn and Rapatz, 1995). As stated in Section 1.2.1 at

I-IMP is defined as the average of the positions of a source node and a streamer receiver.

Therefore, source and hydrophone positions are doubtless the estimates of the greatest

importance of all parameters that are being discussed in this section. To compute the

ihydrophone positions the filtered values of the state vector, that relate to streamer

modeling are used, while source locations are themselves states in the system. The

results that relate to float positions are illustrated first in the following discussion.

As mentioned in Appendix E, a configuration comprising a dual source and six float

deployments (four sources and two towfish) was used in the first and second surveys

respectively. Nevertheless, here, only the results of four of these units are discussed.

This is because analysis of the time series coordinates of each individual source has led

to similar conclusions for each data set. The points to note from the analyses of the first

data-set are ‘

I. Figure 7.7 indicates a consistency in magnitude and trends in the along and cross-

track positions for the starboard and port source units. However, the occurrence of

quite a few peaks, of the order of 1.5 metre, in the along-track coordinates of the

starboard gun, suggests that. the observed ranges from/to this unit from/to the

various connecting nodes in the front end network are noisy, e.g. acoustic range 13

at the front-end network - see Appendix E1.

2. ‘If Figure 7.7-"is examined in combination with -Figure 7.4, it is apparent that, there

appears to be considerable evidence to support the idea that all nodes in the front

end of the spread react in a similar way to any changes in the vessel’s course or to

any external forces - representing a strong argument that the model is correctly

designed and implemented.

3. Again, similar to the streamer reference points, the velocity components of these

units reveal an approximately zero mean pattern in the along and cross-track

directions.
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Figure 7.7: Location and velocity components of the source points, Gabon 1992
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Analysis of the results of the processing of the second set of data leads to similar

conclusions. Here, only the plots that are related to the port outer gun and starboard

towfish are given in Figures 7.8 and 7.9 respectively. In; addition to the previous

conclusions the following points should be noted.

Figure 7.9 indicates more insignificant variations in both along and cross-track

coordinates, notably in the cross-track direction, for the starboard towfish than for any

other floating body for this data set. Any change of the vessel’s speed and any

fluctuation in the waves generated by the vessel could be a partial explanation of this

ph___e‘nomenon._’ This isbecause the guns are towed right behind the vessel, while towfish

deployments designed to float a few metre on each side of the vessel. The

second point to note is that due to lack of adequate observations from/to the port

towfish the tilter has proved itself unable to locate this node - see also Section 7.4.1.

Though float and receiver positions are both equally critical in locating the HMP

between these two targets, the computation of float and receiver positions is not an

equally simple task. The real challenge is how to locate correctly and accurately the

receiver groups. Figures 7.10 through 7.12 depict the results of the analyses of the

processing of both data sets.

In the first survey the network configuration deployed three streamers comprising 240

hydrophones. each in total length of about 3100 metre. Here, for reasons of clarity,

only the positions for three receiver groups fixed on the starboard streamer for each

survey are depicted in Figure 7.10. In order to cover the geometry, these have been

selected as, one unit from the near-end groups, the second from the rear-end groups,

ar1,',t__gl:,_._-_th_:e_ onejixed somewhere midway along the cable, __ __

Figure 7.10 shows similar trends in pattern and magnitude for all three hydrophones. In

particular, from these plots there is considerable evidence that the three receivers move,

more or less, as a rigid body in the in-line direction. By examining the plots that relate

to the first survey, shown on the left, in more detail, only a relative displacement of the

order of 0.30 metre can be observed between the first and last receiver for the time
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Figure 7.8: Location and velocity components of the port outer source point, Irish Sea
1993
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Figure 7.9: Location and velocity components of the starboard towfish point, Irish Sea

1993
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interval between shotpoints 200 and 700. Fluctuations in cable stretch could be a valid

reason for a variation of this magnitude. Nevertheless, any absolute variation (with

respect to the vessel) in the in-line positions, is basically due to the movement of the

head of the streamer (movement of the whole streamer) with respect to the vessel

navigation reference point - see also Figure 7.4.

 

stbd streamer! receiver offset: ll4.l (m) stbd streamerl receiver offset: l2.5 (m)

‘E E
E -403 5 -187C1 ‘:1

_§. 403 E -192U

E $
go --413 :5,“ -197
% 0 500 I000 Tc 0 9 4» _5oo_ 1000

shotpoint number shotpbint number
I

stbd streamer I receiver ntfset-I 595 8 (m) l stbd streamerl receiver offset 960.] (m)

g 5
_§ -1884 .1135.-.: ‘E’U!

E -I889 3‘ -1140U

3 it
E» -1894 g -1145

T: '0 .- moo '3 o 500 l000
shotpointznumber shotpoint number

lj 
 

stbd streamer I receiver offset: 3089.8 (m) stbd streamcrl receiver 0fl's¢ti 1932-7 (ID)

along-trackposition(in)
J... K‘! -I®

along-trackposition(in) ......oqN‘I
500 1000

shotpoint number

 
Figure 7.10: Along-track location components for three hydrophone groups, Gabon
I992 (lefi), and Irish Sea I993 (right)

Cross-track coordinates, given in Figure 7.11, show an apparent movement to the

starboard. especially for the receiver which is located at the rear end of the cable. The

following explanation could account for this phenomenon. As mentioned at the very

beginning of this chapter, cross-track and along-track coordinates are computed with
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respect to a fixed gyro value. Therefore, as the vessel’-s gyro and streamer orientation

angle on decrease with time (Figure 7.2), it seems that the receiver positions move to the

starboard; along-track and cross-track positions are not related to instantaneous gyro

values. This phenomenon is more distinct for the far end groups because they are a long

distance from the vessel, i.e. the origin of the along-track andfcross-‘track coordinate

system.

  Thezsecond point f V etc is that the variation with time of the rear end receiver seem to

Jinorew oisyithan the variations of the hydriinphonie placed at the front end of
the streamer. Also, again, any abrupt variations in the vessel’s gyro and angle at, about

shotpoint 700. the receiver cross-track positions, in particular those for devices

which are deployed at the tail end of the network.

3089.8 (m)

1595.9 (m)

ll4.l (in)
§

.5
'5

8.
‘G
E
%

E

400 600

shotpoint number

Figure 7.1 l: Cross-track location components for three hydrophone groups located on
the staiboard streamer, Gabon [992

Similar conclusions can also be drawn from the analysis related to the second survey.

Figure 7.12 depicts the same estimates as for the first data set, for three receivers fixed

on the starboard streamer. Once more, the only point to stress here, is the potential of
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the interdependence of an integrated network. Any variations (improvements) to

tailbuoy positioning, can affect (improve) the positions of the front end receivers. The

variations to the starboard tailbuoy positioning between shotpoints 310 and 340 and

shotpoints 760 and 780, shown in Appendix E2, affect the position of all the receivers.
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Figure '7.12i Cross-track location components for three hydfophone groups located on
the starboard streamer, Irish Sea 1993
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7.4 ASSESSMENT OF THE PREDICTED RESIDUALS OF THE

OBSERVATIONS

As stated in Section 4.1.2 a predicted residual is computed from the difference between

a measurement at a particular time (usually a shotpoint) and the measured quantity

computed from the predicted state ofthe system. Predicted residuals, also known as the

innovation sequence, are an excellent way to assess the performance of a system.

Predicted residuals that are, overall, unbiased (i.e. zero mean) and commensurate in size

with the expected observation errors, show that the observation and dynamic models

are correct, that they are correctly implemented, and that the filter is properly tuned.

In the following section an attempt is made to evaluate the innovation sequence results

derived for each single measurement classified by observation type. These include

predicted residual values for all the acoustic and laser ranges, compass azimuths as well

as predicted residuals of points of ‘known ‘absolute’ position, i.e. Syledis or GPS

stations.

7.4.1 Acoustic and Laser Range and Bearing Observations

As detailed in Appendix E, part of the survey. configuration in the first campaign

consisted of an acoustic and laser ranges observation network as well as of a few laser

bearings. a total number of S6 observations at the front end, while 29 acoustic ranges

were observed at the tail end of the spread. In the second survey, front end positioning

utilized an acoustic network consisting of 10 Sonardyne acoustic units. In addition, a

full-length MultiTRAK acoustic system was used to provide total cable positioning, all

together 68 observations - see Appendices E1 and E2.

Around 800 continuous shotpoints from the first survey and 900 shotpoints from the

second (spanning a total period of time 105 and 120 minutes respectively) have been

processed and a number of the analyses of the predicted residuals of the observations

have been performed. These results are depicted in Figures 7.13 through 7.18. In the

following sections the part of the analysis that is related to the first data set is discussed

first.
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Figure 713 and the plots on the left oi’ Figure 7.14 contain the mean values and

standard deviations of the obserxsttion residuals as well as the number of rejected

measurements for each observation computed from all 800 shotpoints. These include

the acoustic rartges (observatiom: I-45), laser ranges (observations 46-49') and laser

hearings (observations 1-?) at the Front end of the spread and all acoustic ranges

observed at the tail end network (observations 1-29). Given that the a_prr‘ari standard

deviations of the acoustic ranges, laser ranges and laser bearings have been Set to be 2.0

metre, 1.5 metre arid 0.5 degrees respectively, these results are really extremely

encouraging.
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detail ‘shows tha_t'rang_es for which a large number of shotpoints rejected

present bigger standard dcx'riation?s.- 't'hi_s;- is to be expected as the contribution of these
observations to the ‘final solution is '-smaller (there are lots ot‘__them) '~ plots 7.13
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. S,‘ 6'_'and 8 in the rearlend network. "Moreover, these results can he explained by
examining these oiagrams in combination tvith the corresponding raw measurement time

series plotsgiven innppendix From these gfaphs "it can -be cieaily. seen that these
observations are the most noisy. Hence, it -can be concluded that the filter isncorroctly
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identifying the outlying observations. However, it should be mentioned here, as detailed

in Section 5.5.3, that the only criterion that the filter uses in order to detect and reject a

measurement depends solely on its predicted residual - a very simple procedure for

identifying and removing outliers has been adopted here.

Also, from the saine histograins «the following three‘ points can be concluded. Firstly,

observations 1'-22, i.e. any range observed between the vessel and any node at the front

end, - except for observations 5, 6 and 13 as discussed earlier-on - present much smaller

standard deviations, of the metre, than those made. between any devices

fixed both on streamers. This conclusion is consistent with the raw observation time

series plots — see Appendix E1. The second point to note. is that. the standard deviation

values for almost all ranges observed between points located on the same streamer are

very small "and of similar magnitude. This .is well justified since the system is expected

to be much more stronger in the along-track direction. However, this phenomenon may

reveal, somehow, an unknown -model effect on these observations - possibly due to the

assumption of polynomial fitting Such observations are ranges 23, 42, and 45 in

the front end network and observations 1, 7, IO and 12 in the rear end network (see

configuration diagrams in Appendix E1). Finally, all predicted lrfesiduals and standard
 deviations that relate to laser rangesand bearings are within in which they are

expected to vary, i.e. their a prion‘ observation errors.

If Figure 7.15 is examined in combination with the corresponding raw observation time

series diagrams, it is 7in1rnedi2itely evident that most of the conclusions drawn for the first

set of data. in the foregoing sections, apply for the second data set as well, Therefore,

in the text that follows only conclusions that are vrelatedfto special =charact‘eiristics.-of the

second survey, such as observation and geometry configuration features, are

discussed.

The points to notice from the histograms shown in _Figu_re 7.15 are

I. Ranges 1 and 7 were observed between devices 1 and 2, which are both fixed on the

vessel, i.e. they are configuration measurements. Therefore, these observations are
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2. Although the data files consist of 900 continuous shotpoints, acoustic measurements

are only available for less than 450 shotpoints for most of the observations. This is

because ranging data was collected at approximately every other shotpoint location,

i.e. every 25.0 metre or 14 seconds. Moreover, for the same observations, it should

be pointed out that 14 out of 66 ranges are available for less than 350 epochs and

some of them are available for much less than 200 epochs - on average every 4.5

shotpoints. Examination of the third histogram in Figure 7.15 in more detail reveals

that acoustics 39, 46, 55, 57 and 59 present the lowest number of measurements.

Bearing this in mind, it is fairly easy to note from the survey configuration diagrams

(Appendix E2) that these ranges are related to units 27 and 68. Therefore, it can be

concluded that devices 27 and 68 were unusable for quite long time throughout the

line for some unforeseen reason.

3. The bottom plot of Figure 7.15 shows that observations l4 and 15 have been

rejected for _al_most every shotpoint though they are not especially noisy - see

Appendix E2. However, this is not entirely surprising since observations 14 and 15
are the __only measurements. to locate the port towfish float - there are ___no redundant
measurements. Hence, it is possible to assume that even small variations in these

measurements cause the filter to diverge, resulting in sequential rejections of these

observations, and therefore, inability to locate this node.

4. The last point to note-'ijis that obseniations 27 through 30,, which have been rejected

for a large number of epochs, are "all A.-ranges observed if'ron1/towards device 8 (see

Appendix E2). Therefore, it is possible to conclude that this unit did not operate

properly.

The last observation type to be examined in this section is laser ranges. Before an

attempt is made to assess the predicted residual measures of these observations it should

be pointed out that these observations are not ‘real’ measurements. These values

represent northings castings of.,the_ actual laser observations made from the vessel to

the _-yafious n_od_es in the jfront end-network. Mor:eo'ver;_=since the line direction is 270
degrees (east-west), northings represent cross-track coordinates while castings

represent along-track coordinates.
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Two points are irnmediateiv evident to the histograms given on the right ofFigure 7.14

1. All observation components in northings present much bigger mean and standard

deviation values than in castings.‘ As expected the system is much more sensitive in

northings. (almost in the cross-line direction"), than in castings, (almost in the in-line

direction).

Also, all mettsurements in northings that have been observed towards the portSJ

‘sources and streamer (observations 1, 3 and 5) present bigger values than those

observed towards the starboard elements. This implies some sort of' cooperative

In behavior, its origin isourrently unknown. and under in'vestigation.

7.4.2 Compass Azirnutlus

In the first campaign a configuration of 13 compass units per streamer. spaced at

intervals.-‘oi? zipero'ximate!y 300 n1etre,' wztstttiliied to provide total" cable orientation.

Simiieriy. in the su_r\-toy 1'0 compass’ units tvere deployed at intervals eulso of 300
metro along" the length of eachof the in this twin streamer configuration. The

-u_n__certainties.of' the raw compass observations adopter] for the ourpose of this analysis
are given in Table 7.1.

s

E.

E

Figure 7.16: -Statistics of the predictor! residuals - compass azimuths, Gabon 1992
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Similar to the pr_evi‘ous section; the results of the analysis related to the first set of data

are discussed fist. Thesc results are presented in Figure 7.16 and allow the following

conclusions to be drawn

1, It is important to note that the mean values for all compasses are less than 0.0

degrees given that the a prior? standard deviations of these niuasurements have been

set to be 0.5 degrees. Also, they follow an approximately white noise pattern

strongly supporting the use ofthe polynomial cable shape model.

Ed All comps-.ts.standard deviation as well as vessel gyro values-are of the same low

'rnagrii1'ude-. Moroover, they Show similar trends "in the three streaniors.
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Figure ?.1'7: Statistics of_t_h¢': predicted -residuals -"compass nzimuths, Irish Sen I993

 

in contrast to these conclusions." the results derived front-the oroousirfi of second

data set seem-not to he especially encouraging. From Figure 7.1.’? it can he seen that

l._' _'The magnitude of both mean and stn'ndard'_deviation vaILi_e_s_ has slightly increased.

notably the 'staJ1dard'_de'viation vaiulcs, cornpnrcdl ivith the results derived fi'om
- analysis of the first data set] However. this trend seems to ho" consiistcnt with the
corresponding raw observation time "plots and the c'onoltisions drawn for the
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last one of the independent checks discussed in section 7.5.3. Moreover, it should

be noted that the a priori standard deviation values which have been accepted to

process this data set are somewhat higher than to those adopted for the first one.

2. Although the mean values derived for the starboard streamer are, on average, the

same in magnitude as they are for the port one, a small systematic bias seems to

appear in the starboard cable - the values are not randomly distributed. Moreover,

an apparent bias seems to be present __in both streamer standard deviation values -

much bigger values can be observed for all compasses placed in the front and tail

ends of the cables compared to those fixed midway the streamers. The origin of

these discrepancies is currently unknown.

3. The last point to mention, is that, for both data sets a very small number of compass

observations has been rejected. This phenomenon is directly related to the window

length ..whicl1 is used for detection (and possibly rejection) of an outlying

observation, i.e_.f. the maximum accepted predicted residual value in order for a

measurement not to be rejected. For the second data set this limit has set to be six

times the standard deviation value. Note that if a smaller window value is selected a

large a number of compass observations is rejected - obviously a more sophisticated

approach of testing the raw data for outliers is required.

7.4.3 Vessel and Tailbyoy Absolute Positions

In this section the results of the analyses based on the predicted residual values for the

‘absolute position’ measurements are discussed. These include the vessel and tailbuoys

Syledis. These results are depicted in Figure 7.18.

From these figures it is apparent that the mean values of the predicted residuals of the

vessel geodetic positions are of about the same magnitude and of the order of the a

priori standard deviations (Table 7.1) of these observations in both data sets and in both

components. Similar conclusions to these can also be drawn for the standard deviation

values of these estimates.
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Whilst the mean values of the predicted residuals of the tailbuoy positions reveal the

same 3011 oftrends and_Furtht:r analysis is not required, a more detailed analysis oflltc

standard deviation plots of these estimates shows that standard deviations for the first

set pl‘ data are much bigger than those for the second one, although the same a prirrri

uncertainty values have been adopted - see Table 7.1. The second point to note from

these figures is that all latitude uncertainties are larger than the longitude ones. From

the analysis so far it isiuncicar what is causing the problem.

.4-

fl'I83.[1VaiU€$[‘l1I} L:54G.4 .._._.I._-.l.._.__L.._ -I ‘imeanm1iu:s_(m) -' isA.C:r-.- 
\'cs_l&' in-.s__1u:t stbIi 13:Ian clhII at:Ion pa:in 1-tb__la-1 wasIt ‘.1.-.s_k:n Ith__ll ¢b__!g '.'pth_i:t- péo_icu.
 

.(43

mm(at) 
 

 

slanlzimddevia-lien{tn} 0'NI4:»anno5i  
O 

Fig'ur_e _?'-.18: 'Stati_e_tics. thine 'pre'_di'cted.rcsiduals_j— vessel and--tailbuoys Sjriedis.
. observations, Gabon" I992 (lefi)_and Irish Sea 1993. (right) '
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7.5 INDEPENDENT CHECKS

Another way to ascertain the correctness and effectiveness of both functional and

stochastic models is to carry out completely independent checks. Such checks are

concerned with the comparison of identical quantities computed using completely

different data. These tests are of great importance because they can be used to detect

gross and systematic bias in the raw data, such as in magnetic declination. Three such

tests have been carried out based on both data sets.

7.5.1 Tailbuoy Location - A Control Point

In theiifirst test estimates of the tailbuoy positions 7' were compared. The first

estimate came directly from the tailbuoy Syledis measurements and the second one came

from the Kalman filter using all of the data except those measurements. The results for

all streamers for both data sets are shown in Figures 7.19 and 7.20. The following

points are immediately evident.

In the first data set, the differences in each direction are of the same magnitude for the

three cables - Figure 7.19. Also, they show similar trends with shotpoint. However.

there is a significant difference in the two directional components in each streamer. The

along-track differences vary up to 10.0-12.0 metre, while the cross-track differences

vary up to 20.0-25.0 metre. This disparity is easily to understood as the along-track

differences are cable-lengthrelated and the cross-track differences are cable-orientation

related - clearly in this uncontrolled manner (the filter has no tailbuoy positioning) it is

not surprising that the larger errors are orientation related.

The errors are of course the sum of several components including the unknown behavior

of the tailbuoy tether and errors in the ‘check’, i.e. the Syledis positions. They are,

however, still not large. A maximum 20.0 metre cross-track error over a 3 km cable

represents a maximum overall orientation error of less than 0.5 degrees - and the mean

error is clearly very much smaller than this - ofthe order of 5.0 metre or 0.1 degrees.
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This marked rotation systematic bias could also be caused by a small error in the

magnetic declination. To validate this hypothesis data from several lines in opposite

directions should be analyzed. If the mean differences for each line are of the same

magnitude but their sign depends on the line’s direction, there is a strong indication of

an error in magnetic declination.
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Figure 7.19: Differences between Syledis (observed) and filter derived tailbuoy location
(not including tailbuoy Syledis observations), Gabon 1992

Also. from the same figure, it can be seen that the along-track difierences for the three

tailbuoys show a mean displacement of almost 5.0 metre. This discrepancy in the in-line

position is difficult to resolve. Perhaps the most marked reason for this, is due to
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incorrect positioning of the nodes at the front end of the streamers, and in part, due to

errors in the ‘check’, i.e. the Syledis positions.

The same sort of conclusions are also observed for the second set of data - Figure 7.20.

However, a better examination of this figure shows that the cross~track differences are

considerable, up to 45.0 metre radial difierence for a limited number of shotpoints.

Moreover, detailed examination of the same figure on a larger scale - not shown here -

reveals considerable fluctuations from shotpoint to shotpoint.

To questions, the cross-track were separated based on their
original ‘data,’ the""Syledis raw observations and the filter computed positions, and

redrawn. Diagram 7.21 depicts the period of the biggest separation for the starboard

tailbuoy, which is for the part of the survey between shotpoints 300 and 400. From this

diagram it is apparent that the Syledis derived latitudes, i.e. the cross-track coordinates,

—- present a difference of almost 34.0 metre between shotpoints 330 and 360, i.e. a rate of

8;; ‘lThe___:.filter hasproved itself‘ un_abl_e to:_t‘ollow:__{these_abrupt changes in the
due to the dynamic model standard deviation estimates.
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Figure 7.20: Differences between Syledis (observed) and filter derived tailbuoy location
(not including tailbuoy Syledis observations), lrish Sea 1993

PGS Exhibit 1120, pg. 193 [PR2014-01477
PGS v. westemceco (IPR2o14-01478) Ex. pc§s'l37'6 - Supplement to Ex. pes 1041



Chapter Seven: Testing the Algorithm and Software for Correctness and
Computational Efliciency

To answer the second question. the shot to shot changes for both estimates have been

assessed. The Syledis data show variations of about one metre between consecutive

shotpoints confirming that this estimate is not responsible for this phenomenon. On the

contrary, the filtered values reveal variations of the order of‘ 2.0-4;0 metre and in certain

cases 6.0 metre variations. These figures are not entirely surprising given that the high

variation in the rear end raw compass azimuths - see Appendix E1. Inaccurate

positioning of‘ the front end of the spread and improper tuning of the filter may also

contribute to this phenomenon.
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Figure 7.21: Differences between starboard tailbuoy Syledi-s (observed) and filter
derived tailbuoy location (not including tailbuoy Syledis observations) for shotpoints
between 300 and 400, Gabon 1992

To illustrate the effect of the absence of active tailbuoys on the tail ends positioriiiig; and

hence on the positions of the rear end receivers, it is imperative to examine Figures 7.19

and 7.20 in conjunction with Figure 7.22".‘ Figu're‘7.22 graphs the difierences between

the tailbuoy Syledis measurements and the Kalman filter solution derived using all data

including the Syledis observations.

In the first data set if active tailbuoys are used (Figure 7.22 top) the differences in the

cross-track direction , in almost every case, are less than 10.0 metre with a mean value

very close to zero: As expected, the differences inlthe along-traclr coordinates not
significantly affected of the presence of tailbuoy data. Similarly, the cross-track

misclosure for the second data set are reduced from 45.0 metre - the worst case if the
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tailbuoys are disabled - down to 20.0 metre if all measurements are used - see Figure

7.22 bottom. Of course, it should be stressed that the mean difference is clearly much

smaller, of the order of 5.0 metre. Again, differences in the along-"track direction are

not significantly affected.’ These conclusions are consistent for all streamers in both data

sets.
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Figure 7.22: Diiferences between starboard tailbuoyl Syledis (observed) and filter

derived tailbuoy location (including tailbuoy Syledis observations), Gabon 1992 (top)

and Irish Sea 1993 (bottom)

7.5.-2 Computation of.-Acoustically Observed Ranges

In ‘independent’ test the state vector parameters were used, at every shotpoint, to

compute the coordinates of two acoustic or laser devices located on a streamer, source

or on the vessel. The computed distance between these points was directly compared

with the acoustically or laser observed value. Obviously, as in the first test, and in order

the test to be independent. this observation was not included in the filter solution.

Detailed analysis of a‘ number of such checks, using data from both surveys, has led to

similar conclusions. In the following sections four of these tests are discussed. The first
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two are based on the processing of the first data set while the latter two on the second

one.

To make the check more powerfiil, a range observed in the tail end network was chosen

for the first test. This is basically because when the position of a device that is located

at the rear end of the cable is computed,’ the entire ‘state vector contributes -’ including

the polynomial coefiicient and streamer orientation unknowns. Hence," in this test the

coordinates of two acoustic devices were com"pu'ted, one located‘ on the starboard

streamer (device 1=1‘T‘1) and the other located on the port streamer (device s3"r4)~ -— see

Appendix E], acoustic 21 in the tail end network. In the"s‘econd check, in order to

examifie the behavior ofithe sources in the systentfa range between two‘ devices,‘ one

located on the port source°(device3 G2T1)':aiid the other at the front end of the -‘port

streamer (‘deviee s3’T2) tries‘ tested aeeustie'122"-ththe~'rreitt e'hd"hétwe‘rk: Accordingly

ttetii the second set of datafthe range that was observed between the vessel‘ ‘fore hull

pinger‘ (device 1) and the head ibf the port streamer (device 10), as well as the range

between devices 72 and 32 that were fixed close to the starboard and port tailbuoys

respectively were selected and tested - acoustics 2 and 68 respectively. The resulting

differences are shown in Figures 7.23 and 7.24.
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Figure 7.23: Differences for two acoustic ranges between the observed values and

those derived from the Kalman filter (not including the observation), Gabon I992
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The points to notice from these analyses are

1. In the second data set, as stated earlier, acoustic data is only available at every other

shotpoint or at even longer intervals. To make this visible, the plots in Figure 7.26

depict both the observed and computed values rather than only differences.

2. The mean dpifferences in all tests range between 15.0 metre.__and.-_fOr three of them are

much smaller, Jess than :~2.0 metre. Moreover, it is important to note that these

figures are commensurate in with the predicted residu_als_ of these observations -

see correspgrndingjiigures in Section _..7.3,.1. This represents .ar_rother s_t__ro_ng

artgrrment. that the.mrrd_el is correct. .

3. Most of the separation values lie xyitlrin a 2.0 metre band for the ranges fiorrr the

first datajset rand within 6,9 :rfnetre for the ranges .d__eItived_ from _th.e:second data. set.

Mess trends in magnitude .c._=:m,.:s'=as.ily.v be justificd in-_exaxIIi#fi.ns.=th¢ Fl!?1e, series 91018

of_ these observations - Appendix E. t__he.si_nr_j_lariti_es in variation betuteen the

separation values and the raw data time series add firrther gonfinnation that the

model and its implementation are correct.
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Figure 7.24: " Differences for two acoustic ranges between the observed values and
those that derived from the Kalman filter (not including the observation), Irish Sea 1993
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7.5.3 Computation of Compass Observed Azimuths

In the last of this series of checks an estimate of the direction of the tangent of the

streamer, atseveral offsets, equal to those at which compass units were deployed, was

computed. This computation was based on Equation 5.19 using the filtered values of

the state vector solution. Of course, as stated earlier on, the corresponding compass

observations were not included in the filter solution. Then, these estimates were directly

compared with the raw compass azimuths.
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Figure 7.25: Differences for three compass azimuths between the observed compass
azimuths and those that derived from the Kalman filter (not including the observations),
Gabon 1992
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Figure 7.26: Differences for three compass azimuths between the observed directions

and those derived from the Kalman filter (not including the observations), Irish Sea
1993

Two such tests have been carried out, one for each set of data, under the following

circumstances. In the first test, compasses 6, 7 and 8 of the starboard streamer were

eliminated, while’ in ‘the ..6ee:.'it has beeifideéiiaedzie ‘compasses 4, 5 and 5

of the starboard streamer again. The choice of compass groups lying mid way along the

streamers was made in order to assist in identifying problems and trends more

effectively, since this part of the network is the one with the poorest redundancy. The

results of these analyses are shown in Figures 7.25 and 7.26 with the points of interest

being
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l. The first point to note is that the mean separation value for each graph is very close

to the mean value of the predicted residual the observation - see corresponding

Figures in Section 7.3.2.

2. The resulting differences scatter over a range of half degree about the mean value

for the analysis related to the first data set, while in the second trial the variations

are of the order of one degree. It should be noted that these patterns are consistent

with the raw observation time series plots - see Appendix E.
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7.6 CONCLUSIONS

The results from the preliminary testing of the integrated algorithm using real offshore

positioning data allow a number ofconclusions. These may be summarized as follows

1. The result-s derived from the analyses of the first data set (Gabon, I992) seem to

more consistent in magnitude and trends than those derived from the analysis of the

second set of data (Irish Sea, 1993). This marked discrepancy is shouted to be

mainly due to the raw data. As pointed out in Section 7.4. the Irish Sea data include

more noisy, outlying and missing observations.

2. Although the primary interest of this study lies on the positioning of the seismic

sources and hydrophones with respect to the vessel, the filter also solves (for

navigation purposes) for the vessel position and velocity as well as the vessel crab

angle. Analysis of these results reveals no peaks to occur in the time series of the

vessel position while velocity analysis indicates zero mean and random distributed

values. Moreover, as expected (see the gyro observation equation - Section 5.3.3),

the vessel velocity as well as the vessel crab angle patterns seem to follow the

general trends ofgyro.

3. In accordance to the previous conclusion the streamer baseline orientation follows

the gyro trends. Clearly, as it is reasonable to expect, this effect is not that distinct,

as it is for the vessel crab angle since the streamer baseline orientation do not

directly correlated with gyro. Also, the time series of the orientation of the streamer

baseline indicate the same sort ofbehavior in all streamers at each survey.

4. The position and velocity of the reference point of the streamers and the centre of

the seismic sources are states in the system. Analysis of the these results leads to

the conclusion that all nodes at the front-end of the network show almost the same

variations in magnitude and trends. This consistency reveals that all cables seem to

react in the same way to external forces and to any changes in the vessel’s course.

Furthermore, the variations in position along-track are significantly smaller (of the

order of 6.0 metre) than those derived across-track (of the order of l5.0 metre)

throughout the recording lines.

5. The mean values of the predicted residuals of all observations are zero-mean and

commensurate in size with the a priori observation errors. Analysis also proved that
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observations that present predicted residual with large standard deviation and high

rate of rejection are the most noisy ones - a sign that the filter correctly identifies the

I outlying observations. Moreover, as it is reasonable to expect observations between

devices fixed on the same streamer present smaller mean and standard deviation

values. However, the relatively higher mean standard deviation values of the

compass observations of the second data set and the mean values of the tailbuoy

observations of the first data set require further research.

6. Finally, the relatively small discrepancies between observed quantities and the same

ones derived from the filter solution (independent checks) add fiirther lconfinnation

that the observation and dynamic models are correct and correctly implemented.

However, in accoiiiance: to the previous eoiiclnusioiis the differences derived from

the analysis of the Irish survey seem to be mbre significant than those

from the analysis of the first data set.
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CHAPTER EIGHT

THE EFFECT OF FUNCTIONAL AND STOCHASTIC

MODELS ON POSITION AND PRECISION

8.1 INTRODUCTION

The as_ses_sment_ of _}the_ overall quality of a particular design, and therefore its

perfqnnance in real time operation, is dependent on the quality criteria discussed in

Chapter Four, namely precision and reliability. In other words the quality of _a system

(and of the dynamic system discussed in this study) is assured only if the results of the

_. estimation procedure can meet the preset quality requirements specified in terms of

precision and reliability.

The design options or parameters that the quality of a system depends on, consist of the

fimctional and stochastic models as well as the testing procedure that is used for bias

identification. Moreover, use of real or simulated data assists in evaluating the results of

different filter solutions (estimation result) and their quality measures, which are based

on difierent combinations and assumptions related to these parameters. It is important

to note that the quality of the design is independent of actual data, whereas the quality

of the estimation result is not.

Throughout Chapter Seven, all tests and trials that have been carried out to assess the

structure of the algorithm and performance of the software relied upon the assumption

of fixed fimctional and stochastic models. Furthennore the analysis of the results has

been confined to a general valuation of the model, i.e. to check whether or not the

model is fimdamentally correct and correctly implemented.
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The results of the analyses discussed in the present chapter come as a sequence of the

preliminary results detailed in Chapter Seven. During the following discussion an

attempt is made to evaluate the effect of both the functional and stochastic models on

the results of the filter computations and their quality using the data sets described in

Appendix E. These include those based on the statistics of the predicted residuals of the

observations, analysis of the filter states time series, assessment of the source and

receiver positions and tests of precision. The" part of the analysis that is related to

reliability assessment is discussed separately in Chapter Nine.

In particular the efi‘ect of the streamer model on po'sition and precision is examined in

great detail. This is because the niatheinatiéal 're"pr‘e‘s'entatio'n ‘that ‘is used to determine

the shape of streamer forms the fimdameiital assumption in the design ofthe observation

model. Polynomial fimctions of different orders and a fimction based on a harmonic

series of the streamer length are two alternative curve fitting models that were adopted

for the purpose of this analysis. Also, in order to study the impact-of the observation

geometry on the filter output. selected sensors or groups of sensors were eliminated and

the data were reprocessed.

The second half of the chapter attempts to investigate the role of the stochastic models

in___ the estimation process and its results. This concerns the stochastic model of the

observations and the stochastic model of the dynamic model. Particular attention was

paid to the examination of the role of the polynomial coeflicients, namely the stochastic

model of their disturbances.

As stated in Chapter Seven, the procedure that was adopted for testing the raw data for

potential outliers is based on examination of the predicted residual of the observations

and no further analysis is undertaken within the scope of this study. Much more

research‘, however, is still needed in this area. The benefit of the implementation of a

rigorous statistical testing procedure, and some special modifications in order that such

a procedure meets this model requirements are discussed in Chapters Four and Ten.

Finally, the chapter concludes with a brief overview of the results derived from the

analyses of all trials discussed throughout the chapter.
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8.2 THE FUNCTIONAL MODEL

In Chapter Three is explained in detail that the fimctional model of a system consists of

the measurement or observation model and the dynamic model. The measurement

model depends on the number of observations, the observation types, and the geometry

configuration of the measurement setup, as well as on any arbitrary model assumptions

such as the ‘model curve’ adopted in this study to represent the shape of the streamer.

The role of these parameters is discussed in the following sections, although no attempt

is made to examine any modifications related to the dynamic model described in Section

5.3.4. It is assumed.-,th_at the actual dynamicsof the system underliethe dynamic model,

and hence this.model cannot be changed at will. Moreover, here, this point takes on a

special. importance because of the stable nature of the conditions during seismic

exploration surveys.

‘ 8.2.1 The StreamerModel

8.2.1.1 Polynomial Functions of a Different Order

It is shown in Chapter Two that an n-order polynomial has been adopted as the streamer

model in" the mathematical system aévéiaped for iiie purpose of this study. T5 justify

this choice, a series of tests have been carried out. These tests involved the ‘fitting of a

series polynomials, of a variety of orders, to real compass data.

In this section the estimation results derived from the implementation of the unified

algorithm using polynomial fimctions of different orders are discussed. Particularly,

polynomial models of fourth, fifth and sixth order are being tested. The standard

deviations that were adopted to describe the stochastic models of both observation and

dynamic models are the same with those given in Table 7.1. In addition, the standard

deviations of the driving noise of the polynomial coefiicients adopted for these tests are

summarized in Table 8.1.

In the following paragraphs the results related to the positioning of the seismic spread

are discussed first whilst the precision of these estimates is discussed in the second half

of this section.
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Figure 8.1 shows the cross-track coordinates of the starboard tailbuoy antenna for the

three polynomial models derived for both data sets - see Appendix E. Figure 8.2 depicts

the same estimates for a hydrophone group located somewhere midway along the

streamer in both networks‘. The points to note from these plots are

1. Use of a polynomial model of a "fourth; fiflh or a sixth degree results in almost the

same cross-track coordinates for the streamer tailbuoys for the first series or data -

Gabon 1992. In contrast with this conclusion the results derived from: the

processing of the second data set - Irish Sea 1993 - show that if a polynomial of

order six is used the estimated positions of the tailbuoy node are more consistent

with the raw observations than those den'ved from a lower order polynomial.

However, the differences between the solutions derived for a fifth ’a sixth order

rarely exceed 4.0 metre.

Pol omial Orcler4

datall
on-s -mm/sec

0.5-=5-?lQ. __0._5 In,/in Isec

   
 

 
 

 
 

  

  
 

0.5 E-.13’ Iinlm /sec 0.5 E-‘I21 m/m‘/sec

Pol omial Order 6

 

0.5 is-1'0 _Is’e_c _I E {III ‘0.5 E-ll ;in7tn‘Isec

o.s E-I9 mini /see .— ia; 0.5 E-20 mimlsec

Table 8.1: Stochastic model for the dynamic model of the polynomial coeflicients for
models of order four.£a_i_1d six, Gabon 1992 (left) and Irish Sea 1993 (right)

 

  

2. Examination of the resu‘lt‘s'derived for the receiver groups fixed at the front end and

middle of the network leads to similar conclusions (Figure 8.2). Particularly. these

results have a great weight for the middle part of the cables since the network in this

area is less redundant (the only available observations are compass azimuths), and

hence thew-role oflthe ;.:streamer_-.moVdel.._. l_:.ec_omes,.=cmcial. ::._eMore;ov.cr ffigyres

suggest that the results based "on a fifih or a ‘sixth order are more consistent for-Fboth

sets of data irrespective of the receiver offset than those based on a model of a

lower degree.
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'3 The disparity observed in the receiver positions in the second data set between those

derived using 21 model of order four and those for a model ofa higher degree (Figure

8.2 bottom) seems to be consistent with the conclusions related to the predicted

residuals of the compass observations of these solutions. Figure 83 contains the

mean values and standard deviations of the observation residuals of the compass

azimuths computed for a fourth degree polynomial function. If this figure is

examined in conjunction with Figure 7.1’? (solution-for a polynomial of order five) it

can be seen that the magnitude of both mean and ‘standard deuiation values has
slightly increased and -their pattern has changed. Increased predicted residuals (For
the same stochestic models) probably means" that the model cannot describe the

observations as faithfully. Also,‘ it should be rioted that the use of polynomials of
_ order more than sit": seem to ‘result ‘in ‘similar problematic solutions. It is irnportartt

to note that this rernarlt, for polynomials of too low or too high an order. has

already been made in Chapter Two where, afirst approach to streamer modeling was

*‘ I undcrtalten-.

_i'.canvtth'1_es{<_lcg_) 
     

'2v'....r-at--or'uv.-tt-"sumo ..nua-is--or-_.a-so-‘ct

I 1 . - 9 . . __ H-nbsaflti-annmgmbwn I . I I 

standarddeviation{deg}l :4'_-F5%#4 §......__:._....._.u  1

!   

1—l.Tr—ii

E

‘Figure 8.3: Statistics ofthe p_re_dicted residuals -computed--for a l‘curth ‘order polynonfial
model - compass azimuths." Irish Sea 1993 _
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Chapter Eight.’ The Effect ofFunctional and Stochastic Models on Position and Precision

As expected the streamer model does not significantly affect the along—track coordinates

of the receiver positions. Figure 8.4 illustrates this estimate for the receivers examined

in Figure 8.2. From these plots it is immediately evident that the differences in the in-

line positions for any combination of polynomial orders do not exceed 0.5 metre, almost

in any case, for both data sets.

Finally, it should" be m,enti_o_nefd that analysis has proved that changes in the polynomial

order of the streamer model do not sigitificaritly a"fi‘ect the positioning oftthefloat nodes.

ml

mm
-mum

mi-
20 as

599.8 2.9 » l.l

1097.3 3.9

  
 136.88

145.13

l47.l7

  

l 7

I 5

l 5

pocilionrelalive I 5
towpoint

l595.8 4.5

2093.8
  
 148.60

148.85

146.74

4.5 
  

I5

34 133089.8

Table 8.2: Measures of precision computed a filth order polynomial streamer model,
Gabon ' I 992

It has already been mentioned that the gsinfgleaasset of the suggested method is

its ability to provide a rigorous measure precision throughout the seismic ‘spread.

Implementation of the integrated algbfithiii polynomials of different orders has led
to similar figures of precision for the vessel navigation ‘reference point (NRP) and float

positions. Therefore, "in the following ‘paragraphs only the precision results for the

hydrophone positions of the aforementioned analyses are discussed. However. before

this discussion a more detailed assessment of the precision of the whole seismic spread

is given. This is based on the solution derived for a fifth degree polynomial for both

first and second data sets.

The formulae used to compute precision measures are those provided in Chapter Four.

Typical 95% error ellipses were computed for the vessel NRP, the centre of each float
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and a sample of receivers fixed along the cables. In addition to these estimates, given

that among the seismic industry precision is not rarely expressed in drms, a Zdrms value

is computed for each node in the spread as well. Also, precision is specified and

illustrated at a 50% level of circular error probability (CEP).

Tables 8.2 and 8.3 summarize the results of the precision analysis for the ‘standard’

solution (polynomial order five) for both seismic networks. These results allow the

following conclusions to b_e drawn

1. The precision of the estimated position of the vessel NRP is of about the san1e

magnitude in all directions for the data files of both fir—st{.:and?second campaigns, and

of-the order’ of its a jiriiori standard deviation.

2. Analysis of the precision ‘estimates derived for the float nodes ‘indicates an excellent

consistency in magnitude in both maximurn and ntinirniim figures for all units

deployed in the first and second networks.

T 3. For the precision estimates of the hydrophone groups: it is apparent that the

maximum error occurs, as‘ expected, approximately in the cross-track direction while

the minimum error occurs approximately in the in-line direction. This can easily be

verified by comparing the values \u,...,,_ shown in Tables 8.2 and 8.3 and the streamer

orientation values given in Figures 7.2 and -7.3. In fact the d_i_fi‘erence_s between the

direction of -minimum error and the cables’ baselines. ie. the angle at, as computed

from the filter, are no more than 3.0 degrees in most of the cases — see also Figures

7.2 and 7.3.

4. The in.—line deviations are of the same magnitude irrespective of the receiver offset

and of about 1.5 metre for the first set of data and 2.2 metre for the second one.

5. In Table 8.2 the cross-track standard deviations range from about 2.0 metre at the

front end. reach 5.4 metre in the middle and about 4.0 metre at the far end of the

cables. -‘On the contrary, the results of the analysis related to the second set of data.

summarized in Table 8.3; show that the cross-track -standard deviations range from

about 2.5 metre at the front end increasing towards the tailbuoy. This is mainly

because in this latter configuration a full-length acoustic network was used, in

addition with compass measurements. This of course improves the precision as well

as observation redundancy and hence reliability in this part of the network.

- 1 -
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

However. as detailed in Section 8.3.2, the magnitude of these estimates is

significantly influenced by the values that are used to build the stochastic models.

Q

vessel
3-3 15°-53

—
_stbd outer source

sthd. inner some

port inner sou

‘ p6'rt"'ou'te'r"s‘ouroe

 

 
 
 

 

50% CEP

n— U3

I9 3"‘O‘\l

bib)‘La: 00D
3". b.'

Table 823: Measures of precision computed for a fifth order polynomial streamer
model, Irish Sea 1993

lt should be stressed that although these results, as well ‘as those given in the "following

séétibns, on the analysis‘ for a sing;1e- shotpoint ‘('tiine' “event 150) these

estiniates do not change very fast with “time”, and therefore, can be consideredrnore or

less as typical values for the ‘\iiho'le line for both data sets. Note‘-that‘ the inaximum

differences fi'om these values are of the order of 1.0 metre occurring in the cross-track

direction for the receivers ‘located at the rear end of the cables. Finally, analysis proved

that these results are consistent in all streamers in both surveys.

Tables 8.4 and 8.5 detail the results for the analyses obtained from the processing of

both data sets using polynomials of different orders. “From these tables it can be clearly

seen that theprecision estimates are hardly influenced by changing the order of the

polynomial function. A more detailed analysis of these results shows that precision in

the alorig-"track direction is not '-affected at all in both surveys. Cross-track deviations

are only effected in the middle of the cable for the first data set and at the far end of the

streamers for the second set of data by almost 0.5 metre. However, if a polynomial of a
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Chapter Eight: The Efjizcl ofFunctional and Stochastic Models on Position and Precision

higher order is used, viz. seven or higher, the receiver positions and their quality are

significantly distorted.
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Tabie 8.5: Measures of precision computed for a polynomial streamer model of order

four (top) and six (bottom). Irish Sea 1993
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Chapter Eight: The Ejfect ofFunctional and Stochastic Models on Position and Precision

8.2.1.2 Harmonic Function

Incorflration oi the flarmonic Function into the Algorithm

The results derived from the implementation of the integrated algorithm based on a

polynbnlial str'e'a.m_e'r model has proved rather successful. Nevertheless, as stated in

Section 2.2.1, alternative fitting models ought to be considered to simulate the shape of

the streamer. It has also beengpointed out that in order for any alternative model to be

easily incorporated in an in_t_e_grat_ed recurrent process, as the algorithm developed in

Chapter Five, a single and continuous function is required.

A fimction that contains‘ ..a summation ofj different sinusoidal. components, i.e. a

hamloltic fuilction, fulfills these ‘conditions. Harmonic functions have been used widely

in fields such as electrical and geophysics to analyse t__i_l_ne se_n'es functions.
Here, the overall behind this idea is to define a harmonic function as a series of the

streamer _leng_t_.h= such that the fre_quen_cy and amplitude elements of the sinusoidal
components are states in the system - similar to polynomial coefiicients. It is believed
that the Kalman filter will shoulder the task of estimating values for these parameters so

that the resultant shape of the streamer will be optimal. The filnction that was selected

for”tlie="purpose of this analysis ciofnsist of the summation‘ of two sine tenns. and

therefore the u,v coordinatesof any point on a streamer are given by the following

equations

u = l
4

_v -A: E[cksin(ck+,l)] 8'1
nan.

These equations‘ are eéiuivalent to Equations 5.1 and 5.2 for a polynomial fitting model.

Also, note that this filnction consists only of sine terms - no cosine terms are included.

This is because by definition v must be zero at the head of the cable i.e., for zero offset.

Hence. for the chosen streamer model the casting and northing components of a point

on a streamer can be described by the expressions

PGS Exhibit 1120, pg. 215 - 195 - [pR2014_01477
PGS v- WesternGeco (IPR2014-01478) Ex. PGS 1076 - Supplement to Ex. PGS 1041
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x. = X5 + 1‘ cos(a) + [i[cksin(ck,,li)fl sin(a)k=2.2

vi =vs _ li sin(a) + [i[cksin(ck,,li)fl cos(a)|t=2.2

8.2

Similarly the foregoing equations are equivalent to Egtpresgsion 5.11 for a polynomial

streamer model. Finally, the equivalent of Equation 5.17, that is used to describe the

direction of the tangent of the streamer at a point of offset l, is given by

E : d(£[cksin(ck-O-ll)]]k-2.2

du dl
8.3

In the following section the conclusions of the assessment of the results derived from

the implementation of -model using the same data that were used: to test the

polynomial streamer model are discussed.

Harmonics Model

o;ssBss mvsec

Table 8.6: Stochastic model of the dynamic model of the parameters ofza harmonic

streamer model, Gabon 1992 (left) and Irish Sea I993 (right)

 

  
  
  
  
  

 

 3.;—

Imglememation at the Method

In order to aid comparison in the assessment between the results derived using a

polynomial and a harmonic streamer model the same a priori standard deviations have

been used to describe the precision of the observations as well as the dynamic model.

Of course, the standard deviations used to describe the disturbances of ‘the harmonic

function parameters cannot be the same as those accepted for the polynomial

coeflicients. Table 8.6 outlines the standard deviation values accepted for these
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parameters. it is important to note that altltough several sets of similar values have been

tested only values of this order of magnitude seem to provide a solution that is overall

acceptabie. It has been mentioned bcf_orc: that it is extremely dii}icu'lt to build up that

part of the stochastic model related to these parameters of the dynamic model. One

suggested approach to the solution of this problem has been discussed in Section 3.2.3.

Here, examination of the Kalman filter products. and especially the covariance matrix of

I the predicted residuals ofthe observations which tends to more sensitive to any changes

in the stochastic models, helps in making decisions.

The most important" points to conclude from the implementation of the aforementioned

method are discussed in the following paragraphs.

stbd:Irca.|tn:! ccnuutmumr ponnmuu-r

 
13

t 3.‘. s T 9
I'\ I-'« 05 : _

_- otidervalion nurnbcr

 
= F igure_'3.5: Statistics of the predicted residuals of the com_pasB'azimuths.cornputed for a

hannonic'stt'eamer'.n1odei.-"Gabon 1992 . 7 - . -' -

Thefirst-"point to §'n_ote_is that the predicted residual" values for all observation types,

_ e'xc'ept "those for tho ‘compasses arid: tailliuojrsg are ‘hardly afl_'ect"ed_"by this modification in
the streamer moduli; -Inlpartictslar dnlfthe predicted residual vaiucs for the acoustic

ranges observed in the middle of the network for the second survey present differences
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of a5;o,ut_0.=5 metre on average comparefd with those obtained using a fifih order
polynomiel funvction. _V0n c.0ntra1_'_y, the resulie derived froro the aoziildjisis of the first
set of data Show only slight 'difi‘erehces conipared with those baded on a polynomial

streamer model.
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Figure 8.6: Statistics of the predigtcd lresidoalel of1_he conjpaes-azimuths computed" for a
ha_r_mo'nic streamer model, Irish Sea 1991- _. ' . '

From these results there-appears to be Zconeiderable evidence to sup-p_or.t the idea that the
re1at'iv_e'p\osition of the streamers in _ea'oh'surv_ey seem not to be afiected lay the streamer

_ model. _ Hol\rever._'th‘eir ab'sol_ute positioo (with respect to _the vess'el_)'_is_afEeeted as. nah
be seen l‘ro_m the t-eillziuoye-ai1_c_l compass pred'i'cted.reeidu'a'1s_ as "well asfiom .the analysis

I tbl_loxvs.

The histograms shov»_m_ in Figures 8.5 and 3.6 depict the mean‘ valoes étandard
deviatioI__1s.o£._the predicted re_siduals_for the compass observa_1ions.' Examitiation of

. ljlguree in conjunction wiih Figures _7.16 and 7.1? allow the following co.nel'usions
tobedramruin. ' H"
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1. The mean values follow an approximately white noise pattern, although they are

different from those derived for a polynomial streamer model, in both data sets.

Also, their magnitude ranges within the limits derived for a polynomial model,

shown in Figures 7.16 and 7.17.

2. Analysis of the standard deviation values indicates an increase of about 0.2 degrees

for the compasses located at the front and rear ends of the cables for the first survey,

and for the units placed in the middle of the network for the second one.

Similarly, the predicted residual values of the tailbuoy geodetic derived positions

suggest an increase in the standard deviation values of the predicted.';?r_e'siduals of the

order of 0.5 metre, and in certain cases about 1.0 metre. This phenomenon may reveal

that the positions computed by the Kalman filter do not follow very closely the raw

observations (as those for a polynomial model) resulting in a relatively smooth curve for

the streamer shape.

Another point to noti_c_e_.fiiorn the analysis is7'7thtf_1_,tt.l.1,e streamer orientation angle._does not

 follow very in the ‘suggesting again a ifelatively smooth
curve with »ti-ma} §eel"1%ignte"s.7.

sthdstrearnor
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E, 1‘9 $ ~ A 148

§'-§'
Ev 147
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D 2|I| 400 I I 5% SIX) 1%)

Figure 8.7: Streamer orientation angle time series computed for a harmonic fiinction
streamer model. Gabon l992

Although analysis estimates as predicted residuals and the filter " states ‘helps in

identifying trends and highlighting problems in the raw data, the final product, i.e.

source and hydrophone positions, are the estimates ofgreatest importance.
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As it is reasonable to expect, analysis of the computed values of the float positions

proved that these estimates are hardly influenced by changing the streamer model.

Similarly, the along-track coordinates of the hydrophone groups are not affected.

In contrast with the results derived for the in-line positions, cross-track coordinates

seem to be sensitive to any changes in the streamer model. Figure 8.8 illustrates three

estimates for the cross-track positions of the starboard tailbuoy for each survey, namely

the Syledis raw measurement and the filter estimation for a polynomial and a harmonic

fitting model.

From this plot it can be clearly seen that all three estimates for the first data set (shown

on the top) are quite well-matching suggesting no need for fiirther investigation.

Nevertheless the same estimates from the processing of second data set result in a

substantially different solution;

In an iattenipt to examine this phenomenon in more detail the "cross-track positions for

all three estimates for a sample of hydrophone groups and the tailbuoy of the port

streamer of the same configuration are illustrated in Figure ‘-8.59 to note fi*om

these plots are i "

l. results derived for the first half of the streamer are similar for both a poIyn__omial
anfd7—a..'iharmonic fitting model. However, thejfplositions obtained based L-ton’ a

polynoinial model are apparently noisier than those computed using aiiharmonic
fimction.

2. It is apparent thatfiiie_:r,esuIts_'of-theltwo methods diverge for the second half of the
streamer. Funhennolre :it“is;iclear that only the polynomial solution can follow

closely‘ enough the raw tailbuoy observations. It is, perhaps, the mathematical

properties of the hannonic function themselves and/or the stochastic model that

contribute to this disparity. However, taking into account that the method has been

successlitlly implemented for the first set of data it is possible to support the idea

that this discrepancy should be sought in the raw data. This point has been partially

discussed in Section 7.5.1. Much more research, however, is still needed in this
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Figure 8.9: -Allonng and c':rc'oss-‘track hydrdphohe {ind tlailbuoyl for
a poIy11'omial'(onier'five) and a harmonic fimction streanier model, Irish Sea 1993
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Chapter Eight: The Eflec! ofFuncriom1I and Stochastic Ivlodels on Position and Precision

area. Testing of the same data based on slightly modified functional and stochastic

models may help to resolve the problem.

Analysis of‘ the along-track positions of the same devices, shown at the top of Figure

8.9, indicates again that the polynomial derived coordinates are substantially noisier than

those computed for a harmonic ifunction. However, a more detailed examination of the

tailbuoy position (the third plot from the top) can assist in clearing up this point. From

this plot it is immediately evident that the polynomial computed coordinates and the

Syledis derived ones present similar patterns in both magnitude and trends. Hence, this

is :a strong indication that‘. thesfochastic models to implement the polynomial

method have been ‘properly tuned.

95% Error Ellipse zdrm,, 15¢
vessel NR?

[(39.69

l33.57

l29.-15

l34.79

position relative _.. [4033
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I45. 19?

2.1

2.1

\l 
5‘. u—"

Table 8;-7: Measures-2o'f precision computed for _.a_»._’harr'nbnic fimction streamer model,
Gabon l=.992

Finally, in order this discussip__n to be.c_omple'te', shoiildi=be made on the

precisio‘n.._o£N the estimation; results. fi'om i_mplementation of. the method. Tab_l_es ;8.7
and 8.8 outline the precision results for both first second data sets with the points of
interest being

I. The vessel and float precision estimates are not significantly affected by this change

in the streamer model. Maximum differences of about 0.5 metre can be observed in

some units in the second configuration.

2. The increase in the precision of the hydrophone groups is hard to resolve. More

specifically it can be seen that the maximum error for the receivers deployed in the
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Chapter Eight.‘ The Efliact ofFunctional and Stochastic Models on Position and Precision

middle of the cable decreases by about 2.5 metre and 1.0 metre for the first and

second sets of data respectively. This clear disparity from the polynomial model

solution adds further confirmation that more research is required in this area.

‘Vim:   
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Table 8.8: Measures of precision computed for a harmonic furiction streamer model.
Irish Sea 1993

8.2.2 The Effect of Measurement Geometry and an Allusion to the Design of

Seismic Networks

In the introduction of ‘t'hi"s chapter it " has been pointed ‘out that the geometry

configuration of the ‘measurement setup is one of the design parameters that the

functional model depends "on.-‘ In the present section *an-='=atte'mpt -is made ‘to assess the

effect of different geometry configurations on position and precision of the seismic

spreads processed in this study; and consequentially, if possible, to draw some

conclusions related to the design of new systems.

However it should be stressed that the design of new systems, and especially of

integrated dynamic systems such as the one developed in Chapter Five. is: a rather

compound and complicated problem. In the design phase of a system the precision and
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Chapter Eight: The Ejject ofFunctional and Stochastic Models on Position and Precision

reliability requirements have to be reconciled with limiting conditions such as cost,

available hardware, computer power, personnel, and time schedules (Salzmann, 1993).

This approach is limited to aspects of precision, discussed in this section, and reliability

discussed in Chapter Nine. Finally it should be noted that this discussion is just a first

approach to the problem. Suggestions for further analysis under this topic are provided

in Chapter Ten.

To study the design of a system no actual data are required-Asince the quality of the

design is independent of actual data. It is only the observation matrix of the

measurement model; the stochastic models and the testing strategy that the quality of a

system depends on. Nevertheless‘, in the following tesitsiboth first and second sets of

data are processed, so that the quality of the estimation result is what is being‘ ‘assessed -

not the quality of the design. These results are then evaluated in combination with the

results derived in section 8.2.1.], i.'e. the ‘standard’ solution.

The data files from the first survey (Gabon 1992) were used to study the effect of

measurement geometry under three different circumstances. The three tested

configurations were

(a) all observations except the Syledis derived tailbuoy position of the starboard

streamer.

(b) all observations except the Syledis derived tailbuoy position of the starboard

streamer and all the tail end acoustic ranges from/to starboard streamer.

(c) all "observations except the Syledis derived tailbuoy position of the starboard

streamer, all the tail end acoustic ranges from/to starboard streamer, and the two

compass units deployed at the tail end. ofthe starboard cable.

Of course, it is apparent that it is almost impossible to experience such a configuration

in reality, i.e. to build a system like this, or for all these sensors located at the rear end

of the network to fail simultaneously. In fact this trial is an attempt to test the impact of

a ‘worst case scenario’. besides testing the operation of the algorithm under such

unexpected geometry.
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

Figure 8.10 illustrates the cross-track position of the starboard tailbuoy and Table 8.9

outlines the precision measures for the starboard cable derived from the processing of

the data for the three aforementioned configurations. These results are assessed in

comparison with the filter solution, where all observations are used i.e. the ‘standard’

solution and the tailbuoy raw observations. The points to note from these results are

1. If the starboard tailbuoy is not used (or fails for some reason) the network still has

enough redundancy and therefore the estimated position of the tailbuoy is not

significantly affected (plot on the top). Similarly the precision of this node seems to

decrease only ‘by 0.5 metre.
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Table 8.9: Measures of precision computed for three ‘different geometry configurations,
elimination ofthe stbd tailbuoy location (a), elimination of the stbd tailbuoy locationiand
tail acoustics from/to the stbd streamer (b), and elimination ofthe stbd tailbuoy location,

tail_ acoustics from/to the stbd tailbuoy and the stbd streamer tail compasses l2 and 13

(c), Gabon 1992

2. Under the second scenario, it is apparent that the ta'ilbuoy’s position and precision is

significantly influenced. No link with the centre and port streamers practically
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

means no use of their tailbuoy Syledis observations, extremely important information

in order to locate the receivers fixed at the rear end of the spread. The effect on the

hydrophone positions is enormous. Though the receivers placed at the front end are

very little aflected, the maximum error (almost cross—track) reach 15.0 metre at the

far end of the cable.

3. Finally, under scenario three. although the resultant differences range more or less

within the same limits, some changes in trends are obvious; The tailbuoy cross-track

position jumps up and down with reference to the ‘standard’ solution possibly due

to lack of the r'ear'5end compasses. Again, the precision of the front end groups

hardly alters while for the tail end groups exceeds 22.0 metre. The minimum error

(almost in-("line") is only very little affected in all three trials.‘

In the second series of tests discussed in this ‘section the second set of data was used to

perform two more trials". In the foiiher one the data were processed assuming: that no

acoustic ranges were observed at the middle of the spread} Obviously this test aims to

assess the importance of a fit" length acoustic network. More specifically the acoustics

denoted by observations 43, 44, 45, 46, 47, 48, 54, 55, 56, 57, 58 and 59, a total

number of twelve observations were eliminated a'nd=~'thevdata reprocessed (Appendix E).
Table 8.10 (top) outlines the precision results ’derived for the streamer
receivers.

Examination of this table in combination with Table 8.3 shows that the minimum error

(almost in-line) is very little afi'ected irrespective of the receiver offset, However.

significant changes can be noticed in the maximum error (almost cross-track). As

expected the error of the receivers placed at the front end of the network increases only

by 0.5 metre, possibly due to the very strong from network, while the error of the

receivers deployed at the rear end of the cables is influenced by almost 2.5 metre and

reach 5.7 metre. It is the middle of the cables, however, that suffers more when mid

acoustics are omitted. The error of these groups reach 7.0 metre, i.e. an increase of

more than 3.0 metre.

As stated in Section 7.4.2, in the second survey a configuration of 10 compass units per

streamer. spaced at intervals of approximately 300 metre, was used to provide total
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Chapter Eight: The Ejflac! ofFunctional and Stochastic Models on Position and Precision

cable orientation. However, as can be seen in Appendix E, compasses 1, 2, 3 and 9, 10,

that were deployed at the front and rear ends of the network respectively,‘ are fixed only

75.0 metre apart - may be because nonlinearity is greatest in these areas (Cotton et al.

1985)
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Table -8.10: Measures of precision for 2.3‘ Sample of hydrophones computes; for two

different geometry configurations: ‘elimination of mid acoustics (a), and elimination of
compasses 1. 3 and 9 ‘(b)‘,"Ir1'sl"1'Sea 1993 " '

In the second trial it has been decided to eliminate compasses 1, 3 and 9, so that all

active co"inp'asse‘s ‘are "now almost 300* metre apart, and reprocess the data as if these

units had never existed. Table 8.10 (bottom) summarizes’ the precision results for the

starboard streamer ihydrophonegroups derived under this assumption. Two points are

immediately evident from this analysis

1. The precision of the vessel and float positions - not shown here - hardly alters.

It is reasonable to eitpect that loss of compasses I‘, 3, and 9 ‘would effect -the front

and far ends of the cable. Nevertheless analysis proved that the precision of every

single receiver changes - a sign confirming the potential of the interdependence of an

integrated network.

It is the geophysicist who is going to evaluate the absolute size of these differences in

the quality, and therefore decide whether or not they induce a significant impact on the
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Chapter Eight: The Efléc! ofFunctional and Stochastic Models on Position and Precision

final geophysical product. Of course, as stated earlier on; such a decision has to be

reconciled with other limiting parameters such as cost in order to achieve the best

possible result.

However, it should be stressed once more, that the results discussed in this section refer

only to the data sets described in Appendix E and the values that were used toebuild the

stochastic models for this application, and therefore it is rather risky to draw general

conclusions. In .-fact the design of new seismic configurations based (even partially) on

the model developed in Chapter Five is an objective that aimperatiyely calls for-efurther

research.
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8.3 THE STOCHASTIC MODELS

The implementation of the Kalman filter algorithms relies upon the combination of a

dynamic and a measurement model together to create an optimal solution. In order to

do this, both models imtist be giventari appropriate weighting which is expressed by their

sto'chastic models, that is=to saytheir covariance matrices.

In the foll’o'wing“"sections ‘the’ influence=‘of the precision of the observations‘ on the filter

estimates and theii"‘V*quality isbei-n”g examined and a number of these analyses is

performed. Then the precision of the observations is kept fixed and the impact of the

quality of the dynamic model (covariance matrix of the dynamic model) on the

estimation result and its precision is discussed.

8.3.1 The Stochastic Model of the Observation Model

All the results and conclusions that were derived in the preceding analyses have been

relied on the stochastic models given in Table 7.1. A brief reference to the justification

of the assumptions made behind this choice has been provided in Section 7.2.

In the present section an attempt is made to evaluate the sensitivity of the integrated

algorithm to any changes in the precision of the observations. In order to aid

interpretation. the results of the analyses derived in this section are assessed in

combination with the ‘standard’ solution discussed in Chapter Seven. Given that the

model comprises a peculiarly complicated mixed measurement system the observations

are split and classified by observation type and the analysis of the results is performed

respectively. These include acoustic and laser ranges, compass azimuths, as well as

measurements of ‘absolute positions’, such as vessel and tailbuoy Syledis or GPS

derived locations. In the following paragraphs the role of the acoustic and laser

observations is examined first.

In all previous trials the acoustic and laser ranges have been processed assuming a

priori standard deviations of2.0 metre and l.S metre for these observations respectively
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- see Table 7.1. In the analysis that follows these values have been scaled down by half.

The points to notice from the results derived under this assumption are

l. The mean values and standard deviations of the predicted residuals of all

observation types are very slightly affected (decreased) due to this change in the

stochastic model. Similarly, very slightly the state vector elements affected.

However, analysis reveals: a more noisy pattern with time for some of these

estimates. A typical example of these results is given in Figure 8.11 - this figure

corresponds to Figure 7.2 forthe ‘standard? solution. I
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Figure 8.11: Streamer orientation angle computed assuming aprion‘ standard deviations
of 1.0 and 1.5 metre for the acoustic and laser ranges respectively, Gabon 1992

2. Though the positioning at the seismic spread is not signiticahtly affected, on the

contrary, measures of precision are affected. Table 8.11 outlines the results

obtainediforithe lofldatar table eviidlent, alniost at a glance,
that float maximum deviations have l.0 - metre the minimum
values, on average, by 1.0 metre._ These results can easily be explained since the
float positions,‘ in bothsurveys, are iotiacoustic and laser
9°S°Wati°ns-. T.    T I A T

3. ll-llydrophone along:-track) are down almost by

half for any offset. Maximum (almost; cross-track) deviations decrease by almost
1.0 metre at the front end and drop off to 0.5.metre= at the tar end of the cable.

4. These results seemed consistent for all streamers in both data sets.

The conclusions derived from the analysis of the results which consist of changes in the

stochastic model of the compass azimuths seem to be more prominent. For the purpose
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Chapter Eight: The Efléct ofFunctiona! and Stochastic Models on Position and Precision

of this trial the observational standard deviations of the compass units have been set to

be 1.0 degree, i.e. they have been increased by 0.3 degrees. A sample of these results is

demonstrated in Figure 8.12 as wellas in Table 8.12. The points of greatest ‘importance

2.9 1.2

canbe summarized as follows
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Table 8.11: Measures of precision computed assuming a priari standard deviations of

. l.0,and; 1,5 metre.ifor__t_he,;acpustic. laser._.ran_ges respectively, Irish: Sea .l

1. The .predieted residuals_ of tvpes seem iiai‘ be by this
for shown in

More it‘ results are in coinpaiison with
thoseuhased on in Figure it can he clearly seen
that their mean have Eialmost been doubled in magnitude. Moreover these

results indicate no significant changes occurring in their patterns. Finally, a small

increase can be noticed in their standard deviation values.
2. for the iilter states tiiite '§érie"s as well as

the positioning of the seismic elements are hardly altered.

3. As expected the estimated precision of the vessel and float nodes does not change

(Table 8.12).

4. From the same table it is also apparent that the minimum (almost along—tracl<)

precision of the seismic receivers does not change at all. This result can be easily
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understood as the compass observations rctlect the direction of the tangent of the

streamer and therefore these estimates are only cable-orientation related.

5. In contrast with the previous remark the maximum (almost cross—track)' deviations

are strongly ‘influenced by changing the precision of compass observations.

Although the precision of the hydrophone groups Fixed in the fi'ont and rear ends of

the cable decreases only by 0.5 metre, the precision of the receivers deployed inthe

middle of the" streamer decreases more than 2.0 metre. This disparity in magnitude is

somewhat not entirely surprising given that the precision of the network in the

middle depends mainly on the presence of the compass rneasuremente. '
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Figurc'1i..l:!: Statistics of the .pr_edicted residtials of the loompass i-'l"hese_.
estimates ivere'compiJt_ed assuming or prion‘ standard deviations of 1.0 degree for all
compasses deployed in the-netv_vork,'Ga'bon 1-99; 3

Syledis derived taiibtiay locations is the las't-‘observation type to-be considered in
this section. Two different scenarios ltivere implemented in'order_t‘o study the _influ_ence

of the precision of these observations- .In_th_e first ‘scenario standard deviations of -5.0.

metre were accepted for the Syledis derived jtailbuoy positions for the entire line, for
both firstiand second data sets, while in the second one deviations ofionly 1.0 metre
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Chapter Eight: The Eflec! ofFunctional and Stochastic Models on Position and Precision

were adopted and tested. Analysis of the results has led up to similar conclusions for

both sets of data. In Figure 8.13 and Tables 8.13 and 8.14 only a small sample of these

results are given. The main points to note from these analyses are

1. By decreasing the variances of the tailbuoy observations the predicted residuals of

the acoustic, laser, compass, gyro and vessel Syledis observations are not influenced.

Only the mean values of the predicted residuals of the tailbuoy measurements are

affected. in fact decreasing by. factor two. Such an example is given in the ,;lefl plot

of Figure 8.13; The corresponding plot..__den'veg_i for the fstandard’ solution is given

in Figure 7.18.

2. Similarly, by increasing the variances of the tailbuoy measurements the mean values

of the predicted residuals of these measurements increase almost by factor two.

Figures '7.1""s and 3.13 depict the results for the second data set.

3. 'I‘..hg last point ._-to mention that only theggprecision of the rear end part of the seismic

spread“ seems to be af_fe_cted by-_vt-hese changes ~in,_the' model. The better
precision at this area under the first scenario as well as the.‘ bigger uncertainty values

under the second are clearly due to changes in the stochastic model of the tailbuoy

observations.
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Table 8.12: Measur.es‘of_ precision computed assuming apriori standard deviations of

1.0 degree for the compass azimuths, Gabon 1992

In the foregoing analyses in number of tests have been carried out to study the effect of

the stochastic model of the observations on the estimation result and its precision. In

fact these tests consist of changes in the values of certain elements of the covariance
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matrix of the observations. Also, it is important to note that these changes have been

applied to each single ineasurentent of the observation type tested - depending on the

trial - for the entire data file. However, in reality, it is not possible for all observations

to be ofthe same the accuracy, especially for a long period of time - some of them are

more noisy than others srtdfor some sensors do not operate properly. Obviously a more

sophisticated ‘approach to the determination of the observational ist-andard deviations is

required, One suggested approach is. whereby the standard deviation of each

obsewation is determined in real-. time mode. by independent assessment of the

observation, and possibly its predicted 'res_id'uaJ, titne series. values. A brief outline for

the implementtttion of the method. is given in "Chapter Ten.

‘mean1.-alues[tn}_' :5.L:34:2uan- l._J__...4.__,i__....L._..J. "I
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figure. 3.-1'3: Statistics of . the predictectresiduals of'_t_l_te_: jressel and__tailbi1oy-iisylodis
derived" locations. _'I'hesi___: estimates were t:om'puted assuming 1.0 and 5.0 metre 'a.prt'ort‘
standard deviations for the tallbuoy _.obseri/ations for the surveys in Gabon 1993 (left)

and In's_h"Sea 1993 (right)_t5espocti_\tely _ _
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deviation for the Sylodis derived tailbuoy locations, Gabon $993
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Table 8.14: lvleasures of precision computed assuming 5.0 metre a prjori standard
deviation for the Syledis derived tailbuoy locations, Irish Sea 1992

8.3.2 The Stochastic Model of the Dynamic Model

It has been detailed in Section 3.2.2 that the dynamics of a system represent its behavior

as it $kari¢’s f~vi?'ili1tiiiie- tbs-+:is’ti¢>chas’tric Mel °f theidvnérnics of a system

indicates how well the model describes reality. This is invan'ably..in the fonn of the

covariance matrix ofthe driving noise of the system.

The dyii'atni_cs of the integrated ‘___"2't'l'g'c>,t_j1A"tl._1n‘,1 developed in Chapter Five are described by

Equations 5.3.4. The velocity or acc_eleration' terms appearing in these expressions

reprssshi the driving.or YY,‘i.’.‘..F.."§I ewiisiard devfiaiians twins the riiai.n
information that was used to build its covariance matrix.

In the following discussion, in order to aid interpretation, the driving noise parameters

are spilt and classified in three groups. Vessel acceleration and vessel crab angle velocity

form the first one. Acceleration ofthe positions ofthe float nodes refers to the second

group, while the third one consists of the acceleration of the streamer reference point

position as well as of the rate of change of the cable’s orientation angle and polynomial
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Chapter Eight: The Eflecl ofF‘uncrional and Stochastic Models on Position and Precision

coefficients. It is, mainly, the role of the polynomial coefficients that is going to be

discussed in more detail in the following paragraphs. Analysis proved that changes of

their driving noise could influence, in certain cases substantially, the estimation result

and its quality.

Due to the stable nature of seismic exploration surveys any -small change in vessel

acceleration and crab angle velocity deviations do not have a great impact on the

positioning of the seismic spread. For example by changing the standard deviation of

the velocity of the vessel crab angle from 0.01 degrees/sec to 0.04 degrees/sec only the

filtered values o'f-‘this estirnate thaitége; Thehresults derived them the processing of the

second data set are depicted in Figures 721 and respectively. Examination of these

results to _<::__0rtclusions

l. The curve shown in Figure 8.14 is substantially noisier. ftheIi‘0_ne given in Figure
7.1. This phenomenon‘ is not difficult to resolve the trial
(shown in Figure 8.14) the filter relies more on the obsieiyationslithanj in the first one
4 it is believed that the system dynamics ’de'scn'be the ttiodel itétteti in the former test.

ii fits point: to note .4~thati':the es'ti‘lnat_es the second
from zero, however, within a few shotpoints time they reach the values derived
the first trial. Simply, in the first experiment the initial value for the vessel crab .

angle iitisibtéett set to be equal is as dirretense between the vessel gyro and course
good ‘values (ashgiven by the contractor). while in "that ’on‘e to

zero. It is apparent that the illtéi ident'ifies"and restoies thiseasily.

6 .

0 1' L"!

0 500 I000

shotpoint number

Figure 8.14: Vessel crab angletime series computed assuming a drift rate of 0.04
degrees/sec for the vessel crab angle. Irish Sea 1993
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Chapter Eight: The Eflec! ofFunctional and Stochastic Models on Position and Precision

Again, it is due to the intended straight lines and constant sailing speed that small

changes in the standard deviation values of the float and streamer head points drive the

filter in similar ways. If the deviations of the driving noiseof these estimates are set to

be 0.1m/sec2, only the position and velocity of the corresponding states seem to be

affected. In fact, both in-line and cross—line coordinates of the float nodes seem to be

more noisy and their maximum velocity values increase fi'om 0.2 m/sec to 0.4-0.5 m/sec.

In contrast to this conclusion, it should be stressed —-that if bigger standard deviations V. are

used these positions can change significantly.

mum

 
Table __8.15:_ .M.easu_re_s_. of precision_ of the vessel NRP and float nodes computed
assuming 3 standard deviation Br oji iii/sec’ roithe floatfinodes acceleration, Irish Sea
1993 l

BM 9°"‘..-'35‘ with resale related #9 ti}? Hositisnitts 9‘£.>t.-‘fie 5Pfead~ the Pmion 0f the
float nodes andthe regeiver groups Table 8.15;‘ ‘outlines for
the float positions;;hasgd on theprocessing of the second set of data. From‘ this table it
is apparent that the worst scenario is for the maximum error is to be increased by 1.6
metre while the minimum value by 0.9 metre. Finally it should be noted that this change

in the stochastic moid_hel_'afi‘ects only the precision of the receivers deployed at the front
end of thethesame factor of magnitude as for the floats.

Figure 8.15 and Table 8.16 depict some of the results that consist of changes in the

stochastic model of the streamer orientation angle driving noise. More specifically both

first and second sets-of data have been processed again assuming an error of 0.1

degrees/sec for the driving noise of angle at. Comparison between these results and

those derived for the ‘standard’ solution (error in the rate of change of at equal to 0.01

degrees/sec) could help the following conclusions to be drawn
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

1. As can be seen from Figure 8.15 the filter solution for the streamer orientation angle

or ranges within the same limits as for the ‘standard’ solution shown in Figure 7.2.

However, Figure 8.15 shows the filtered values to be slightly noisier due to the high

standard deviation 0.1 degrees/sec being input.

2. The positions of all nodes (float and receivers) located at the front end of the

network seem not to be influenced by increasing the deviation of rate of (1. Only

the cross-track coordinates of the receivers fixed at the middle and rear end of the

network seem to be slightly noisier.

'Mw\"--x.-~«'*\"""-~/\....\f(
‘I —l'

400 600

shotpoint number

.1’.

E3314
-év l4
,5I:o 

Figure 8.l5: Streamer orientation angle time series computed assunting a standard
deviation of 0.1 degrees/sec" for the streamer orientation angle driving noise, Gabon
1992

3. As it is reasonable to expect, the precision of the vessel NRP and the float nodes is

hardly affected. This conclusion applies also for the minimum error (almost along-
track) for all hydrophone groups. On the contrary an increase of the order of21.3
metre can be noticed in the maximum (almost cross—track) error the receivers

located at the middle of the cable. The precision of all nodes at the front and rear

ends of the network seem not to be changed. It is, perhaps, the presence of the

tailbuoy that helps the precision: of the rear end not to be
increased.

It has been emphasized in the previous paragraphs that the role of the stochastic model

of the polynomial coefiicients will be discussed in more detail than the role of any other

parameter. The reason is twofold. Firstly because it is not easy to interpret their

physical meaning (as it is, for instance, for the driving noise of the vessel acceleration),
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Chapter Eight: The Eflect ofFunctional and Stochastic Models an Position and Precision

and therefore difficult to assign values for their standard deviations. Secondly, because

the filter results (positions of the receivers and their precision), are strongly dependent

on the stochastic model of these states.

Hydrophone 95% Error‘ Ellipse 
  

  
  

  
wwwwwww mm

m--mm:
minimum
E-mum
1:221-m-E
muslin-
minus-
Imus-

Table 8.1§_: M_e_asu_res’of "pr'ecis'ion"for-=‘-a sample of hydrophone groups computed
assuming a standard deviation of 0.1 degrees/sec for the streamer orientation angle
driving noise, Gabon 1992

Several scenarios have been adopted to study the effect of the driving noise of the

po_lyn__o_mial coefiicjents on the estimation result and its quality. Two of them are
discussed here in more detail. The deviation values adopted for these testsfor

the first and second data sets are summarized in Table 8.17. In fact these tables show

that the values used to build the stochastic model of the dynamic model have been

decreased by order of magnitude two (model I), and increased by order of magnitude
two (model. 11), compared with the stochastic model usedito obtain the ‘standard’
solution (Tables 7.1 and 7.2).

The discussion of the results of the trials described in the following paragraphs are split

into three parts. First an attempt is made to evaluate the filter solution. i.e. the state

vector elements, while in the second and third parts the results related to the

hydrophone groups positions and their quality are assessed.

The rnost important of the conclusions related to the system states are

1. The filter results in very similar solutions for the vessel position and velocity as well

as for the vessel crab angle irrespective of which scenario is used. Similarly, the

position and velocity values ofthe float and streamer reference points hardly alter.
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Chapter Eight: The Eflec! ofFunctional and Stochastic Models on Position and Precision

2. Analysis of the streamer orientation time series plots indicates that if a model of a

low system noise is used the angle or is heavily filtered, whereas a model for a high

system noise results in a rather noisy curve. This phenomenon is more distinct for

the results obtained from the processing of the second data set. Figure 8.16 depicts

the filter solution for the orientation angle derived for the port streamer using model

II. From this graph, the consistency in trends between the time series of angle at and

the vessel gyro (Figure 7.3) is apparent.

3. Analysis of the ‘solution for the polynomial coefficients time series proved :that

coeflicients of a low order,- namely third :or fourth, are of bigger magnitude in

absolute tenns, than coefficients of a higher order. Also analysis proved that

coeflficients of a order change faster with TV time than those: of a low o‘rde‘r.

Finally, as expected. for a low system noise the filter results in relatively smoother

curves for these estimates than for a system ofa high noise.

Si

- 0.5.15-'1‘3=m/m/sec

_ :

am 1:
om xsec.

 
ow-nztrwmrsec

0.5 13-14 my/_m /see 0.5 E-J5 m/m'lsec

1
J

1

1
J
3
1

Table 8.17: Testiitg of the stochastic model for the dynamic model of the polynomial
coefiicients, Gabon 1992 (left) and Irish Sea 1993 (right)

The vessel and float positiovns, as well as their precision estimates, are hardly influenced

by these changes in the stochastic model of the polynomial coefficients. On the contrary

the receiver positions are affected. especially those ‘derived in the cross-track direction.

Figure 8.17 illustrates _t_he_gcross-line wordinates ofpthe starboard streamer tailbuoy for

both sets of data under three different circumstances. The three tested ‘stochastic

models are

(a) the stochastic model shown in Table 8.17, denoted by ‘model 1’ (low system noise).

PGS V- WeSt°mGe°0 (1PR2014-01478) Ex. PGS 1076 — Supplement to Ex. PGS 1041
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Chapter Eight: The Effect ofFunctianal and Stochastic Models on Position and Precision

(b) the stochastic model adopted for the ‘standard’ solution, depicted in Table 7.2.

(c) the stochastic model given in Table 8.17, denoted by ‘model II’ (high system noise).

portstrfcamcr

orientationangle (deg)

I-'DJ
0 200 400 600 800 I000

sholpeint number  

Ei_gure,8,16: Streamer _orien_tation.angle .c_o__r_nputed for the stochastic model ‘model II’
shown in Table 8.17, Irish Sea 1993 ' "

Processing of the data under these three hypotheses results iii the curves, shown in

- Fi'gu"res 9.17 and 8.18, 'that:are' deiiotéd by the figiires 1‘, 2 and 3 respectively. Analysis

ofthese ;e_sultsi%helps the following con_cl.u,§,ions to be drawn

1. The fii;sti__pointl;to note from the results derived from the analysis
of the‘~3firsti‘data (shown on the top) are itiueh more consistent in trends and

magnitude than those derived from the processing of the second one (shown on the

bottom). This disparity between the two surveys has beenialready discussed in

previous sections. Perhaps the most marked reason for this. is due to the differences

in the"§qu_al'i_ty,' distribution and of the raw ‘data between the two data

sets. A partial explanation of this phenomenon has been given in Chapter Seven.

However a hill description and assessment of the tested data is provided in

Appendix E. in l 1 H I

2. From the results related to the survey conducted in Irish Sea (shown on the bottom)

be that the differences between the solutions that were on the low

(gate 1) and ‘(dime 3) system naise I.-s;c'»;-id ioio nieiré ', far‘ aiiiiost half or the

line, while the solutions derived under the hypotheses (b) and (c) (curves 2 and 3

respectively} red 'ulp..to similar i'esii|ts‘j “very low system noise does not allow the

polynomial coefficients to change fast enough and therefore to follow the variations

of the observations. Analysis of the predicted residuals of the observations adds
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-cross-{ruckpositim(m)
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Fagufe 3.17: Cmss-tank tailbfioy oompptéd fqr'th'ree'difi‘e'.n-ant stochastic
models of't1:_ne polynomial _:ooeffi'cients d'ynamic'_modei:- curves '1 aid 3- correspozid to"
models “z1iode!'_I” aild “tnodel II" r_e'spe_cfive1y shown in. Table 8;1'_!, and cunre 2

corresponds to the “standard “solution” - Table 7.2-,"'Gab:'m.1992 (top) and Irish Sm
I993 (bottom) ' - ' . - '
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

further confirmation to this assumption since for a system of low noise, mean values

were increased, especially those for the tailbuoy measurements.

3. Analysis of the along-track tailbuoy positions, shown in Figure 8.18, reconfinns the

almost 5.0 metre difference between the filtered and observed values already

discussed in Section 7.5.1. The point to note from these plots is that all three

models result in very similar patterns with no substantial peaks occurring for the

whole line. However, the fluctuations in magnitude from shot to shot seem to be

more consistent with the raw data for the results derived from the analysis of the

second set of data (Irish sea 1993) than those derived for the first one (Gabon

1992)

4. The last point to note is that coefiicients of a high order seem to be more critical in

positicbnilng the hydrophone groups‘. Processing of the data files using similar

stochastic models indicates that,’ 't‘heA'” increase/decrease in the error of the

driving noise of a coefficient of order five will change the receiver positions much

more than if this change is ‘applied to a coefiicient of order two. I

It has been pointed out in Section 3.2.3 that correct spe¢'i‘fii$ations of the stochastic

models is essential for both the proper ‘tuning ‘. of theiifilter .and its capability to produce

acctiiate-quality measures. The following results; combination with the results

already discussed. add fiirther validity__~t this'jn’_ot‘e. More specifically Table -3.18

summarizes the results derived iota‘: ‘model 1’ (shown on the top),
 

and the results for a’ "system ‘noise. model II (shown on the bottom). The results

related to the second Set. of far_e given.-_.in Table 8.19 in the same -manner.
Examination of these resultsilih-'iioinbiriation with the results derived for the ‘standard’

solution (Tables 8.2, 8.3.) ‘-helps the following conclusions to be made

I. The minimum deviation (almost along-track) seem not to be affected irrespective of

the hydrophone offset. ‘

2. Low system noise results in srnaller values (compared with those derived for the

‘standard.’ solution) for the maximum error of the receiver positipns,.: In fact this
case the filter solution is__ driven fromllithie lwithsthe
model having a very little effect.
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tiailbuoy position  -3365

along-trackpnstinn(mf)

alortug-ttaékposition(tn)-
-2247 _ .

 

Figure 3.18: Along-1:rack'1ai1bu'oy coordinates computed for three different stochastic
models of the polynomial coefiicients dynamic model: curve 1 and'3 correspond to

models ‘model __I’ and ‘model 1]’ respectively" shown -in Table 8.1.7, and curve 2
corresponds to the ‘standard solutitm’ -"Table 7.2, Gabon 1992 (top) and Irish Sea
1993 (bottom) ' - ' -
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

3. If a system of a high noise is used then the error of the hydrophone group positions

increases too much, especially for those fixed in the middle of the cable. This

phenomenon is more distinct for the results obtained from the processing of the

second data set.

Hydrophone 95% : H; 500/.
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Table 8.18: Measures of precision for a sample of hydrophone groups computed for the
stochastic models ‘model 1’ (top) and ‘model 11’ (bottom) shown in Table 8.17, Gabon
1992
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Table 8.19: Measures of precision for a sample of hydrophone groups computed for the
stochastic models ‘model 1’ (top) and ‘model II’ (bottom) shown in Table 8.17, Irish
Sea 1993
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Chapter Eight: The Effect ofFunctional and Stochastic Models on Position and Precision

8.4 CONCLUSIONS

In summary, the tests and trials of the analyses related to the fimctional and stochastic

models of the integrated algorithm have resulted in a number of conclusions

1. Similar to the conclusions drawn in Chapter Seven, the results derived from the

analysis of the first data set (Gabon, 1992) seem to be much more consistent in

magnitude and trends than those derived from the analysis of the ‘Irish Sea’ survey.

2. Polynomial fitting models of orders four, five or six have led into relatively

(especially those of order five and six) similar results in positions and precisions

confirming the conclusions that were derived from the analysis of the preliminary

curve fitting tests described in Chapter. Two. Also analysis showed that polynomials

oforder higherthan six result in overall problematic solutionsfor both sets ofdata.

3. The implementation of a hannonics function to simulate the streamer shape proved,

in .principle,.to be successful. However, the results relating -to. the second data set

= reveal that much more research is still required in this area especially in the

stochastic model of the driving noise ofthe harmonics model parameters.

4. Changes in the geometry configuration ofthe measurement-»-setup have indicated that

the model has been correctly designed and correctly implemented. Moreover these

trials demonstrated, the potential of the interdependence of an integrated network,

i.e. how certain modifications affect the position and quality of each one sensor

deployed. in the network.

5. Analysis of the results relating to the stochastic model of the observations have

shown that changes in the standard deviations of the acoustic and laser ranges

mainly affect the precision of the float, and the front and rear end receivers. These

tests have also shown that the precision of the receivers deployed in the middle of

the network are very sensitive to any changes in the stochastic model of the compass

. observations and therefore particular attention should be, paid: in the determination of

their a prion’ estimates.

6. Processing of both sets of data have shown that the stochastic model for the

dynamic model of the polynomial coefficients can significantly affect the filter

results. Very low system noise results in relatively smoothed curves while high

system noise results in a rather distorted streamer shape, particularly at the middle of

the cable.
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CHAPTER NINE

RELIABILITY COMPUTATIONS

9.1 INTRODUCTION

It has been correctly pointed out that internal and external reliability are the ‘ribbons and

bow’ on an algorithm’s ‘package’ of positional error assessment (Zinn and Rapatz,

1995). The expansion of the type and quantity of the navigation data:'c’ollected and the

principal requirement for real--time processing, driven by the geophysical requirements

of the implementation of the 3-D method, is‘t'oday'rather1ccmmon practice in the

- offshore seismic industry. On such -operations, the customer "requires that the quality of

the navigation data -and the estimated positions is assured and that corrective action is

taken when misspecifications in‘ the positioning data are noticed.

The mathematical basis of the content of reliability in geodesy, and particularly in the

case of dynamic sy'ste'rns, is explicitly discussed in Chapter Four. The specific.

characteristics and the procedure required in order to compute measures of reliability

for a seismic network, based on the algorithm developed in this study, are given Chapter

Five.

In the present chapter an attempt is made to evaluate the perfonnance of the integrated

algorithm by assessing the reliability results obtained using the data sets described in

Appendix E - already analyzed in Chapters Seven and Eight. ‘These results -"consist in

computing and assessing the marginally detectable errors of the observations (MDE)

and the maximum horizontal nodal (source and hydrophone) shifi. Nevertheless. it

should be stressed that this discussion is only a first approach to the subject. i.e. it does

not so much aim to provide full cover of the subject as to spark off fiirther research.
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Chapter Nine: Reliability Computations

Section 9.2 summarizes the basic assumptions underlying the testing and system model

parameters adopted for this part of the analysis. The results of the reliability

computations -as well as the effect of the geometry confi‘guration,r observation

distribution and redundancy are considered in Section 9.3. ~' Some concluding remarks

are given in "Section 9.4.
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Chapter Nine: Reliability Computations

9.2 STREAMER MODEL AND TESTING PARAMETERS

It has been detailed in Section 8.1 that the quality of a system depends on the"- design

options or parameters, namely the functional and stochastic models as well as the testing

procedure that it is used to test the data for potential outliers and their effect on the

estimation result.

All tests presented in this chapter have been carried out for‘the same functional and

stochastic models that were used to derive the ‘standard’ solution discussed in Chapter

Seven for both first and second sets of data, i.e., a polynomial streamer model of order

five and the stochastic models outlined in Tables 7.1 and 7.2. However, in Section

9.3.3 a few remarks derived from the analysis of the same data based on different

streamer and stochastic models are summarized.

For the reliability computations the two-sided probability of rejecting good data or the

level of significance is set at a.= 0.01. The power of the tests is fl= 80%. These choices

result in a noncentrality parameter ‘F 3.42. This figure can be interpreted as the number

of innovation standard deviations between the mean of the population of good data and

the mean of the nearest population of outlying data. The choice of the values of the

testing parameters is rather an arbitrary decision. Values of oL= 1% and B= 80% are

commonplace in geodetic applications (Cross et all, 1994b; Salzmann, 1993; Zinn and

Rapatz. 1995) - see also Section 4.3.

The window length of the tests has been set to zero, i.e. all trials are associated with a

test at time to for an outlier with time of occurrence also t. - no slips are considered.

Moreover it is assumed that only one observation is biased at a time - no relative biases

are considered to occur.
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Chapter Nine: Reliability Computations

9.3 RELIABILITY ANALYSIS COMPUTATIONS

9.3.1 lntemal Reliability

To compute measures of internal reliability the full statistical properties of the seismic

network are required, i.e. the covariance matrix of the state vector elements and the

covariance matrix of the predicted residuals of the observations. The fonnulae that

were used to compute measures of internal reliability for the purpose of this chapter are

those provided in Section 4.3.1‘-:.l forsystems operating in a environment. It

should be noted that of internal is analyzed only by
investigating the oithe system making use ofiithe
MDE (Equation 4.18)? iliiheivseparability hypotheses, which is

expressed by means of the correlation coeflicient is not examined in this analysis.

Figures 9.l and 9.2 depict the marginally detectable errors, in either meters or degrees,

derived from the analysis of the first (Gabon 1992) and second (Irish Sea 1993) data

sets respectively. Similar to the precision results these estimates _based,_on the

analysis of a single shotpoint (time event 150). Nevertheless, analysisiiiprovcd these
values they do not change very fast with time; itieierore,
more or less as typical values for the whole line in both data sets. Also it should be

noted that all negative values appearing on these histograms refer to observations that

have been rejected depending upon their predicted residual values. The main points to

note from these analyses are

1. The results obtained fi‘om the analyses of both data sets seem to be comparable in

both_ni__agi1itude and trends.

2. The size of for any acoustic range in both sets of data ranges between 6.0 -

8.0 riietérsiwiiii no substantial peaks practically that order

re} all outlying observation to be detected a bias of at least so '. s‘:"‘o meters should

be present. Obviously the size of a l\rfl)E_ depends on the choice of the observational

standard deviation. All laser ranges. especially those in the first data set present

smaller MDE values because smaller a prion‘ uncertainties have been chosen for

these measurements than for the acoustics - see Tables 7.1 and 7.2.
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Figure 9.1: intemal reliability measures" for all olbservatilons the network. Gabon 1992

' 3._ All in-xlressel and taiibuoy observation MDES areof the order of I l'.0 meters sinoo the
I samo ohsorvtttional a'prr'orr'.standar_d deviations hove been adopted for-the analyses‘

of both_dato_.'_ sets. Howctrer it should he n'otic_ed thorze to be much
bigger c_omoared'with tluoae derived. f_or'.th:§:_:.1cougo.cs.'-'._I_’t1is practically. that an

"error in on acoustic observation will be detected touch-more easily than error in
tho vessel ‘or taiibuoy positions: I __ _

4. Frott! Figore -it 'is"in'1rnedi_atoly _ev'rdent !hat'the‘results derived for the composs
azimuths show an exoeltent consigtcncy for ‘all.-three_ otreamers. The size ofthoir

MDEs is about 2.0 degrees with only the compasses deployed at the rear and of the
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cables resulting in slightly larger values. Similar to the firs: data set the size of the

MDES for tht: compass tneasurgzments of the second set of data increases towards

the tailbuoys (Figure ,2). However, "it is W.orthwhil’e to note that they are ofbigger
-ntvagnitiudue, ctbtfittaretl those iflofulthle One, jauclrssillally clue t6 thé gher

a priori standard deviafions. ‘ i

5. Finally, vessel gyro observations present much bigger MDES than the compass

azimuths - see Tables 7.1 and 7.2.
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Figure 9.2:: lntcmal reliability measuresnfor all observations in the network; ‘Irish Sea
1993
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Chapter Nine: Reliability Computations

Although it is important to know the magnitude of any gross error that may remain

undetected in each observation it is far more important to be able to investigate the

effect of an undetected gross error on the state vector elements and finally on the

positions of interest, namely source nodes and hydrophone groups. This aspect is

discussed in the following section.

9.3.2 External Reliability

It has been pointed out in previous sections that in the case of a seismic network the

concept of external reliability lies in knowing what is the effect (maximum horizontal

shift) of undetected outliers in the positioning data on the source and receiver positions.

This effect is then propagated to the HMP, viz. the average of’ the positions of a source

node and a streamer receiver. These values can be directly compared with the

maximum tolerated bias in position derived from the size of the bin for QA/QC

purposes.

Chapter Five shows that external reliability is not as straightforward a computation as

intemal reliability. Each observational MDE-is associated with an efiisct 11525 in the state

vector elements. This effect then is propagated at every node in the network (source

and receiver) as a resultant horizontal shift. The maximum shift at any node in the

network "is; the ctitical value of external reliability for this observation whereas the

maximum shifi for any observation for any node in the network is the critical value at

each time (shotpoint). In the following paragraphs some of the results derived for the

stages of e_a__ch:__;one of these computations are discussed, Note that analysis is

at-‘=:a nodal l‘evel;' i‘.-re; ‘no’ atteiitpti-i_s:tiiadé to exarnine what is‘ the

Figure 9.3 shows the external reliability values computed for the source points and a

sample of receivers fixed along‘ the cables under three different circumstances. In other

words these values refer to the hypothetical horizontal shifts of these nodes caused by

an undetected outlier of the size of a MDE for three different observations.
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Although it is impommt to évaluiitc the magriitude of these Values it is far more

imponant to‘ examine their trends, i.e_ which part of’ the network is significantly effected
‘mid which it is not, More specifically the following conclusions can be drawn

 

‘mama:reuahumitm}externalreliability(ml ‘QNIK puma: IHJ 1-19! mm 55953 239".‘ 1"“I mt Hall:
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I figure 9.3: External. roliahifity valoiés computed fortho source nodes and a .sa_r_npl,u"of '
7 receiver, groups cause'd'_by an" ‘outlier--oi? tluisizc of MDE for three observations: -an _

' dutli'er_ of 7.5 meters in‘ the_ acoustic ' bsewed-range between the devices fixed on the
- - 'port'soufce. and lhe.-fl'o'nt end -of the-1-port streamer --range" 22 (top). an-.outl_i'cr of 2.0;

" degrees -in the ;tenth compassof the starboard sireamer (middle). and an outlier of" 1 l_.{}_
_nieters "in" the-latitude component of the ozone tailhtxoyobscrvation (bottom), Gabon
1992 - - - ' - — - -

l. The plot shown oi-"the" top. of‘ PigiIri_=_ depicts the hypothetical -shifis cauged by a
gross error of the -order of 7.5 méte'1"s- in the -acoustic raoge observed bciwocn the

PGS Ex]'b'tI'I2-0,‘ .256 ' ‘Z35’ '" ' pg IPR20I4—01477

PGS .wt (3 LPR2Ul4- _ ' ' 'V 553'“ “°"( 01473) Ex.PGS1076—Suon]cmenttoEx.PGS 104-1



Chapter Nine: Reliability Computations

pinger which is fixed on the port source and the acoustic device fixed at the front

end of the port cable - range 22 in Figure 9.1. As is reasonable to expect the port

source and the fi'ont end area of the port cable are mainly distorted. The positions

of the receivers ofthe centre and port streamers are influenced very little.

2. The results given in the histogram in the middle of the same figure were derived

assuming a gross error of almost 2.0 degrees, i.e.i of the size of a MDE, occurring at

the; tenth compass of the starboard streamer. An error of this size will cause

elfea at the po__sitio_n_s of the receivers placed at the; starboard cable. It
can of streamer helps
to decrease the effect at the far «end of the cable. Again the position of the

hydrophones which are fixed on the centre and port streamers are not significantly

affected;

3. Finally, in the histogram shown at the_bottom of Figure 9.3, the impact on the

positions ofthe seismic network, and new is}distributed, caused by an outlier of

almost 11.0 me_ters%inj'.t_he.‘I-_la,titlJ.Fle com'pone_n_t of tile .cent_re tailbuoy observation is
examined. Fromthis histoigramiit is immed_iately-‘evident that all three streamers are

affected mostly. énil of and especially the receivers fixed ion the

centreponej Note that this effect seems to be proportional to the square of the cable

length.

 _ valuel:7l‘cr_.jeafchpbservation netyvprk -is then extracted to produce a
hstogran+.sl.awsng the spread for each single

observation. Such a ..hel_p_'s.. making ‘d_ecision's_.as to which observations-_iii the

network are more crucial at a particular time. Figures 9.4 and 9.5 contain the results

 

..t.,..ilv;.l,. is;..ih_.atii:o_uly. the reliability vale; "for the

ogthrétifigst ‘Analysis o't‘-‘the compass observations
of the second set data results small ‘values that lobviously to be

unrealistic. It is unclear to date exactly what is causing the problem. Therefore an extra

check on the soflwarc data is required to overcome this problem. Of course

it has been mentioned in previous sections that both raw data and the results derived
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from the analysis of the second data set are not as good as those derived for the tirsl

1:a.mpai1_:,n— see Sections 7.4.2, 7.5.1, 8.2.12, 3.3.2.
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Figure 9.4: Maximum external reliabfli1y'{maximum horizontal‘ shift) computed at any
node-in the network, Gabon" 1992 . ' ' . '

Before the specific ."'conc'lusior1s- reIatit1g'_ to the. e::ctemal"re1iabil_i1y resuiis are fially
detailed a poinl; that emanates fi‘om-this part of the anaiysis should be discussed. In

,.Section 5.3.3 it is mentioned that most of the elements of the design matrix are obteined__

numerically because of the iarge nuruher of unknovm parameters contributing to the _
system and the complicsted nature of some o'f'1'1'1e observaiion equations. Analysis

proved that the small amount ofthe state vector elements ‘needed to compute these
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Chapter Nine: Reliability Computations

differentials can affect the values of the covariance matrix of the predicted residuals of

the observations and therefore the reliability results. This remark becomes more

important for observations with highly non-linear observation equation.

More specifically, it is the relative size ofthe elements of the design matrix that seems to

generate the problem. In fact, this problem is mainly due to the relatively big diflerence

Z;in between the blocks of elements_related{to polynonfial coefficients of a high order
-and those" related: coetficiennis "of ordAer.:' the matrix given

by Equations 3.20 and 3.36 is almost singular, its inverse is formed successfully.

However the impact of this problem becomes clearly visible when forming the inverse of

the covariance matrix of the predicted residuals of the observations - which then is used

to thegihtemal reliability of the system. Some sort of scaling of the columns of
tfhei-ide_sign could be a _=lirst idea tqvovercome this numefieal problem. Obviously

  research.

The most important of the conclusions related to the results shown in Figures 9.4 and

8.5 can be summarized as follows

I. A maximum displacement, of about 1.0 and 2.5 meters can be observed at any
acoustic measurement in both the fron’t=-‘end acoustic network and the full length

acoustic networlr of the first and second data sets respectively. Similarly the tail end

acoustics observed in the first campaign present a maximum effect of the order of

1.8 meters. All near zero values in this last group of measurements refer to acoustic

ranges observed between devices .-ifixed on the -same cable, ie. in the along track

direction. Also analysis of.-the _e_xt_emal reli'a__bil_ity results of the laser observations

lead to similar conclusions. Finally note that all.-‘ negative ‘values appearing on these

histograms refer to measurements that have been rejected through the estimation

process. N A I i A I

2. The external reliability values derived for the vessel and tailbuoy positions indicate

an excellent 9Ol‘§iStency in magnitudeiand trends for both first and second data sets.

A mo_re detailed examination of these results shows that the external reliability

values of the vessel NRP are smaller compared with those obtained for the tailbuoys

although the same a prion‘ standard deviation values were used. Perhaps the most
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marked reason for this is due to ample redundancy at the front end of the network.

Finally the last point to note from these figures, is that all latitude values are larger

than the longitude ones. This phenomenon lttts already been discussed in Section

7.4.3.
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F’-igure 9.5: Maximum externnl re.liebility'-(iunaxirnum horizontal shift) computed at any
node in the network, Irish Sea 1.993 _' '

" As expected. MDEs -in the compass ‘observations will cause. -maximum effect in the

' network positions since this part ofthe network is less redundant. _An-error of about 2.0 -

I degreesin the gyro or in a compass unit fixed "at the front end or midway along the cable

_ will "cause ‘ti displacement of .rnaximun1_2.0 meters. If the st_t_me_ error occurs in a
. c.otnpass_ unit fixed at the rear‘ end of‘ the oabl'e_this will have a niaximum effect of 4.0

meters horizontal shift. _ The last point to note" from these results is that the pattern of

these values may} reveal an .unknown model effect. The assumption of in polynomial
model to describe the shape of the streamer is‘ the most rr_ta_rIce_d -reason to cause this

. problern. Proper turtning'.of the pol3_rnomi_al_ coefficiertts stochastic model might eliminate

this effect. ' '
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maximumexternal reliability(m) oNAano55
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Figure 9.6: Maximum external reliability (maximum horizontal shift) computed for any

node and for any observationiin the .network, ;Gabon 1992

As stated earlier, the foregoing computations shall finally lead to a single number. This

is the maximum horizontal shifl caused by any MDE in the observations for any node in

the network. Plots of maximum external reliability in real time can assist in quickly

identifying problems and trends in the raw positioning ____data, and therefore in making

decisionswhether specific sensors should be ellminated5or not. These can also help in

prob_lem _ar_eas'that might require .;attention post processing. A
comprehensive that should and using HMP
extéfnai reliabilityllmaynbe found in Zinn and am, (wash). "V

Figure 9.6 gives maximum nodal (source or receiver) external reliability computed for

the first set ofdata. The points ofgreatest importance can be summarized as follows

I. The first point to note is that most of the external reliability values shown in Figure

9.6 are due to outlying observations either in the compass measurements or in the

tailbuoy geodetic derived-positions. The single ‘peaks of. almost 6.0 meters are

mainly due to low redundancy-. in the network caused by removing observations at

theastage ofdata snooping.~ -

2. External reliability at the beginning of the line is as. high as ll-.-0 meters.

Nevertheless, once the filter’s operation is normalized, after a few shotpoints,

external reliability is decreased by half and remains steady at this level.

3. Zinn and Rapatz, (I995), suggest that maximum external reliability should not

be allowed to exceed 50% more than the 2dRMS value specified for maximum

I-IMP precision. On the analogy of this specification maximum nodal external

reliability is compared with maximum nodal precision specified in a level of 2dRMS.
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Chapter Nine: Reliability Computations

From Table 8.2 it can be concluded that the maximum error reaches 4.5 meters in

the middle of the cables. Obviously the maximum external reliability value, shown in

Figure 9.6, is far less than 7.0 meters, i.e. 50% more the maximum 2dRMS value.

9.3.3 The Effect of the Design Parameters on the Reliability Estimates

order four and six
re§ui{s1i.i::§'riiaileii§izd Eeépgétiyéiyiiieompued with those
derived for the ‘standard’ solution, i.e. for a polynomial model of order five. The

differences in magnitude between each one of these solutions and the ‘standard’ one are

only of the order of 0.5 meters, i.e. slightly larger than the resultant differences for

-pi'.ecision - see Tables? 8.2 and 8.4. Howeverfiit should be pointed out that external

reliability seems to change faster than precision, _,_confirming that reliability is more

yfabrupt changes: in th:e.:_po_s'itioning changes the external
forces acting the system.

Similarly any changes in the «stochastic :mo_d_els have an effect on the reliability results.

Ainalysis p=r'ove'd‘ithat "by increasing t'_he""st_andard deviations of the ‘observations their
MDEs increase resulting in larger variations in the state vector elements Axi, and

conseijuently in larger external ‘reliability values: More specifically,‘ changes in the

stochastic model at the‘coiiipass observations have‘ a larger impact on the system

reliability than changes in the uncertainty of any other observation type.

The stochastic: model of the dynamic model is another factor that contributes to the

estimation of reliability" measures. It is mainly the ~st'oc‘h’astic-'model='of-Ithe polynomial

coefficients that influences the reliability of the system with all receivers deployed in the

sui’fering effect.

Although fimctional and stochastic models are important in computing the reliability of

the network, it is the network geometry and observation redundancy that detemtine to a

large extent the reliability of the system. Figures 9.7 to 9.10 give the reliability results
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{internal and external) Lzornpulcd for the first series of trials described in Section 8.2.2.

Examination uf these results helps the Following conclusions tb be rlravlwn
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I Figure 9.7’: Internal -reliability computed for the vessel ‘gyro a_nd'a.ll 'c:ornpass_.units
deployed in the network. and enema! reliability (maximum horizontal shifi) at any node
causrad by these MDES. In this.tr_ial:Lhe starboard tailbuoy is eliminated, Gabon 1992

' 1._.'If only the starboardfitailbuuy is e1irr1_inated.(Fi';';ur:ré::_9.;"7)' :the reliability measures

hardly alter. Only the _compass§'s fix_ed'.at.tl1'e r§ar'énd_'_bf I-hi: cables, especially those;
of the starboard streamer present slightly larger hind reach 2.5 degrees. This
causes a maximum shill of about 4.0 mcters fo_r'sor_n.e conipasé '€_)bservations._

2,. In the second. trial: .where_._the Starboard _tl1il'buoy_. arid all tail acoustigg from/to the
starboard s_t1f_t*.arr1erhre_ eliniina1c:_rl,.thé githation. chanlges urlrhrnaticélly. The rnaxirnurn
horizontal‘ shifi in tl1_e_new}ork .caus'ed by a MDE of thr: alder gr'_3.o degrcgs in the
tail end.ci3mp'ass azi_rnutlis véfiés up to. 8,0 meters. From the sarne histogram it is

also clear that MDEs of rhdre than 2.l1degrecs in the ¢£l_ntr_e and port strearizerh have
an etfect of less than 4.0 rn_cters._. _ I I

3.. _Fi.nally_, ifthe _starboarr_l tailhuhy, all tail and acousticé i‘rdn1rt_d the starboard streamer
and ‘the starboard streamer compnlasslunits 12 and '13 are eliminated thgn internal
reliability exceeds 3.5 degrees in. certain cases. Clearly in this uncohtrdlled marmer it
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is not surprising that external reliability at the rear end of the starboard cable shoots

up and reaches 28.0 meters.

4. The l\-'lDEs and maximum external reliability related to the vessel and tailbnoy

geodetic derived positions are less significant than those derived For the compass

_ observations. Figure 9.10 suggests that in the last test the external reliability values

caused by an MDE in the tailbuoy position are almost doubled. if compared with the

results given in Figure 9.4. Moreover, similar to the conclusions dravtm in Section

9.3.2, all latitude observations present larger external reliability values than the

longitude ones. I

5. In all three trials the reliability results that are related to acoustic and laser

observations are not significantly at’feeted_.

—— ..s._.—.s-.—..-1
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-Figure 9.3; Internal reliability computed - for the vessel gym and all compass units

_ deployed in the network. and external reliability (riiaximum horizontal shift) at any node
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Figure 9.10: Internal reliability computed for the vessel and tailbuoy geodetic derived
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Chapter Nine: Reliability Computations

positions, and external reliability (maximum horizontal shifi) at any node caused by

these MDEs. These results computed for three different geometry configurations,

elimination of the starboard tailbuoy location (a), elimination of the starboard tailbuoy

location and tail '-acousticsfrom/to the starboard streamer (b), and elimination of the

starboard tailbuoy location, tail acoustics from/to _th_e__ st_a_rboard tailbuoy and the
starboard streamer tail compasses 1:2 and 13 (c); Gabon 1992
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Chapter Nine: Reliability Computations

9.4 CONCLUSIONS

In this chapter the analysis of the reliability results derived from the implementation of

the integrated algorithm developed in Chapter Five proved very useful "for a first

characterization of the quality measures for a seismic network. These are specified in

terms of MDE (internal reliability) and maximum horizontal shift (extemal reliability).

More specifically, the most important of the conclusions can be summarized as follows

1. Measures of internal reliability are primarily a fiinction of the observational standard

deviations. Internal reliability seems not to be affected significantly by any changes

in the network geometry, in contrast with external reliability which is significantly

affected.

2. Internal reliability is rather a straightforward computation, defined by the covariance

matrix of the predicted residuals of the observations and the statistical testing

parameters, while external reliability needs to be computed in several sequential

steps. Analysis proved that the uncertainty matrix of the predicted residuals of the

observations is sensitive to the numerical procedure used to form the design matrix.

3. Analysis of the external reliability results proved that this quality measure is highly

dependent on the network geometry and observation redundancy - much more than

on the fiinctional and stochastic models.
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CHAPTER TEN

CONCLUSIONS AND SUGGESTIONS FOR

FUTURE WORK

This thesis has concentrated on the development of the mathematical algorithms and

sofiware for the integration of offshore surveyinglobservables in order to determine the

source, hydrofiphonev and _associated hardware . positions, as well as their quality

__in multi7source, multi-Bstgreamer operations.
on. ‘investigations out duringivthis research at the design and

development ‘stage and the results obtained from the processing of the models with real
positioning data the conclusions may be into two sections.

10.1 Design and Development of the Mathematical Algorithms

The main specific characteristics_ and advantages that derived from the design and
‘development phases of this study belsummarised as follows

:1. Although a rigorous and integrated _approach_ to the problem is a clear demand by

the seismic indvstw t<>da» this rsqfiifessnts W» to b? tresondled with low
processing itimeldiuringl real-time Operations. lllllhelllproposed ‘model has been

: ;designed_Aso that the size of _t_hesta=t_e vector_ele_ments _(and:therefore the size of all
result_antlimatrices)l. toflibe possible.“ It the configuration

(number of vessels, floats and streamers) that determines the size of the state

vector, and not (as it is the case for most other systems) the number of sensors

deployed throughout the network. This issue is really emerging today since

increasingly complex systems are used by‘ the exploration industry. For instance,

the proposed algorithm for a system of one vessel, three sources and six streamers

needs to solve for 71 states (if a fifih polynomial order is adopted) at every time
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Chapter Ten: Conclusions and Suggestionsfor Future Work

event whatever the number of the positioning sensors. In contrast, a conventional

seismic geodetic network needs to solve for more than 300 unknowns (assuming

only 10 acoustic sensors and’.l2 compasses on each streamer, and two sensors on

each gun), a number increased by an order more than four.

2. The positions ofthe source nodes and hydrophone groups is a direct by-product of

the Kalman filter solution. This practically means that there is no need for further

computations and no additional mathematical assumptions are required (most other

approaches require interpolations between known positions to estimate the source

and hydrophone positions). 2 L in _
3. split into several so that the resultant

ereeeeeee en, eeeeeeeee eeeaeeeeeiee (i.e. any
eeeeeeteeeeeeeie; e.eeeeei; and to describe eeneeeeeiy their relative

g positions orie“set:’ot‘: subsystem. has been
la ‘beeasily incorporated into the

unified - ie. there would be no to expand the state: vector:

4. Simplicity is a principal requirement for the computational eificiency, functionality

and overall successnziiioifiian operatioiial ialgorithm. Single polynomial: functions

describe the shape of the entire streamer with only one set of coefficients and are

redundancy
along the cable. Moreover, that are incorporated into the

integrated fimctional model (they are not stations in the system) there is no need for

theipolynornilal at nodes to integrate observation type.
A: nadrder polynomial function has been :adopted as the representation

of the streamer shape. The tnore important of the results _obtained by the
preliminary -‘tests using only compass observations can be concluded as follows

o Polynomials of order four or less do not describe faithfully the observations. In
such cases the compass values - polynomial model values’

may exceed 0.5 degrees.

- Polynomials of order greater than six generate curves characterised by steep

changes of gradient (particularly at the rear end of the cables) and therefore

high risk of erroneous extrapolations.
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Chapter Ten: Conclusions and .S'uggesn'on.rfor Future Work

o Polynomials of order five or six fit the data extremely well (no residuals more

than 0.5 degrees are observed).

By design, the polynomial order is an input parameter at the system, and therefore the

user can decide on the polynomial degree depending on the raw data (number of

compasses, quality of the data, etc).

Prior to the development of the‘ mathematical models; particular attention was paid so

that the final algorithm fulfills a number of design characteristics. Testing the algorithm

using i-software validated their performance with real data.: These specific characteristics

are

1.

PGS Exhibit 1120, pg. 270
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Optimal - Thezestimator used is optimal in the sense that applies a stated criterion

(least squares criterion) of optimality to minirnize error. Moreover, the algorithm is

optimal in the sense that the fimctional model used to describe the position of any

point in the spread is detenninedsin a rigorous mathematical way.

Adaptive - The structure of the algorithm allows for a rigorous statistical testing in

order to detect and identify biases in the measurements and consequently eliminate

(adapt) their "effect on the filter estimates.

Recursive - No storage of observation data or results are required in order for the

algorithm to sper-form. The algorithrrfs results depend only on the last event input

data and the most recent vprev.i‘ous~ output.

Graceful ‘- This'characteris'tic refers to the fact*that as the quality of the data

degrades, the quality ofthe filter results decrease only gradually.

flexible - The algorithm is : byudesign flexible to cope with any geometry

configuration; any combination iofzpositioning sensors and set ofobservations.

Simple ~ "l7'he..basic .processes-...of the algorithm can=be=described concisely in several

flowchart-s and diagrams (see Chapter Six);

Well Structured '- The main mathematical processes split into functions that are as

independent as possible. The mathematical computations are performed in a way so

that changes in some modules do not affect the operation ofothers.
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Chapter Ten: Conclusions and Suggestionsfor Future Work

10.2 Performance of the Integrated Model with Real Marine Positioning Data

To verify the correctness of the mathematical model and the feasibility of the associated

algorithms two sets of real positioning data were used to test the proposed algorithm.

The configuration of the first data set consists of one vessel, two sources and three

streamers (Gabon, 1992), while the geometry of the second one consists of one vessel,

two sources and two streamers (Irish Sea,-.1993); From all stages of the analysis is a

general conclusion that the results obtained from the first set of data seem to be much

more consistent in magnitude and trends compared with those obtained from the second

survey. This conclusion can be, however, justified given that the raw data derived from

the second campaign include more -noisy, outlying and missing observations than the

first one - see Appendix E. The main conclusions from these analyses are

1. Examination of the time series diagrams of the -filter states and source and

hydrophone positions leads to the following specific points

Analysis of the position and velocity of the centre of the sources and head of

the streamers lead to similar conclusions for both sets of data. The first point

to note is that all nodes present the same trends and variations in magnitude

with time (and therefore it can be concluded, as expected, react in the same

way to external forces). The maximum variations are 6.0 metre in-line and

15.0 metre cross-line throughout the -surveying lines. The shot to shot

differences do not exceed 1.0 metre. The time series of the velocity of the

same-"nodes reveal an approximately white noise -pattem -with no substantial

peaks occurring - suggesting that there is no need to model acceleration terms.

= -Alsoyvthe.--hydrophone posit-ions suggest similar.-— patterns for‘-rall streamers at
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each survey. Higher differences are; however, observed at the shot to shot

positions (of the order of 1.0-2.0 metre) for receivers deployed ‘at the rear end

of the cables.

The streamers’ baseline orientation show similar patterns with time for all

streamers involved in each survey. Moreover. the streamers’ baseline

orientation and the vessel crab angle show the same trends with time as the
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Chapter Ten: Conclusions and Suggestionsfor Future Work

gyro suggesting that streamers are affected, to some extent, by the variations in

the gyro. This phenomenon is more distinct for the first set of data.

2. Assessment ofthe statistics of the predicted residuals of the observations shows that

the mean values for most of the acoustic and laser ranges are less than 2.0 metre,

but in any case less than 3 standard deviations of their a prion’ estimates. Analysis

also proved that observations that present predicted residuals with high standard

deviation, present also high rate of‘ rejection, are the most -noisy ones. Hence, it can

be concluded that the filter is correctly identifying the outlying observations.

Moreover, the mean values of all observation types seem .to'f‘ollow an approximately

white noise pattern - representing an exceptionally strong argument that the

observational and dynamic models are correct and correctly implemented. It should

be stressed. however, that the (possibly) biased -mean values and the relatively high

standard deviation obtained for the compass observations for the second data set

require further research.

3. A series of independent checks (comparison between identical quantities computed

using completely different data, namely observed and filter derived values) have

been carried out to assess the overall perfonnance of the model. These tests

indicate mean differences of 5.0 metre in-line and 10.0-15.0 metre cross-line for a

tailbuoy position. differences ‘less than 2.0 metre for acoustically or laser observed

ranges throughout the network.- and differences of the order of 1.0 degree for

compasses deployed at the middle of the network (where redundancy is minimum).

These tests add firrther confirmation that the model and its implementation are

correct - at the very -least they do not provide evidence-to the contrary.

4; The tests carried out to study the effect of? the; streamer model on the final

hydrophone ordinates have -«led to the following conclusions

o The results obtained using polynomial fitting models of different order have led

to similar conclusions with those derived from the analysis of the preliminary

curve fitting tests. More specifically, analysis showed that polynomials of

order .-four, five and six lead to similar: results, namely differences less than 0.5

metre in-line for both sets of data, and 1.0 metre and 5.0 metre cross-line

. (worst case) for the first and second sets of data respectively. The precision of

these estimates (error ellipses) changes only very little (less than 0.5 metre) for
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Chapter Ten: Conclusions and Suggestionsfor Future Work

ditferent polynomial orders. These results suggest that polynomials can be

adopted as a realistic mathematical representation of the seismic streamer

shape.

o The implementation of a -harmonic fimction model, as an alternative streamer

model; proved in principle to be successful. Though the results obtained from

the analysis of‘-the first data set -are -absolutely consistent with those obtained

usinga polynomial fitting model, the results derived from the '-analysis of the

second set of data reveal inconsistencies in magnitude of the receiver

coordinates at the far end of the cables suggestingthat much more research is

‘still needed in this area and particularly on the dynamic model of the harmonic

model-Iparaineters.

5-. ' Changes in‘ the geometry configuration of the surveying network showed that the

algorithm" is aflex-ible as well as gracefiil. These were implemented '-by eliminating

selected sensors, reprocessing the data and studying the results (positions and

precision) in combination ‘with therrsolut-ion derived using all data. This feature of

the algorithm can ‘be ‘used for planning as well as design purposes.

6. The etfect of the stochastic models on the estimation results. namely position and

precision, can be summarised as follows

- Changes in the stochastic model of the observations -are reflected in the source

and hydrophone ’ coordinates but mainly on their uncertainties. Analysis

showed thatif the a priori standard deviations of the acoustic and laser ranges

are scaled down by half -‘(from 2.0 metre to 1.0 metre), the uncertainty of the

nodes -'in*“the r-area that the ‘change is applied decreases by L0-1.5 metre.

Changes in the standard deviations of the compass measurement seem to affect

mainly the precision ‘of the receivers in" ’-the "cross“-track ‘direction. This

phenomenon is more distinct at the middle of the cables. where the redundancy

is‘ very poor, and therefore particular attention should be paid in the

determination ofa priori uncertainties of measurements in this region.

- = Changes in the stochastic model -of the dynamic model: of the motion of the

vessel, the guns and the streamer reference points reveal only slight changes

mainly in the position and accuracy of the corresponding bodies. The

stochastic model of the polynomial coeflicients seem, however, to effect (in
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Chapter Ten: Conclusions and Suggestionsfor Future Work

some cases significantly) the positions of (especially) the far-end receivers.

Nevertheless, it should be stressed that, this comment applies only for the

results derived fi'om the analysis of the second data set and therefore testing

with more data is necessary to validate or demolish this hypothesis.

7. Assessment .-of the reliability analysis results has shown that

Internal reliability is a rather straightforward computation while external

reliability needs to be computed in several sequential steps (observation,

node and network level).

Internal reliability is a primary fimction of the a prion‘ observational errors

and seems not -to be; affected -significantly (in contrast with external

reliabi'lity) when the geometry configuration changes (Section 9.3.3).

;E-xtemal reliability proved .-to be sensitive to any changes of the geometry

- configuration andobservation, redundancy, i.e. areas of poor redundancy

present maximum external reliability.

Ext_ernal.~reliability seems to change faster. than precision confirming that

: reliability is more sensitive to any abrupt changes in the positioning data

..and=any changes in the external forces acting On the system. Analysis also

proved that, maximum external reliability floors out _at about 4.0-8.0 metre

depending on the functional and stochastic. model parameters; used. This

valuezis higher, as expected, than maximum nodal precision at Zdrms level.

Generally, the-.whole research project has shown, for the first time, that an integrated

and :.»..=mathe_m_atically rigorous approach to the ,po.sitio_ning.-._.:-.of —-complicated seismic

networks in rcalatime. is practically feasible. Particularly, for the type of configurations

exatninedsz.-~= single .-.—polynomials..-_ of order =t-‘we :01’; six. can .be.._;adopted as..;a realistic

representation of the seismic streamer shape. Sourcenodes and hydrophone groups can

be located with a positional precision of about 2.0-3.0 metre 2drms and better than 4.0-

5.0 metre 2drms respectively. Maximum external reliability at any node in the network

floors out between .4__..(_),_,..-.8_.0 metre. Also. analysis showed that the. computational cycle

time is typically less than the shot interval.
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Chapter Ten: Conclusions and Suggestionsfor Future Work

10.3 Suggestions for Future Work

Testing the integrated algorithm with more real and/or simulated data is essential in

order to validate its performance in general. The ideal data sets may include

configurations of different ‘geometries as well as blocks of ‘bad’ data inorder to test its

perfoirnance in tenns of robustness. More specifically, emphasis should be paid to the

following points

1. Mathematical processes —‘='In order to overcome any numerical problems that may

relate to rnatrix algebra §'op‘eration's it is suggested that the structure of the design

matrix (relative sizes of its elements) should be studied in detail and possibly applied

some sort of scaling tetzhnique-"in -groups of-‘its’ eleme'nts‘~ in": order to eliminate

' arithmetic ambiguities.“ Another -‘point that is 'rel‘a"ted-‘to’ the mathematical procedures

of such a system is the type ‘of filter =th‘at= might be used in order to provide an

ei’fective‘but cost effective solution to" the p‘robleni.' The idea of using a sequential

Kalmanifilter (though its5i'n1plern'entation‘*assurries only-”u'n'correlated observations)

seems to be veiy attractive as an alternativefsince‘ major mathematical computations

(matrix operations) be reduced to simple ‘linear’ algebra computations. Finally,

it is‘e‘ss’ential?tfiatfsbfiware should be wnittenin fbrder to ‘implement the entire DIA

testing‘ lproeedureffor bias ‘detection, '%identific'ati‘on-‘and adaptation as proposed in

Appendix B.

2. Stochastic ‘models - Analysis showed that correct specifications of the ‘stochastic

nuidéls ‘of the“‘-observation‘ ’a'nd= dyn'amic"-=frno"d‘e'ls is essential for both“=‘pro'per ‘tuning’

oftlre filter and its capability to produce "accurate and reli‘a'ble‘ quality measures. A

first? idea i‘-that? may ‘help i’i1“’ assigning ‘better’ values "to? —the‘cov’ariance—”m'at‘ri‘x of the

observations might be a dynamic observation varianceiestimation tec'hni'que (for use

iii real-time); and also use of minimum (floor) standard deviation values. The basis

of such arrapproach will be continuous monitoring of-the raw observations and their

inr'iova‘ti‘o‘n values =-and studying of their performance using linear ‘regression: analysis

schemes. Similarly, an alternative to this technique might be used to improve the

stochastic model of the dynamic model. For example. an independent Kalman filter

algorithm with input data being only compass azimuths may help in making
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decisions regarding the stochastic model of the polynomial (or other) function

coefficients used to simulate the streamer shape. This concept is described in more

detail in section 3.2.3.

3. Streamer modelling - Much more research is still needed to study the harmonic

function as an alternative to model the streamer’s shape. This might include

studying of similar functions to the one adopted in Section 8.2.1.2.. and more

research on the stochastic model of harmonic function coefiicients. A carefiil study

of the time series of these state vector elements andjtheir unceiftainties_ (obtained
based on alternative stochastic models) can be proved extremely useful in assigning

‘better’ values for their stochastic model and tuning the filter properly. It may also

be interesting to see what effect: using, for example, cubic splines‘ (as opposed to

single polynomials) would have upon the resultant hydrophone positions and their

quality measures.

4. Expansion of the algorithm/software - All the analysis that has been discussed

throughout the course of this thesis has been confined to one vessel configurations.

Today, there is a lot scope to extend the current analysis techniques to multi-vessel

operations. A first idea of the concept related to the _.design philosophy and

structure that underlie the proposed algorithm is given in Appendix D. Extension of

the state vector to include magnetic declination and cable stretch parameters is

considered to be essential in order the real world be described in a more rigorous

way. It is also considered essential to extend the algorithm’s facilities to compute

HMP positions and their associated quality measures.

5. Pre-filtering - In order that the filter operate efiiciently, raw data should first be

cleaned for outliers. It is suggested that, due to the relatively long cycle time of

sucli“-comp‘l'i'c'ate‘d filters as the “one developed he're,~Nit'-’ would be extremely usemi in

practice to carry out separate analyses for the front. middle and tail acoustic

networks, as well as for every streamer compass group using simple least squares or

Kalman filter algorithms to detect outliers. Obviously it would be the raw (edited)

data that would be fed into the integrated filter - the separate filters only being for

data screening. This feature can be ideally used in quasi real-time or postprocessing

mode.
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APPENDIX A

KALMAN FILTER NOTATIONAL CONVENTIONS

Cross Gelb Merminod Teunissen

Model Parameters

Time index i k i k

Number of observations m I m m

Number of states n n n n

Vector of observations I z 1 y

Estimate ofthe state vector x x :2 + 8): x

_ Design matrix A H A A

Observed-computed vector b b 9 y

Vector of residuals v -v -v -e

Covariance of observations C. R Q" R

Transition matrix M d) d) (1)

Dynamic model noise y w w d

Covariance of dynamic model noise C, Q“ Q

From time t,., to time 1;

Predicted state _ 9<;(—) 3?; (-) E )‘<i,i_,

Predicted covariance C,-‘i (-) Pg (-) Q-,5; PM

Filtered state )2; (+) xii (+) ,2 ii“

Filtered covariance C,-‘i (+) P; (+) Q,-6‘ P“;

Gain matrix G; K; K K;

Covariance of the predicted residuals CV (-) Dv Q“, Q,,
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Appendix/1: Kalman Filter Norational Conventions

Cross Gelb Mem1inod Teunissen

Frofifiime lb ?i}r‘iéA I.-J,’

Smoothed state i;-1(:) 71011) § )'<;-.,;

Smoothed covariance C,-(H (s) P(t1'|') Q;-2 P;_u;

Smoothing matrix Ssi 1‘ 1 J"
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APPENDIX B

STATISTICAL TESTING OF THE KALMAN FILTER

The following discussion regarding the statistical testing phases associated to the DIA

procedures follows Salzmann (1993), Salzmann (1995), and Xiang (1995), and the

reader is referred to these texts for further details.

As it is mentioned in Section 4.3 two kinds of test statistics can be considered. Local

model tests that are carried out based on the information of a particular epoch, and the

global tests using infonnation of a number of epochs. Here, only the local model tests

are discussed for the detection and identification steps.

B.1 Detection

The objective of the detection phase of the DIA procedure is to test the overall validity

of the mathematical model under the null hypothesis H, and it is carried out by the so-

called Local Overall Model (LOM) test statistic. The two alternative hypotheses to

detect model error at epoch t; are (Xiang, 1995; Roberts and Cross, 1993)

H0: oi ~ N(0, c»7,(-))
“ _ 3.1

HA: Vi ~N(KiVi,

K is a ma-by-b matrix specifying the type of error that is being sought
(assumed known)

V is a b-by-I vector specifying the whereabouts of the error (unknown)
In; is the degrees of freedom (the number of observations) at epoch t;

The size of b depends on the type of model error within the alternative hypothesis, i.e.

whether or not the assumed bias is of the same size at every observation and which
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Appendix B: Statistical Testing ofthe Kalman Filter

observations are biased, and it ranges from 1 to m;. If b is taken equal to one, which is

the one-dimensional case, the vector V becomes scalar and the matrix K becomes a

vector denoted by e.

The unifonnly-most-powerful-invatiant (UMPI) test statistic for detecting model enors

in the null hypothesis is given by

Ti = Vi(‘)TCVi(“)—lVi(") B2

Tm,“ =%i i 3.3

and consequently: the test for ‘testing against HA reads reject Hg in: favour of

HA if .. 1 t . _ . ._

T,_oMi 2 Fa (mi, 00, 0) B.4

where Fa (mi, oo, 0) is the ot percentile central F-distribution value with mg and

oodegrees offreedom.

B.2 Identification

Afier a misspecification has been detected van'ous alternative hypotheses should be

assumed in order to identify the bias(es)_ This specification is probably the most

difiicult task in the process ofqu‘alityt_:_on'trol and depends on the experience and level of

knowledge of the measurement and dynamic models. In the case in which only errors in

the measurement model occur the predicted residuals are used to determine the

observation with the most likely model error. This uses the data snooping Local

Slippage (LS) test statistic (Xiang, 1995; Roberts and Cross. 1993)

2 eTC9i<—)“°i<—)
‘s‘\/«Mm
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Appendix B: Statistical Testing ofthe Kalman Filter

The Local Slippage test is carried out for every observation. The most likely bias is said

to have occurred at the observation for which ltlsilbecomes maximum and hence this

observation is rejected. Thereafter the LOM test statistic is computed to detect for any

other outliers remaining in the data. These tests are repeated recursively until no further

blunders are detected.

B.3 Adaptation

Finally, after identification of the most likely hypothesis. adaptation of the filter is

required in order to eliminate the effect of biases in the data on the filter estimates. in

orde_r..__to compute the eflect on_th_e filter estimates it is necessary to know the size of the

biases in the observationsV. When only a single error is identified in the observations,

from Equation 4.14 it can be concluded that (Xiang, 1995; Salzmann, 1995)

A

V. = (eIc;;ei)" eIc;;e, B.6

The adapted filtered state at epoch i can be written as

where

is the state vector solution associated to

x? is the state "vector:solutiotiassociatéd to HA

upon substituting Equation 4.21 into B.7 the filtered state becomes
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APPENDIX C

DESIGN MATRIX COMPUTATIONS

As stated in Section 5.3.3, due to the complex nature of most of the observation

equations involved in the system, the design matrix is obtained numerically. The

procedure for an obsesrvation I; with raw (non-linear) observation equation

li+Vi

is as follows. The An‘ element of the design matrix A for the i-observation for the k-

element of the state vector x, is defined by

__ 5 F50‘)
Aik -'

6 X,‘

The value of A.-. at epoch j obtained in a numerical way is given by the equation

fi@+5nh-fibhJ J
A. = e———————-— C.3

lit 8 xk

where

F; (x)'. is the computed value of Fi (x) at time jJ

F: (x + 6 xk)1_ is the computed value of Fi (x +6 xk ) at time j1

6 xk represents a small change in the k-element of the state
vector x '3’ 1"."

The 5-most common observation types involved in a modem marine seismic survey are

listed in Section 5.3.2. For these types" of data a number of observation equations can

be fonned depending on the subsystem (vessel, float, streamer) types on which the

measurement devices are fixed. A pattern of the design matrix for all possible

combinations is given in the following table. Its full elements are denoted by a cross

sign - all other elements are equal to zero.

- 274 -
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Appendix C: Design Matrix Computation:
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APPENDIX D

GENERAL INPUT STRUCTURE AND FUNCTION DESIGN

SPECIFICATIONS FOR USE BY THE NCL NET

POSITIONING ALGORITHM DURING MULTI-VESSEL

SEISMIC OPERATIONS

 

D.l INTRODUCTION

This section is an introductory design specification proposal developed to provide the

general layout of the types of structures and fiinction declarations required to initiate the

mathematical processes of the NCL_NET positioning algorithm. As mentioned in

Chapter Six the input infonnation which is required to implement the proposed

algorithm is split into three areas; control, state vector and observations.

0 The control area is meant to extract, standardize in structure and transfer to the

math part of the computations, all header information described in the UKOOA raw

positioning data formats P2/86 and P219! (or from other exchange formats).

0 The state area consists of the types of structures required to assign values (initial or

from a previous epoch solution) for the network unknowns as defined in NCL_NET

algorithm (see Section 5.3.1).

0 The observation area contains the types of structures used to extract, standardize in

structure and transfer to the math part of the computations all measurement data

records described in the UKOOA raw positioning data formats P2/86 and P2/91 or

from other exchange formats.

This appendix is divided into two parts. In the first part the basic structure declarations

for the three areas discussed above are given while, in the latter. the basic function

definitions used to activate the filter processes are presented. In fact. the algorithm

described in Chapter Five is extended in this discussion to multi-vessel configurations
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APPENDIX D: General Input Structure and Function Design Specificationsfor Use by the
:VCL_NET Positioning Algorithm During Multi- Vessel Seismic Operations

and therefore, this development specification is assumed to be suitable for multi-vessel

operations as well.

It should be stressed, however, that the following isionly a drafl specification that aims

at providing the basic__.idea of_ the of the raw po§it_ioni1__1g data and the

state veotor for use by the generalized NCL_'N'ET algorithm. It likely, therefore, that
these defiriitions may be ‘change at the implementation stage of this work but, it is

believed, always adhering to the philosophy presented here. -
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NCL_NET Positioning Algorithm During Mu!!i- Vessel Seismic Operations

D.2 STRUCTURE DEFINITIONS

D.2.1 Control Information

As set of structures are defined to organize the information which is held under this

area. These are summarized as follows.

A. General and Surveying Definition Information — Following the UKOOA standards

(Nicolai, 199_2)‘a set of structures is t‘or_r_ned per seismic line to provide all requisite

information needed to define the survey parameters and other relevant information.

More specifically a stnicture of type MODEL is defined.

MQDEL structure

typedef struct

{ I ‘Z I :

PARTICIPANTS INFO participants info; ._ I‘ structure of type P_A_.RT_ICIPANTS INFO ‘/

AREA INFO area info; 1 (‘.2 structure of type */

GEODETIC INFO geodetic i,n.f°..§ " /_" =stmcture of type INFO "'/
PROJECTION INFO projection info; - /A‘ structure of type PROJECTION INFO ‘I
RELEVANT INFO relevant info .2 I’! structure of UPC INFO '''l

} MODEL;

0 The structure of type: PARIICIBANTS INFO consists all the information related to the

client, the geophysical contractor, processing contractor, etc.’ \

o The structure of type AREA INFO contains all relevant infonnation regarding the

survey area.

0 The structure oftype GEODETIC INFO includes datum information and all parameters

needed for datum transformations.

0 PROiECI‘ION INFO contains the name of projection used, origin ofgrid,

origin of latitude, scale factor, etc.

o The structure RELEVANT INFO contains infonnation such as number of systems

(vessels), maximum number of observations, etc.

At the implementation stage the MODEL structure may extend to include other

additional infonnation parameters.
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NCL_NET Positioning Algorithm During MuI!i- Vessel Seismic Operations

B. Positioning Information - This part attempts to detennine all the requisite

parameters needed to define the geometry configuration of the seismic survey systems.

It is very likely that the final operational software" requires this information prior to

handling the event data as many other positioning processing software (Nicolai, 1992).

For multi‘-vessel operations the geometry configuration is conceptually split into three

types of layers; system, body, device and the body layer into vessel, float and streamer.

For each one of those entities one structure is defined. More specifically

B1. For each system (vessel tvith floats and streamers) involved in the survey one

structure of type SYSTEM is ‘defined

SYSTEM struflre

typedefstruct

{

int ves_ ; I‘ pilot vessel= 0, slave vessel=l ‘I

* DEV_D_EF mydev_det3 I‘ structure oftypeDEV_D_EFg */
intnuin; I‘ number of‘floa’ts‘'‘'‘I ‘ " ‘

i‘nt'‘:_:s_t|_’,_’l_1ii||i1'i: I‘ -‘-mifmber ofstreamets */
1 int: tbjtiiitn; I‘ "number of tailbuoys ‘I

int‘g1in_nurtt; ’ I‘ ‘numberof ‘I’ “
int hyp'li_iitum;' I‘ number of hydrophones ‘I

} SYSTEM;

Example:

For a eonfigurauoh ‘of two systems an array of structures" oftype SYSTEM is*de‘fin'ed

SYSTEM mysysl ll;

For the first syste:' is assum:in to involve tvvo floats. three strcamc’in hrs and ten am‘e
devices this is declared by the following structure elements

mysys[0|.float;num.== -2; mysys[0].str__num= 3; mysys|0].mydcv__def;acoustic_num= I0;

B2. For each vessel, float and streamer one structure of type VESSEL. FLOAT,

STREAMER is defined respectively;

y§SSEL structure

typedef struct
{

int sys_num: I‘ first system- I, second system=2. ‘I

DEV_DEF mydev_def; I‘ structure of type DEV_DEF ‘I

double x; I‘ nominal x-coordinate of this system vessel with respect to the
pilot vessel fixed coordinate system ‘I

double y; I‘ nominal y-coordinate of this system vessel with respect to the
pilot vessel fixed coordinate wstcm ‘I
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I‘ nominal z-coordinate of this system vessel with respect to the

v

I‘ nominal x-coordinate of the float centre with respect to its system

I‘ nominal y-coordinate of the float centre with respect to its system

I‘ nominal z-coordinate of the float centre with respect to “its vessel

double 2;

pilot vessel fixed coordinate system ‘I

} VESSEL:

fit

FLOAT strgctgg

typedef stnict
{

int ws_num; I‘ first system= 1. second system=2. ‘I
DEV_DEF mydev_def: I‘ structure of typeDEV_DEF ‘I
int gun_num; I‘ number of guns (energy sources} ‘I
double x;

vessel fixed coordinate system “PI - .

double y;
vessel fixed coordinate system ‘I

double 2'.

fixed coordinate system ‘I

} FLOAT;

,w_..._............_......_.__..........._.-

STREAMER Estate

typedef struct
{

int sys_num;

DEV_DEF mydev_def:
int tb:

int hyph_num;

int str_coet‘_num:
double x;

double y;-

double 2;

} STREAMER:

 

I‘ tirst system= 1. second system=2. ‘I
I‘ stnrcture of type DEV__DEF ‘I
I‘ active tailbuoy= 0. lailbuoy disable= -l ‘I

I‘ number of hydrophones ‘I *
I‘ number:-of model parameters (polynomial order) ‘I
I‘ nominal x-‘coordinate of the streamer reference point with respect

to its system vessel:=fix_e_d coordinate system ‘I
I‘: nominal ‘y-coordinate" of the streamer reference point with respect
to its system vessel fixed coordinate system ‘I
I‘ nominal z-‘coordinate of the streamer reference point with respect

to its vessel fixed coordinate system ‘I

B3. To perform NCL__NE’I‘ algorithm three types of devices should be considered;

measurement devices, guns (energy sources) and. hydrophones (seismic receivers). For

each type of these devices an array of structures of type DEVICE. HYDROPHONE is

formed respectively, depending on the number of devices in each category. These are

DEVICE structure

typedef stmct
{

int systcm_num;

int body_type;
int body_num:

int dev_type;
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NCL _NET Positioning Algorithm During Multi-Vessel Seismic Operations

double x; I‘ nominal x-coordinate with respect to this device body coordinate
system ‘I

double y; I‘ nominal y-coordinate with respect to this device body coordinate
system ‘I

double 2; I‘ nominal z-coordinate with respect to this device vessel coordinate
system ‘I

} DEVICE:

Example:

For a configuration consisting of 30 measurement devices an array of structures DEVICE is defined

DEVICE mydev|29];

The structure elements for the third device will be

mydev[2].system__num

mydevlll-b0dy_tYpe

mydev[2].body_num

mydev[2] .dev_type

 

mydev[2].x

mydev[2].y

mydev[2].z

,w.____.._..............._.......____.—..._......—-——————-—'i

_ ggu structure

typedef struct
{

int system_num: I‘ system number ‘I
int body_num; I‘ bodynumbcr ‘I
double .\': I‘ nominal x-coordinate with respect to its float fixed coordinate

system. -*I

double --y; I‘ nominal y-coordinate with respect to its float fixed coordinate
system ‘Fl

double 2: -:I" nominal z-coordinate with respect to the vessel fixed coordinate

system ‘I

} GUN:

/t-_._..-_.......................- -----‘I

HYDROPHONE structure

typed‘' er

f .
int sys'tein_nuin; I" system number ‘I

int bod_y_num; I.‘ body number ‘I _, 1
double ofl'set', I‘ nominal offset from the streamer reference point ‘I

double 2: I‘ nominal z-coordinate with respect to the vessel fixed coordinate

system ‘I
} HYDROPHONE:

C. Network Information - An array of structures is formed in order to define the

observation connecting nodes involved within the network. This information is used to

assign all necessary attributes for every observation which are necessary at the
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mathematical computations stage. In the case of compass or absolute position

observations the structure to_dev of type DEVICE is not used. The size of this array is

equal to the total number ofobservations.

NETWORK stiucture

typedef struct

{ 1 -.

int obs_.type_; /* observation ‘I = J ,
DEVICE from__dev; I‘ structure to define the attributes of the device ‘from’ "I

DEVICE to_dev; /* structure to define the attributes of the ‘to’ ‘I
} NETWORK;

Four observation types are defined in NCL_NET. These include; slope ranges,

directions (between two nodes), azimuths (single node) and absolute positions. It is

possible that these types might split _i_nto sub-types such as acoustic and laser ranges etc.

It should be .ni:entio_ned,that, for all other data such as; pseudo-ranges, caififier phase,

range differences, angles, time, __,_velocities, it._is assumed that after they are reduced, they

fall in one ._of the above mentioned observation types.

Example:

If the fifth 'obse"rva‘tioit isan ‘acousticallyfbbserved range between‘ the first device on the first streamer of
the first system and the second device of the third streamer of also the first system. this can be

expressed using a structure myiiet of type NETWORK as

mynet[4].obs__type= I;

mynet[4].from_dev.system_num= 0:

mynet[4].from_dev.body_type== 3;

myiiet[4].l'rom_dev.body_num= 0:

mynet|4|.from_dcv.dev_type= I;

myne"t‘[4].t'r‘om_dev.x= ?
myn'et[4|.t'ro_m__dev.y= ‘.7

mynet|4].t'rom.__dev..z= ?

mynet14i..iotdcv.system_ixinm=‘ 0;
'“Y“°.1l4l-l.‘?.;4§."-l?°.‘.'.Y_')’P¢“ 3:
mynet|4].to_dcv.body_num= 2;

mynet|4].to_dev.dcv_type== 1;

mynet|4].to_dcv.x= 7

mynet|4].to_dev.y== ?

mynet|4|.to_dcv.z= ?
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Previously a structure of type DEV_DEF was used. This is defined as follows

DEV DEF gtructure

typedef struct
{

int acoustic_num;

int laser_num;
int compass_num;

int gps_num;

int syledis__num;

int gyrooom_pass_numf,

}DEV_'_D.EF " '

number of acoustic devices ‘I

number of laser devices ‘I

number ofcompass devices ‘I

number of gps devices ‘I

number of syledis devices ‘I
numberofdevices (on the vessel) ‘I

\\\\\\II-tllilrl
D.2.2 State Vector Information

The state Vector deitiniitioif detailed in; Section 5.3.1, for one vessel deployment is

ieiétefided here for ihu'lt'iévess‘el coiifiguratiohs. Theipositiori of the NRP of the pilot or

master vé§§él' is coiisideieti in geodetic'coordi‘hates while, the positions of"t'h'e NRP's of

an other‘:(slave)'“ vessels are cdinputediwith respect to the local topo”graphic system

which has its origin at the of the "pilot vessel. ‘Therefore, for theipilot vessel and

for each one slave vessel, float and streamer is formed one structure of the type

VES__.-P-LT_‘UKWN. VES_UKW.eN-. FLOAT._-.UK.wN;_and= respec_tiv.ely.-.-;

Hence, the state vector is defined as a dynamic array the size of which is dep__en__dent on

the number of systems and bodies defined in the MODEL and SYSTEM structures.

VES PLT UKWN strugtgrc

typedef struct
{

double lat: I‘ pilot vessel ellipsoidal latitude oftht: NRP ‘I
double Ion: I‘ pilot vessel ellipsoidal longitude of the M1? ‘.+'
double latfiv: 1‘ pilot vessel ellipsoidal latitude velocity of the NRP ‘I
double lon__v'. I‘ pilot vessel ellipsoidal longitude velocity of the NRP ‘I
double crab: I‘ pilot vessel crab angle ‘I

} VE$_PLT_UKWN;

   
1- - ---—-——-—-———---——-——— *1
VES QEWN structure

typedcf stmct
{

int ves_num; I’ vessel number ‘I
double cast: I‘ vessel casting with respect to the pilot vessel NRP ‘I
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double north; I* vessel northing with respect to the pilot vessel NRP ‘I

double east__v; I‘ vessel casting velocity with respect to the pilot vessel NRP ‘I
double north_v'. I‘ vessel casting velocity with respect to the pilot vessel NRP ‘I
double crab: I‘ vessel crab angle ‘I

} VES_UKWN'.

FLOAT UKWN sflcmre

typedefstruct
{

double cast; I‘ casting of the centre of float ‘I

double north; I‘ northing of the centre of float ‘I

double east__v; I‘ casting velocity of the centre of float ‘I

double north_v; I‘ northing veloclty ofthe centre of float ‘I
} FLOAT_UKWN:

r*--—-——-.....-—.———.._——._._.—~—......t.....__._.........—...——._.---1

§TR UKWN stmcture

typedef struct
{

double cast; I‘ casting of the reference point of streamer ‘I

double north; I‘ northing of the reference point of streamer ‘I

double east_v', I‘ casting velocity of the reference point of streamer "'I
double nonh_v‘. I‘ northing velocity of the reference point of streamer ‘I

double dir__angle; I‘ streamer base-line direction angle ‘I
double coeflsc]: I‘ streamer model coefiicients ‘I

} S'I'R_UKWN'.

D.2.3 Observations

For every time event and for every observation one structure has to be fonned. The

elements ofthis structure are defined as follows

OBS stmcturc

typcdcf slmct
{

TIME time; /* structure of type TIME ‘I

NETWORK net: I‘ structure of type NETWORK ‘I
double val; I‘ observation value ‘I

double weight; I‘ observation weight ‘I
} OBS‘.

Example:

If the tenth observation is an acoustic range made from the vessel hull the ‘from’ node can be described

using a structure myobs of type OBS as

myobs|9].mynet.from_dcv.dev__type= l;
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TIME strugture

typedefstruct
{

int hour; I" hours (GMT) ‘I

int min; I‘ minutes (GMT) "I

inl sec: I‘ seoonds(GM'I') */

} TIME:

The year and day ofyear information is held in the MODEL structure to minimize

memory requirements.
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D.3 GENERAL INPUT FUNCTION DECLARATIONS TO INITIATE

NCL_NET MATHEMATICAL COMPUTATIONS

In this section the function declarations required to pass the input information to the

mathematical computations are given. At this stage; five general functions are defined

to carry out this task. The input arguments to these functions are the structures defined

in the control, state vector. and observation steps discussed earlier. In the following

paragraphs their statements are given

Function Name : set_control

Purpose : To in the control information into the math computation part.

Input : MODEL ""'r_ny’r:nod f V ‘- pojinter to a: oftype" MODEL
: SYS'I'EM"mys'ys - pointer to an “ar'ray"of of type SYSTEM
: VESSEL ‘myves - pointer to an array of structures of type VESSEL
: FLOAT *myfloat - pointer to an array of structures of type FLOAT
: STREAMER *m"y'str - pointer to an ‘array of structures of type STREAMER
: DEVICE ‘mydev - pointer to an array of structures of type DEVICE
: GUN *rnygun - pointer to an array of of GUN

: HYDROPI-IONE ‘myhp - pointer to an array of structures of type HYDROPI-IONE
: DE‘V;DEF ‘rnydev_def pointer to ofstntétures of type DEV_DEF

Output : Error code " -ll-= Number ofobsenrations exceeds 9-rnax__obs_num
-2='of devices exceeds rnax_num_dcv

i3=‘—Nurnbe'r'.' ofveasels exceeds n1ax_vcs_ntttn
=4= of floats exceeds tnax_float_nurn

-5= Number of streamers exceeds rnax_str_num
J6='Nii‘mb"ei‘. {of ‘guns exceeds‘'
-7= Number of hydrophoncs exceeds max__hp_num

Declaration : long sel_conlro| (MODEL *mymod. SYSTEM ‘mysys, VESSEL ‘myves. FLOAT
*myfloat. STREAMER ‘rnystr, DEVICE "mydev, GUN *mygun, HYDROPHONE
‘myltp. DEV_DEF "mydev_dv:f); ' ’ ' ‘ ’ i

  
I‘ --—-- ‘I

Function Name : sct_network

Purpose’ : function observfafion geoiiretry iobservation connecting nodes).

Input : long obs_num - total number of observations
: NETWORK *mynet - pointer to an array of stmcturcs of type NETWORK

Output : Error ‘0= successful"
-I-—= Cannot allocate memory to save table

Declaration : long set_nct (long obs_num. NETWORK ‘mynet);
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Function Name : set_state

Purpose : To compute the state vector size and return to the caller the state vector size and a
dynamic array containing the state vector elements.

Input 2 VES__PL'I‘_UKWN *myvpu - a pointer to a structure V.ES_P_LT_UKWN
: VES_UKWN ‘myvu - a pointer to an array of stnictures VES_UKWN
: FLOA'I’_UKWN ‘myfu - a pointer to an array of structures FLOAT_UKW
: S'l'R_UKWN ‘mysu - a pointer to an array of structures STR_UKWN
: SYSTEM ‘mysys - a pointer to an array of structures SYSTEM

Output : long *'st’_vec_size - a pointer to long variable ‘that contains the state
vector size in number of elements

2 double "state_vec - a pointer to an array that contains the state
vector elements

: Error code 0= successful

-l= Cannot allocate memory to save table

 

Declaration : long se_t_;sta_te _(VES_PLT_..UKWN ‘myvpu, VES_-UKWN *myvu, H.0A_'I‘__UKWN
.‘myfu, S.TR;UKWN 'mysu. SYSTEM "'my$s. long ‘st_vec_sizc. double
,‘state_;vec);

;t____, at;
 

Function Name : cale_net

Purpose 2 To provide the mathematical part the information required for every observation.

Input : long shot_no - sliotpoint number counter
: double ‘state_vec . - .3 Poilllcr to the state vector array

: OBS ‘Tnyobs -_-s_a t:_._.to an array of structures OBS
: SYSTEM *mysys - a pciiiitt-,r;to an array of structures SYSTEM

Output : l5state_vec to the state vector array

: 0= successful
-.l= Cannot allocate memory to save table

Declaration : long set__state (long sltot_._.no. double "!state_vec. QBS ‘myobs. SYSTEM ‘mysys);

0/
 

3-I-......_._._..___....._....._......._....

Function Name : done_proeess ( )

Purpose :_Tl_'o..inVfonng_the._rnatli .oon_1_putat_ion_that all events have been so that
he math computation can perfonn clean up such as free memory and closeliles etc.

Input : None

Output : double "state_vec - a pointer to the state vector array
: double ‘st'ate_oov_mat - a pointer to the state vector matrix

: Error code 0= successful

Declaration : long done_process ( );
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.-lppend.i.1: Desc'r:pr:'rm ofthe Raw Munm.- £3’m-rrtcrnfng !_)u.'u

E.I GABON 31) SEISMIC SURVEY

_E.1.l General Description

A . Job in[or'marr'0n
- Client :ElfGabon

Geophysical contractor : GECO-Prakla Inc., EnergyInr1ovafionsInc_
Vessel name ' GECO Searcher -
"Start of line : 24 November I992

B." ea nd Grr'dDe tuition

-Area name : 3D.P;1lonfidefMa_ndaros
' Datum" . 1 m‘ porfiiol-to

Senfirnajor eliipsoidal axis '. 63782492 metre
Inverseflattering _ ' : 293.4660 '
Magnetic declination : -5.98 degrees

. Gyro _ci_)rrection _ :'-0.40 degrees
_ ' Line number I , - : 031$ - . .

‘Z: L.in'e-direction _ : 58.0 degrees. 1 . . .-
5 Grid melts" ' ' -1 25.0 n'1etre'<_:ro'ss~Iine'. 6.2'5..meu_-e-in-line

'Shot_poin_t interval -' : 18.75 metre '

"H ',§urv.«‘:g' gggntrgrrgtforl In[armcm‘on_

Number t:-fvessels : 0ne‘- ' -
_- . _ " - Number dfseisniic sources : Two

'- _ Source.separation ' '2 5.0.0 metre
I "I "Number of st1*eam'ers : Three .

Streamer Iength : 3l__53 rnet're- _
-Streamer sepanjsticm ' ' : _1'00 metre - _- ._ - -.
'B.e_eei'ver"groiJpin_terva_l I ': 12'.45'r,netre _

 

 
_ -—-Isa-sin-no-on - 3 annual «human I Ia-rnfluai

' Figure ELI Geometry configuration sl-:e'tc_h.'Gab'on (.1-992$

PGsI%:xh'i>'_-110. , ' - 9339- ..11: 2,pg 309 [PR20l4—0l4Tir'-7
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Appendix E.‘ Description ofthe Raw Marine Positioning Data

E.1.2 Navigation Sensors’ Information

Primaiy navigation was accomplished with both Syledis and DGPS. In addition, active

components on the vessel included an acoustic pinger, an echo sounder, and a laser

device which was fixed at the stempof the vessel. The Syledis positio'nin”5g was provided

by five stations situated along the coast ofGabon.

All three tailbuoys were equipped .wit'h.~Syledis radiopositioning receivers as well as

acoustic‘ pods. Front and tail‘-end pggsitionipng utilised an acoustic networlc “consisting of

?,;,::“s‘o'r'ii¢i1i15Yi_‘~1E ac:oust'ic‘lunitsi raj ’ag§is1'.'-the,j:,é§ai,pg1at1on;;_9fW 13
"depth. controller/compass :& were-_ each

Q of navigation strearner; I__n surniniii’y.i{tlie
sensors I L

'. Vessel Sy1edis,"D,G_P,S';' gyro, ag§'ot1stic7 pirig.-‘r’_,' echo sounder and :a' laser-Adeviee,
8 SONARDYNE'-acoustictransceiversat theifront-end network ' i " " A’

7 SONARDYNE acoustic transceivers at the tail-end network

4 laser reflectors ..

13 compass birds at every streamer

Tailbuoy sy1edi§.ana:dcousti‘¢ I

E.I~.2.l Na_vigation Sensor Offsets

The offset values shown in the following tables correspond to the vessel, source, (and

other float), and "streamer coordinate systems which defined in Figures E.2 and "5.2.

Table EI. Vessel and Iailbuoypositioning séiisoi-s, Gabon 1992

11

T
—

  

  
Reference  

   
 

 
 

 

  
  

 
  

acoustic inerB1T1 “E
acoustic transceiver GIT! stbd" source centre
acoustic tfansceivef 02'1"‘In -
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Appendix E.‘ Description ofthe Raw Marine Positioning Data

  
  

  
  

  

 
Acoustic device (com: 11

—
T
—
1
’‘ rt fstr. ref: oint E
acoustic transceiver 831?  

   

  
  
  

 
  

  
  

acoustic transceiver SIT4 stbd str. ref. "dint 2959.6 —
acousticctransceiverml 3073.7j
acoustic transceiver SZT3 _
acoustictransceiver S2T4 centre str. ref. oint 7 -: E
acoustic transceiver FZTI centre sir. ref. oint 3071.9 —
acoustic transceiver S3T4%
acoustic transceiver F3'T.'1 3072.7 —
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1
—
 @
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 —
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Appendix E: Description ofthe Raw Marine Positioning Dara

TableE6. Compass Birds - centre streamer, Gabon 1992
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Tobie E7. Compass Birds - port streamer, Gabon I 992

)1
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Appendix E: Description of the Raw Marine Positioning Dam

E.l.2.2Acoustic and Laser Observables Definition

At the front-end of the streamers a total number of 45 acoustic ranges were measured

while 29 acoustic ranges were observed at thejtail network. In addition to this, 4 laser

ranges and 7 directions from the vessel to energy sources and streamers we observed.

The observation connecting nodes are given in the following tables.

Table E8. Front-end acoustic laser ranges network, Gabon [992

  

 
 

 

 E7 8' 5:- E!To -hdde " c From }5no'de 1From node 
BIT] _ SIT! 26

BIT! Sm 27
Hm SIT2 28
BIT! 1 S112 29
Bm Sm so
BIT! SlT2 31
Bm 1 es2'r1 32
Bm s2T1 33
GITI S2T1  

 

Gm s2T2 s1'r2
GITI 1 1 "S2'l‘2 sm
“TGIT1 12 ""3212 S31: 37
GIT] ;- “13: "S2732 s3'r2 33

Gm 14 s_3'n s m 39
S 1T2

S2’-1”!

S3T2

SIT'1

SZTI

S3Tl

‘S‘l’Hl

GIHI

GZHI

S3T1

:1; ;S3Tl

5311

S3T2

:"is3"'r2

‘s3'r2

GIT]

can

G2T.1 : ;=1‘:I
G2T”1
GZTI
G211: 20.,
G2‘I‘l

G2'T1

SIT! 23

sin 24
sm 25

 

46

47 b-JIQ

A

 

Table E9. Frant-end bearings network, Gabon [992
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Appendix Descriptiolx ofthe Raw Marine Positioning Data

E.1.3 Time Series Diagranns of Raw Positioning Data

13.1.3.1 Vessel and Tailbuuy Positioning and Gyro
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Appendix E: Description ufrhe Raw Marine Positioning Dara

E.1.3.2 Front-end and Tail-and Acoustic and Laser Networks
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.-ippmrdix E: Dmrcripriun ufthe Raw Marine Pu.w'r:'aning Dam

3D SEISMIC SURVEY

E.2.1 General Description

.4. Job Inzormagirin

  

Geophysical -contmctor 1 Horizon Exploration Limited
Vessel name ' : PACIFIC HORIZON
Start of line : 9 September 1993

B. Area and Grid Dezmirion .

._Are.a_name - . - : Northwales

" Se_rnima,io'r ellipsoidal axis :. -63_78388.0 metre
_ Inverse-nan_eri'ng_ — -: 297-0000 _ v - '- -

Magnetic'declinaii_on ._ : -6.20 degrces
Gyro correction " _: -0.00 degrees‘
Line number ':' _UK93-41-9_ _.
Line direction _ _ : 270.0 degrees’ ' - , __ - ._

- Grid celig __ " " 1 '25.0 metre cross-line. 12,5 r_n'etre'in~line
Shotpoim interval _ :-{’2.5 metre" - ' - ' ' -

Numhérofvcséols ': One __ . . _ . _ __ _
' Numbe'r' of seismic sources :_ Two (two inner arid two outor-souroes) '

- Source Sepiitatiofi - :' 50.0 metre ‘ - ‘ " -
Number ofsrreamers : Two

°Strc_ai11c1_'_-i'cngt_h : .-1950 i:1etr_c-.
" Stroamer separation‘ ' 3 100 motto

Recciyer gr'ou';_: interval " : I-2.$me_1're

 
 1=igurgfi.4[ configuroi-ioii St=:_a__"='(..1-_59"§."!‘.-'1.‘.|':)i-.'::'_

pas Exhibit 1120 pg. 324 '- . i 7 '- i " '_ . i . i i '-
- _ ’ ' _ . ' — 304 - __ IPR20_l-4~0-1477 -_PGS V. WestemGeco (IPR2014-014?8) . Ex_ pGS.1g-,-5., smmlemem to Ex_ PGS 1041'



Appendix E: Description ofthe Raw Marine Positioning Data

E.2.2 Navigation Sensors

Primary positioning was accomplished with Syledis while secondary positioning was by

means of DGPS. In addition, tailbuoys equipped with RGPS were employed in

conjunction with front and tail acoustic networks to locate both source and receivers.

Both tailbuoys were equipped with acoustic pods.

Front-end positioning utilised an acoustic network consistingof SONARDYNE acoustic

units. Active components" included two pingers two source pingers. A

separate acoustic network consistingivofi echo pods was installed to provide

streamer and tail-end positioning; ‘transponders were located under *both RGPS

tailbuoys and at fixed positions up both Astarboard and port streamers. A relatively new

feature added Vfo__r;_-this survey was‘;-the use of a SYNTRON MultiTR§K These

bird/compass/acoustic units were positioiied down each cable to provide the normal

compass/depth control. In addition, theseacoustic pingers/receivers provided a full-

length acoustic network for total cable positioning. It should be, however, mentioned

that ranging data collected at approximately every other -shotpoint. In summary,
the survey configuration consisted of the following sensors’

Vessel -Syledis», -DGPS_-,-;_.gyro, two acoustic -pinger and a laser; device
10 SONARDYNE acoustic devices at the front-end -network

24 Multi'-FRAK acoustic units deployed along the length ofthe cables
6 laser reflectors

10 compass bird units fixed on each streamer

Tailbuoy Syledis and acoustic pods

E.-:2.2.l:N'a:vig‘a'tion Sensor Offsets

All "offset given bellow correspond to the local (body-fixed) coordinate

frames shown in Figures E.2 and 5.2.

Table E1 1. Vessel and tailbuoypositioning sensors
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Appendix E: Description ofthe Rmv Marine Positioning Dara

Table E12. Frant-end SONARDYNE acoustic network sensors

Acoustic device ;
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Table E!3. MMIIITRAK acoustic network sensors
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Appendix E: Description ofthe Raw Marine Positioning Data

Table E14. Front-end laser network sensors

Laser device A
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Appendix E: Description ofthe Raw Marine Positioning Data

E.2.2.2Acoustic and Laser Observables Definition

The front-end SONARDYNE acoustic network consisted of a total number of 43 ranges

while the fisll-length MuItiTRAK acoustic network consisted of 24 ranges. The raw

laser data have been converted into DX and DY values.

Table E1 7. SONARDYNE andMitltiYRAK acoustic networks

To node
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E.2.?..3Sur_ve.y Configuranlion. 'Diag'ram's-.

I __Mfi1timA.K...ac'ot_;_stic netw§ik,_Is_{szi Sea_='_1§s§3' "

_ ? _'IPI{201-4a_oi47-7-PGS Exhibit1-1.2o,pg.--3?2'9"-- -E _. ' . _- . - - ' '- - -
PGS v. WesternGeco (EPR20'14*'-_0 1'473)- - - Ex. PC?"§3P8'/'6 - Simplément to Ex._PGS-10-4 ‘



Appcnkzbc I)e.s"cr1‘ptfr2n n_,!'thc,' Raw Marine Pr>31'!ioi1:'ng Dam

 
p2g5.._d H. -n ' CRIPTION '---
:—

afihuli iner ' ' "
. ‘.3 _II  

 
 
 

 
 

 
T

% starbdaaflimxeffloht % ;
'
'
T 

j ragmeE.6*mn1.ena soNAaj2f£?§E--a_¢ouatic_.nar»§o:k;_1rish's-@1993 .

PGS Exhi_bit_'112'0-, pg. 33.0 ' I - * l - IPR201 -4_.0-1477_
P63 V‘ we3te""Ge°° -UPR2014‘01473)' Ex. PG; IIQI76 — Supplement to Ex. PGS "1041 '



‘/lppcnrlix Description 0fr'hte Raw Marine‘ Posiliuning Dam

E.2.3 Time Series Diagrams of Raw Positioning Data

E.1.3.1Vessel and Tailhuoy Positioning and Gyro
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E.l.3.2Acoustic and Laser Networks
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.-1 pperidix Description ofthe Raw Marine P031Honing Dam
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