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introduction 

The Fibre Channel provides a general transport vehicle for Upper Level 
Protocols (ULPs) such as Intelligent Peripheral Interface (IPI) and Small 
Computer System Interface (SCSI) command sets, the High-Performance 
Parallel Interface (HIPPI) data framing, IP (Internet Protocol), IEEE 802.2, 
and others. Proprietary and other command sets may also use and share 
the Fibre Channel, but such use is not defined as part of the Fibre Channel 
standard. Other usages such as local area network protocols and back- 
bone configuration have been considered. 

The Fibre Channel standard is organized in the following levels (see figure 2): 

- K-0 defines the physical portions of the Fibre Channel including 
the fibre, connectors, and optical and electrical parameters for a variety 
of data rates and physical media. Coax and twisted pair versions are 
defined for limited distance applications. FC-0 provides the point-to- 
point physical portion of the Fibre Channel. A variety of physical media 
is supported to address variations in cable plants. 

- FC-I defines the transmission protocol which includes the serial 
encoding, decoding, and error control. 

- FC-2 defines the signaling protocol which includes the frame struc- 
ture and byte sequences. 

- FC-3 defines a set of services which are common across multiple 
ports of a node. 

- FC-4 is the highest level in the Fibre Channel standards set. It 
defines the mapping, between the lower levels of the Fibre Channel and 
the IPI and SCSI command sets, the HIPPI data framing, IP, and other 
Upper Level Protocols (ULPs). 

Of these levels, FC-0, FC-1, and FC-2 are integrated into this FC-PH doc- 
ument. The Fibre Channel protocol provides a range of implementation 
possibilities extending from minimum cost to maximum performance. The 
transmission medium is isolated from the control protocol so that each 
implementation may use a technology best suited to the environment of 
use. 

Figure 1 shows the relationship of this American National Standard (the 
highlighted rectangle) with other Fibre Channel documents. FC-EP speci- 
fies the enhanced functions added to FC-PH. FC-FG, FC-XS, and FC-DF 
are documents related to Fabric requirements. FC-AL specifies the arbi- 
trated loop topology. FC-IG provides some implementation guidance. FC- 
SB, FC-FP, IPI- Disk, IPI- Tape, FC-LE, SCSI-FCP, SCSI-GPP, and FC- 
ATM are FC-4 documents. 
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AMERICAN NATIONAL STANDARD ANSI X3.230-1 994 

American National Standard 
for information Technology - 

Fibre Channel - 
Physical and Signaling 
Interface (FC-PH) 

I Scope 

This standard describes the physical and signal- 
ling interface of a high performance serial link 

c 

2 Normative references 

The following standards contain provisions 
which, through reference in this text, constitute 
provisions of this standard. At the time of publi- 

_ _-cation, the editions indicated were valid. All 
_ aandards are subject to revision, and parties to 

agreements based on this standard are encour- 
aged to investigate the possibility of applying the 
most recent editions of the following list of 
standards. Members of IEC and IS0 maintain 
registers of currently valid International Stand- 
ards. 

lSO/IEC 9314-2:1989, Fiber Distributed Data Inter- 
face - Media Access Control (FDDI-MAC) 

ANSI/IEEE Std 802 - 1990, Local and Metropolitan 
Area Networks: Overview and Architecture (for- 
merly known as IEEE Std 802.1A. Project 802: 
Local and Metropolitan Area Networks Standard 
-- Overview and Architecture) 

FOTP-6 (ANSI/ElA/TlA-455-GB-1992) - I, 2 Cab/e 

Retention Test Procedure for Fiber Optic Cable 
Interconnecting (March 1992) 

FOTP-29 (ANSI/EIAfllA-455-29A-1989) - 

Refractive Index Profile, Transverse interference 
Method: 1st Ed. Aug. 1981, 2nd Ed. Oct. 1.989. 

for support of the Upper Level Protocols (ULPs) 
associated with HIPPI, IPI, SCSI, IP and others. 

(Measures core diameter, numerical aperture, 
and refractive index profile of multimode fiber) 
Reaffirmed 04/01/91 until IO/94 

FOTP-30 (ANSllElAnlA-4%30B-1991) - Fre- 
quency Domain Measurement of Multimode 
Optical Fiber Information Transmission Capacity: 
Ist Ed. Sept. 1982, 2nd Ed. Aug. 1988, 3rd Ed. 
Oct. 1991 

FOTP-34 (ANSl/ElA/TlA-455-3411985) - Intercon- 
nection Device Insertion Loss Test, May l9Z.5 

FOTP-44 (ANSIIEIA/TIA-45WlAI1992) - 
Refractive Index Profile, Refracted Ray Method: 
Ist Ed. Jan. 1984, 2nd Ed. Oct. 1989, 3rd Ed. Sept. 
1992. (Measures core diameter, numerical aper- 
ture, and refractive index profile of multimode 
fiber) 

FOTP-45 (ANWEIATTIA-455-45B-1992) - Method 
for Measuring Optical Fiber Geometry Using a 
Laboratory Microscope: 1st Ed. Sept. 19Z4, 2nd 
Ed. Aug, 1988, 3rd Ed. June 1992 

FOTP-47 (ANSI/EIA/TlA-455-478-1992) - output 
Farfield Radiation Pattern Measurement: 1st Ed. 
Sept. 1983, 2nd Ed. May 1989, 3rd Ed. Aug. 1992 
(Measures numerical aperture of multimode 

fiber) 

1 All FOTP-xx are EI&TIA-455-xxx and all OFSTP-xx are EMVTIA-526xuc AIl FOTP and OFSTP references are as of 12/16/92. 

Note that some are listed as EIA-zzz-XX and some as EIAITIA-zzz-xx The reason for this is related to tlmmg of the document 
development andlor revision since TIA has become an accredited organization. 

2 Fiber Optic Test Procedure (FOTP) and Optical Fiber System Test Practice (OFSTP) standards are developed and published 

by the Electronics Industries Assodation under the EDVlIA-455 and the EIAiTiA-526 series of standards. Copses may be 
obtained by contacting the American National Standards institute, 11 West 42nd Street, New York, New York 10(x36. 
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FOTP-48 (ANWEIAITIA-455-48B-1990) - Diam- 

eter Measurement of Optical Fibers UsingLaser- 

Based Measurement Instruments: 1st Ed. Dec. 

1983, 2nd Ed. Oct. 1987, 3rd Ed. Dec. 1990 

FOTP-51 (ANSIIEIAITIA-455-51A-1991) - Pulse 

Distortion Measurement of Multimode Glass 

Optical fiber information Transmission Capacity: 
1st Ed. Sept. 1983, 2nd Ed. May 1991 

FOTP-54 (ANSI/ElA/TlA-455-54A-1990) - Mode 
Scrambler Requirements for Overfilled Launching 
Conditions to Multimode Fibers: 1st Ed. Sept. 
1982, 2nd Ed. Nov. 1990 

FOTP-58 (ANSI/EIA/TlA-455-58A-1990) - FOTP-58 
Core Diameter Measurement of Graded-Index 
Optical Fibers, Nov. 1990 

FOTP-107 (ANSIIEIATTIA-107-1989) - Return Loss 
for Fiber Optic Components (February 1989) 

‘* 

FOTP-127 (ANSI/EIA/TlA-455-127-1991) - Spectra/ 
Characteristics of Multimode Laser Diodes Per- 
formance, Nov. 1991 

-, . F-168 (ANSI/EIA/TlA-451168A-1992) - Chro- -- 
mat& Dispersion Measurement of Multimode 
Gra$ed-Index and Single-Mode Optical Fibers by 
Spectral Group Delay Measurement in the Time 
Domain: 1st Ed. July 1987, 2nd Ed. March 1992 

FOTP-171 (ANSIIEIAITIA-455-171-1986) - A tten- 
uation by Substitution Measurement- For Short 
Length Multimode and Single-Mode Fiber Cable 
Assemblies, July 1986 

FO?P-I?6 (Unpublished - will become EIAmlA- 
455-176) - Measurement Method for Optical 
Fiber Geometry by Automated Grey-Scale Anal- 
ysis (Originally got through SP ballot, which 

closed 03/04/88. Extensive revision since that 

time required that it be reballoted. Limited 

30-day SP ballot was not approved by ANSI, 
which now requires full SP reballot;submitted to 
TIA 11/23/92.) 3 

FOTP-177 (ANSIIEIAITIA-455-177-1992) - Numer- 
ical Aperture Measurement of Graded-Index 
Optical Fibers: 1st Ed. Nov. 1989, 2nd Ed. Aug. 
1992 (“Umbrella” document, indicating factors 

3 Contact the Secretartat for more recent informatfon. 

required by FOTP-29, FOTP-44, and FOTP-47 to 

map to each other) 

FOTP-187 (EIAITIA-451187-1991) - Engagement 

and Separation Force Measurement of Fiber 

Optic Connector Sets, June 1991 

ANSIIEIA-403-A-1990 - Precision Coaxial Con- 

nectors for CATV Applications (75 Ohms) 

ANSIIEIAITIA-492AAAA-1989 - Detail Specitka- 
tion for 62.5 pm Core Diameter1125 pm Cladding 
Diameter Class la Multimode, Graded Index 
Optical Waveguide Fibers 

ANSIIEIAITIA-492BAAA - Detail Specification for 
Class IVa Dispersion-Unshifted Single-Mode 
Optical Waveguide Fibers Used in Communi- 
cations Systems 4 

OFSTP-2 (EIA/TIA-526-2) - Effective Transmitter 
Output Power Coupled into Single-Mode Fiber 
Optic Cab/e, Sept. 1992 4 

OFSTP-3 (ANSl/EIA/TlA-526-3-1989) - Fiber Optic 
Terminal Equipment Receiver Sensitivity and 
Maximum Receiver Input, Oct. 1989 

OFSTP-4 (EIAITIA-526-4) - Optical Eye Pattern 
Measurement Procedure (in final stage of 
approval) 3 

OFSTP-7 (EIA/TIA-526-7) - Optical Power Loss 
Measurement of Installed Single-Mode Fiber 
Cabie Plant. Jan. 1993 Draft [unpublished) 3 

OFSTP-11 (ANSI/EIA/TIA-526-11-1991) - 
urement Penalty 

Optic Terminal Equipment, 1991 

OFSTP-14 (ANSIIEIATTIA-526-14-1990) - Optical 
Power Loss Measurement of Installed Multimode 
Fiber Cable P/ant, Nov. 1990 

JIS C 5973 - F04 Type Connectors for Optical 

Fiber Cards. 5 

ANSIIEIAITIA 568-1991 - Commercial Building 

Telecommunications Wiring Standard. 

MIL-17/2 - RG-6 Radio Frequency Cab/e: Flexible 
Coax - 75 Ohm. 6 

-I Available from the Electronic Industries Associatton, 2SOO Wilson Boulevard, Sutte 300, Arlington, VA 22201 

5 Available from Japanese Standards Associatton, l-24, Akasaka 4, Minato-Ku, Tokyo 107 Japan Fax 81-33-583-8003 
or Global Engineering, 15 lverness Way East, Englewood, CO 80112-5704 Phone: (800)854-7179 or (303)792-2181 Fax (303) 
792-2192 

6 Copies of federal and mtlitary spectficattons, standards, and handbooks are avatlable from the Standardization Document 
Order Desk, Building 4D, 700 Robbins Avenue, Philadelphfa, PA 19111-5094. 
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MIL-17129 - RG-59 Radio Frequency Cable: Nex- 
ible Coax - 75 Ohm 

MIL-17/94 - RG-179 Radio Frequency Cable: 
Flexible Coax - 75 Ohm 

MIL-C-24308 - Miniature Polarized Shell Type 
Non-environmental Rectangular Connector with 
Socket Contacts for Printed Wiring Board Termi- 
nation 

MIL-C-39012 - General Specification for Radio 
Frequency Coaxial Connectors 

3 Definitions and conventions 

* For the purposes of this standard, the following 
definitions, conventions, abbreviations, acronyms 
and symbols apply. 

-2.1 Definitions -- 

e- 
3.1 .I Active: The state of Sequence Initiator 
until all the Data frames for the Sequence have 
been transmitted. The state of Sequence Recip- 
ient until all the Data frames for the Sequence 
have been received. (see 24.6.1). 

3.1.2. address identifier: An address value used _ 
to identify source (S-ID) or destination (D-ID) of 
a frame. 

3.1.3. alias address identifier (alias): One or 
more address identifiers which may be recog- 
nized by an N Port in addition to its N Port Iden- 
tifier. An alias address identifier-is Fabric 
unique and may be common to multiple N-Ports. 

3.1.4. Arbitrated Loop topology: A configuration 
that allows multiple ports to be connected seri- 
ally (see FC-AL document). 

3.1.5. attenuation: The transmission medium 
power loss expressed in units of dB. 

3.1.6. average power: The optical power meas- 
ured using an average reading power meter 
when the Fibre Channel is transmitting a speci- 
fied code sequence as defined in the test proce- 
dure. 

Food and Drug Administration (FDA) / Depat-t- 

ment of Health and Human Services (DHHS) 

Regulations 21 CFR Chapter I, Subchapter J, 
Part 1040.10, Performance standards for light- 
emitting products 

ANSI 2136.2-1988, Standard for the safe use of 
optical iibre communication systems utilizing 
laser diode and LED sources 

IEC 825-1984, Radiation safety of laser products, 
equipment classification, requirements and usef s 
guide 

3.1.7. bandwidth: Maximum effective transfer 
rate for a given set of physical variants such as 
communication model, Payload size, Fibre 
speed, and overhead specified by FC-PH (see 4.7 
and annex M). 

3.1.8. baud: The encoded bit rate per second. 

3.1.9. BB_buffer: The buffer associated with 
buffer-to-buffer flow control. 

3.1 .lO. Beginning Running Disparity: The 
Running Disparity present at a transmitter when 
Encoding of the Special Code associated with an 
Ordered Set is initiated, or at a receiver when 
Decoding of the Special Character associated 
with an Ordered Set is initiated. 

3.1.11. bit error rate (BER): The statistical prob- 
ability of a transmitted bit being erroneously 
received in a communication system. The BER 
is measured by counting the number of erro- 
neous bits at the output of a receiver and 
dividing by the total number of bits. 

3.1.12. Bit synchronization: The state in which 
a receiver is delivering retimed serial data at the 
required BER. 

3.1.13. BNC: Acronym for a Bayonet-Neil- 
Councilman Coaxial Cable Connector. Specifica- 
tions for BNC style connectors are defined in 
EIA/TIA 403-A and MIL-C-39012. 

3.1.14. block: A upper level construct of appli- 
cation data related to a single Information Cate- 

gory and transferred within a single Sequence. 
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3.1.15. buffer: A logical construct which holds 
the contents of a single frame (i.e., contents of a 

frame I one buffer) (see Credit and clause 17). 

3.1.16. byte: An eight-bit entity with its least sig- 

nificant bit denoted as bit 0 and most significant 
bit as bit 7. The most significant bit is shown on 
the left side in FC-PH, unless specifically indi- 
cated otherwise. 

3.1.17. cable plant: All passive communications 
elements (e.g., optical fibre, twisted pair, or 
coaxial cable, connectors, splices, etc.) between 
a transmitter and a receiver. 

3.1.18. centre wavelength (laser): The nominal 
value of the central wavelength of the operating, 
modulated laser. This is the wavelength (see 
FOTP-127) where the effective optical power 
r&sides. 

3.1.19. centre wavelength (LED): The 
the two wavelengths measured at the 

-. 4ude points of the power spectrum. - - 
_ - 

average of 
half ampli- 

3J.20. character: Any Transmission Character 
associated by FC-1 transmission code with a 
FC-2 data byte or special code. Transmission 
characters are generated and interpreted only 
by FC-1. 

3.1.21. circuit: A bidirectional path within the 
Fabric. . ^ 

3.1.22. Classes of service: Different types of 
services provided by the Fabric and used by the 
communicating N_Ports (see 4.9 and 22). 

3.1.23. Class 1 service: A service which estab- 
lishes a dedicated connection between commu- 
nicating N-Ports (see 4.9 and 22). 

3.1.24. Class 2 service: A service which multi- 

plexes frames at frame boundaries to or from 

one or more N-Ports with acknowledgement pro- 

vided. (see 4.9 and 22). 

3.1.25. Class 3 service: A service which multi- 

plexes frames at frame boundaries to or from 
one or more N_Ports without acknowledgement 

(see 4.9 and 22). 

3.1.26. coaxial cable: An electrical transmission 
medium consisting of concentric conductors sep- 
arated by a dielectric material with the spacings 

and material arranged to give a specified elec- 

trical impedance. 

3.1.27. code bit: The smallest time period used 

by FC-0 for transmission on the media. 

3.1.28. code balance: The numerical sum of the 
1 bits in any 10 bits in the transmitted bit stream 
divided by 10 (e.g., 1110100011 has a code 
balance of 6/10 = 60%). 

3.1.29. code violation: An error condition that 
occurs when a received Transmission Character 
cannot be decoded to a Valid Data Byte or 
Special Code using the validity checking rules 
specified by the Transmission Code. 

3.1.30. comma: The seven bit sequence 

0011111 or 1100000 in an encoded stream. 

3.1.31. comma character: A Special Character 
containing a comma. 

3.1.32. concatenation: A logical operation that 
“joins together” strings of data and is repres- 
ented with the symbol “jj”. Two or more fields 
are concatenated to provide a reference of 
uniqueness (e.g., S_lDllX_lD). 

3.1.33. Connection: See Dedicated Connection. 

3.1.34. Connection Initiator: The source N-Port 
which initiates a Class 1 Connection with a desti- 
nation N-Port through a connect-request and 
also receives a valid response from the destina- 
tion N-Port to complete the Connection estab- 
lishment. 

3.1.35. Connection Recipient: The destination 
N-Port which receives a Class 1 connect-request 
from the Connection Initiator and accepts estab- 
lishment of the Connection by transmitting a 
valid response. 

3.1.36. Connectionless buffers: Receive buffers 
participating in Connectionless service and 
capable of receiving Connectionless frames (see 
clause 26). 

3.1.37. Connectionless frames: Frames partic- 
ipating in Connectionless service (i.e., Class 1 

frames with SOFCI, Class 2, and Class 3 frames 
referred to individually or collectively) (see 
clause 26). 
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3.1.38. Connectionless service: Communication 

between two N-Ports performed without a Dedi- 
cated Connection. 

3.1.39. Continuously Increasing Relative Offset: 

the relationship specified between Relative 
Offset values contained in frame (n) and frame 
(n+l) of an Information Category within a single 
Sequence. Continuously Increasing Relative 
Relative Offset (ROi) for a given Information Cat- 
egory i is specified by the following: 
ROi(n + 1) = RO,(n) + Length of Payload,(n) 
where n is 1 0 and represents the consecutive 
frame count of frames for a given Information 
Category within a single Sequence. 
ROi(0) = Initial Relative Offset (IROi) for the 
Information Category i (see Relative Offset and 
Random Relative Offset). 

‘* 

3.1.40. Credit: The maximum number of receive 
buffers allocated to a transmitting N-Port or 
F-Port. It represents the maximum number of 
outstanding frames which can be transmitted by 

- - -That N-Port or F-Port without causing a buffer 
_ - overrun condition at the receiver (see 26.3). 

e- 

3.1.41. current running disparity: The Running 
Disparity present at a transmitter when Encoding 
of a Valid Data Byte or Special Code is initiated, 
or at a receiver when Decoding of a Trans- 
mission Character is initiated. 

* 3n.42. Data Character: Any Transmission Char- 
acter associated by the Transmission Code with 
a Valid Data Byte. 

3.1.43. Data frame: A frame containing informa- 
tion meant for FC-ULJLP or the Link application. 

3.1.44. decoding: Validity checking of received 
Transmission Characters and generation of Valid 
Data Bytes and Special Codes from those char- 
acters. 

3.1.45. Dedicated Connection: A communicating 
circuit guaranteed and retained by the Fabric for 
two given N-Ports. 

3.1.46. delimiter: An Ordered Set used to indi- 
cate a frame boundary. 

3.1.48. destination N-Port: The N-Port to which 

a frame is targeted. 

3.1.49. discard policy: An error handling policy 
where an N Port is able to discard Data frames 
received following detection of a missing frame 

in a Sequence (see 29.6.1.1). 

3.1.50. disconnection: The process of removing 
a Dedicated Connection between two N-Ports. 

3.1 Sl. disparity: The difference between the 
number of ones and zeros in a Transmission 
Character. 

3.1.52. dispersion: A term used to denote pulse 
broadening and distortion. The two general cate- 
gories of dispersion are modal dispersion, due 
to the difference in the propagation velocity of 
the propagation modes in a multimode fibre, and 
chromatic dispersion, due to the difference in 
propagation of the various spectral components 
of the optical source. 

3.1.53. EE_buffer: The buffer associated with 
end-to-end flow control. 

3.1.54. electrical fall time: The time interval for 
the falling edge of an electrical pulse to transi- 
tion from its 90% amplitude level to its 10% 
amplitude level. 

3.1.55. electrical rise time: The time interval for 
the rising edge of an electrical pulse to transi- 
tion from its 10% amplitude level to its 90% 
amplitude level. 

3.1.56. encoding: Generation of Transmission 
Characters from Valid Data Bytes and Special 
Codes. 

3.1.57. Exchange: The basic mechanism which 
transfers information consisting of one or more 
related non-concurrent Sequences which may 
flow in the same or opposite directions. An 
Exchange may span multiple Class 1 Dedicated 
Connections. The Exchange is identified by an 
Originator Exchange_ldentifier (OX-ID) and a 
Responder Exchange-Identifier (RX-ID) (see 
clause 24). 

3.1.47. Destination-Identifier (D-ID): The 

address identifier used to indicate the targeted 
destination of the transmitted frame. 

3.1.58. Exchange-Identifier (X-ID): A generic 
reference to OX-ID and RX-ID (see Exchange). 

3.1.59. Exchange Status Block: A logical con- 
struct which contains the state of an Exchange. 
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An Originator N-Port has an Originator 

Exchange Status Block and the Responder 
N-Pot-t has a Responder Exchange Status Block 
for each concurrently active Exchange (see 
4.13.4.3 and 24.8.1). 

3.1.60. Exclusive Connection: A Class 1 Dedi- 
cated Connection without Intermix (see Dedi- 
cated Connection and 22.4). 

3.1.61. extinction ratio: The ratio (in dB) of the 
average optical energy in a logic one level to the 
average optical energy in a logic zero level 
measured under modulated conditions at the 
specified baud rate. 

3.1.62. eye opening: The time interval across 
the eye, measured at the 50% normalized eye 
amplitude which is error free to the specified 
‘BER. 

3.1.63. F_Port: The Link_Control_FaciIity within 
the Fabric which attaches to an N-Pot-t through a 

- . - - -liak. An F-Port is addressable by the N-Port 
attached to it, with a common well-known _ - 
address identifier (hex ‘FFFFFE’) (see 18.3, local 
F-Port, and remote F-Port). 

3.1.64. Fabric: The entity which interconnects 
various N-Ports attached to it and is capable of 
routing frames by using only the D-ID informa- 
tion in a FC-2 frame header. 

-3.1.65. Fabric-Name: A Name-Identifier associ- 
ated with a Fabric. 

3.1.66. fibre: A general term used to cover all 
transmission media specified in FC-PH (see 
clauses 4 and 6). 

3.1.67. Fibre Channel Name: An Name-Identifier 
which is Fibre Channel unique. 

3.1.68. fibre optic cable: A jacketed optical fibre 
or fibres. 

3.1.69. fiber optic test procedure (FOTP): Stand- 
ards developed and published by the Electronic 
Industries Association (EIA) under the 
EIA-RS-455 series of standards. 

3.1.70. FL-Port: An F-Port that contains Arbi- 

trated Loop functions associated with Arbitrated 
Loop topology (see FC-AL document). 

3.1.71. frame: An indivisible unit of information 

used by FC-2. 

3.1.72. F-Port Name: A Name-Identifier associ- 

ated with an F_Port. 

3.1.73. Frame Content: The information con- 
tained in a frame between its Start-of-Frame and 
End-of-Frame delimiters, excluding the delim- 
iters. 

3.1.74. Hunt Group: A set of N-Ports with a 
common alias address identifier managed by a 
single node or common controlling entity. 
However, FC-PH does not presently specify how 
a Hunt Group can be realized. 

3.1.75. Idle Word (Idle): An ordered set of four 
transmission characters (see clause 11) which 
are normally transmitted between frames. The 
Idle Word is also referred to as an Idle (see 
11.4). 

3.1.76. ignored: A field that is not interpreted 
by the receiver. 

3.1.77. infinite buffer: A terminology to indicate 
that at FC-2 level, the amount of buffer available 
at the Sequence Recipient is unlimited. The ULP 
chooses the amount of buffer per Sequence 
based on its MTU (maximum transfer unit). 

3.1.78. Information Category: A frame header 
field indicating the category to which the frame 
payload belongs (e.g., Solicited Data, Unsolicited 
Data, Solicited Control and Unsolicited Control). 

3.1.79. information transfer: Transfer of frames 
whose Payload has meaning to the cooperating 
FC-4s. 

3.1.80. Information Unit: An organized col- 
lection of data specified by FC-4 to be trans- 
ferred as a single Sequence by FC-2. 

3.1.81. initialization: For FC-1 level the period 
beginning with power on and continuing until the 
transmitter and receiver of that level become 
Operational. 

3.1.82. Initial Relative Offset: A Relative Offset 
value specified at the sending end by an upper 

level for a given block or subblock and used by 
the sending FC-2 in the first frame of that block 
or subblock (see subblock, block, and Relative 
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Offset). Initial Relative Offset value may be zero 

or non-zero. 

3.1.83. interface connector: An optical or elec- 

trical connector which connects the media to the 
Fibre Channel transmitter or receiver. The con- 
nector consists of a receptacle and a plug. 

3.1.84. intermix: A service which interleaves 
Class 2 and Class 3 frames on an established 
Class 1 Connection (see clauses 4 and 22.4). 

3.1.85. intersymbol interference: The effect on a 
sequence of symbols in which the symbols are 
distorted by transmission through a limited 
bandwidth medium to the extent that adjacent 
symbols begin to interfere with each other. 

‘- 3.1.86. jitter: Deviations from the ideal timing of 
an event which occur at high frequencies. Low 
frequency deviations are tracked by the clock 
recovery and do not directly affect the timing 
allocations within a bit cell. Jitter is not tracked 

-- --by the clock recovery and directly affects the 
. - timing allocations in a bit cell. For FC-PH the 

?ower cutoff frequency for jitter is defined as the 
bit rate divided by 2 500. Jitter is customarily 
subdivided into deterministic and random com- 
ponents. 

3.1.87. jitter, deterministic (DJ): Timing dis- 
tortions caused by normal circuit effects in the 

* transmission system. Deterministic jitter is often 
subdivided into duty cycle distortion (DCD) 
caused by propagation differences between the 
two transitions of a signal and data dependent 
jitter (DDJ) caused by the interaction of the 
limited bandwidth of the transmission system 
components and the symbol sequence. 

3.1.88. jitter, random (RJ): Jitter due to thermal 
noise which may be modeled as a Gaussian 
process. The peak-to-peak value of RJ is of a 
probabilistic nature and thus any specified value 
yields an associated BER. 

3.1.89. laser chirp: A phenomenon in lasers 
where the wavelength of the emitted light 
changes during modulation. 

3.1.90. level: 1. A document artifice used to 

group related architectural functions. No specific 
correspondence is intended between levels and 
actual implementations. 2. a specific value of 
voltage (e.g., voltage level). 

3.1.91. link: 1. Two unidirectional fibres trans- 
mitting in opposite directions and their associ- 

ated transmitters and receivers. 
2. The full-duplex FC-0 level association between 

FC-1 entities in directly attached Ports (see Port). 

3.1.92. Link_Control_Facility: A link hardware 
facility which attaches to an end of a link and 
manages transmission and reception of data. It 
is contained within each N-Port and F-Port. 

3.1.93. local F-Port: The F-Port to which an 
N-Port is directly attached by a link (see remote 
F-Port). 

3.1.94. loopback: A mode of FC-1 operation in 
which the information passed to the FC-1 trans- 
mitter for transmission is shunted directly to the 
FC-1 receiver, overriding any signal detected by 
the receiver on its attached tibre. 

3.1.95. L-Port: An N-Port or F-Port that con- 
tains Arbitrated Loop functions associated with 
Arbitrated Loop topology (see FC-AL document). 

3.1.96. mandatory: A function which is required 
to be supported by a compliant implementation 
of FC-PH. 

3.1.97. meaningful: A control field or bit shall 
be applicable and shall be interpreted by the 
receiver, wherever it is specified as meaningful. 
Wherever it is specified as “not meaningful”, it 
shall be ignored (see valid). 

3.1.98. mode-partition noise: Noise in a laser 
based optical communication system caused by 
the changing distribution of laser energy parti- 
tioning itself among the laser modes (or lines) 
on successive pulses in the data stream. The 
effect is a different centre wavelength for the 
successive pulses resulting in arrival time jitter 
attributable to chromatic dispersion in the fibre. 

3.1.99. Name-Identifier: A 64 bit identifier, with 
a 60 bit value preceded with a 4 bit 
Network_Address_Authority_ldentifier, used to 
identify entities in Fibre Channel such as N-Port, 
Node, F-Port, or Fabric (see table 43). 

3.1.100. Network_Address_Authority (NAA): An 
organization such as CCITT or IEEE which 
administers network addresses (see 19.3). 

3.1.101. Network_Address_Authority (NAA) iden- 
tifier: A four bit identifier defined in FC-PH to 
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indicate a Network_Address_Authority (NAA) 
(see 19.3). 

3.1.102. NL_Port: An N-Port that contains Arbi- 
trated Loop functions associated with Arbitrated 
Loop topology (see FC-AL document). 

3.1.103. Node: A collection of one or more 
N_Ports controlled by a level above FC-2. 

3.1.104. Node-Name: A Name-Identifier associ- 
ated with a Node. 

3.1.105. non-repeating ordered set: An Ordered 
Set which, when issued by FC-2 to FC-1 for 
transmission, is to be transmitted once. 

3.1.106. Not Operational: A receiver or trans- 
mitter that is not capable of receiving or trans- 
‘sitting an encoded bit stream respectively, 
based on the rules defined by FC-PH for error 
control. For example, FC-1 is Not Operational 
during Initialization. 

_- - - 
3.1.107. N-Port: _ - A hardware entity which 
i&,r_cludes a Link_Control_Facility. It may act as 
an Originator, a Responder, or both. 

3.1.108. N-Port Identifier: A Fabric unique 
address identifier by which an N-Port is uniquely 
known. The identifier may be assigned by the 
Fabric during the initialization procedure. The 
identifier may also be assigned by other proce- 

‘durks not defined in FC-PH. The identifier is 
used in the S ID and D-ID fields of a frame. - 

3.1.109. N-Port Name: A Name-Identifier asso- 
ciated with an N-Port. 

3.1.110. numerical aperture: The sine of the 
radiation or acceptance half angle of an optical 
fibre, multiplied by the refractive index of the 
material in contact with the exit or entrance face. 
See FOTP-177. 

3.1.111. Open: The period of time starting when 
a Sequence (an Exchange) is initiated until that 
Sequence (the Exchange) is normally or abnor- 
mally terminated (see 24.6.1). 

3.1.113. Operation: A construct which may be 

used by a level above FC-2 and is associated 
with one or more Exchanges. 

3.1.114. Operational: The state of a receiver or 
transmitter that is capable of receiving or trans- 
mitting an encoded bit stream, respectively, 
based on the rules defined by FC-PH for error 
control. Those receivers capable of accepting 
signals from transmitters requiring laser safety 
procedures are not considered Operational after 
power on until a signal of a duration longer than 
that associated with laser safety procedures is 

present at the fibre attached to the receiver. 

3.1.115. Operation_Associator: A value used in 
the Association-Header to identify a specific 
operation within a Node and correlate communi- 
cating processes related to that operation. 
Operation_Associator is the mechanism by 
which an operation within a given Node is 
referred to by another communicating Node. 
Operation_Associator is a generic reference to 
Originator Operation_Associator and Responder 
Operation_Associator (see Process_Associator 
and 19.4.2). 

3.1.116. optical fall time: The time interval 
required for the falling edge of an optical pulse 
to transition between specified percentages of 
the signal amplitude. For lasers the transitions 
are measured between the 80% and 20% points. 
For LED media the specification points are 90% 
and 10%. 

3.1.117. optical fibre: Any filament or fibre, 
made of dielectric material, that guides light. 

3.1.118. optical fiber system test practice 
(OFSTP): Standards developed and published by 
the Electronic industries Association (EIA) under 
the EWTIA-526 series of standards. 

3.1.119. optical path penalty: A link penalty to 
account for those effects other than attenuation. 

3.1.120. optical reference plane: The plane that 
defines the optical boundary between the plug 
and the receptacle. 

3.1.112. open fibre control (OFC): A safety inter- 
lock system that controls the optical power level 
on an open optical tibre cable. 

3.1.121. optical rise time: The time interval 
required for the rising edge of an optical pulse to 

transition between specified percentages of the 
signal amplitude. For lasers the transitions are 
measured between the 20% and 80% points. For 
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LED media the specitication points are 10% and 
90%. 

3.1.122. optical return loss (ORL): The ratio 
(expressed in units of dB) of optical power inci- 

dent upon a component port or an assembly to 
the optical power reflected by that component 

’ when that component or assembly is introduced 
into a link or system. 

3.1.123. optional: Characteristics that are not 
required by FC-PH. However, if any optional 
characteristic is implemented, it shall be imple- 
mented as defined in FC-PH. 

3.1.124. ordered set: A Transmission Word com- 
posed of a Special Character in its first (leftmost) 
position and Data Characters in its remaining 

‘. positions. An Ordered Set is represented by the 
combination of Special Codes and data bytes 
which, when encoded, result in the generation of 
the Transmission Characters specified for the 
Ordered Set. 

_- 

- 3.1.125. Originator: The logical function associ- 
dated with an N-Port responsible for originating 

an Exchange. 

3.1.126. Originator Exchange Identifier (OX-ID): 
An identifier assigned by an Originator to iden- 
tify an Exchange and meaningful only to the 
Originator (see Responder Exchange Identifier). 

3.1.127. Payload: Contents of the Data Field of a 
frame, excluding Optional Headers and fill bytes, 
if present (see figure 44, and clauses 17 and 19, 
and see 20.2). 

3.1.128. plug: The cable half of the interface 
connector which terminates an optical or elec- 
trical signal transmission cable. 

3.1.129. Port: A generic reference to an N-Port 
or F-Port. 

3.1.130. Port-Name: A Name-Identifier associ- 
ated with a Port. 

3.1.131. power on state: In this state any cir- 
cuits or optical devices respond to controls 
resulting from higher levels. 

3.1.132. Primitive Sequence: An ordered set 

transmitted repeatedly and continuously until a 
specified response is received (see 16.4 and 
24.8.1). 

3.1.133. Primitive Signal: An ordered set desig- 

nated to have a special meaning such as an Idle 
or Receiver-Ready (R_RDY) (see 16.3). 

3.1.134. Process_Associator: A value used in 
the Association-Header to identify a process or 
a group of processes within a Node. 
Process_Associator is the mechanism by which 
a process is addressed by another communi- 
cating process. Process_Associator is a generic 
reference to Originator Process_Associator and 

Responder Process_Associator (see 
Operation_Associator and clause 19.4.1). 

3.1.135. process policy: An error handling 
policy where an N-Port is able to continue proc- 
essing Data frames received following detection 
of one or more missing frames in a Sequence 
(see 29.6.1.1). 

3.1.136. Random Relative Offset: The relation- 
ship specified between Relative Offset values 
contained in frame (n) and frame (n+l) of an 
Information Category within a single Sequence. 
For a given Information Category i within a 
single Sequence, Random Relative Offset (ROJ 
value for a frame (n +1) is unrelated to that of 
the previous frame (n). (see Initial Relative 
Offset and Continuously Increasing Relative 
Offset). 

3.1.137. receiver: 1. The portion of a Lin k_Cont- 
rol_Facility dedicated to receiving an encoded bit 
stream from a ftbre, converting this bit stream 
into Transmission Characters, and Decoding 
these characters using the rules specified by 
FC-PH. 
2. An electronic circuit (Rx) that, converts a 
signal from the media (optical or electrical) to an 
electrical retimed (or non-retimed) serial logic 
signal. 

3.1 .I 38. receiver overload: The condition of 
exceeding the maximum acceptable value of the 
received average optical power at point R of 
figure 8 to achieve a BER < 10-l*_ 

3.1.139. receiver sensitivity: The minimum 

acceptable value of average received signal at 
point R of figure 8 to achieve a BER < IO-l*. It 
takes into account power penalties caused by 
use of a transmitter with a worst-case output. In 

the case of an optical path it does not include 
power penalties associated with dispersion, 
jitter, effects related to the modal structure of the 
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source or reflections from the optical path. 
These effects are specified separately in the 
allocation of maximum optical path penalty. 

3.1.140. receptacle: The fixed or stationary 
female half of the interface connector which is 
part of the transmitter or receiver. 

3.1.141. reflections: Power returned to point S 
of figure 8 by discontinuities in the physical link. 

3.1.142. RIN,,: Laser noise in dB/Hz measured 
relative to the average optical power with 12dB 
return loss. 

3.1.143. Relative Offset (Offset): The displace- 
ment, expressed in bytes, of the first byte of a 
Payload related to a upper level-defined-origin 
for a given Information Category (see Contin- 
‘ffously Increasing and Random Relative Offset, 
and 4.14.3). 

3.1.144. Relative Offset space: A virtual address 

- space defined by the sending upper level for a 
- - single Information Category. The address space _ - 

s&t-k from zero, representing the upper level- 
defined-origin, and extends to its’highest value. 

3.1.145. remote F-Port: The F-Port to which the 
other communicating N-Port is directly attached 
(see local F-Port). 

3.1.146. repeating ordered set: An Ordered Set 
-which, when issued by FC-2 to FC-1 for trans- 
mission, is to be repetitively transmitted until a 
subsequent transmission request is issued by 
FC-2. 

3.1.147. return loss: See optical return loss. 

3.1.148. reserved: A field which is tilled with 
binary zeros by the source N-Port and is ignored 
by the destination N-Port. Each bit in the 
reserved field is denoted by “r”. 
NOTE - Future enhancements to FC-PH may define 
usages for these reserved fields. The reserved fields 
should not be checked or interpreted. Any violation of 
this guideline may result in loss of upward compat- 
ibility with future implementations which comply with 
future enhancements to FC-PH. 

3.1.149. Responder: The logical function in an 

N-Port responsible for supporting the Exchange 
initiated by the Originator in another N-Port. 

3.1 .I56 Responder Exchange-Identifier (RX-ID): 
An identifier assigned by a Responder to identify 

10 

an Exchange and meaningful only to the 
Responder. 

3.1.151. run length: Number of consecutive 
identical bits in the transmitted signal e.g., the 

pattern 0011111010 has a run length of five (5). 

3.1.152. running .disparity: A binary parameter 
indicating the cumulative Disparity (positive or 
negative) of all previously issued Transmission 
Characters. 

3.1.153. s,,: The ratio of the reflected signal 

from a port to the incident signal at the port. 

3.1.154. Sequence: A set of one or more Data 
frames with a common Sequence-ID (SEQ_ID), 
transmitted unidirectionally from one N-Port to 
another N-Port with a corresponding response, if 
applicable, transmitted in response to each Data 
frame (see clause 24). 

3.1.155. Sequence-ID (SEQ_ID): An identifier 
used to identify a Sequence. 

3.1.156. Sequence Initiator: The N-Port which 
initiates a Sequence and transmits Data frames 
to the destination N-Port (see clause 24). 

3.1.157. Sequence Recipient: The N-Port which 
receives Data frames from the Sequence Initiator 
and, if applicable, transmits responses 
(Link-Control frames) to the Sequence Initiator 
(see clause 24). 

3.1.158. Sequence Status Block: A logical con- 
struct which tracks the state of a Sequence. 
Both the Sequence Initiator and the Sequence 
Recipient have a Sequence Status -Block for 
each concurrently active Sequence (see 4.13.3.2 
and 24.8.2). 

3.1.159. Solicited Control: One of the Informa- 
tion Categories indicated in the frame header 
(see 18.2). 

3.1.160. Solicited Data: One of the Information 
Categories indicated in the frame header (see 
18.2). 

3.1.161. Source-Identifier (S-ID): The address 
identifier used to indicate the source Port of the 
transmitted frame. 

3.1.162. source N-Port: The N-Port from which a 
frame is transmitted. 
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3.1.163. Special Character: Any Transmission 

Character considered valid by the Transmission 

Code but not equated to a Valid Data Byte. 
Special Characters are provided by the Trans- 
mission Code for use in denoting special func- 
tions. 

3.1.164. Special Code: A code which, when 
encoded using the rules specified by the Trans- 
mission Code, results in a Special Character. 
Special Codes are typically associated with 
control signals related to protocol management 
(e.g., K28.5). 

3.1.165. spectral width: 1. FWHM (Full Width 
Half Maximum) - The absolute difference 
between the wavelengths at which the spectral 
radiant intensity is 50 percent of the maximum 

- power. This form is typically used for LED 
optical sources. 
2. RMS - The weighted root mean square width 
of the optical spectrum. See FOTP-127. This 
form is typically used for laser optical sources. 

- - 
. - 

3.1.166. streamed Sequence: A new Class 1 or 
“class 2 Sequence initiated before receiving the 

final acknowledgement for the previous 
Sequence in the same Exchange. Any new 
Class 3 Sequence initiated before the expiration 
of R A TOV for all Data frames in the previous -- 
Sequence (see 18.6). 

- 3.1.167. subblock: A upper level construct 
which contains partial application data for a 
single Information Category (see block). A col- 
lection of subblocks for a given Information Cate- 
gory may be specified for transfer within a single 
Sequence. 

3.1.168. synchronization: Receiver identification 
of a Transmission-Word boundary. 

3.1 .I 69. TNC: Acronym for a Threaded-Neil- 
Councilman Coaxial Cable Connector. Specifica- 
tions for TNC style connectors are defined in 
MIL-C-39012 and MIL-C-23329. 

3.1.170. Transmission Character: Any encoded 
character (valid or invalid) transmitted across a 

physical interface specified by FC-0. Valid 
Transmission Characters are specified by the 

Transmission Code and include Data and 
Special Characters. 

3.1.171. Transmission Code: A means of 

Encoding data to enhance its Transmission Char- 
acteristics. The Transmission Code specified by 
FC-PH is byte-oriented, with (1) Valid Data Bytes 

and (2) Special Codes encoded into lo-bit Trans- 
mission Characters. 

3.1.172. Transmission Word: A string of four 
contiguous Transmission Characters occurring 
on boundaries that are zero modulo 4 from a 
previously received or transmitted Special Char- 
acter. 

3.1.173. transmitter: 1. The portion of a Link- 
_Control_Facility dedicated to converting Valid 
Data Bytes and Special Codes into Transmission 
Characters using the rules specified by the 
Transmission Code, converting these Trans- 
mission Characters into a bit stream, and trans- 
mitting this bit stream onto the transmission 
medium (optical or electrical). 
2. An electronic circuit (TX) that converts an 
electrical logic signal to a signal suitable for the 
communications media (optical or electrical). 

3.1.174. transceiver: A transmitter and receiver 
combined in one package. 

3.1.175. Uncategorized Information Category: 

One of the Information Categories indicated in 
the frame header (see 18.2). 

3.1.176. unrecognized ordered set: A Trans- 
mission Word containing a K28.5 in its first (left- 
most) position but not defined to have meaning 
by FC-PH. 

3.1.177. Unsolicited Control: One of the Infor- 
mation Categories indicated in the frame header 
(see 18.2). 

3.1.178. Unsolicited Data: One of the Informa- 
tion Categories indicated in the frame header 
(see 18.2). 

3.1.179. upper level: A level above FC-2. 

3.1.180. Upper Level Protocol (ULP): The pro- 
tocol user of FC-4 (see clause 4). 

3.1.181. valid: A validity control bit indicates if a 
field is valid, in which case, the value in the field 
shall be treated as valid. If a validity control bit 
indicates that a field is invalid, the value in the 
field shall be treated as invalid (see meaningful). 
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3.1.182. Valid Data Byte: A string of eight con- The term “shall” is used to indicate a mandatory 

tiguous bits within FC-1 which represents a value rule. If such a rule is not followed, the results 

with 0 to 255, inclusive. are unpredictable unless indicated otherwise. 

3.1.183. Valid frame: A frame received with a 
valid Start_of_Frame @OF), a valid 

End-of-Frame (EOF), valid Data Characters, and 
proper Cyclic Redundancy Check (CRC) of the 
Frame Header and Data Field (see 17). 

The fields or control bits which are not appli- 
cable shall be reset to zero. 

If a field or a control bit in a frame is specified 
as not meaningful, the entity which receives the 
frame shall not check that field or control bit. 

3.1.184. vendor unique: Functions, code values, 
and bits not defined by FC-PH and set aside for 
private usage between parties using FC-PH. 
Caution: Different implementations of FC-PH may 
assign different meanings to these functions, 
code values, and bits. 

Hexadecimal notation 
Hexadecimal notation is used to represent fields. 
For example, a three byte D-ID field containing a 
binary value of 11111111 11111111 11111010 is 
denoted by FF FF FA. 

3.1.185. well-known addresses: A set of 
address identifiers defined in FC-PH to access 
$obal server functions such as a name server 
(see 18.3). 

3.3 Abbreviations, acronyms, and 
symbols 

3.1.186. word: A string of four contiguous bytes 
^ nccurring on boundaries that are zero modulo 4 -- 

from a specified reference. . - 

3x187. Worldwide_Name: An Name-Identifier 
which is worldwide unique, and represented by a 
64 bit unsigned binary value. 

Abbreviations, acronyms and symbols applicable 
to this standard are listed. Definitions of several 
of these items are included in 3.1. The index at 
the back of the document is an aid to help locate 
these terms in the body of the document. 

3.3.1 Data rate abbreviations 

3.2 Editorial conventions 

!n th_is standard, a number of conditions, mech- 
anisms, sequences, parameters, events, states, 
or similar terms are printed with the first letter of 
each word in upper-case and the rest lower-case 
(e.g., Exchange, Class). Any lower case uses of 
these words have the normal technical English 
meanings. 

Abbreviation 

133 Mb/s 
266 Mb/s 
531 Mb/s 

1 063 Mb/s 

Data Rate 

132,812 5 Mb/s 
265,625 Mb/s 
531,25 Mb/s 

1 062,5 Mb/s 

Numbered items in this standard do not repre- 
sent any priority. Any priority is explicitly indi- 
cated. 

The exact data rates are used in the tables and 
the abbreviated form is used in text. Note that 
1,062 5 Gbaud is the preferred IS0 method and 
is used instead of 1 062,5 Mbaud where it makes 
sense to do so. 

In case of any conflict between figure, table, and 
text, the text takes precedence. Exceptions to 
this convention are indicated in the appropriate 
sections. 

3.3.2 Acronyms and other abbreviations 

In all of the figures, tables, and text of this docu- 
ment, the most significant bit of a binary quantity 

is shown on the left side. Exceptions to this con- 
vention are indicated in the appropriate sections. 

ABTS Abort Sequence 
ABTX Abort Exchange 

ACC Accept 

ACK Acknowledgement 
ADVC Advise Credit 

alias alias address identifier 
BB_Credit Buffer-to-buffer Credit 
BB_Credit_CNT Buffer-to-buffer Credit-Count 
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BNC 

BSY 

CATV 

ccl-l-r 

CD 

Class 1 /SOFci 

Credit_CNT 

dB 

dBm 

DF_CTL 

D-ID 

DJ 

DUT 

* ECL 

E D TOV 

EE_&edit 

EE_Credit_CNT 

EIA 

-7MC 
- 

EOF 

“ESB 

ESTC 

ESTS 

F_BSY 

F_BSY(DF) 

F_BSY( LC) 

- FC 

FCS 

F_CTL 

FOTP 

F-Port 

F-R JT 

FT-0 

FT-1 

FWHM 

hex 

HZ 

Idle 

IEEE 

IP 

ITU-TS 

LA-R JT 

LCF 

LCR 

LED 

LOGI 

Bit Error Rate 

Bayonet-Neil-Councilman 

(coaxial connector) 
busy 
Central Antenna Television 

Comite Consultatif International 
Telegraphique et Telephonique 
(see ITU-TS) 
compact disk 
Class 1 frame with a SOFCI 

delimiter 
Credit-Count 
decibel 
decibel (relative to 1 mw power) 
Data-Field Control 
Destination-Identifier 
deterministic jitter 
device under test 
Emitter Coupled Logic 
Error_Detect_Timeout value 
End-to-end Credit 
End-to-end Credit-Count 
Electronic Industries Association 
electromagnetic compatibility 
End-of-Frame 
Exchange Status Block 
Estimate Credit 
Establish Streaming 
Fabric-Port-Busy 
F_BSY response to a Data frame 
F_BSY response to any 
Link_Control except P_BSY 
Fibre Channel 
Frame Check Sequence 
(see N.l) 
Frame Control 
fiber optic test procedure 
Fabric-Pot-t 
Fabric_Port_Reject 
frame type 0 
frame type 1 
Full Width Half Max 
hexadecimal notation 
Hertz = 1 cycle per second 
Idle Word 
Institute of Electrical 
and Electronics Engineers 
Internet Protocol 
The International Union - 

Telecommunication Standartization 
(formerly CCITT) 

Link Application Reject 
Link_Control_Facility 
Link Credit Reset 
light emitting diode 

Login 

LOGO 

LOL 

LR 

LRR 

LW 

m 

MAS 

Mb 

MB 

MBd 

ms 

/Is 
MM 

NA 

NAA 

NOP 

NOS 

N-Port 

ns 

OESB 

OFC 

Offset 

OFSTP 

OLS 

ORL 

OX-ID 

P_BSY 

PPm 
P_RJT 

R A TOV 

R&- 

R_CTL 

RES 

RESB 

RFI 

RIN 

RIIN 

RJ 

RJT 

RMC 

RMS 

RO 

R_RDY 

RSS 

R T TOV 

Ri+i 

Rx 

RX-ID 

SBCCS 

S. 

SEQ_CNT 

SEQ_ID 

S-ID 

S/N 

SISB 
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Logout 
loss of light 

Link Reset Primitive Sequence 
Link Reset Response 
Primitive Sequence 
long wavelength 
meter 
master of link 
Mega bit 
Mega Byte 
Mega Baud 
millisecond 
microsecond 
multimode 
not applicable 
Network_Address_Authority 
No Operation 
Not_Operational Primitive Sequence 
Node-Port 
nanosecond 
Originator Exchange Status Block 
open fibre control 
Relative Offset 
optical fiber system test practice 
Offline Primitive Sequence 
optical return loss 
Originator Exchange_ldentifier 
N-Port-Busy 
parts per million 
N_Port_Reject 
Resource_Allocation_Timeout value 
Read Connection Status 
Routing Control 
Read Exchange Status Block 
Responder Exchange Status Block 
Radio Frequency Interference 
relative intensity noise 
reflection induced intensity noise 
random jitter 
reject 
Remove Connection 
root mean square 
Relative Offset 
Receiver-Ready 
Read Sequence Status Block 
Receiver_Transmitter_Timeout value 
Read Timeout Value 
receiver 
Responder Exchange-Identifier 
Single Byte Command Code Sets 
second 
Sequence-Count 
Sequence-ID 
Source-Identifier 
signal-to-noise ratio 

Sequence Initiator Status Block 
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S-Length 
SM 
SOF 
SRSB 
SSB 

S-Type 
STP 
SW 
TNC 

TP 
TX 
NPE 
UI 
ULP 
X-ID 
WWN 

Security-Length 

single mode 
Start-of-Frame 
Sequence Recipient Status Block 

Sequence Status Block 
Security-Type 
shielded twisted pair 
short wavelength 
Threaded-Neil-Councilman 
(coaxial connector) 
twisted pair 
transmitter 
Data structure type 
unit interval = 1 bit period 
Upper Level Protocol 
Exchange-Identifier 
Worldwide_Name 

3.3.3 Symbols 

Unless indicated otherwise, the following 
symbols have the listed meaning. 

@ at 
-- lr- concatenation 

-fi ohms 

F micro (e.g., pm = micrometre) 
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4 Structure and concepts 

This clause provides an overview of the struc- 
1 ture, concepts and mechanisms used in FC-PH 

and is intended for informational purposes only. 

The Fibre Channel (FC) is logically a 
bidirectional point-to-point serial data channel, 
structured for high performance capability. 
Physically, the Fibre Channel can be an intercon- 
nection of multiple communication points, called 
N_Ports, interconnected by a switching network, 
called a Fabric, or a point-to-point link. Fibre is 
a general term used to cover all physical media 

ULPS 

_- -- 
. - 

4- 

FC-4 

mapping 

FC-3 

FC-2 

protocol 

FC-1 

code 

FC-0 

physical 

L IPl3 

types supported by the Fibre Channel - such as 
optical fibre, twisted pair, and coaxial cable. 

Fibre Channel is structured as a set of hierar- 
chical functions as illustrated in figure 2. Fibre 
Channel Physical and Signalling interface 
(FC-PH) consists of related functions FC-0, FC-1, 
and FC-2. Each of these functions is described 
as a level. FC-PH does not restrict implementa- 
tions to specific interfaces between these levels. 

Common services 

Signalling protocol 

(clauses 16 - 29) 
- Services 

(clause 21) 
. \ 

Transmission protocol 

(clauses 11 - 15) 

w FC-PH 

Interface (Transmitters and receivers) 

(clauses 5 - 7) 

Media 

(clauses 5, 8 -10) 

Figure 2 - Fibre Channel structure 

3, 
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The Physical interface (FC-0) consists of trans- 

mission media, transmitters, and receivers and 
their interfaces. The Physical interface specifies 
a variety of media, and associated drivers and 
receivers capable of operating at various 

speeds. The transmission code (FC-1) used is 
8B/lOB and is specified in clause 11. 

The signalling protocol (FC-2) specifies the rules, 
and provides mechanisms needed to transfer 
blocks of data end to end. FC-2 defines a suite 
of functions and facilities available for use by an 
FC-4. This suite of functions and facilities may 
be more than what a given FC-4 may require. 
Based on their needs, an FC-4 may choose only 
a subset of these functions and facilities. 

FC-3 provides a set of services which are 
common across multiple N-Ports of an FC node. 
‘An Upper Level Protocol mapping to FC-PH con- 
stitutes an FC-4 which is the highest level in the 
Fibre Channel structure. 

-. libre Channel provides a method for supporting 
-- 

a number of Upper Level Protocols (ULPs). The _ - 
Link Services represent a mandatory function 
required by FC-2 (see clause 21). 

A Fibre Channel Node is functionally configured 
as illustrated in figure 3. A Node may support 
one or more N-Ports and one or more FC-4s. 
Each N-Pot-t contains FC-O, FC-1 and FC-2 func- 
tions. FC-3 optionally provides the common ser- 
‘vices to multiple N-Ports and FC-4s. 

4.1 FC-0 general description 

The FC-0 level of FC-PH describes the Fibre 
Channel link. The FC-0 level covers a variety of 
media and the associated drivers and receivers 
capable of operating at a wide range of speeds. 
The FC-0 level is designed for maximum flexi- 
bility and allows the use of a large number of 
technologies to meet the widest range of system 
requirements. 

Each fibre is attached to a transmitter of a Port 
at one end and a receiver of another Port at the 
other end (see figure 4). When a Fabric is 
present in the configuration, a fibre may attach 
to an N-Pot-t and an F-Port (see figure 7). Patch 
panels or portions of the active Fabric may func- 
tion as repeaters, concentrators or tibre con- 
verters. 

16 

A communicating route between two N-Ports 

may be made up of links of different technolo- 
gies. For example, it may have multimode fibre 
links attached to end Ports but may have a 
single mode link in between as illustrated in 

figure 5. In figure 6, a typical Fibre Channel 
building wiring configuration is shown. 

FC-3 

N._Port NH N-Port 

FC-2 

FC-1 

FC-0 

. . . 

Figure 3 - Node functional configuration 

I Port A 

i Link 

Port B, 

i 
r 

Figure 4 - FC-0 link 

Figure 5 - FCO path 
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11 1. Floor 

4.2 FC-0 interface overview 

Figure 8 shows the cable plant configuration. 
Figures 9 and IO illustrate a set of implementa- 
tions of the transmitter and receiver, respec- 

tively. Interfaces “a” through “e” are for 

reference only and are implementation 

dependent. Recommended interfaces are 

included in annex D. 

The nomenclature used by FC-0 to reference 
various combinations of components is defined 
in clause 5. 

Figure 6 - Fibre Channel building wiring 
I 

A- 
l 

Link 

I I I 
~Parallei/Scriol I I 
, converter 1 Transmitter 1 
I I 

DO - I 
I 4 

I I I 
I I I 

I I 
Dn - I I 

Clock In 
I 1 I I 

6 b 6 s 

Parallel Serial Media 
input output output 

Figure 9 - FC-0 transmitter interfaces 

I 

I I 
, Receiver , 

I 
Clock 

R==fW 
, Sotial/Parollel 1 
, Converter , 

I I I & A b 

Media Receiver Clock Rocovw Pamllcl 
Input output output - output 

Figure 7 - Fabric 
Figure 10 - FC-0 receiver interfaces 

The link distance capability specified in FC-PH is 
based on ensuring interoperability across mul- 
tiple vendors supplying the technologies (both 
link transceivers and cable plants) under the tol- 
erance limits specified in FC-PH. Greater link 

distances may be obtained by specifically engi- 

Figure 8 - FC-0 cable plant neering a link based on knowledge of the tech- 
nology characteristics and the conditions under 

which the link is installed and operated. 
However, such link distance extensions are 
outside the scope of FC-PH. 
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TxDataByte 

TX Vvbrd 

10 

fr 

RxBltcN 
R&hed Serial Data or 

TX Bit Rqmhmntzed Bit RxDuta6yte 

TxDaiuCIxmctw RxDatachcradw 

Legend: 
TX - transmitter Rx - receiver 

TX Word - 32 bit transmit word Rx Word - 32 bit receive word 

Q Byte - 8 bit transmit byte Rx Byte - 8 bit receive byte 

TX Bit - 1 transmit bit Rx Bit - 1 receive bit 
P - parallel side S - serial side 

Figure 11 - Data flow stages 

^ -- - - 

. ihe user needs to take care that their use condi- 
t&s at least conform to the specified conditions 
of the document. 

Data flow stages 

Figure 11 illustrates the data flow stages of 32 bit 
word parallel, 8 bit byte parallel, 10 bit character 
parallel, and bit serial and vice versa. 

_ _ 

4.3 FC-1 general description 

The Fibre Channel transmits information using 
an adaptive 8B/lOB code to bound the maximum 
run length of the code, maintain DC-balance, and 
provide word alignment. The encoding process 
results in the generation of Transmission Char- 
acters. Two types of Transmission Characters 
(Data and Special) are defined. 

Certain combinations of Transmission Charac- 
ters, referred to as Ordered Sets, are designated 
by FC-PH to have special meaning. Ordered 
Sets are used to identify frame boundaries, 
transmit primitive function requests, and main- 
tain proper link transmission characteristics 
during periods of inactivity. 

Transmitter and Receiver behavior is specified 
via a set of states and their interrelationships. 
These states are divided into Operational and 

Not Operational classes. Error monitoring capa- 
bilities and special operational modes are also 
defined for Operational Receivers and Transmit- 
ters. 

4.4 FC-2 general description 

The FC-2 level serves as the transport mech- 
anism of the Fibre Channel. The transported 

data is transparent to FC-2 and visible to FC-3 
and above. 

The following concepts are defined and 
described: 

- Node and N-Port and their identifiers 
- communication models. 
- Topologies based on the presence or 
absence of a Fabric. 
- Classes of service provided by the Fabric 
and the N-Ports. 
- General Fabric model 
- Building Blocks and their hierarchy 
- Sequence and Sequence Identifier 
- Exchange and Exchange Identifier 
- Sequence Status Block model 
- Exchange Status Block model 
- Segmentation and reassembly 

A Request-Reply protocol example is used in 
several clauses for illustration but other proto- 

cols are equally valid. 

18 
52 of 462



ANSI X3.230-1994 

4.5 FC-PH physical model 

Figure 12 depicts the FC-PH physical model and 

illustrates the FC-PH physical structure and com- 
ponents. The Fibre Channel (FC) physically con- 
sists of a minimum of two Nodes, each with a 

. minimum of one N-Port interconnected by a pair 
of fibres - one outbound and the other inbound 
at each N-Port. This pair of unidirectional fibres 
transmitting in opposite directions with their 
associated transmitters and receivers is referred 
to in FC-PH as a link. The link is used by the 
interconnected N-Ports to perform data commu- 
nication. 

Physical equipment such as a processor, con- 
troller, or terminal can be interconnected to 
other physical equipment through these links. 

‘*Attached physical equipment supports one or 
more Nodes and each Node contains one or 
more N_Ports, with each N-Port containing a 
transmitter and a receiver. 

- - 
_ - The physical model shown in figure 12 is inher- 

,_ently capable of simultaneous, symmetrical 
bidirectional flow. A Fabric may be present 
between the N-Ports and some Fabrics may not 
support this type of flow. From the perspective 

of a given N-Port, for instance A(1) or B(l), its 
transmitter sends Data frames on the outbound 

fibre and its receiver receives the responses on 
the inbound fibre. 

In Class 1 service, an N-Port logically performs 
a point-to-point communication with another 
N-Port at any given time. This statement is true 
regardless of the presence of Fabric. However, 
multiple N-Ports in a Node can simultaneously 
perform data transfers in parallel with single or 
multiple N-Ports contained in one or more 
Nodes (see 4.9.1 and clause 22 for Class of 
service description). 

In Class 2 and Class 3 service, an N-Port may 
multiplex frames to or demultiplex frames from 
multiple N-Ports (see 4.9.2, 4.9.3, and clause 22 
for Class of service description). 

This structure provides the attached equipment 
flexible mechanisms to perform simultaneous 
data transfers in parallel, to or from, single or 
multiple equipments. 

Fabric 

Fabric 

Controller 

NODE A NODE B 

Link Link 
N-Port A(1) :: F-Port F-Port :: N-Port B(1) 

:: :: 
outbound fibre 4: 4: inbound fibre 

~ 
L L L L 
C C C 
F i 

C 
F F F 

- 
inbound fibre outbound fibre 

outbound fibre inbound fibre 
- 

L t L L t L 
C C C C 
F F F F 

inbound fibre :t outbound fibre 
:: :: 

N-Port A(2) :: F-Port F-Port :: 
Link 

N-Port B(2) 
Link i 

Legend: 

T = Transmitter A(1). A(2) = N-Port addresses within Node A 
R = Receiver B(l), B(2) = N-Port addresses within Node 8 
Fibre = Any medium type supported by Fibre Channel 

LCF = Link_Control_Facility 

Figure 12 - FC-PH physical model 
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4.5.1 Node and N-Port identifiers 

Each N-Port has an identifier to identify itself 
during communication. Referring to figure 12, 
Node A consists of two N-Ports represented as 

A(1) and A(2) and Node B consists of two 
N_Ports represented as B(l) and B(2). Thus, 
single or multiple N Ports contained within a 
Node are represented by a set of N-Port Identi- 
fiers. Each N-Port is represented as an element 
of the set, for example, 

Link-Control frames flow in both directions, 

but the flow is limited, possibly by a Fabric, to 
a single direction at a time. 

4.7 Bandwidth 

Node B as {B(l), B(2). ._., B(n)}. 

Effective transfer rate is a function of physical 
variants such as the communication model, 
Payload size, Fibre speed, and overhead speci- 
fied by FC-PH. Examples of bandwidth for a 
selected set of variants are shown in table 1 
(see annex M). 

4.5.2 Link_Control_Facility (LCF) I Table 1 - Bandwidth examDIes 

The Link_Control_Facility is a hardware facility 
which attaches to each end of a link and 
manages transmission and reception of data. It 
i-contained within each N-Port or F-Port and 
includes a transmitter and a receiver. Each LCF 
provides the logical interface to the Originator 
and/or the Responder, as applicable to a com- 
munication model. -, . _- -- 

Commu- 
nication 
model 

Speed 

Payload 
size 

(bytes) 

Band- 
width 

(MBlsec) 

1,062 5 
Gbaud 

1,062 5 
Gbaud 

1,062 5 
Gbaud 

2 048 103,22 1) 

2048 100,37 2) 

2 048 100,37 3) 

-4;,li Communication models Note: 

An N-Port transmits Data frames as a result of 
information transfer requests from its associated 
FC-4s at its end, and transmits Link_Control 
responses to Data frames that it receives from 
other N_Pot-ts. An N-Port receives Link Control 
responses to Data frames that it transmitted, and 
it receives Data frames from other N_Ports. 

1) Aggregate for both Fibres 

2) Per direction 

3) Aggregate for all 
communicating N-Ports 

4.8 Topology 

An N-Port may operate according to the commu- 
nication models described below (see annex L). 

Topologies are defined, based on the capability 
and the presence or absence of Fabric between 
the N_Ports, and they are: 

- Model 1 operation is defined as an N-Port 
transferring Data frames in one direction only, 
with Link-Control frames flowing in the oppo- 
site direction. 

- Point-to-point topology 
- Fabric topology 
- Arbitrated Loop topology 

- Model 2 operation is defined as an N-Port 
simultaneously transmitting and receiving 
Data frames, with Link-Control frames flowing 
in both directions as well. 

FC-PH protocols are topology independent. 
Attributes of a Fabric may restrict operation to 
certain communication models. 

4.8.1 Point-to-point topology 

- Model 3 operation is defined as an N-Port The topology shown in figure 13, in which com- 
both transmitting and receiving data, but not munication between N-Ports occurs without the 
simultaneously. Data frames and use of Fabric, is defined as point-to-point. 
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N-Pa-l A N-Port e 

.H 
4.8.2 

Figure 13 - Point-to-point topology 

Fabric topology 

This topology uses the Destination_ldentifier 
(D-ID) embedded in the Frame-Header to route 
the frame through a Fabric to the desired desti- 

,- nation N_Port. Figure 14 illustrates multiple 
N_Ports interconnected by a Fabric. 

_ __I- -r 
* j=+( Fclbrlc F 

Figure 14 - Fabric topology 

4.8.3 Arbitrated Loop topology 

The Arbitrated Loop topology permits three or 
more L_Ports to communicate without the use of 
a Fabric, as in Fabric topology. The arbitrated 
loop supports a maximum of one point-to-point 
circuit at a time. When two L_Ports are commu- 
nicating, the arbitrated loop topology supports 
simultaneous, symmetrical bidirectional flow. 

Figure 15 illustrates two independent Arbitrated 
Loop configurations each with multiple L_Ports 
attached. Each line in the figure between 
L_Ports represents a single fibre. The first con- 
figuration shows an Arbitrated Loop composed 
only of NL_Ports. The second configuration 
shows an Arbitrated Loop composed of one 
FL-Port and three NL_Ports. 

Fabrla 
ElWllWit 

Figure 15 - Examples of the Arbitrated Loop 

Topology 

4.9 Classes of service 

Three Classes of service are defined. These 
Classes of service are distinguished primarily by 
the methodology with which the communication 
circuit is allocated and retained between the 
communicating N-Ports and the level of delivery 
integrity required for an application. Classes of 
service are topology independent. If the Fabric 
is not present, the service is provided as a 
special case of point-to-point. Fabrics and 
N_Ports are not required to support all Classes 
of service. 

4.9.1 Class 1 service - Dedicated 
Connection 

Class 1 is a service which establishes Dedicated 
Connections. Once established, a Dedicated 
Connection is retained and guaranteed by the 
Fabric. This service guarantees maximum band- 
width available between two N-Ports across the 
established connection. 

In Class 1, frames are delivered to the destina- 
tion N-Port by the Fabric in the same order as 
they are transmitted by the source N-Port. If the 
Fabric is not present, this service becomes a 
special case of point-to-point. 
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4.9.2 Class 2 service - Nlultiplex 

Class 2 is a Connectionless service with the 

Fabric multiplexing frames at frame boundaries. 
If a Fabric is not present, this service becomes a 

special case of point-to-point. 

The transmitter transmits Class 2 Data frames in 
a sequential order within a given Sequence. 
However the Fabric may not guarantee the order 
of delivery and frames may be delivered out of 
order. 

The Fabric guarantees notification of delivery or 
failure to deliver in the absence of link errors. In 
case of link errors, notification is not guaranteed 
since the Source_ldentifier (S-ID) may not be 
error free. * 

4:9.3 Class 3 service - Datagram 

Class 3 is a Connectionless service with the 
Fabric multiplexing frames at frame boundaries, 

- - Ty Fabric is present. If a Fabric is not present, 
_ ffiis service becomes a special case of point-to- 

p%int. 

Class 3 supports only unacknowledged delivery 
where the destination N-Port does not send any 
confirmation Link-Control frames on receipt of 
valid Data frames. Any acknowledgement of 
Class 3 service is up to and determined by 
ULPs. 

The transmitter transmits Class 3 Data frames in 
sequential order within a given Sequence. 
However, the Fabric may not guarantee the 
order of delivery and frames may be delivered 
out of order. 

In Class 3, the Fabric is expected to make a best 
effort to deliver the frame to the intended desti- 
nation and does not issue a busy or reject frame 
to the source N-Port if unable to deliver the 
frame. 

When a Class 3 frame is received in error, any 
error recovery or notification is performed at the 
ULP level. 

4.10 Intermix 

Intermix is an option of Class 1 service which 

allows interleaving of Class 2 and Class 3 
frames during an established Class 1 Connection 
between two N-Ports. During a Class 1 Con- 
nection, an N-Port capable of Intermix may 
transmit and receive Class 2 and Class 3 frames 
interleaved with Class 1 frames. Class 2 and 
Class 3 frames may be interchanged between 
the two connected N_Ports or between either of 
the connected N-Ports and other N-Ports. 
Support for the Intermix option of Class 1 service 
is indicated during Login (see clause 23). An 
N-Port which supports Intermix is capable of 
both transmitting and receiving intermixed 

frames. 

In a point-to-point topology, both interconnected 
N-Ports are required to support Intermix if 
Intermix is to be used. In the presence of a 
Fabric, both the N-Port and the F-Port to which 
it is attached are required to support Intermix if 
Intermix is to be used. Fabric support for 
Intermix requires that the full Class 1 bandwidth 
during a Dedicated Connection be maintained. 
Intermix permits the potentially unused Class 1 
bandwidth to be used for transmission of Class 2 
and Class 3 frames. 

4.11 General Fabric model 

The primary function of the Fabric is to receive 
the frames from a source N-Port and route the 
frames to the destination N-Port whose address 
identifier is specified in the frames. Each N-Port 
is physically attached through a link to the 
Fabric. FC-2 specifies the protocol between the 
Fabric and the attached N-Ports. A Fabric is 
characterized by a single address space in 
which every N-Port has a unique N-Port identi- 
fier. 

A Fabric specifies the Classes of service it sup- 
ports in its Service Parameters (see 23.7). 
Fabrics are allowed to provide the Classes of 
service through equivalent mechanisms and/or 
functions. Refer to the Fabric requirements 

(FC-FG) document for these equivalent functions 

provided by some Fabrics. 

Figure 16 illustrates the general Fabric model. 

The model is conceptual and may provide the 
following major functions: 

- Bidirectional Fabric Ports (F-Ports) 
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4.11 .I Fabric Ports (F-Ports) 

The Fabric model contains two or more F_Ports. 

Each F-Port can be attached to an N-Port 
through a link. Each F-Port is bidirectional and 
supports one or more communication models. 

The receiving F-Port responds to the sending 
N-Port according to the FC-2 protocol. The 

- Receive buffer 
- Connection Sub-Fabric 
- Connectionless Sub-Fabric 

- Receive buffer queue management 
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Legend: 

F-Port - 

RBUF - 

Bidirectional Fabric Port 

Receive Buffer 

R - Receiver 

T - Transmitter 

Figure 16 - Informative general Fabric model 
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Fabric may or may not verify the validity of the 

frame as it passes through the Fabric (see 17.6.2 

and 17.8.1). 

An F-Port may or may not contain receive 

buffers for the incoming frames. The maximum 
frame size that the Fabric can handle for Class 2 
service, Class 3 service, and for the frame which 
requests Class 1 service is determined during 
Login. One of the Fabric Service Parameters 
indicates the maximum frame size for the entire 
Fabric. 

The Fabric routes the frame to the F-Port 
directly attached to the destination N-Port based 
on the N-Pot-t identifier (D-ID) embedded in the 
frame. The address translation and the routing 
mechanisms within the Fabric are transparent to 
N Ports and are not specified in FC-PH. 
G- 

4.11.2 Connection based Sub-Fabric 

The Connection based Sub-Fabric provides Dedi- 
- - Axed Connections between F-Ports and the 

- N_Pot-ts attached to these F_Ports. Such Dedi- 
c%ted Connections are bidirectional and support 
full transmission rate concurrently in both 
directions. A Dedicated Connection is retained 
until a removal request is received from one of 
the communicating N-Ports or an exception con- 
dition occurs which causes the Fabric to remove 
the Connection. 

On receiving a request from an N-Port, the 
Fabric establishes a Dedicated Connection to the 
destination N-Port through the Connection Sub- 
Fabric. The mechanisms used by the Fabric to 
establish the connection are transparent to FC-2. 

The Sub-Fabric is not involved in flow control, 
which is managed end-to-end by the N_Potts. 

If the Fabric is unable to establish a Dedicated 
Connection, it returns a busy or reject frame 
with a reason code. Once the Dedicated Con- 
nection is established, the frames between the 
communicating N-Ports are routed through the 
same circuit and all responses are issued by 
N-Ports. 

A Class 1 N-Port and the Fabric may support 
stacked connect-requests. This stacked connect- 
requests support allows an N-Port to request 
multiple Dedicated Connections to multiple desti- 
nations and allows the Fabric to service them in 

any order. While the N-Port is connected to one 

destination, another connect-request may be 
processed by the Fabric to minimize the connect 

latency. 

Unless a Class 1 N-Port and the Fabric support 
stacked connect-requests, when two N-Ports are 
in Dedicated Connection, a Class 1 connect- 
request from another source for one of these 
N_Ports is busied regardless of Intermix support. 

If a Class 2 frame destined to one of the N-Ports 
established in a Dedicated Connection is 
received, the Class 2 frame may be busied and 
the transmitting N-Port is notified. In the case of 
a Class 3 frame, the frame is discarded and no 
notification is sent. The destination F-Port may 
be able to hold the frame for a period of time 
before discarding the frame or returning a busy 
frame. If Intermix is supported and the Fabric 
receives a Class 2 or Class 3 frame destined to 
one of the N-Ports established in a Dedicated 
Connection, the Fabric may allow delivery with 
or without a delay if the delivery does not inter- 
fere with the transmission of Class 1 frames (see 
22.4). 

4.11.3 Connectionless Sub-Fabric 

A Connectionless Sub-Fabric is characterized by 
the absence of Dedicated Connections. The 
Connectionless Sub-Fabric multiplexes frames at 
frame boundaries between an F-Port and any 
other F-Pot-t and between the N_Ports attached 
to them. 

The Fabric notifies the transmitting N-Port with a 
reason code embedded in a Link-Response 
frame, if it is unable to deliver a Class 2 frame. 
In the case of a Class 3 frame, the Fabric does 
not notify the transmitting N-Port. 

A given frame flows through the Connectionless 
Sub-Fabric for the duration of the routing. After 
the frame is routed, the Connectionless Sub- 
Fabric is not required to have memory of source, 
routing, or destination of the frame. 

When frames from multiple N_Ports are targeted 
for the same destination N-Port in Class 2 or 
Class 3, congestion of frames may occur within 
the Fabric. Management of this congestion is 
part of the Connectionless Sub-Fabric and buffer- 

to-buffer flow control. 
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If any buffer-to-buffer flow control error occurs Each Login uses an Exchange as the mechanism 
and as a result causes overflow (see clause 26), to accomplish the function. A ULP data transfer 
the Fabric logs the error and may discard the is performed using an Exchange as the mech- 
overflow frame without notification. Error anism (see figure 17) with the related FC-4 trans- 
logging is vendor unique. lating the ULP protocol to FC-2 protocol. 

. 4.12 Fibre Channel services 

Fibre Channel services (e.g., Directory Server) 
may be provided in a Fibre Channel contigura- 
tion to meet the needs of the configuration. 
Each of these services is addressed with a well- 
known address for the N-Port providing the 
service (see 18.3). These well-known addresses 
are recognized and routed to by the Fabric. 
These services may be centralized or distrib- 
uted. 

Protocol examples 

Some examples of data transfer protocol and 
N-Port Login are included in annex P. 

4.13.2 Frame 

Frames are based on a common frame format 
(see clause 17). Frames are broadly categorized 
as Data frames and Link-Control frames (see 
table 47). Data frames (see 20.2) are classified 
as 

‘* 4.13 Building Blocks 

The set of building blocks defined in FC-2 are: 

- Frame -- 
- Sequence 

. - - Exchange 
e- - Protocol 

- Link-Data frames, 
- Device-Data frames, and 
- Video-Data frames. 

Link-Control frames (see 20.3) are classified as 

- Acknowledge (ACK) frames, 
- Link-Response (Busy and Reject) frames, 
and 
- Link-Command frames. 

4.13.1 Building block hierarchy 

The FC-2 building blocks are used in a hierar- 
chical fashion, as illustrated in figure 17. 

_ 
A‘ Sequence is made up of one or more Data 
frames and if applicable, corresponding 
responses (see 24.1 and clause 20). An 
Exchange is made up of one or more Sequences 
flowing in a single direction from the Originator 
of the Exchange to the Responder or in both 
directions between the Originator and the 
Responder (see clause 24). 

Prior to use by a ULP for its data transfer, the 
Fibre Channel has to be setup for the operating 
environment. The Fibre Channel operating envi- 
ronment is setup by performing two protocols 
named Fabric Login and N-Port Login (see 
clause 23). Once these two Logins are per- 
formed, a ULP may start using the Fibre Channel 
until one or both of these Logins are invalidated. 
For example, after power down of an N-Port, the 
previous Fabric Login might have become 
invalid due to an event such as Fabric reconhg- 
uration and the N-Port may need to repeat the 
Fabric Login. 

Selective retransmission of frames for error 
recovery is not supported in FC-PI-I (see clause 
29). However, an individual frame may be 
busied in Class 2 and the sender retransmits the 
busied frame (see 20.3.3.1 and 20.3.3.2) up to the 
ability of the sender to retry (see clause 22). 
The number of times the sender may retry is not 
specified in FC-PH and may be application or 
vendor unique. 

4.13.3 Sequence 

A Sequence is a set of one or more related Data 
frames transmitted unidirectionally from one 
N-Pot-t to another N-Port with corresponding 
Link-Control frames, if applicable, transmitted in 
response. An N-Port which transmits a 
Sequence is referred to as the Sequence Initi- 
ator and the N-Port which receives the 
Sequence is referred to as the Sequence Recip- 
ient. Sequence rules are specified in clause 24. 

Error recovery is performed on the Sequence 
boundary at the discretion of a level higher than 
FC-2. If a frame is not transmitted error free, 
and the error policy requires error recovery, the 
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Sequence to which the frame belongs may be 

retransmitted (see clause 29). 

4.13.3.1 Sequence_ldentifier (SEQ_ID) 

The Sequence Initiator assigns the Sequence a 
Sequence-Identifier (SEQ_ID). The Sequence 
Recipient uses the same SEQ_ID in its response 
frames. The Sequence Initiator at each of the 
communicating N-Port pair assigns SEQ_ID inde- 
pendent of the other. 

4.13.3.2 Sequence Status Blocks 

A Sequence Status Block (SSB) is a logical con- 
struct representing the format of the Sequence 
status information (see 24.8). It is used to track 
the progress of a Sequence at an N-Port on a 
frame by frame basis. A Sequence Initiator SSB 
‘and a Sequence Recipient SSB are used by the 
respective N_Ports to track the status of a given 
Sequence. 

- When a Sequence Initiator starts a 
--Sequence, the Sequence Initiator allocates a -- 

. - 

4- 

SSB to be associated with the Sequence it 
has initiated. 

- The Sequence Recipient subsequently allo- 
cates a SSB at its end, associated with the 
sequence the Sequence initiator has initiated. 

- Both the Sequence Initiator and Sequence 
Recipient N-Ports track the status of this 
Sequence respectively through the Sequence 
Initiator and the Sequence Recipient SSBs. 

The maximum number of concurrent Sequences 
between two N-Ports is limited to the smaller of 
the number of SSBs available at these N-Ports. 
This value is established during N-Port Login 
through the Service Parameters (see clause 23). 

4.13.4 Exchange 

An Exchange is composed of one or more non- 
concurrent Sequences (see clause 24). An 
Exchange may be unidirectional or bidirectional. 
A unidirectional Exchange results when all the 
Sequences within the Exchange are initiated by 

the same N-Port. A bidirectional Exchange 

results when the Sequences within the Exchange 
are initiated by both the N-Ports, but not concur- 
rently. An Exchange may be performed within 

one Class 1 Connection or may be continued 

across multiple Class 1 Connections. 

NOTE - FC-PH does not specify an Exchange per- 
formed concurrently across multiple N-Ports. 

4.13.4.1 Exchange-Identifiers (OX-ID and RX-ID) 

Exchange-Identifiers may be used by the Origi- 
nator and Responder to uniquely identify an 

Exchange. 

- The Originator assigns each new Exchange 
an Originator Exchange-Identifier (OX-ID) 
unique to the Originator or Originator- 
Responder pair and embeds it in all frames of 
the Exchange. 

- The Responder assigns a Responder 
Exchange-Identifier (RX-ID) unique to the 
Responder or Responder-Originator pair and 
communicates it to the Originator before the 
end of the first Sequence of the Exchange in 
Classes 1 and 2 (see 24.5). The Responder 
embeds the RX-ID along with OX-ID in all 
subsequent frames of the Exchange. 

- On receiving the RX-ID from the 
Responder, the Originator embeds both the 
RX-ID and OX-ID in all subsequent frames of 
the Exchange. 

The Originator may initiate multiple concurrent 
Exchanges, but each uses a unique OX-ID. If the 
X-ID reassignment protocol is used, X-ID value 
may be reassigned during a given Exchange 
(see 25.3.1). 

4.13.4.2 Association-Header 

In some system models, there is a need to asso- 
ciate an Exchange with higher-level system con- 
structs (see clause 25). When an X-ID (OX-ID or 
RX-ID) is invalidated during an Exchange in such 
system models, the Association_Header is used 
to locate the Exchange Status Block (see 25.3.1 
and 25.3.2). A specific process or group of proc- 
esses in such system models, is also-identified 
using the Association_Header (see 25.2). The 
format of the Association_Header is specified in 

19.4. 

The support requirements of these two functions 
are determined during N-Pot-l Login (see 

23.6.8.3). 
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4.13.4.3 Exchange Status Blocks 

An Exchange Status Block is a logical construct 
representing the format of the Exchange status 
information (see 24.8). It is used to track the 

progress of an Exchange on a Sequence by 
Sequence basis. An Originator Exchange Status 
Block and a Responder Exchange Status Block 
respectively are used by an Originator and a 
Responder to track the status of an Exchange. 

- When an Originator initiates an Exchange, 
it assigns an Originator Exchange Status 
Block associated with the OX-ID assigned to 
the Exchange (see 24.8.1). 

- The Responder assigns a Responder 
Exchange Status Block associated with the 
RX-ID the Responder assigned- to the 
Exchange. The Responder references the 
Responder Exchange Status Block through its 
respective RX-ID (see 24.8.1). 

- Both the Originator and the Responder 
track the status of the Exchange at their 
respective N_Ports. 

4.13.5 Protocol 

FC-PH provides and describes data transfer pro- 
tocols and rules to be used by higher level pro- 
tocols to accomplish a given function. FC-PH 
provides Login and Logout control functions to 

- menage the operating environment to perform 
data transfers. FC-PH specifies Primitive 
Sequences which are low-level Ordered Sets 

providing word synchronization and a handshake 

mechanism and ensuring that both the trans- 

mitter and receiver are able to transmit and 
receive Primitive Signals (see 16.4). 

- Primitive Sequence protocols: Primitive 
Sequence protocols are based on Primitive 
Sequences and specified for Link Failure, Link 
Initialization, Link Reset, and Online to Offline 
transition (see 16.6). 

- Fabric Login protocol: An N-Port inter- 
changes Service Parameters with the Fabric if 
present, by explicitly performing the Fabric 
Login protocol or implicitly through an equiv- 
alent method not defined in FC-PH (see 23.1 
and 23.3). 

- N-Port Login protocol: Before performing 
data transfer, the N-Port interchanges its 
Service Parameters (see 23.1, 23.4, and 23.6) 
with another N-Port explicitly through an 
N-Port Login protocol or implicitly through an 
equivalent method not defined in FC-PH. 

- Data transfer protocol: The ULP data is 
transferred using Data transfer protocols. For 
examples, see annex P. 

- N-Pot-t Logout protocol: An N-Port may 
request removal of its Service Parameters 
from the other N-Port by performing an 
N-Port Logout protocol (see 23.5). This 
request may be used to free up resources at 
the other N-Port. 
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Figure 17 - FC-2 building blocks hierarchy 
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4.14 Segmentation and reassembly 

Segmentation and reassembly (see clause 27) 
are the FC-2 functions provided to subdivide 
application data to be transferred into Payloads, 
embed each Payload in an individual frame, 

*transfer these frames over the link and reas- 
semble the application data at the receiving end 
as sent by the sending end. 

4.14.1 Application data mapping 

Mapping application data to Upper Level Proto- 
cols (ULPs) is outside the scope of FC-PH. ULPs 
maintain the status of application data trans- 
ferred. 

‘“4.142 Sending end mapping 

Upper levels at the sending end specify to FC-2 

- blocks or subblocks to be transferred 
- - -- within a Sequence, 

. - - Information Category for each block or sub- 
* block (see 18.2), 

- a Relative Offset space starting from zero, 
representing a ULP-defined origin, to the 
highest address, for each Information Cate- 
gory (see 27.2.1), and 
- an Initial Relative Offset for each block or 
subblock to be transferred. 

^ _ 

The Relative Offset relationship between the 
blocks to be transferred in multiple Sequences is 
defined by an upper level and is transparent to 
FC-2. 

Examples of mapping multiple blocks or sub- 
blocks are illustrated in figures 18 and 19. 

4.14.3 Relative Offset 

Relative Offset is an FC-2 construct used to indi- 
cate the displacement of the first data byte of 
each frame’s Payload with reference to a 
ULP-defined origin for a block or a collection of 
subblocks corresponding to an Information Cate- 
gory at the sending end. 

If Relative Offset is not supported (see clause 
23), SEQ_CNT is used to perform the segmenta- 
tion and reassembly (see clause 27). 

4.14.4 Capability 

The Sequence Recipient indicates during Login 
its capability to support Continuously Increasing 
or Random Relative Offset (see clause 23). If 

only the former is supported, each Information 
Category transferred within a Sequence is 
treated as a block by upper levels. If Random 
Relative Offset is supported, an Information Cat- 
egory may be specified as subblocks by upper 
levels and subblocks may be transmitted in a 
random order. 

4.14.5 FC-2 mapping 

The FC-2 maps each block as a single Informa- 
tion Category within the Relative Offset space 
specified with Continuously Increasing Relative 
Offset. The FC-2 maps one or more Information 
Categories into a single Sequence as specified. 

The FC-2 maps a collection of subblocks corre- 
sponding to an Information Category into a 
single Sequence within the Relative Offset space 
as specified with Random Offset. 

Application Relative frames 

data Offset 

*pace 

n--~~~~N~~--~~~:~~~~~ 

Information Block 

Category 2 

~--~~~~~~~--~~~~~~~~~~ 

Information Block 

Category 1 

lence 

Legend: 

m and n - number of frames for I4 and N 

MB and NB - Initial Relative Offset for M and N 

Icatl - Information Category 1 

IcatZ - Information Category 2 

Figure 18 - Mapping multiple blocks to a single 
Sequence 
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p and q - number of frames for P and Q 

'. 

PB and Qe - Initial Relative Offset for P and Q 

Icat - Information Category 3 

Figure 19 - Mapping subblocks to a single 
Sequence 

-. . -- -4~14.6 Segmentation 

. -segmentation is the process by which the FC-2 
subdivides a block or subblock to be transferred 
into frames with Payloads of equal or varied 
sizes and transmits them over the link. During 
segmentation, the FC-2 determines the size of 
Payload for each frame in the Sequence. It 
embeds the data in the Payload of the frame 

_ along with the Relative Offset of the Payload. 

nce 

Relative Offset for the first frame of the block 
equals the Initial Relative Offset value specified 

to the FC-2. The Initial Relative Offset specified 
may be zero or non-zero. Relative Offset for 
each succeeding frame of the block or subblock 

is computed as the sum of Relative Offset and 
the Payload of the current frame. 

From the FC-2 perspective, the Relative Offset 
management is very similar for a block or sub- 
block. Since subblocks may be transferred in a 
random order, the FC-2 is requested to transfer 
subblocks, only if the recipient supports Random 
Relative Offset as specified during Login. 

If Relative Offset is Continually Increasing, a 
block contains only one subblock. If Relative 
Offset is Random, a block consists of more than 
one subblock and the upper level specifies the 
Initial Relative Offset of each subblock; the Initial 
Relative Offsets of successive blocks are 
allowed to vary as required by the upper level. 

4.14.7 Reassembly 

Reassembly is the FC-2 process which reassem- 
bles each block or subblock by placing the 
Payload from each frame at the Relative Offset 
specified in the frame or by using the SEQ_CNT 
if Relative Offset is not supported (see clause 
27). Reassembly is performed on an Information 
Category basis. 

The FC-2 segmentation and reassembly proc- 
esses are illustrated in figure 20. 
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Figure 20 - Segmentation and reassembly 

4.15 Error detection and recovery 

In general, detected errors fall into two broad 
categories: frame errors and link-level errors. 
Frame errors result from missing or corrupted 
frames. Corrupted frames are discarded and the 
resulting error is detected at the Sequence level. 
At the Sequence level, a missing frame is 
detected or the Sequence times .out due to one 
or more missing Data frames or Acknowledg- 
ments. If the discard policy is used, the 
Sequence is aborted at the Sequence level once 
an error is detected. Sequence errors may also 
cause Exchange errors which may also cause 
the Exchange to be aborted. Error recovery may 
be performed on the failing Sequence or 

- 

Exchange with the involvement of the sending 
ULP. Other properly performing Sequences are 
unaffected. 

Link-level errors result from errors detected at a 
lower level of granularity than frames, where the 
basic signal characteristics are in question. 
Link-level errors include such errors as loss of 
signal, loss of synchronization and several link 
timeout errors which indicate no frame activity. 
Link-level errors may be isolated to a portion of 
the link. Recovery from link-level errors is 
accomplished by transmission and reception of 
Primitive Sequences. Recovery at the link-level 
disturbs normal frame flow and may introduce 
Sequence errors which must be resolved after 
recovery at the link-level. 
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Error recovery hierarchy 
The recovery of errors may be described by the 

following hierarchy: 

Abort Exchange 
(Abort Exchange Protocol-frames) 

Abort Sequence 
(Abort Sequence Protocol-frames) 

Link Reset 

(Link Reset Protocol-primitives) 

Link Failure 
(Link Failure Protocol-primitives) 

Link Initialization 
(Link lnit Protocol-primitives) 
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5 FC-0 functional characteristics 

The FC-0 describes the lowest level physical link 

in the Fibre Channel system. It is designed for 
maximum flexibility and allows the use of a large 

*number of technologies to meet the widest 
variety of system requirements. 

5.1 General characteristics 

FC-0 has the following general characteristics. 

- In the physical media a logical “1” shall be 
coded as follows: 

a) Optical power - the state with more optical 
power is a logical “1”. 

t 
b) Coaxial - the state where the center con- 

ductor (with respect to the shield) is more 
positive is a logical “1”. 

c) Shielded Twisted Pair - the state where 
_- - - the conductor pin identified as “-I-” is more 

_ - positive than the conductor pin identified as 
u- U-” is a logical “1”. 

- Serial data streams are supported at data 
rates of 133, 266, 531 and 1 063 Mbaud (Refer 
to 3.3 for exact data rates) All data rates have 
clock tolerances of +I00 ppm. 

- A link bit error rate (BER) I IO-12 is sup- 
* ported. The BER applies to the encoded 

serial data stream placed on the transmission 
medium. 

- The interoperability specifications are at the 
external interface as shown at points S and R 
in figure 8. 

- The interface to FC-1 occurs at the logical 
encoded data interfaces. As these are logical 
data constructs no physical implementation is 
implied. However, in a practical transmitter 
these would, most likely, be represented by 
the serial data streams. For the transmitter 
this is point b in figure 9. In the case of the 
receiver the interface is the retimed serial 
data indicated at point d in figure 10. These 
and other points are discussed and recom- 
mended in the annexes. 

The physical links have the following character- 
istics: 

- Physical point-to-point data links. 

- Any transmitter is always connected to the 

same receiver, optical switches are not sup- 
ported. 

- An elastic buffer is required at all fabric or 
repeater nodes. All signals shall be retimed 
before retransmission to prevent jitter accu- 
mulation. 

- All users are cautioned that detailed specifi- 
cations shall take into account end-of-life 
worst case values (i.e. manufacturing, temper- 
ature, power supply and cable plant vari- 
ations). 

The interface between FC-0 and FC-1 is inten- 
tionally structured to be technology and imple- 
mentation independent. That is, the same set of 
commands and services may be used for all 
signal sources and communications media. The 
intent is to allow for the interface hardware to be 
interchangeable in a system without regard to 
the technology of a particular implementation. 
As a result of this, all safety or other operational 
considerations which may be required for a spe- 
cific communications technology are to be 
handled by the FC-0 level associated with that 
technology. An example of this would be the 
open fibre control system required for the short 
wave laser technologies (see 6.2.3). 

5.2 FC-0 States 

5.2.1 Transmitter States 

The transmitter is controlled by the FC-1 level. 
Its function is to convert the serial data received 
from the FC-1 level into the proper signal types 
associated with the operating media. 

- Transmitter Not-Enabled State: A not-enabled 
state is defined as the optical output off for 
optical communication media and a logical 
zero for electrical media. This is the state of 
the transmitter at the completion of its power 
on sequence unless the transmitter is specif- 
ically directed otherwise by the FC-1 level. 

- Transmitter Enabled State: The transmitter 

shall be deemed to be in an enabled state 
when the transmitter is capable of operation 
within its specifications while sending valid 
data patterns. 
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- Transition Between Not-Enabled and Enabled Additional Wait Time Before Next Phase Jump 

States: The sequence of events required for None 

the transition between the not-enabled and 

enabled states are media dependant, both as 
to the time period required and the optical or 
electrical activity on the media interface. 

- Transmitter Failure State: Some types of 
transmitters are capable of monitoring them- 
selves for internal failures. Examples are 
laser transmitters where the monitor diode 
current may be compared against a reference 
to determine a proper operating point. Other 
transmitters, such as Light Emitting Diodes 
and electrical transmitters do not typically 
have this capability. If the transmitter is 
capable of performing this monitoring function 
then detection of a failure shall cause entry 
into the failure state. 

4. 

The FC-0 level shall require no intervention from 
higher levels to perform this recovery. If, at the 
end of the specified time, the higher levels 

determine that bit synchronization is not present 
these levels may assume a fault has occurred 
and take appropriate action. 

‘I 

52.2 Receiver States 

The function of the receiver is to convert the 

-. incoming data from the form required by the 
- - communications media employed, retime the 

* data, and present the data and an associated 
c&k to the FC-1 level. 

The receiver has no states. 

5.3 Response to input data phase 
jumps 

_ . 
Some link_control_facilities may detect phase 
discontinuities in the incoming data. This may 
occur from the operation of an asynchronous 
serial switch at the transmitter. In the event of a 
phase discontinuity , the recovery characteristics 
of the receiver shall be as follows: 

Phase Jump 
Uniform distribution between +180° 

Link Worst Case 

5.4 Limitations on invalid code 

FC-0 does not detect transmit code violations, 
invalid ordered sets, or any other alterations of 
the encoded bit stream (see 29.3.2). However, it 
is recognized that individual implementations 
may wish to transmit such invalid bit streams to 
provide diagnostic capability at the higher levels. 

Any transmission violation, such as invalid 
ordered sets, which follow valid character 
encoding rules as set forth in 11.2 are trans- 
parent to FC-0 and will cause no difficulties. 

Invalid character encoding could possibly cause 
a degradation in receiver sensitivity or loss of bit 
synchronization. To prevent this the transmitted 
bit stream shall meet the following requirements. 

- The maximum code balance in any IO bits 
shall lie in the range of 40 % to 60 %. For 
example the pattern “1010110101” has a code 
balance of 6/10 = 60 %. The maximum run 
length is limited to 12 bits in 20 bits. For 
example the pattern “0011111010” has a run 
length of 5. 

- Between the 20 bit groups from the previous 
item the transmitted bit stream shall have a 
contiguous set of at least 300 bits with a 
balance between 49,5% and 50,5%. The run 
length in this set shall be limited to 5 bits. 

5.5 Receiver initialization time 

Degree of Recovery 
Within BER objective (KP2) 

Probability of Recovery 
95% 

Recovery Time 
2 500 bit intervals from last phase 

jump 

The time interval required by the receiver from 
the initial receipt of a valid input to the time that 
the receiver is synchronized to the bit stream 
and delivering valid retimed data within the BER 
objective (IO-Q), shall not exceed 1 ms. Should 
the retiming function be implemented in a 
manner that requires direction from a higher 
level to start the initialization process, the time 
interval shall start at the receipt of the initializa- 
tion request. 
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t 

5.6 Signal detect function 

The FC-0 may optionally have a signal detect 

function. If implemented, this function shall indi- 
cate when a signal is present at the input to the 
receiver. Provided the signal detect function 
does not degrade the sensitivity, otherwise an 
appropriate guardband shall be included. The 
activation level shall lie in a range whose upper 
bound is the minimum specified sensitivity of the 
receiver and whose lower bound is defined by a 
complete removal of the input connector. 

While there is no defined hysteresis for this func- 
tion there shall be a single transition between 
output logic states for any monotonic increase or 
decrease in the input signal power occurring 
within the reaction time of the signal detect cir- 

‘* cuitry. For optical links that employ a link 
control function, such as the short wavelength 
Laser Links (see 6.2.3 and annex I), the signal 
detect function is replaced by the link status 

--function which provides the same service. 
-- 

- 
e_The reaction time to the optical power crossing 

the detect limits shall be less than 12 s. 

5.7 FC-0 nomenclature 

The nomenclature for the technology options are 
illustrated in figure 21. 

100 100 MB/set 
Ldistance 

L long distance 
I intermediate 

distance 
S short distance 

SM single-mode 
M5. multimode 

M6 rn%K!)de 
(62,5/1m) 

TV video cable 

z 
miniature cable 
twisted pair 

transmitter 
LL long wave laser 
SL short wave laser 
LE long wave LED 
EL electrical 

Figure 21 - FC-0 nomenclature 

5.8 FC-0 technology options 

FC-0 provides for a large variety of technology 
options. Tables 2 and 3 list the primary signal 
interface types, which are optical tibre and elec- 
trical cable. For each option the nomenclature 
is listed along with a reference to the clause 
within this standard containing detailed informa- 
tion. 

In tables 4 and 5 the technology options are 
listed by the communications media types, both 
optical fibre and electrical cable. Each signal 
type has an associated primary media type. 
However, in some cases there is a listing for an 
alternate cable plant which may be used with 
degraded performance. These alternate cable 
plants are indicated by an asterisk in table 4. 
For more information on alternate cable plants 
see annex C and annex F. 

I 
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Table 2 - Optical Media Signal Interface Overview 

100 MBlsec 1,062 5 Gbaud 

IOO-SM-LL-L lOO-SM-LL-I 100-MS-SL-I 

Subclause 6.1 Subclause 6.1 Subclause 6.2 

SM SM MM 

1 300nm 1 300nm 780nm 

2m-1 Okm 2m-2km 2m-500m 

50 MB/set 531,25 Mbaud 

50-SM-LL-L 50-MS-SL-I 

Subclause 6.1 Subclause 6.2 

SM MM 

1 300nm 780nm 

2m-1 Okm 2m-1 km 

25 MBisec 265,625 Mbaud 

25-SM-LL-L 25-SM-LL-I 25-MS-SL-I 25M6-LE-I 

Subclause 6.1 Subclause 6.1 Subclause 6.2 Subclause 6.3 

SM SM MM MM(LED) 

1 300nm 1 300nm 780nm 1 300nm 

2m-1 Okm 2m-2km 2m-2km 2m-1,5km 

12,5 MBisec 132,812 5 Mbaud 

12-M6-LE.1 

Subclause 6.3 

~M(LED) 

1 300nm 

2m-1,5km 

Table 3 - Electrical Media Signal Interface Overview 

100 MB/set 1,062 5 Gbaud 

l OO-N-EL-S lOO-MI-EL-S 

Stibclause 7.2 Subclause 7.2 

O-25m O-IOm 

50 MBIsec 531.25 Mbaud 

50-N-EL-S 50-MI-EL-S 

Subclause 7.2 Subclause 7.2 

O-50m O-15m 

25 MBisec 265,625 Mbaud 

25N-EL-S 25-MI-EL-S 25TP-EL-S 

Subclause 7.2 Subclause 7.2 Subclause 7.3 

O-75m O-25m O-50m 

12,5 MBlsec 132,812 5 Mbaud 

IS-N-EL-S 12-MI-EL-S 12-TP-EL-S 

Subclause 7.2 Subclause 7.2 Subclause 7.3 

O-l OOm O-35m O-l OOm 
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-- 

. 

Single-mode 

Table 4 - Optical Cable Plant Overview 

IOO-SM-LL-L 100.SM-LL-I 50-SM-LL-L 25-SM-LL-L 25-SM-LL-I 

Subclause 6.1 Subclause 6.1 Subclause 6.1 Subclause 6.1 Subclause 6.1 

SM SM SM SM SM 

1 300nm 1 300nm 1 300nm 1 300nm 1 300nm 

2m-1 Okm 2m-2km 2m-1 Okm 2m-10km 2m-2km 

Multimode (62,5pm) 

loo-M6-SL-I ‘* SO-M6-SL-I l * 25M6-SL-I l * 25.M6-LE-I 12-M6-LE-I 

Subclause 6.2 Subclause 6.2 Subclause 6.2 Subclause 6.3 Subclause 6.3 

MM MM MM MM(LED) MM(LED) 

780nm 780nm 780nm 1 300nm 1 300nm 

2m-175m 2m-350m 2m-700m 2m-1 ,Skm 2m-1,5km 

Multimode (50pm) 

IOO-MS-SL-I 50-MS-SL-I 

Subclause 6.2 Subclause 6.2 
MM ~~ . MM ~~~~ 
780nm 780nm 
2m-500m 2m-1 km 

25-MS-SL-I 

Subclause 6.2 
. MM 

780nm 
2m-2km 

25-MS-LEA ‘* 

Subclause 6.3 

MM(LED) ~~~ 

1 300nm 

12.MS-LE-I ” 

Subclause 6.3 

MM(LED~) ~~ ~~ 

1 300nm 

** alternate fibre cable plant, see annex C. 

Table 5 - Electrical Cable Plant Overview 

Video Coax 

IOO-TV-EL-S 50-TV-EL-S 25TV-EL-S 12-TV-EL-S 

Subclause 7.2 Subclause 7.2 Subclause 7.2 Subclause 7.2 

O-25m O-50m O-75m O-l OOm 

Miniature Coax 

lOO-MI-EL-S 50-MI-EL-S 25MI-EL-S 12-MI-EL-S 

Subclause 7.2 Subclause 7.2 Subclause 7.2 Subclause 7.2 

O-10m O-15m O-25m O-35m 

Shielded twisted pair 

25TP-EL-S 

Subclause 7.3 
O-50m 

1 P-TP-EL-S 

Subclause 7.3 

O-100m 
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6 Optical fibre interface specification 

- - 

This clause defines the optical signal character- 

istics at the interface connector receptacle. 
Each conforming optical FC attachment shall be 
compatible with this optical interface to allow 
interoperability within an FC environment. Fibre 
Channel links shall not exceed the BER objective 
(IO-9 under any conditions. The parameters 
specified in this clause support meeting that 
requirement under all conditions including the 
minimum input power level. The corresponding 

cable plant specifications are described in 

clause 8. 

6.1 SM data links 

Table 6 gives the link budgets for 2 and 10 km 
single-mode optical fibre links running at 266, 
531 and 1 063 Mbaud. The optical power 
coupled into the fibre shall be limited to a 
maximum value consistent with Class 1 laser 
safety operation in accordance with IEC 825. 

Table 6 - FC-0 physical links for single-mode classes 

FC-0 Units IOO-SM IOO-SM SO-SM 
-LL-L -LL-I -LL-L 

Subclause 6.1 6.1 6.1 

Data Rate MBfsec 100 100 50 

Nominal Bit Rate Mbaud 1 062,5 1 062.5 531,25 

Tolerance ppm &IO0 *loo &IO0 

Operating Range (typ) m 2-l Ok 2-2k 2-IOk 

‘Fibre core diameter flm 9 9 9 

Transmitter (S) 

Type Laser Laser Laser 

Spectral Centre Wavelength nm (min.) 1 285 1 270 1 270 
nm (max.) 1 330 1 355 1 355 

RMS Spectral Width nm (max.) 3 6 3 

Launched max. power, dBm (ave.) -3 -3 -3 
Launched min. power, dBm (ave.) -9 -12 -9 

Extinction Ratio dB (min.) 9 9 9 

RIN,, (max.) dB/Hz -116 -116 -114 

Eye Opening I@ BER = IO-12 % (min.) 57 57 61 

Deterministic Jitter % (P-P) 20 20 20 

Receiver (R) 

Received min. power, dBm (ave.) -25 -20 -25 

Received max. power, dBm (ave.) -3 -3 -3 

Optical path power penalty dB (max.) 2 2 2 

Return loss of receiver dB (mi;.) 12 12 12 

2%SM 25-SM 
-LL-L -LL-I 

6.1 6.1 

25 25 

265,625 265,625 

&IO0 &IO0 

2-IOk 2-2k 

9 9 

Laser Laser 

1 270 1 270 
1 355 1 355 

6 30 

-3 -3 

-9 -12 

6 6 

-112 -112 

63 63 

20 20 

-25 -20 

-3 -3 

2 2 

12 12 
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6.1 .I Optical output interface 

The general laser transmitter pulse shape char- 
acteristics are specified in the form of a mask of 

the transmitter eye diagram at point S (see 
figure 8). These characteristics include rise time, 

. fall time, pulse overshoot, pulse undershoot, and 
ringing, all of which shall be controlled to 
prevent excessive degradation of the receiver 
sensitivity. For the purpose of an assessment of 
the transmit signal, it is important to consider 
not only the eye opening, but also the overshoot 
and undershoot limitations. The parameters 
specifying the mask of the transmitter eye 
diagram are shown in figure 22. 

0 0.15 0.35 0.85 0.85 1 

Normalized time 

Figure 22 - Transmitter eye diagram mask 

The mask of the eye diagram for the laser trans- 
mitters shall be measured using a receiver with 
a fourth-order Bessel-Thompson transfer func- 
tion given by: 

HP = 
105 

105+105y+45y2+10y3+y4 

With y = 2.114~~ p = +$ , wr = 24 

f, = 0,75 x Bit Rate 

ANSI X3.230-1994 

but it is intended to provide a uniform measure- 

ment condition. 

The nominal attenuation at the reference fre- 
quency, fr, is 3 dB. The corresponding atten- 

uation and group delay distortion at various 
frequencies is given in table 7. 

Table 7 - Transmit pulse noise filter 

f/f, f/f, Attenuation Distortion 

(dB) (W 

0,15 02 021 0 

093 094 0,4 0 

0,45 O-6 190 0 

0.6 038 1,s 0,002 

0,75 190 3.0 0,008 

0,s 1,2 4.5 0,025 

1,O 1.33 577 0,044 

1,05 194 6.4 0,055 

122 196 895 0,lO 

I,35 1,8 10,s 0,14 

135 270 13,4 0,lS 

270 2,67 21,5 0,30 

Table 8 - TX Pulse Noise Filter Attenuation 

Tolerance 

Reference Frequency Attenuation Tolerance 
f/f, Aa (dB -typical) 

0,l - 1,oo +0,5 
I,00 . . . 2.00 +0,5 . . . *3,0 

Note: Intermediate values of Aa are to be line- 

I 

arly interpolated on a logarithmic frequency 

scale. 

The mask of the eye diagram is intended to 
measure the waveshape properties of the optical 
signal such as rise/fall time, overshoot, under- 
shoot, and ringing. As such this test applies to 
the deterministic portion of the waveform and 
does not include random noise in either time or 
amplitude. 

The measurement of the extinction ratio shall be 
made using the methods of OFSTP-4. The meas- 
urement may be made with the node transmit- 
ting any suitably random valid Fibre Channel 
traffic. 

The optical power measurement shall be made 
by the methods of OFSTP-2. The measurement 
may be made with the node transmitting an idle 

sequence or other valid Fibre Channel traffic. 

NOTE - This filter is not intended to represent 
the noise filter used within an optical receiver 
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6.12 Optical input interface 

The receiver shall operate within the BER objec- 
tive (10-Q) over the link’s lifetime and temper- 
ature range when the input power falls in the 

range given in table 6 and when driven by a data 
stream output that fits the specified eye diagram 
mask through a cable plant as specified in 
clause 8. The measurement shall be made by 
the methods of OFSTP3. 

Receiver characteristics specified in this docu- 
ment are receiver sensitivity, overload, 
reflectance, and the allowable optical path 
power penalty from the combined effects of 
dispersion, reflections, and jitter. 

The minimum and maximum values of the 
,verage received 
input power range 
(10-12). 

_- 

power in decibels give the 
to maintain the required BER 

These values take into account power penalties 

caused by the use of a transmitter with worst- 
case combination of transmitter spectral, 
extinction ratio, and pulse shape characteristics 

specified for each application described. 

The optical path power penalty (in decibels) 
accounts for the signal degradation along the 
optical path from reflections, jitter and the com- 
bined effects of dispersion resulting from inter- 
symbol interference, mode-partition noise. These 
effective losses are not measurable by the static 
procedures used to evaluate the cable plant and 
are accounted for as a separate penalty. In the 
case of the IOO-SM-LL-L class the difference 
between the minimum transmitter output and the 
receiver input is (-9 dBm) - (-25 dBm) = 16 dB. 
Two dB are allocated to the optical path power 
penalty and the remaining 14 dB are allocated to 
the cable plant. 

r- 
FC-0 

Table 9 (Pi 

Subclause 

Data Rate 

Nominal Bit Rate 

Tolerance 

dperating Range (typ) 

Fibre core diameter 

Transmitter (S) 

Type 

Spectral Centre Wavelength 

Spectral Width 

Launched power, max. 

Launched power, min. 

Extinction Ratio 

RIN,;! (max.) 

Eye Opening @ BER = IO-12 

Deterministic jitter 

Random Jitter 

Optical Rise/Fall Time 

fe 1 of 2) - FC-0 

Units 

M Blsec 

Mbaud 

ppm 

m 

pm 

nm (min.) 

nm (max.) 

nm RMS (max.) 

nm FWHM (max.) 

dBm (ave.) 

dBm (ave.) 

dB (min.) 

dB/Hz 

% (min.) 

oh (P-P) 

oh (P-P) 

ns (max.) 

‘P hysical links for multimode classes 

1 OO-MS SO-MS 

-SL-I -SL-I 

6.2 6.2 

100 50 

1 0625 531.25 

&loo *loo 

2-500 2-l k 

50 50 

Laser Laser 

770 770 

850 850 

4 4 

NA NA 

t,3 1,3 
-7 -7 

6 6 

-116 -114 

57 61 

20 20 

NA NA 

NA NA 

25-MS 

-SL-I 

6.2 

25 

265,625 

+100 

2-2k 

50 

6.3 

25 

265,625 

+100 

1 2-1,5k 

Laser LED 

770 1 280 
850 1 380 

4 NA 
NA fig 26 

0 -14 
-5 -20 

6 9 

-112 NA 

63 NA 

20 16 

NA 9 

NA 2.012.2 

12-M6 

-LE-I 

6.3 

12,5 

132,812 

*loo 

2-1,5k 

62,5 

LED 

1 270 
1 380 

NA 

250 

-14 

-22 

10 

NA 

NA 

24 

12 

46 
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Table 9 (Page 2 of 2) - FC-0 physical links for multimode classes 

FC-0 Units lOO-M5 SO-MS 25MS 25-M6 

-SL-I -SL-I -SL-I -LE-I 

Receiver (R) 

Received power, min. dBm (ave.) -13 -15 -17 -26 

Received power, max. dBm (ave.) + 1,3 + 1,3 0 -14 

Return loss of receiver dB (min.) 12 12 12 NA 

Deterministic jitter % (P-P) NA NA NA 19 

Random Jitter % (P-P) NA NA NA 9 

Optical Rise/Fall Time ns (max.) NA NA NA 275 

12.M6 

-LE-I 

-28 

-14 

NA 

24 

12 

433 

6.2 SW laser data links 

The first three columns of table 9 give the link 
budgets, transmitter specifications, and receiver 

‘*specifications for the short wavelength (SW) 
laser links operating at the 1063, 531 and 266 
Mbaud rates. 

- - -6.2.1 Optical output interface 
. - 

Jhe characteristics of the transmitted signal at 
the optical output interface are given in table 9. 
The SW laser described for these links shall 
have properties that significantly reduce the 
noise problems associated with using lasers on 
multimode fibre. In particular, the laser shall be 
chosen to minimize the effects of modal noise 

. which may occur if the cable plant contains 
mode selective loss (e.g. poor connections). 

Modal noise is worst when the fibre dispersion, 
between the transmitter and the location of 
mode selective loss, occurs in an initial length of 

fibre folowing the transmitter. A common tech- 
nique for reducing modal noise is to use lasers 
with short coherence lengths. This in turn 
reduces the initial length of fibre in which modal 
noise is most problematic. Within this initial 

length of fibre, extra care shall be taken to avoid 
mode selective loss (see clause 8.3.3). One type 
of short coherence length laser that minimizes 
the problems of modal noise and laser reflection 
noise on multi-mode tibre is the self-pulsating 
type of laser. Other laser oscillation techniques 
that shorten the laser coherence length include 
relaxation oscillations and superimposing an 

external high frequency oscillating drive signal. 

The self-pulsation frequency shall be greater 
than three times the bit rate of the link to allow 
for efficient filtering of the self-pulsation noise. 

The self-pulsation frequency of most self- 
pulsating lasers shifts upward over a limited 
range with increased drive current. Hence, if a 
self-pulsating laser is used for either a 531 or 
1062 Mbaud data link, it may be desirable to 
operate the SW laser at a slightly higher power 
level than that used for a 266 Mbaud link. 

The maximum and minimum of the allowed 
range of average transmitter power coupled into 
the fibre are worst-case values to account for 
manufacturing variances, drift due to temper- 
ature variations, aging effects, and operation 
within the specified minimum value of the 
extinction ratio. 

The minimum value of the extinction ratio shall 
be the minimum acceptable value of the ratio (in 
decibels) of the average optical energy in a logic 
one level to the average optical energy in a logic 
zero level. The extinction ratio shall be meas- 
ured under fully modulated conditions in the 
presence of worst-case reflections. 

The transmitted signal must not only meet eye 
opening requirements, but also overshoot and 
undershoot limitations. The parameters speci- 
fying the (normalized) mask of the transmitter 
eye diagram are identical to those presented in 
6.1.1 and shown in figure 22. 

6.2.2 Optical input interface 

The receiver shall operate at a BER of IO-12 over 
the link’s lifetime and temperature range when 

the input power falls within the range given in 
table 9 and when driven by a data stream output 

that fits the specified eye diagram mask through 
a cable plant as specified in clause 8. 
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Receiver characteristics specified in this docu- 
ment are receiver sensitivity, overload, 
reflectance, and the allowable power penalty 
from the combined effects of dispersion, 
reflections, and jitter. 

The minimum and maximum values of the 
average received power in dBm give the input 
power range to maintain a BER I IO-l*. These 
values take into account power penalties caused 
by the use of a transmitter with a worst-case 
combination of transmitter spectral, extinction 
ratio, and pulse shape characteristics specified 
for each version. 

The optical path power penalty (in decibels) typi- 
cally accounts for the total degradation along the 
optical path resulting from reflections, jitter, and 
the combined effects of dispersion from inter- 
‘zymbol interference, mode-partition noise, and 
laser chirp. However, it is a common practice 
for multi-mode fibre data links, to include this 
optical path power penalty into the actual link 

-get specifications of both the power budget -- 
Iproducing amplitude degradation) and the 
t@ing budget (producing pulse spreading degra- 
dation). Therefore, the SW laser data links have 
no specified optical path power penalty (in table 
9) because the related link degradations of both 
amplitude and pulse spreading (primarily modal 
dispersion) are already accounted for in the 
power budget and time budget as specified 
between the transmitter and receiver in table 9. _ _ 

A unique power penalty consideration for SW 
laser data links on multimode fibre is mode 
selective loss. Refer to annex E for design con- 
siderations related to mode selective loss. 

conductor laser diodes as the optical source. A 

safety interlock system is necessary for SW laser 
data links since the optical power levels 
required to obtain the desired level of system 
performance exceed the Safety Class 1 limits 

defined by one or more national or international 
laser safety standards. Meeting the require- 
ments for Safety Class 1 classification, is very 
important for an optical data-communications 
system since many access points may exist in 
unrestricted locations (i.e. offices). Certifying the 
laser system at a higher classification level is* 
impractical unless access can be restricted to 
only trained service personnel. 

The following description of the OFC system 
applies to the 1062, 531 and 266 Mbaud SW laser 
data links. The OFC timings for the 1062 and 531 
Mbaud links are different than the timings for the 
266 Mbaud link due to the increase in allowed 
optical power for the 1062 and 531 Mbaud links 
versus that for the 266 Mbaud link. 

6.2.3.1 Operation of the OFC system 

During normal operation the optical link is a 
closed system (i.e., no laser emissions) and 
therefore Safety Class 1 regardless of the power 
in the fibre. It is only when the link is opened 
that a person can be exposed to laser radiation. 
Hence, one can design a Safety Class 1 system 
by implementing a safety interlock that can 
detect when the optical link has been interrupted 
and shut down the laser or reduce the amount of 
emitted laser radiation. A block diagram of a 
point-to-point optical link with OFC circuitry is 
shown in figure 23 and referenced in the fol- 
lowing description of the OFC system. 

The minimum acceptable value for receiver sen- 
sitivity shall equal the values specified in table 9. 
In addition, the receiver shall be designed to 
accommodate the maximum received power and 
the optical rise/fall time at the input to the 
receiver. 

Depending upon the state of the OFC system, an 
optical link will either be in an active mode 
meaning normal data transmission or an inactive 
mode meaning the link is open or disconnected 
at some point or a fault condition exists. In addi- 
tion to a maximum average optical power level 
for the open transmitter port, there are four 
timing values used to specify the OFC system: 

6.2.3 The Open Fibre Control (OFC) 
Safety System 

An overview of the Open Fibre Control (OFC) 
safety system is presented in this clause. The 
OFC system can be used as a safety interlock for 
point-to-point optical fibre links that use semi- 

- Turn-off time, Tort, is the maximum time 
allowed for both ports in a link to switch from 
active mode (i.e., transmitting data) to inactive 
mode (i.e., transmitter oh) once a link discon- 
nection or fault condition occurs. 

- Pulse repetition time, T, defines the frequency 
at which the OFC system will check the status 
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of the optical link while in the inactive mode 

of operation. 

- Pulse duration, t, is the time period that the 

port’s transmitter is activated during an OFC 
link status check or reconnection handshake. 

- Stop time, t,, is the time period that the port’s 
transmitter is deactivated during an OFC link 
reconnection handshake. 

The timing values are specified for each of the 
SW data links in 6.2.3.3. 

The sequence of events which follow a discon- 
nection in the optical data link are as follows: 

a) Suppose data link A to B (1) is disconnected; 
e.g., an opened connector or cut tibre. 

‘_ b) The receiver on optical port B (2) is no 
longer receiving an optical signal and triggers 
a loss-of-light flag to be raised in the controt 
circuitry (3) on port B. 

_- c) The control circuitry (3) responds by forcing 
-- 

off the port B transmitter (4) and starting an 
_ - 

internal T second timer. 
e- 

d) Since the port B transmitter is now off, no 
optical signal is detected by the port A 
receiver (6). This triggers a loss-of-light flag 
to be raised in the control circuitry (7) on port 
A. 

e) The control circuitry (7) responds by forcing 
* 

-the port A transmitter off (8) and starting an 
internal T second timer. Thus, a safe condi- 

ANSI X3.230-1 994 

tion with respect to the opened end of the link 
(1) has been created since both transmitters 

are now off. 

f) When the internal T second timers expire, 
the control circuitry on each port shall turn on 
the port’s transmitter fort jfs to check the link 
status; i.e., check for a closed link. 

g) If the link is now a closed loop (i.e., data link 
A to B (1) has been reconnected), then a 
reconnect handshake takes place between the 
two ports and the transmitters return to 
normal operation. If the link is still open, no 
optical signal is detected by at least one of 
the two receivers, the reconnect handshake 
fails and the transmitters are once again 
turned off for T seconds before the link check 
is repeated. 

h) Note that to allow for synchronization of the 
control circuitry on the two ports during the 
link status check and reconnect handshake, 
either the expiring of the port’s internal timer 
or the receiving of an optical signal from the 
other port triggers an attempt to reconnect 
and the port T second timer to be reset. 

i) If both data links A to B (1) and B to A (5) are 
disconnected at the same time, both ports A 
and B shall independently turn off their trans- 
mitters since a loss-of-light signal is gener- 
ated at each receiver. Normal operation shall 
not return until both data links are recon- 
nected and the proper reconnect handshake 
has taken place between the ports. 

I (2) 

Control Circuitry ’ 

(7) 

(Optical Port A) 

(A to B) 

(Optical Port B) 

Figure 23 - Block diagram of the OFC safety system 
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Turning the transmitters on for a brief link check 

after a predetermined time (T) allows the system 
to return to a normal mode of operation after an 
accidental or purposeful disconnection and 

reconnection of one or more of the connectors. 
Hence, the timed link checking and reconnection 
make the OFC safety interlock system automatic 
without the need for user interaction. 

6.2.3.2 Link reconnection algorithm 

During system start-up or link reconnection, a 
handshaking takes place between the two optical 
ports. This handshaking occurs after a closed 
link condition is detected and ensures that both 
optical ports contain functioning safety control 
circuitry and are capable of shutting down in the 
event of a break in the link. If either port in the 
link (e.g., port B) does not respond to the hand- 
shaking, then the control circuitry at the other 
end of the link (port A) keeps its transmitter 
inactive (i.e., either no emission or brief pulses 
every T seconds) and thereby maintains a safe 

-, . lid_ Hence, the electronic safety control func- -- 
tions as a safety interlock which can not be 

_ dzfeated by attaching an optical port without 
OFC safety control circuitry. 

The reconnection procedure is implemented with 
an on-off-on algorithm and four-state state 
machine. The four states are referred to as the 
Active, Disconnect, Stop and Reconnect States. 
Each of the states have as input an internal loss- 

-of-light (LOL) signal. This LOL signal shall be 
the output of a signal detection and digital fil- 
tering process that integrates the received signal 
to improve its reliability (see also 6.2.3.4). The 
digital filter shall sample at a faster rate during 
the reconnect sequence than during normal 
operation when asserting LOL and signalling a 
link disconnection. The following list describe 
the function of each of the states of the state 
machine: 

a) The OFC system is in the Active State during 
normal link operation. In this state, the port’s 
receiver shall be continuously monitored for a 
loss-of-light (LOL) condition. If a LOL condi- 
tion is detected (LOL asserted), the OFC 
system shall transfer control to the Disconnect 
State. 

b) The Disconnect State is used to maintain a 

safe (Safety Class 1) link and to repetitively 
check the link for a closed link condition. 

Every T seconds the port’s transmitter shall 

be activated for a t ps check period (called 

decode I), and its receiver monitored for the 

LOL condition to disappear (LOL deasserted). 
The OFC system shall remain in this state 
until an optical signal is both sent and 

received during a decode 1 check period. 
This sending and receiving of light can occur 
in one of two ways: 

1) The port’s T second timer expires, its 
transmitter is activated for a t ,us check 
period (decode I), and during this check 
period, a response is received from the 
other end of the link; i.e., LOL deasserted. 
The port shall then be considered “master” 
of the reconnection attempt and control 
transferred to the Stop State. (NOTE: Due 
to timing variations, it is possible for both 
ends of the link to be “master” at the same 
time; however,this situation does not inter- 
fere with proper functioning of the OFC 
system). 

2) A light signal is received from the other 
end of the link sometime during a T second 
wait period; i.e., LOL deasserted. The 

port’s T second timer shall be reset and its 
transmitter activated for a t j~s check 
period (decode 1) in order to send a 
response. In this situation, the port shall 
be considered “slave” of the reconnection 
attempt and control is transferred to the 
Stop State. 

c) The Stop State is the “off” portion of the 
handshake algorithm. The Stop State check 
period (called decode 2 and specified as 2t or 
4t ,VS) shall not begin until after decode 1 has 
expired. When decode 2 begins, the port’s 
transmitter shall be disabled and the link 
monitored for a LOL condition (LOL asserted). 
The OFC system shall remain in the Stop 
State until a LOL condition exists, conceivably 
for an indefinite period of time. The system 
shall exit from the Stop State in one of two 
ways depending upon whether the LOL condi- 
tion occurs during the decode 2 period or 
after it has expired: 

1) If the LOL condition (LOL asserted) is 
detected during the decode 2 period, then 
the OFC system shall transfer control to the 
Reconnect State. 

2) If the LOL condition (LOL asserted) is 
detected after the decode 2 period has 
expired, then control shall be transferred 

back to the Disconnect State. 
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d) The Reconnect State verifies that the link 

between the two ports is complete and unin- 
terrupted (i.e., a closed link). The verification 

shall require that an optical signal be both 
sent and received during a t /IS check period 
(called decode 3). The decode 3 verification 

process shall not begin until after the decode 
2 period has expired. The sequence of events 
in this state is different depending upon 
whether the port is “master” or “slave” of the 
reconnection attempt. 

1) If the port is “master” of the reconnection 
attempt, then it shall again initiate the 
send/receive sequence by activating its 
transmitter for a t ps check period (decode 
3) and simultaneously monitor its receiver 
for a response signal (LOL deasserted). If 
it receives a response within the decode 3 

‘* 

-- 

I 1 l al ACTIVE I- 

STATE 

Dl=l LOL=l 
0 l 

LOL=O Dl=O 
0 

Dl=l 
+ 

LOL=O 
+ 

STOP 

STATE 

period, it shall keep its transmitter acti- 

vated and transfer control to the Active 
State; otherwise, it shall disable the trans- 
mitter and transfer control back to the Dis- 

connect State. 

2) If the port is “slave” of the reconnection 

attempt, then it shall monitor its receiver 
during a t ,YS check period (decode 3) for 
the presence of an optical signal (LOL 
deasserted) but not simultaneously activate 
its transmitter. If it receives a light present 
signal within the decode 3 period, then it 
shall activate its transmitter in order to 
send a response and transfer control to the 
Active State; otherwise, it shall keep its 
transmitter disabled and transfer control 
back to the Disconnect State. 

D2=0*D3=0 D3=1 

D2=1*LOL=l 

DEFINITIONS: 
LOL = Loss of light flag (asserted = 1, deasserted = 0) 
MAS = Master of link reconnection flag 
Dl = Decode 1 - 1st time period flag = Link check 
D2 = Decode 2 - 2nd time period flag = Disable laser 
D3 = Decode 3 - 3rd time period flag = Link check 

Figure 24 - Open Fibre Control module State Diagram 
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The timing periods used for the various states of 

the state machine depend principally upon the 
optical link length, the port’s detection and laser 
turn-on delays, the safety standards and the 

emission level for the product. The t ,YS time 
period shall be greater than one “worst case” 
round trip time and yet be sufficiently short to 
meet Safety Class 1 restrictions for the “worst 
case” emission level. In addition, note that a 
successful link reconnection will always require 
the same amount of time to complete: that is, 
decode 1 + decode 2 + decode 3. For addi- 
tional information on the OFC system and state 
machine, refer to annex I. 

6.2.3.3 OFC power values and time periods 

The OFC system uses a repetitive pulsing tech- 
nique (i.e., laser activated for t AS every T 
‘s”econds) during the time that a link is open in 
order to reduce the maximum possible exposure 
to a value which allows for classification as a 
Safety Class 1 laser product. The maximum 

-, . -rage power level per pulse is a function of 
- - the wavelength, pulse duration (t), and pulse _ - 

repetition frequency (PRF = l/T). The PRF 
determines the number of pulses (N) that occur 
during the time base used for classification. It is 
important to note that the use of the word 
“pulse” refers to the time (t) during which the 
laser is activated and being modulated with a 
valid full rate data pattern. The maximum (worst 
case) average transmitter output power for the 

’ SW-laser versions shall be: 

Average transmitter receptacle power 
(maximum): 

- 25M5-SL-I: I,7 dBm (I,48 mW) 

- 50-M5-SL-I: 3,2 dBm (2,10 mW) 

- IOO-M5-SL-I: 3,2 dBm (2,lO mW) 

To function correctly, each SW optical data link 
port must contain a transmitter/receiver unit that 
has implemented the OFC system with compat- 
ible OFC interface timings. The OFC timing 
values that shall be used for the SW laser data 
link versions are specified below. They are 
based upon the maximum transmitter receptacle 
power values and both national and international 
laser safety exposure limits for a Safety Class 1 
SW laser system. 

a) Pulse repetition time, T, (Disconnect State) 

- 25-MS-SL-I: IO,1 s (2** ~25) 

- 50-M5-SL-I: IO,1 s (2= rso) 

- lOO-M5-SL-I: 10,l s (2= T,K,) 

b) Pulse duration, t, (decode 1 time period in 

Disconnect State and decode 3 time period in 

Reconnect State) 

- 25-M5-SL-I: 617 ,YS (214 r25) 

- 50-MS-SL-I: 154 ,YS (2= ~50) 

- IOO-M5-SL-I: 154 /JS (214 r,oo) 

c) Stop time, (decode 2 time period in Stop 
State) 

- 25-M5-SL-I: 1 234 /JS (215 rz) 

- 50-M5-SL-I: 617 /.JS (215 7%) 

- IOO-M5-SL-S: 617 /JS (216 7,~) 

where rZS, rso and rlw are the (10 bit) byte times 
for the respective links and the tolerance in the 
timings is that which arises from the bit rate tol- 
erance. 

While in the inactive mode of operation, the 
maximum time for the port to respond to a “light 
present” or “loss-of-light” signal at its receiver is 
limited by the pulse duration, since the worst 
case round trip time must be less than this 
value. This includes any delays from light 
detection, filtering, the state machine, laser turn 
on or off, and fibre transmission. 

While in the active mode of operation (i.e., 
normal transmission), the turn-off time, Ton, spec- 
ifies the maximum time between the instant that 
the data link is disrupted or a fault condition is 
detected to the instant that laser light is no 
longer emitted from any point of access in the 
data link (i.e., each port has switched to inactive 
mode operation). This turnoff time is longer 
than the pulse duration or stop times to allow for 
improved filtering and reliability of the loss-of- 
light signal. It is specified as follows: 

Active mode link turn-off time, T,H, 
(maximum): 

- 25-M5-SL-I: 4.0 ms 

- 50-M5-SL-I: 2.0 ms 

- IKI-M5-SL-I: 2.0 ms 

These time periods, when used according to the 
OFC interface specification described in this 
clause, shall result in a laser product that is 

under the exposure limits for Safety Class 1 
classification as determined by both national and 
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6.2.3.5 Safety documentation and usage 
restrictions 

All laser safety standards and regulations 
require that the manufacturer of a laser product 
provide information about a product’s laser, 
safety features, labeling, use, maintenance and 
service. As part of this documentation, the fol- 
lowing two usage restrictions shall be included 
with all shortwave (SW) laser transceiver pro- 
ducts utilizing the OFC safety system: 

a) The laser product shall be used in point-to- 
point optical links only. The OFC safety 
system is incompatible with other types of link 
connections (i.e., multiple input or output 
links). Failure to comply with this usage 
restriction may result in incorrect operation of 
the link and points of access that m&y emit 

.-laser radiation above the limit for Safety Class 
1 systems established by one or more 
national or international laser safety stand- 
ards. 

-- _b&Normal operation of the point-to-point optical -- 
link requires that the laser product shall be 

. :connected only to another Fibre Channel com- 
patible laser product that includes the OFC 
safety system. In addition, each of the these 
products must be certified as Safety Class 1 
laser products according to the laser safety 
regulations and/or standards in existence at 
the time of manufacture. 

The -certification ensures that each of the pro- 
ducts will function correctly in the event of a 
fault in one of the safety control systems. 

6.3 LED data links 

6.3.1 Optical output interface 

6.3.2 Spectral width 

The spectral width is in table 9. 

The maximum allowable spectral width is a func- 
tion of source centre wavelength and source 
specifications in conjunction with the fibre’s 
chromatic dispersion and modal bandwidth 
parameters given in clause 8 result in an optical 
rise time of less than 2,5 ns exiting a I,5 kilo- 
meter fibre cable. Figure 26 shows the permis- 
sible spectral width as a function of centre 
wavelength. 

6.3.3 Optical input interface 

The optical input interface shall operate when 
provided with a signal corresponding to table 9 
through a cable plant as specified in clause 8. 
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Figure 26 - LED spectral width 

The optical output interface shall exhibit charac- 
teristics as shown in table 9, when tested 
according to the methods of annex A.l.2.3 
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international laser safety standards in existence 

in 1991. Note however, that classification of a 
laser product shall always relate to the stand- 

ards or regulations in existence at the time of 
manufacture and shall be supported with optical 
power measurements and variability analysis 
(refer to annex I for an example safety calcu- 
lation). 

6.2.3.4 Safety redundancy 

The output from a Safety Class 1 laser product 
shall not exceed the maximum permissible expo- 
sure limits under any condition of operation, 
including single fault conditions. This require- 

ment can be met by introducing redundancy into 
the OFC system. The OFC system described 
above shall be implemented using two control 

a- paths that provide a redundant means for deacti- 
vating the laser drive. The laser drive shall be 
active only when both control paths agree that 
that the link is complete; either of the paths shall 
independently be capable of deactivating the 

-- -%ser drive. 
. - 

*A block diagram of the OFC system with redun- 
dant control paths is shown in figure 25. Each 
path consists of a loss-of-light detector, digital 
filter, state machine, timers (counters) and a 
laser driver control line. The two loss-of-light 
detectors monitor the receiver’s signal: at least 
one of the detectors shall be AC coupled and 

* therefore respond only to a modulated signal. 

The two loss-of-light detectors each feed a 
digital filter; the output of each filter shall be 
OR/EQUAL’d to form an internal Loss-of-Light 

(LOL) signal. In the Disconnect, Stop and 

Reconnect States the “EQUAL” function shall be 
implemented. The internal LOL signal shall be 
allowed to toggle from asserted to deasset-ted or 
vice versa only when the two filter outputs 
agree. Once the system is in the Active State, 
the “OR” function shall be implemented so that 
only one light detector is required to assert LOL 
and deactivate the laser. 

The internal LOL signals shall be used to syn- 
chronize the counters and state machines. The 
counters shall control the pulse repetition, pulse 
duration and stop times. The counters shall also 
provide the low frequency sampling clock to the 
digital filters. The state machines shall control 
the handshake algorithm implemented in the 
OFC system and independent “Laser Off” output 
lines. Each “Laser Off” output line shall inde- 
pendently be capable of disabling the laser drive 
circuits via separate control paths. 

In addition to the OFC path redundancy, caution 
shall be used in designing the LOL detector, 
state machine and laser driver blocks shown in 
figure 25. If a fault in the circuitry of one of 
these blocks has a reasonably foreseeable 
chance of causing other faults, the end result 
shall be one in which the laser is still deacti- 
vated when the link path is disrupted (i.e., 
opened). 

& filter 

fibre 

Figure 25 - Block diagram of the OFC safety redundancy 
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7 Electrical cable interface specification 

This clause defines the interfaces of the serial 

electrical signal at the interconnect receptacles. 
Each conforming electrical FC attachment shall 
be compatible with this serial electrical interface 
to allow interoperability within an FC environ- 

ment. All Fibre Channel links described in this 
clause shall operate within the BER objectives 
(IO-l*). The parameters specified in this clause 
support meeting that requirement under all con- 
ditions including the minimum input power level. 
The corresponding cable plant specifications are 
described in clause 9. 

tiple vendors supplying the technologies (both 
link transceivers and cable plants) under the tol- 
erance limits specified in the document. Greater 
link distances may be obtained by specifically 
engineering a link based on knowledge of the 
technology characteristics and the conditions 
under which the link is installed and operated. 
However, such link distance extensions are 
outside the scope of this standard. 

The user needs to take care that their use condi- 
tions at least conform to the specified conditions 
‘of the document. 

The link distance capability specified in Table 10 
* is based on insuring interoperability across mul- 

Table 10 (Page 1 of 2) - FC-0 physical links for electrical cable classes 

FC-0 IOO-TV-EL-S 50-TV-EL-S 25-TV-EL-S 12-TV-EL-S 

Units lOO-MI-EL-S SO-Ml-EL-S 25-MI-EL-S 12.MI-EL-S 

25-TP-EL-S 12-TP-EL-S 

Data Rate MB/s 100 50 25 126 

Nominal Bit Rate Mbaud 1 0625 531,25 265,625 132,812 5 

Tolerance ppm It100 +100 +100 &loo 

Operating Distance 

Video meters 25 50 75 100 

Mini-coax meters 10 15 25 35 

Twisted pair meters NA NA 50 100 

Cable impedance 

Video 

Mini-coax 

Twisted pair 

Sll@S 

(.l to 1.0 bit rate) 

Video 

Mini-coax 

Twisted pair 

n (nom.) 75 75 75 75 

R (nom.) 75 75 75 75 

R (nom.) 150 150 150 150 

dB -15 -15 -15 -15 

dB -7 -7 -7 -7 

dB NA NA -12 -12 

Transmitter (S) 

Type 

Output Voltage 

- maximum 

- minimum 

Deterministic Jitter 

Random Jitter 

Rise/Fall Time (20-80%) 

Output characteristics at the cable connector 

ECUPECL ECUPECL ECUPECL ECUPECL 

mV (P-P) 1 600 1 600 1 600 1 600 

mV (P-P) 600 600 600 600 

% (P-P) 10 10 10 10 

% (PP) 12 12 8 8 

ns (maximum) 0,4 06 12 1.8 
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r Table 10 (Page 2 of 2) - FC-0 physical links for electrical cable classes 

FC-0 lOO-TV-EL-S 

Units 100-MI-EL-S 

SO-TV-EL-S 
50-MI-EL-S 

25-TV-EL-S 
25MI-EL-S 
25-TP-EL-S 

1 P-TV-EL-S 
I2-MI-EL-S 
12-TP-EL-S 

1 Receiver (R) 1 Input characteristics at the cable connector 

Min Sensitivity (D21.5 idle mV 200 200 
* pattern) 

Maximum input voltage 

S,, (0,l to 1,0 bit rate) 

Min Discrete Connector 
Return Loss (.3MHz-1GHz) 

Video 
Mini-coax 
Twisted pair 

mV, P-P 1 600 1 600 1 600 1 600 

dB -17 -17 -17 -17 

dB 20 20 20 20 
dB 15 15 15 15 
dB NA NA 12 12 

7.1 Electrical ECL data links 

fie electrical ECL data link definitions apply to 
two styles of coaxial cable, the 75 fI video style 
coax and miniature style coaxial, and the 
Shielded Twisted Pair (STP) cable. The elec- 

-. _ -J&al characteristics of these links are defined in -- 
table IO. The video style coax and miniature . - 
c(oaxial cables are interoperable, i.e., electrically 
compatible with minor impact on link length 
capability when intermixed. The interoperability 
implies that the transmitter and receiver level 
specifications as measured in figure &cxtx. and 

defined in table 10 are presented with the 
trade-off being distance capability in an inter- 
mixed system. Other electrically compatible, 

*interoperable coaxial cables may be used to 
achieve goals of longer distance, higher fre- 
quency, or lower cost as desired in the system 
implementation provided that they are connector 
compatible. 

The STP cables are incompatible with coaxial 
cables in terms of characteristic impedance, 
mode of connection to the transceiver, and other 
electrical and mechanical parameters. A dif- 
ferent connector is specified for STP interface in 

200 200 

order to avoid user mixing of coaxial and STP 
cables. Schematics in the diagrams that follow 
are for illustration and do not represent the only 
feasible implementation. The systems below are 
to be applied only to homogenous ground 
system applications such as between devices, 
within a cabinet or rack, or between cabinets 
interconnected by a common ground return or 
ground plane. This restriction minimizes safety 
and interference concerns caused by the voltage 
differences between equipment grounds. 

The recommended interface to the STP and coax 
is via transformer or capacitive coupling. 

7.2 75 n coaxial data links 

7.2.1 ECL compatible driver 
characteristics 

The output driver is assumed to have Emitter 
Coupled Logic (ECL) output levels. The output 
driver shall have output levels, measured at the 
input to the coax (point S), as shown in table 10, 
when terminated as shown in figure 28. Meas- 
urements are to be made using an oscilloscope 

lx 750 
COAX 

NEMlORK 
TY 

Figure 27 - FC-0 with 75R coaxial cable 
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whose bandwidth including probes is at least 1,8 

times the baud rate. 
1ty1, 

0 b 0 S 

TX. --c< + 
TRANSMIT 
NETWORK 

3 

750 

TY << - 

F 

Figure 28 - Coaxial transmitter test circuit 

The normalized mask of the transmitter eye 
diagram is given in figure 29. The transmitter 
output is specified in table 11. 

z 

Table 11 - Transmitter eye diagram mask 

Rates I Xl I x2 I Yi 

7.2.2 ECL compatible receiver 
characteristics 

At the receiver end the cable is terminated by an 
equivalent impedance of 75 I2 

An optional equalizer network corrects for timing 
loss variations due to the differences in propa- 
gation delay time between higher frequency 
components as well as attenuation loss of the 
transmitted signal. An equalizer design should 
have fixed values and need no adjustment rela- 
tive to coaxial line length or levels. 

A more detailed discussion of the equalizer is 
found in annex F.8. 

The receiver shall operate within the BER objec- 
tive (10-12) when a coaxial data link is driven by 
a transmitter meeting the requirements defined 

in table IO. 

The receiver characteristics of minimum sensi- 
tivity and coaxial data link characteristics of 

maximum path penalty, S,, of the receiver, and 
minimum discrete connector return loss are 
specified in table IO. 

- 0 xl x2 l-x2 l-xl 
.Normalized Time 

Figure 29 - Transmitter eye diagram mask 

7.2.3 Coaxial cable characteristics 

1 

The 75Q coaxial data links may be intercon- 
nected using either video or miniature coax 
depending on the performance and distance 
required for a specific application. 

The coaxial cables are to be grounded only on 
the transmitter end as shown in figure 27. 

7.2.4 Coaxial connectors 

7.2.4.1 Connectors for video style coaxial cable 

The video style coaxial cable data links are con- 
nected using industry standard 758 BNC and 
TNC type connectors as shown in figure 27. The 
electrical performance of the 75Q BNC and TNC 
connectors shall be compatible with video style 
connectors specified by EIA-403-A. The mechan- 
ical compatibility for BNC type (bayonet lock 
coupling) connectors is defined by MIL-C 39012 
which intermates with comparable BNC UG/U 
connectors. 

The mechanical compatibility for TNC type 
(threaded coupling) connectors is defined by 
MIL-C 23329 which intermates with comparable 
TNC UG/U connectors. Primary use of the video 
style coaxial cable is for interconnection of cabi- 

nets. 
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SHIELDED TWISTED 
PAIR ZO=1500 
.._--.- ._._ - _..__. --- 

4 

TX - RX 

TNREATk%‘KT NETWORK 

TY- - RY 
A 

- = F 

Figure 30 - The STP link 

These two connector types (BNC and TNC) are 
specified to provide polarization to prevent the 
incorrect connection or transmitter-to-transmitter 
or receiver-to-receiver. The transmitting end of 
such a cable shall be implemented with a male 
BNC type connector and the receiving end shall 
be implemented with a male TNC type con- 
nector. The transmitter and receiver shall be 

7.3 150R shielded twisted pair data 
link 

- -_plemented using female BNC and TNC type 
- connectors respectively. 

.+Y- 

This data link is based on the existing “Type 1” 
and “Type 2” 15OQ STP cable as defined in 
EIA/TIA 568. This data link is intended for use 
only at the lower data rates of 133 Mbaud and 
266 Mbaud. One cable contains two twisted 
pairs, one pair makes the transmitting medium. 
The other pair makes the receiving medium. 

7.2.4.2 Connectors for miniature style coaxial 
cable 

The miniature style coaxial cable data links are 
connected using a 75Q miniature coax connector 
with an optional shield (see figure 27) that inter- 
faces with industry standard headers with 0,64 
mm (0,025 in) square posts on 2,54 mm (0,100 in) 
spacing. Primary application of the miniature 
coaxial cable is intended be for interconnection 
within a cabinet. 

Due to cost reasons, these connectors are not 
entirely shielded and leakage of RFI will occur. A 
shielded cabinet and leakage control techniques 
such as ferrite beads or lossy tubing is recom- 
mended for compliance with EMC standards 
even with double shielded miniature coax (refer 
to annex F.4). 

The twisted pair shall be connected to the trans- 
mitter differential outputs and to the receiver’s 
differential inputs inputs. The cable shield shall 
be grounded at both ends (see figure 30). 

7.3.1 ECL compatible driver 
characteristics 

The driver characteristics are based on ECL 
output specifications. The driver shall have 
complementary ECL outputs. The output signal 
is characterized and tested as in figure 31. The 
STP link shall comply with the normalized masks 
in table 11, and figure 29 at 133 Mbaud and 266 
Mbaud. 

Figure 31 - STP cable transmitter test points 
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7.3.2 ECL compatible receiver 
characteristics 

At the receiver end the cable is terminated by an 
equivalent impedance of ISOQ. An equalizer 

network may be used in order to compensate for 
1 cable response and to gain distance by 

improving the S/N ratio at the data recovery 
circuit input. The input circuit is ECL compatible 
and should be compatible with the specifications 
in table 10. 

The connector pin assignments are shown in 

figure 32. 

1 = Transmit + 

6 = Transmit - 

5 = Receive + 

9 = Receive - 

Shell = Cable Shield 

7.3.3 STP connector 
n---_-_-_-_-_-_------r 

The connector for STP is the g-pin shielded “D” 
connector conforming to MIL-C-24308. The plug 
(male) half of the connector shall be mounted on 

.-the cable. One connector is required to connect 
both transmitting and receiving shielded twisted 
pairs at one node. 

T 

R 

Figure 32 - Connector for shielded twisted pair 

-- 
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8 Optical fibre cable plant specification 

8.1 SM cable plant specification 

This sub-clause specifies a single-mode cable 
plant (see 3.1.17 for definition) for the Fibre 
Channel data rates of 266, 531 and 1 063 Mbaud 
at their rated distances of 2km and 10 km. 

The cable plant is generally insensitive to data 
rate and therefore any installed portions of the 
cable plant may be used at any data rate (see 
table 12). 

Table 12 - Single-mode cable plant 

8.1.1 Optical fibre type 

The optical fibre shall conform to EWTIA 
492BAAA. 

8.1.2 Cable plant loss budget I Data Rate I 25M Blsec I 12MBlsec 

The loss budget for single-mode fibre shall be no 
greater than specified in table 12. These limits 
were arrived at by taking the difference between 
the minimum transmitter output power and the 
receiver sensitivity and subtracting 2dB to 
account for the dispersion and reflection link 
penalties. See annex E.3 for cable plant exam- 
ples. 

The loss of the cable plant shall be verified by 
the methods of OFSTP-7. 

There are no requirements for fixed attenuators 
in the single-mode classes. All receivers and 
transmitters, of a given data rate, may intercom- 
municate without operability limit as long as the 
distance requirement of the shorter class is not 
exceeded. 

8.1.3 Optical return loss 

The cable plant optical return loss, with the 
receiver connected, shall be greater than or 
equal to 12dB. This is required to keep the 
reflection penalty under control. The receiver 
shall have a return loss greater than or equal to 
one glass air interface. 

Connectors and splices shall each have a return 
loss greater than 26dB as measured by the 
methods of FOTP-107. 

8.2 MM 62,Sym Cable plant 
specification 

The 62,5pm Cable plant is the preferred cable 
plant for the 1 300nm LED based components. 
The short wavelength 780nm CD laser can also 
be used on the 62,5pm cable plant with some 
limited distance restrictions. See annex C and 
annex E. 

I Table 13 - 62,5pm multimode cable plant 

I FC-0 I 25M6-LE-I I 12-M6-LE-I 

Operating 
Range 

Loss Budget 

2m-1,5km 2m-1,5km 

6dB 6dB 

8.2.1 Optical fibre type 

The optical fibre shall conform to EWTIA - 
492AAAA. 
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Table 14 - 62,5pm fibre type 

~ 

I 0,275 1 

8.2.2 Modal Bandwidth 

The following normalized bandwidth values are 
based on a nominal source wavelength of 850nm 
and 1 300nm (see table 15). 

- - 

e- 

Table 15 - 62,5pm multimode bandwidth 

Wavelength Modal band- Test per 

width 

(-3dB optical 

min) 

850nm lGOMHz*km FOTP-30 or 

FOTP-51 with 

FOTP-54 

1 300nm EiOOMHz*km FOTP30 or 

FOTP-51 with 

FOTP-54 

Note - Some users may wish to install higher modal 

bandwidth fibre to facilitate future use of the cable 

plant for higher bandwidth applications. For shorter 

* djstances, a lower bandwidth fibre may be substituted 

provided the performance requirements are met. 

8.2.3 Cable plant loss budget 

The loss budget for the multimode fibre cable 
plant shall be no greater than specified in table 
13. These limits were arrived at by taking the 
difference between the minimum transmitter 
output power and the receiver sensitivity. The 
limits include the losses of the fiber and other 
components in the link such as splices and con- 
nectors. The connectors at the ends of the links 
are included in the transmitter and receiver 
specifications and not in the cable plant limit. 

In some cases the modal dispersion limit may 
be reached in an installation before the installa- 
tion loss limit of table 13. See annex E.4 for 

examples. 

ANSI X3.230-1994 

Conformance to the loss budget requirements 

shall be verified by means of OFSTP-14. 

8.2.4 Optical return loss 

The cable plant optical return loss, with the 
receiver connected, shall be greater than or 
equal to 12dB. This is required to keep the 
reflection penalty under control. The receiver 
shall have a return loss greater than or equal to 
one glass air interface. 

Connectors and splices shall each have a return 
loss greater than 20dB. 

8.2.5 Optical fibre chromatic dispersion 
parameters 

The effects of chromatic dispersion on total 
system bandwidth shall be considered. For 
1 300nm LED sources, this effect may be signif- 
icant due to their relatively wide spectral width 
(see table 9 and figure 26). For 780nm lasers, 
this effect is less significant due to their very 
narrow spectral width (see table 9). 

8.3 MM 50pm cable plant 

specification 

The 50pm cable plant is the preferred cable 
plant for the 780nm short wavelength CD laser. 
The long wave length 1 300nm LED based com- 
ponents may also be used on the 50pm cable 
plant with some distance restrictions. See 
annex C and annex E. 

8.3.1 Optical fibre type 

The 50pm optical fibre shall meet the require- 
ments in tables 16, 17, and 18. 
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Table 17 - sO/lm fibre type 

Nominal Core Cladding Nominal 
Diameter Diameter Numerical 
FOTP-58 FOTP-45 8 Aperture 

FOTP-176 or FOTP-177 
FOTP-48 

50flm 125pm 0,20 

8.3.2 Modal Bandwidth 

The following normalized bandwidth values are 
based on a nominal source wavelength of 850 

and 1 300nm (see table 18). 

Table 18 - 5Oprn multimode bandwidth 

Wavelength Modal band- Test per 
= width 

(-3d8 optical 
min) 

850nm 5OOMHz”km FOTP30 or 
FOTP-51 with 

-. . -- FOTP-54 

- 1 300nm SOOMHz*km FOTP30 or 
-S- FOTP-51 with 

FOTP-54 

NOTE - The bandwidth shown in the table meets the 
performance requirements for 780nm laser operation. 

8.3.3 Cable plant loss budget 

The loss budget for the 50pm multimode fibre 
cable plant shall be no greater than specified in 
table 16. These limits were arrived at by taking 
the difference between the minimum transmitter 
output power and the receiver sensitivity. This 
includes the losses of the fiber and other compo- 
nents in the link such as splices and connectors. 
The connectors at the ends of the links are 

included in the transmitter and receiver specifi- 
cations and not in the cable plant limit. 

In some cases the modal dispersion limit may 
be reached in an installation before the installa- 
tion loss limit of table 16. See annex E.4 for 

examples. 

The loss of the cable plant shall be verified by 
the methods of OFSTP-14. 

8.3.4 Optical return loss 

The cable plant optical return loss, with the 
receiver connected, shall be greater than or 
equal to 12dB. This is required to keep the 
reflection penalty under control. The receiver 
shall have a return loss greater than or equal to 
one glass air interface. 

Connectors and splices 
loss greater than 20dB. 

shall each have a return 

8.3.5 Optical fibre chromatic dispersion 
parameters 

The effects of chromatic dispersion for 50pm 
multimode fibres are similar to 62.5pm multi- 
mode fibres. Therefore, refer to 8.2.5 for dis- 
cussion on their effects. 

8.4 Connectors and splices 

Connectors and splices of any nature are 
allowed inside the cable plant as long as the 
resulting loss conforms to the optical budget of 
this standard. The number and quality of con- 
nections represent a design trade-off outside the 
scope of this document. 
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9 Electrical cable plant specification 

-J 

I 

This clause defines the link requirements for a 

Fibre Channel electrical cable plant. 

9.1 Video Cable Plant Specification 

This subclause specifies a video style coaxial 
cable plant which is capable of communication 
at distances and data rates specified in Table 19. 
The cable plant is generally insensitive to data 
rate and therefore any installed portions of the 
cable plant may be used at any data rate 

9.1 .I Video Coax Type 

The coax shall conform to RG 6/U type or RG 
59/U type coaxial cable specifications. 

9.1.2 Discrete Connector Return Loss 

The minimum return loss from connectors with 
the receivers connected shall be greater than 20 
dB. This is required to keep the reflections from 
distorting the transmitted signal. 

9.2 Miniature Coax Cable Plant 
Specification 

This subclause specifies a miniature coaxial 
cable plant which is capable of communication 
at distances and data rates as specified in Table 
20 . The cable plant is generally insensitive to 
data rate and therefore any installed portions of 
the cable plant may be used at any data rate 

Table 20 - Miniature style coaxial cable 
plant 

Subclause 

Distance 

7.2 7.2 7.2 7.2 

m O-IO o-15 o-25 o-35 

Attenuation ~t~alt baud 1 dEGn~ (A62 / 046 / 0.31 / 021 

Connector 
Related 
Loss 

) “,/ 0.5 j 03 1 025 / 025 

9.2.1 Miniature Coax Type 

The coax shall conform to 
coaxial cable specifications. 

RG 179B/U type 

9.2.2 Discrete Connector Return Loss 

The minimum return loss from connectors with 
the receivers connected shall be greater than 20 
dB. This is required to keep the reflections from 
distorting the transmitted signal. 

9.3 Video and Miniature Coax 
Interoperability 

A specific goal of the coaxial cable plant is to 
allow interoperability with restricted lengths of 
miniature coax cable and video style coax. For 
example, as long as the miniature coax cable is 
less than 2 m in length at each end of two cabi- 
nets, the full 50 m capability of the video style 
coax should be achievable for cabinet intercon- 
nections. 

Especially at transmission rates of 531 Mbaud or 
greater, particular attention must be given to the 
transition between miniature coax and video 
style coax. An example of the greater care is 
the use of microstrip lines of proper impedance. 
No more than four miniature coaxial connectors 
should be present from the ECL transmitter to 

the receiver of the data link. 
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Careful attention to details as noted above 

should allow the system designer to construct a 

low-cost and yet high performance system 
capable of reliable error rate performance. The 
coaxial data link will meet the requirements of 
many shorter distance Fibre Channel applica- 

tions. 

9.4 Shielded Twisted Pair Cable 
Plant Specification 

This subclause specifies an STP cable plant 
which is capable of communication at frequency 
dependent distances as shown in table 21. 

Table 21 - STP style cable pla 

FC-0 

Subclause 

Distance 

Attenuation 
@ half baud 
rate 

Connector 
Related 
Loss 

25- 
TP- 
EL- 
S 

I 7.3 

m 1 O-50 

dB/m 0,138 

dBl 
corm 

0,25 

12- 
TP- 
EL- 
S 

7.3 

o-1 00 

0,092 

0,15 

The STP cable shall conform to EWTIA 568 (see 
clause 2). 

‘I 

-- 
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10 Optical Interface Connector Specification 

The primary function of the optical interface con- 
nector is to align the optical transmission fibre 

mechanically to an optical port on a component 
1 such as a receiver or a transmitter. 

Note in this clause and figures only unique Fibre 
Channel Duplex dimensions are provided. All 
others are in the referenced JIS-C-5973 standard. 

The objective of this clause is to specify the con- 

nectar and interfaces sufficiently to insure the 
following: 

- Both Mechanical and Optical Performance 

- lntermatability 

- To allow the maximum supplier flexibility. 

-- - - 
- 

rl- 

u 10.2 f 0.1 

t SM ONLY 

IZE TO FIT FERXl_E 

(2 SURFACES)]0 lo,21 

L SIZE TO FIT FEWU_E 
[a 100. 10 IF@ tE@ 1 

I \ 
L SM ONLY 1 

I 

A / I 
OPTICAL - ’ 
PLANE 

Figure 33 - Duplex Receptacle 
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10.1 .I Relationship to other standard 
connectors 

The optical interface connector shall dimen- 
sionally conform to the industry standard type 

SC connector documented in JIS-C-5973, as it 
relates to intermatability, unless otherwise spec- 
ified. 

10.1.2 Testing Recommendations 

Supporting test information is contained in annex 
G. 

10.2 Optical receptacle 

Figure 33 dimensionally specifies the receptacle 
of the optical interface connector. 
‘. 

Single mode keying 
As a safety feature for laser operation the optical 
interface contains keying features to prevent 

-. . rpmpfete insertion of a multimode plug into a 
- - single mode receptacle. This is accomplished by . - 

r$rrowing the key protrusion on the plug and the 

w 

SM TX 

SINGLE 

OPTICAL PLANE 

ONLY 
MODE KEYS 

key notch. The receptacle keying dimensions 

are specified in figure 34. The dimensions for the 

single mode key shall take precedence over the 
key dimensions of the standard referenced in 
clause 10.1.1. 

10.3 Optical Plug 

Figure 35 on page 61 dimensionally specifies 
the male plug of the optical interface connector. 

The two simplex plugs may be connected in a 
resilient manner to allow relative movement. 
However it is recognized that a possible means 
of accomplishing this will include the attachment 
of a holding or clamping mechanism between 
two simplex plugs. Such arrangements will of 
necessity increase the physical size of the indi- 
vidual plugs above the attachment point and 
present the possibility of mechanical interfer- 
ence with objects in the vicinity of the recep- 
tacle. An example of such an object would be a 
cover panel where it is desired to keep the 
cutout as small as 
leakage. 

possible to minimize radiation 

OPTICAL PLANE 

MULTI-MODE KEYS 

Figure 34 - Receptacle Single Mode Keying Requirements 
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_I 

. - 

.u- 

^ 

I I 
I SM I 
I I 

23 MAX. 

III! 
36 MIN. SM 
(BODY ONLY) 

I 

I MM I 
I 

i 
12.5 MIN. 

I 
i 

0 0 JLL 
23 MIN. MM 
(BODY ONLY) 

f@z ---- ---- P 
9:9 MAX. 

Figure ‘35 - Optical Plug Dimensional Requirements 

In order to provide for this situation the plug 

shall not exceed the dimensions of the simplex 

plug for a distance of 12,5mm (measured from 

the end of the connector housing) and the inter- 

face connector plug shall fit through an opening 

of 23,Omm by 9,9mm located greater than 12,s 

mm from the mechanical seating plane. 

Warning: In the design of a duplex plug 

assembly, great care must be taken to ensure 

pluggability with the receptacle. The ferrule to 

its grip body float to be a minimum of 0,2mm 

(0,lmm radial) for each connector, and one con- 

nector grip body to another connector grip body 

float to be a minimum of 0,9mm (0,45mm radial) 

for each connector. These floats are required 

for interoperability. 

10.3.1 Ferrule 

The ferrule diameter dimensions are specified in 

figure 36 for both the multimode and single 

mode ferrules. 

CPTICAL REFERENCE 
[I_ PLANE 

-+-/a IO. 020-O. 040@ IA 1 
0.05R -d 

02.499fO,OOOS SINGLE MODE 
02.4985*0.0015 MULTI-MOUE 

I-A_I 

Figure 36 - Ferrule Dimensional Requirements 

The ferrule end shall seat to 

ence plane with a static force 

to 13,1N maximum per ferrule. 

the optical refer- 

of 6,7N minimum 
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10.3.2 Single mode keying 

As a safety feature for laser operation the optical 
interface connector contains keying features to 
prevent inadvertent insertion of a multimode 

plug into a single mode receptacle. This is 
accomplished by narrowing the key protrusion 
on the plug and the key notch. The plug keying 
dimensions are specified in figure 37. The 
dimensions for the single mode key shall take 
precedence over the key dimensions of the 
standard referenced in 10.1.1. 

^ . -- - - 
. - 

rf- 

SINGLE MODE 

r 11 
1 

bd 0 0 

MULT I -MODE 

Figure 37 - Plug Single Mode Keying Require- 
ments 
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11 FC-1 8B/lOB Transmission Code 

Information to be transmitted over a Fibre shall 
be encoded eight bits at a time into a IO-bit 
Transmission Character and then sent serially 
by bit. Information received over a Fibre shall 
be collected ten bits at, a time, and those Trans- 
mission Characters that are used for data, called 
Data Characters, shall be decoded into the 
correct eight-bit codes. The IO-bit Transmission 
Code supports all 256 eight-bit combinations. 
Some of the remaining Transmission Characters, 
referred to as Special Characters, are used for 
functions which are to be distinguishable from 
the contents of a frame. 

NOTES 

1 The following definition of the lo-bit Transmission 

Code is based on (and is in basic agreement with) 

Widmer, 1983 Cl1 and Franasak, 1984 PI. Both of 
these references describe the same IO-bit trans- 

_ _ --mission code. 

_ - 
,+,2 The primary rationale for use of a Transmission 

Code is to improve the transmission characteristics of 

information to be transferred across a Fibre. The 
encodings defined by the Transmission Code ensure 

that sufficient transitions are present in the serial bit 

stream to make clock recovery possible at the 

receiver. Such encoding also greatly increases the 

likelihood of detecting any single or multiple bit errors 

_ that may occur during transmission and reception of 

itiformation. In addition, some of the Special Charac- 

ters of the Transmission Code contain a distinct and 

easily recognizable bit pattern (a Comma) which 

assists a receiver in achieving word alignment on the 

incoming bit stream. 

11 .I Notation conventions 

FC-1 uses letter notation for describing informa- 

tlon bits and control variables. Such notation 
differs from the bit notation specified by the 
remainder of this standard (see 3.2). The fol- 
lowing text describes the translation process 
between these notations and provides a trans- 
lation example. It also describes the con- 
ventions used to name valid Transmission 
Characters. This text is provided for the pur- 
poses of terminology clarification only and is not 

intended to restrict the implementation of FC-1 

functions in any way. 

An unencoded FC-1 information byte is com- 
posed of eight information bits A,B,C,D,E,F,G,H 
and the control variable Z. This information is 
encoded by FC-1 into the bits a,b,c,d,e,i,f,g,h,j of 
a IO-bit Transmission Character. 

An information bit contains either a binary zero 
or a binary one. A control variable has either 
the value D or the value K. When the control 
variable associated with an unencoded FC-1 
information byte contains the value D, that byte 
is referred to as a Valid Data Byte. When the 
control variable associated with an unencoded 
FC-1 information byte contains the value K, that 
byte is referred to as a Special Code. 

The information bit labeled A corresponds to bit 
0 in the numbering scheme of the FC-2 specifica- 
tion, B corresponds to bit 1, and so on, as shown 
in figure 38. The control variable is typically not 
specified by FC-2. When the control variable is 
not specified by FC-2, FC-1 assumes its value to 
be D (data). 

FC-2 bit control 
notation: 7 6 5 4 3 2 1 0 variable 

FC-1 unencoded 
bit notation: HGFEDCBA Z 

Figure 38 - Bit designations 

Each valid Transmission Character has been 
given a name using the following convention: 
Zxx.y, where Z is the control variable of the 
unencoded FC-i information byte, xx is ihe 

decimal value of the binary number composed of 
the bits E, D, C, B, and A of the unencoded FC-1 
information byte in that order, and y is the 
decimal value of the binary number composed of 
the bits H, G, and F of the unencoded FC-1 infor- 
mation byte in that order. The value of Z is used 
to indicate whether the Transmission Character 
is a Data Character (Z = D) or a Special Char- 
acter (Z = K). 
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Figure 39 shows the conversion from FC-2 byte Characters within Ordered Sets (as specified by 
notation to the FC-1 Transmission Character 11.4) shall be transmitted sequentially beginning 
naming convention described above. with the Special Character. used to distinguish 

the Ordered Set (e.g., K28.5) and proceeding 
character by character from left to right within 

FC-2 byte notation: hex ‘BC’ -- Special the definition of the Ordered Set until all charac- 
Code ters of the Ordered Set are transmitted. 

FC-2 bit notation: 7654 3210 control 
--- 

1011 1100 K 

FC-1 unencoded 
bit notation: 

HGF EDCBA Z 
-- - 

101 11100 K 

FC-1 unencoded bit notation Z EDCBA HGF 
reordered to conform with - - - 
Zxx.y naming convention: K 11100 101 

‘7C-1 Transmission 
Character name: K 28 .5 

Figure 39 - Conversion example 
-. _ -- 

_ N_OTE - Most Kxx.y combinations do not result in valid 

Transmission Characters within the 8B/lOB Trans- 

&&ion Code. Only those combinations which result 

in Special Characters as specified by table 23 are 

considered valid. 

11.2 Character encoding and 
decoding 

ihe * following information describes how the 

tables shall be used for both generating valid 
Transmission Characters (encoding) and 
checking the validity of received Transmission 
Characters (decoding). It also specifies the 
ordering rules to be followed when transmitting 
the bits within a character and the characters 
within the higher-level constructs specified by 
the document (i.e., Ordered Sets and frames). 

11.2.1 Transmission order , 

Within the definition of the 8B/lOB Transmission 
Code, the bit positions of the Transmission Char- 
acters are labeled a,b,c,d,e,i,f,g,h, and j. Bit “a” 
shall be transmitted first, followed by bits “b,” 

“C,” 
“d,” “e,” “i,” “f,” “g,” “h,” and ,‘j,,, in 

that order (note that bit “i” shall be transmitted 
between bit “e” and bit “f,” rather than in the 

order that would be indicated by the letters of 
the alphabet). 

The contents of a frame (as specified in clause 
17) shall be transmitted sequentially beginning 
with the Ordered Set used to denote the start of 
frame (the SOF delimiter) and proceeding char- 
acter by character from left to right within the 
definition of the frame until the Ordered Set used 
to denote the end of frame (the EOF delimiter) is 
transmitted. 

11.2.2 Valid and invalid Transmission 
Characters 

Tables 22 and 23 define the valid Data Charac- 
ters and valid Special Characters (K characters), 
respectively. These tables shall be used for 
both generating valid Transmission Characters 
(encoding) and checking the validity of received 
Transmission Characters (decoding). In the 
tables, each Valid-Data-Byte or Special-Code 
entry has two columns that represent two (not 
necessarily different) Transmission Characters. 
The two columns correspond to the current 
value of the Running Disparity (“Current RD -‘I 
or “Current RD +‘I). Running Disparity is a 
binary parameter with either the value negative 
(-) or the value positive (-I-). 

After powering on or exiting diagnostic mode, 
the transmitter shall assume the negative value 
for its initial Running Disparity. Upon trans- 
mission of any Transmission Character, the 
transmitter shall calculate a new value for its 
Running Disparity based on the contents of the 
transmitted character. 

After powering on or exiting diagnostic mode, 
the receiver should assume either the positive 
or negative value for its initial Running Disparity. 
Upon reception of any Transmission Character, 
the receiver shall determine whether the Trans- 
mission Character is valid or invalid according to 
the following rules and tables and shall calculate 
a new value for its Running Disparity based on 
the contents of the received character. 

The following rules for Running Disparity shall 
be used to calculate the new Running Disparity 
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value for Transmission Characters that have 

been transmitted (transmitter’s Running Dis- 
parity) and that have been received (receiver’s 
Running Disparity). 

Running Disparity for a Transmission Character 
shall be calculated on the basis of sub-blocks, 
where the first six bits (abcdei) form one sub- 
block (six-bit sub-block) and the second four bits 
(fghj) form the other sub-block (four-bit sub- 
block). Running Disparity at the beginning of the 
six-bit sub-block is the Running Disparity at the 
end of the last Transmission Character. Running 
Disparity at the beginning of the four-bit sub- 
block is the Running Disparity at the end of the 
six-bit sub-block. Running Disparity at the end 
of the Transmission Character is the Running 
Disparity at the end of the four-bit sub-block. 

‘* 

11.2.2.1 Use of the tables for generating 
Transmission Characters 

The appropriate entry in the table shall be found 
for the Valid Data Byte or Special Code for which 
a Transmission Character is to be generated 
(encoded). The current value of the transmitter’s 
Running Disparity shall be used to select the 
Transmission Character from its corresponding 
column. For each Transmission Character trans- 
mitted, a new value of the Running Disparity 
shall be calculated. This new value shall be 
used as the transmitter’s Current Running Dis- 
parity for the next Valid Data Byte or Special 
Code to be encoded and transmitted. 

Running Disparity for the sub-blocks shall be cal- 
culated as follows: 

11.2.2.2 Use of the tables for checking 

- Running Disparity at the end of any sub- the validity of received Transmission Characters 

-- -- block is positive if the sub-block contains 
. - more ones than zeros. It is also positive at 

e- the end of the six-bit sub-block if the six-bit 
sub-block is 000111, and it is positive at the 
end of the four-bit sub-block if the four-bit sub- 
block is 0011. 

- Running Disparity at the end of any sub- 
block is negative if the sub-block contains 
more zeros than ones. It is also negative at 

* 
‘the end of the six-bit sub-block if the six-bit 
sub-block is 111000, and it is negative at the 
end of the four-bit sub-block if the four-bit sub- 
block is 1100. 

- Otherwise, Running Disparity at the end of 
the sub-block is the same as at the beginning 
of the sub-block. 

The column corresponding to the current value 
of the receiver’s Running Disparity shall be 
searched for the received Transmission Char- 
acter. If the received Transmission Character is 
found in the proper column, then the Trans- 
mission Character shall be considered valid and 
the associated data byte or Special Code deter- 
mined (decoded). If the received Transmission 
Character is not found in that column, then the 
Transmission Character shall be considered 
invalid and a Code Violation detected and 
reported to its associated port. Independent of 
the Transmission Character’s validity, the 
received Transmission Character shall be used 
to calculate a new value of Running Disparity. 
This new value shall be used as the receiver’s 
Current Running Disparity for the next received 
Transmission Character. NOTE - All sub-blocks with equal numbers of zeros 

and ones are disparity neutral. In order to limit the 

run length of O’s or l’s between sub-blocks, the 

8B/lOB transmission code rules specify that sub- 

blocks encoded as 000111 or 0011 are generated only 

when the Running Disparity at the beginning of the 

sub-block is positive; thus, Running Disparity at the 

end of these sub-blocks will also be positive. Like- 

wise, sub-blocks containing 111000 or 1100 are gener- 

ated only when the Running Disparity at the beginning 

of the sub-block is negative; thus, Running Disparity 

at the end of these sub-blocks will also be negative. 

NOTE - Detection of a Code Violation does not neces- 

sarily indicate that the Transmission Character in 

which the Code Violation was detected is in error. 

Code Violations may result from a prior error which 

altered the Running Disparity of the bit stream but 

which did not result in a detectable error at the Trans- 

mission Character in which the error occurred. The 

example shown in figure 40 exhibits this behavior: 
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Transmitted bi 

Decoded character stream - 1 

‘Figure 40 - Delayed Code Violation example 

. _ 
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Table 22 (Page 1 of 3) - Valid Data Characters 

Data Current RD - Current RD + Data Current RD - Current RD -I 

Byte 
Bits Bits 

Name HGFEDCBA abcdei fghj abcdei fghj 
Byte Name HGFEDCBA abcdei fghj abcdei fghj 

DO.0 000 00000 100111 0100 011000 1011 D16.1 001 10000 011011 1001 100100 1001 
D1.O 000 00001 011101 0100 100010 1011 D17.1 001 10001 100011 1001 100011 1001 
D2.0 000 00010 101101 0100 010010 1011 D18.1 001 10010 010011 1001 010011 1001 
D3.0 000 00011 110001 1011 110001 0100 D19.1 001 10011 110010 1001 110010 1001 
D4.0 000 00100 110101 0100 001010 1011 D20.1 001 10100 001011 1001 001011 1001 
D5.0 000 00101 101001 1011 101001 0100 D21.1 001 10101 1010101001 101010 1001 
D6.0 000 00110 011001 1011 011001 0100 D22.1 001 10110 011010 1001 011010 1001 
D7.0 000 00111 111000 1011 000111 0100 D23.1 001 10111 1110101001 000101 1001 
D8.0 000 01000 111001 0100 000110 1011 D24.1 001 11000 110011 1001 001100 1001 
D9.0 000 01001 100101 1011 100101 0100 D25.1 001 11001 100110 1001 100110 1001 
D1O.O 000 01010 010101 1011 010101 0100 D26.1 001 11010 010110 1001 010110 1001 
D1l.O 00001011 110100 1011 110100 0100 D27.1 001 11011 110110 1001 001001 1001 
D12.0 000 01100 001101 1011 001101 0100 028.1 001 11100 001110 1001 001110 1001 
013.0 000 01101 101100 1011 101100 0100 D29.1 001 11101 101110 1001 010001 1001 
D14.0 000 01110 011100 1011 0111000100 D30.1 001 11110 011110 1001 100001 1001 
D15.0 000 01111 010111 0100 101000 1011 D31.1 001 11111 101011 1001 010100 1001 
D16.0 000 10000 011011 0100 100100 1011 DO.2 010 00000 100111 0101 011000 0101 
D17.0 000 10001 100011 1011 100011 0100 D1.2 010 00001 011101 0101 100010 0101 
D18.0 000 10010 010011 1011 010011 0100 D2.2 010 00010 101101 0101 010010 0101 
D19.0 000 10011 110010 1011 110010 0100 D3.2 010 00011 110001 0101 110001 0101 
D20.0 000 10100 001011 1011 001011 0100 D4.2 010 00100 110101 0101 001010 0101 
D21.0 000 10101 101010 1011 101010 0100 D5.2 010 00101 101001 0101 101001 0101 
D22.0 000 10110 011010 1011 011010 0100 D6.2 010 00110 011001 0101 011001 0101 
D23.0 000 10111 111010 0100 000101 1011 D7.2 010 00111 111000 0101 000111 0101 
D24.0 000 11000 110011 0100 001100 1011 D8.2 010 01000 111001 0101 000110 0101 
D25.0 000 11001 100110 1011 100110 0100 D9.2 010 01001 100101 0101 100101 0101 
D26.0 000 11010 010110 1011 010110 0100 D10.2 010 01010 010101 0101 010101 0101 
D27.0 000 11011 110110 0100 001001 1011 D11.2 010 01011 110100 0101 110100 0101 
D28.0 000 11100 001110 1011 0011100100 D12.2 010 01100 001101 0101 001101 0101 
D29.0 000 11101 101110 0100 010001 1011 D13.2 010 01101 101100 0101 101100 0101 
D30.0 000 11110 011110 0100 100001 1011 D14.2 010 01110 0111000101 011100 0101 
D31.0 000 11111 101011 0100 010100 1011 D15.2 010 01111 010111 0101 101000 0101 
DO.1 001 00000 100111 1001 011000 1001 D16.2 010 10000 011011 0101 100100 0101 
D1.l 001 00001 011101 1001 100010 1001 D17.2 010 10001 100011 0101 100011 0101 
D2.1 001 00010 101101 1001 010010 1001 D18.2 010 10010 010011 0101 010011 0101 
03.1 001 00011 110001 1001 110001 1001 D19.2 010 10011 110010 0101 110010 0101 
D4.1 001 00100 110101 1001 001010 1001 D20.2 010 10100 001011 0101 001011 0101 
D5.1 001 00101 101001 1001 101001 1001 D21.2 010 10101 101010 0101 101010 0101 
D6.1 001 00110 011001 1001 011001 1001 D22.2 010 10110 011010 0101 011010 0101 
D7.1 001 00111 111000 1001 000111 1001 D23.2 010 10111 111010 0101 000101 0101 
D8.1 001 01000 111001 1001 000110 1001 024.2 010 11000 110011 0101 001100 0101 
D9.1 001 01001 100101 1001 100101 1001 D25.2 010 11001 1001100101 100110 0101 
D1O.l 001 01010 010101 1001 010101 1001 D26.2 010 11010 010110 0101 010110 0101 
D1l.l 001 01011 110100 1001 110100 1001 D27.2 010 11011 110110 0101 001001 0101 
D12.1 001 01100 001101 1001 001101 1001 D28.2 010 11100 001110 0101 001110 0101 
D13.1 001 01101 101100 1001 101100 1001 029.2 010 11101 101110 0101 010001 0101 
D14.1 001 01110 011100 1001 011100 1001 D30.2 010 11110 011110 0101 100001 0101 
D15.1 001 01111 010111 1001 101000 1001 D31.2 010 11111 101011 0101 010100 0101 
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- - 

Table 22 (Page 2 of 3) - Valid Data Characters 

Data 
Bits 

Current RD - Current RD + Data 
Bits 

Current RD - Current RD i 

Byte Name HGF EDCBA abcdei fghj abcdei fghj 
Byte Name HGF EDCBA abcdei fghj abcdei fghj 

DO.3 011 00000 100111 0011 011000 1100 D16.4 100 10000 011011 0010 100100 1101 

Dl.3 011 00001 011101 0011 100010 1100 D17.4 100 10001 100011 1101 100011 0010 

.D2.3 011 00010 101101 0011 010010 1100 D18.4 100 10010 010011 1101 010011 0010 

D3.3 011 00011 110001 1100 110001 0011 D19.4 100 10011 110010 1101 1100100010 

D4.3 011 00100 110101 0011 001010 1100 D20.4 100 10100 001011 1101 001011 0010 

D5.3 011 00101 101001 1100 101001 0011 021.4 100 10101 101010 1101 1010100010 

D6.3 011 00110 011001 1100 011001 0011 D22.4 100 10110 011010 1101 011010 0010 

D7.3 011 00111 111000 1100 000111 0011 D23.4 100 10111 111010 0010 000101 1101 

D8.3 011 01000 111001 0011 000110 1100 D24.4 100 11000 110011 0010 0011001101 

D9.3 011 01001 100101 1100 100101 0011 D25.4 100 11001 100110 1101 100110 0010 

D10.3 011 01010 010101 1100 010101 0011 026.4 100 11010 010110 1101 0101100010 

Dll.3 011 01011 110100 1100 1101000011 D27.4 100 11011 110110 0010 001001 1101 

D12.3 011 01100 001101 1100 001101 0011 D28.4 10011100 001110 1101 0011100010 

D13.3 011 01101 101100 1100 101100 0011 D29.4 100 11101 101110 0010 010001 1101 

D14.3 011 01110 011100 1100 0111000011 D30.4 100 11110 011110 0010 100001 1101 

D15.3 011 01111 010111 0011 101000 1100 031.4 100 11111 101011 0010 010100 1101 

'Dl6.3 011 10000 011011 0011 100100 1100 DO.5 101 00000 100111 1010 011000 1010 

D17.3 011 10001 100011 1100 100011 0011 Dl.5 101 00001 011101 1010 100010 1010 

D18.3 011 10010 010011 1100 010011 0011 D2.5 101 00010 101101 1010 010010 1010 

D19.3 011 10011 110010 1100 110010 0011 D3.5 101 00011 110001 1010 110001 1010 

020.3 011 10100 001011 1100 001011 0011 D4.5 101 00100 110101 1010 001010 1010 

m1.3 011 10101 101010 1100 1010100011 D5.5 101 00101 101001 1010 101001 1010 

.D22.3 011 10110 011010 1100 011010 0011 D6.5 101 00110 011001 1010 011001 1010 

p23.3 011 10111 111010 0011 000101 1100 D7.5 101 00111 111000 1010 000111 1010 

D24.3 011 11000 110011 0011 001100 1100 D8.5 101 01000 111001 1010 000110 1010 

D25.3 011 11001 100110 1100 100110 0011 D9.5 101 01001 100101 1010 100101 1010 

D26.3 011 11010 010110 1100 010110 0011 D10.5 101 01010 010101 1010 010101 1010 

D27.3 011 11011 110110 0011 001001 1100 Dll.5 101 01011 110100 1010 110100 1010 

D28.3 011 11100 001110 1100 001110 0011 D12.5 101 01100 001101 1010 001101 1010 

D29.3 011 11101 101110 0011 010001 1100 D13.5 101 01101 101100 1010 101100 1010 

D30.3 011 11110 011110 0011 100001 1100 D14.5 101 01110 011100 1010 011100 1010 

D3j.3 011 11111 101011 0011 010100 1100 D15.5 101 01111 010111 1010 101000 1010 

DO.4 100 00000 100111 0010 011000 1101 D16.5 101 10000 011011 1010 100100 1010 

D1.4 100 00001 011101 0010 100010 1101 D17.5 101 10001 100011 1010 100011 1010 

D2.4 100 00010 101101 0010 010010 1101 D18.5 101 10010 010011 1010 010011 1010 

D3.4 100 00011 110001 1101 110001 0010 D19.5 101 10011 110010 1010 1100101010 

D4.4 100 00100 110101 0010 001010 1101 D20.5 101 10100 001011 1010 001011 1010 

D5.4 100 00101 101001 1101 101001 0010 021.5 101 10101 101010 1010 1010101010 

D6.4 100 00110 011001 1101 011001 0010 D22.5 101 10110 011010 1010 011010 1010 

D7.4 100 00111 111000 1101 000111 0010 D23.5 101 10111 111010 1010 000101 1010 

D8.4 100 01000 111001 0010 000110 1101 D24.5 101 11000 110011 1010 001100 1010 

D9.4 100 01001 100101 1101 100101 0010 D25.5 101 11001 100110 1010 100110 1010 

D10.4 100 01010 010101 1101 010101 0010 D26.5 101 11010 010110 1010 010110 1010 

D11.4 100 01011 110100 1101 110100 0010 D27.5 101 11011 110110 1010 001001 1010 

D12.4 100 01100 001101 1101 001101 0010 D28.5 101 11100 001110 1010 001110 1010 

D13.4 100 01101 101100 1101 101100 0010 029.5 101 11101 101110 1010 010001 1010 

D14.4 100 01110 011100 1101 0111000010 030.5 101 11110 011110 1010 100001 1010 

D15.4 100 01111 010111 0010 101000 1101 D31.5 101 11111 101011 1010 010100 1010 
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r Table 22 (Page 3 of 3) - Valid Data Characters 1 
Data 

Byte 

Namt 

Bits 

HGFEDCBA 

Current RD - Current RD + 

abcdei fghj abcdei fghj 

Data 

We 
Name 

DO.6 110 00000 100111 0110 0110000110 DO.7 
Dl.6 110 00001 011101 0110 100010 0110 Dl.7 
D2.6 110 00010 101101 0110 010010 0110 D2.7 
D3.6 110 00011 110001 0110 110001 0110 03.7 
D4.6 110 00100 110101 0110 001010 0110 D4.7 
D5.6 110 00101 101001 0110 101001 0110 D5.7 
D6.6 110 00110 011001 0110 011001 0110 D6.7 
D7.6 110 00111 111000 0110 000111 0110 D7.7 
D8.6 110 01000 111001 0110 000110 0110 D8.7 
D9.6 110 01001 100101 0110 100101 0110 D9.7 
Dl0.6 110 01010 010101 0110 010101 0110 010.7 
Dll.6 110 01011 110100 0110 1101000110 Dll.7 
012.6 110 01100 001101 0110 001101 0110 D12.7 
D13.6 11001101 101100 0110 101100 0110 D13.7 
D14.6 110 01110 011100 0110 011100 0110 D14.7 
D15.6 110 01111 010111 0110 1010000110 015.7 
D16.6 110 10000 011011 0110 1001000110 D16.7 
D17.6 110 10001 100011 0110 1000110110 017.7 
D18.6 110 10010 010011 0110 010011 0110 D18.7 
D19.6 110 10011 110010 0110 110010 0110 D19.7 
D20.6 110 10100 001011 0110 001011 0110 D20.7 
D21.6 110 10101 101010 0110 1010100110 D21.7 
D22.6 110 10110 011010 0110 0110100110 D22.7 
D23.6 110 10111 111010 0110 000101 0110 D23.7 
D24.6 110 11000 110011 0110 001100 0110 D24.7 
D25.6 110 11001 100110 0110 100110 0110 D25.7 
D26.6 110 11010 010110 0110 010110 0110 D26.7 
D27.6 110 11011 110110 0110 001001 0110 D27.7 
D28.6 110 11100 001110 0110 001110 0110 D28.7 
D29.6 110 11101 101110 0110 010001 0110 D29.7 
D30.6 110 11110 011110 0110 100001 0110 D30.7 
D31.6 110 11111 101011 0110 010100 0110 D31.7 
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Table 23 - Valid Special Characters 

Special 
Code 
Name 

Current RD - Current RD + 

abcdei fghj abcdei fghj 

K28.0 001111 0100 110000 1011 
K28.1 001111 1001 110000 0110 

K28.2 001111 0101 110000 1010 
K28.3 001111 0011 110000 1100 
K28.4 001111 0010 110000 1101 

K28.5 001111 1010 110000 0101 
K28.6 001111 0110 110000 1001 
K28.7 001111 1000 110000 0111 
K23.7 111010 1000 000101 0111 

K27.7 110110 1000 001001 0111 
K29.7 101110 1000 010001 0111 

K30.7 011110 1000 100001 0111 

Unless a transmitter is operating in diagnostic 

mode, the K28.7 Special Character shall not be 
followed by any of the following Special or Data 

Characters: K28.x, D3.x, Dll.x, D12.x, D19.x, 

Bits 
HGFEDCBA 

Ill 00000 

Ill 00001 
Ill 00010 

111 00011 
Ill 00100 
Ill 00101 
Ill 00110 

Ill 00111 
Ill 01000 

111 
Ill 

Ill 
Ill 
Ill 
Ill 

01001 
01010 
01011 
01100 
01101 
01110 

Ill 01111 
Ill 10000 
Ill 10001 
Ill 10010 
Ill 10011 
Ill 10100 
Ill 10101 
Ill 10110 
Ill 10111 
Ill 11000 
Ill 11001 
Ill 11010 
Ill 11011 
Ill 11100 
Ill 11101 
Ill 11110 
Ill 11111 

Current RD - Current RD -1 

abcdei fghj abcdei fghj 

100111 0001 
011101 0001 

101101 0001 
110001 1110 
110101 0001 
101001 1110 
011001 1110 

111000 1110 
111001 0001 

100101 1110 
010101 1110 
110100 1110 
001101 1110 
101100 1110 
011100 1110 
010111 0001 
011011 0001 
100011 0111 
010011 0111 
110010 1110 
001011 0111 
101010 1110 
011010 1110 
111010 0001 
110011 0001 
100110 1110 
010110 1110 
110110 0001 
001110 1110 
101110 0001 
011110 0001 
101011 0001 

011000 1110 
100010 1110 

010010 1110 
110001 0001 
001010 1110 
101001 0001 

011001 0001 
000111 0001 
000110 1110 

100101 0001 
010101 0001 
110100 1000 
001101 0001 
101100 1000 
011100 1000 
101000 1110 
100100 1110 
100011 0001 
010011 0001 
110010 0001 
001011 0001 
101010 0001 
011010 0001 
000101 1110 
001100 1110 
100110 0001 
010110 0001 
001001 1110 
001110 0001 
010001 1110 
100001 1110 
010100 1110 

D20.x, or D28.x, where x is a value in the range 0 
to 7, inclusive (see clause 14 for a discussion of 
diagnostic mode). 

NOTE - The above restriction simplifies receiver word 
synchronization hardware. 

11.3 Word encoding and decoding 

A Transmission Word is composed of four con- 
tiguous Transmission Characters treated as a 
unit. A word prior to transmission and after 
reception is composed of a combination of four 
Valid Data Bytes and Special Codes treated as a 
unit. These Valid Data Bytes and Special Codes 
shall be encoded according to the rules speci- 

fied by 11.2 to create a Transmission Word. 

Likewise, the Transmission Characters of a 
Transmission Word shall be decoded according 
to the rules specified by 11.2 to create Valid Data 
Bytes and Special Codes. 
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11.4 Ordered Sets 

Tables 24, 25, and 26 specify the Ordered Sets 
(composed of Special and Data Characters) 
which are defined for use by this standard. The 
following Ordered Set types are defined in 
clause 16: 

- Frame Delimiters 
- Primitive Signals 
- Primitive Sequences 

Table 24 - Frame delimiters 

Delimiter Beginning 
Function RD 

SOF Connect Class 1 (SOFcl) Negative 

SOF Initiate Class 1 (SOFil) Negative 

SOF Normal Class 1 (SOFnl) Negative 

SOF Initiate Class 2 (SOFi2) Negative 

SOF Normal Class 2 (SOFn2) Negative 

SOF Initiate Class 3 (SOFi3) Negative 

SOF Normal Class 3 (SOFn3) Negative 

SOF Fabric (SOFf) Negative 

EOF Terminate (EOFt) Negative 
Positive 

EOF Disconnect-Terminate (EOFdt) Negative 
Positive 

EOF Abort (EOFa) Negative 
Positive 

EOF Normal (EOFn) Negative 
Positive 

EOF Disconnect-Terminate-Invalid (EOFdti) Negative 
Positive 

EOF Normal-invalid (EOFni) Negative 
Positive 

Explanation: 

SOF - Start-of-frame delimiter 
EOF - End-of-frame delimiter 

Ordered Set 

K28.5 D21.5 D23.0 D23.0 

K28.5 D21.5 D23.2 D23.2 

K28.5 D21.5 D23.1 D23.1 

K28.5 D21.5 D21.2 D21.2 

K28.5 D21.5 D21.1 D21.1 

K28.5 D21.5 D22.2 D22.2 

K28.5 D21.5 D22.1 D22.1 

K28.5 D21.5 D24.2 D24.2 

K28.5 D21.4 D21.3 D21.3 
K28.5 D21.5 D21.3 D21.3 

K28.5 D21.4 D21.4 D21.4 
K28.5 D21.5 D21.4 021.4 

K28.5 D21.4 021.7 D21.7 
K28.5 D21.5 D21.7 D21.7 

K28.5 D21.4 D21.6 D21.6 
K28.5 021.5 D21.6 D21.6 

K28.5 D10.4 D21.4 D21.4 
K28.5 D10.5 D21.4 D21.4 

K28.5 D10.4 D21.6 D21.6 
K28.5 010.5 D21.6 D21.6 
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r 

Primitive 

Signal 

Table 25 - Primitive Signals 

Beginning 

RD 
Ordered Set 

Idle Negative 

Receiver-Ready (R_RDY) Negative 

K28.5 D21.4 D21.5 D21.5 

K28.5 D21.4 D10.2 010.2 

Table 26 - Primitive Sequences 

Primitive 

Sequence 

Offline (OLS) 

Not_Operational (NOS) 

Link-Reset (LR) 
c 

Link_Reset_Response (LRR) 

Beginning 

RD 

Negative 

Negative 

Negative 

Negative 

NOTES 

-- -7 Each EOF-delimiter Ordered Set is defined such 

- - that negative Current Running Disparity will result 

4after processing of the final (rightmost) character of 

the Ordered Set. This, in combination with the 

Running Disparity Initialization rules specified in 

11.2.2, ensures that the first Ordered Set following an 

EOF delimiter, transmitter power on, or transmitter 

exit from diagnostic mode will always be transmitted 

with negative Beginning Running Disparity. The 

Ordered Sets defined for the Primitive Signals and 

- Primitive Sequences preserve this negative Disparity, 

ensuring that the Ordered Sets associated with SOF 

Delimiters, Primitive Signals, and Primitive Sequences 

will also always be transmitted with negative Begin- 

ning Running Disparity. As a result, Primitive Signal, 

Primitive Sequence, and SOF Delimiter Ordered Sets 

are defined for the negative Beginning Running Dis- 

parity case only. The primary benefit of such a defi- 

nition is that it allows idle words to be removed and 

added from an encoded bit stream one word at a time 

without altering the Beginning Running Disparity 

associated with the Transmission Word subsequent to 

the removed idle word. 

2 The K28.5 Special Character is chosen as the first 

character of all Ordered Sets for the following 

reasons: 

-Bits abcdeif make up a Comma; this is a singular 

bit pattern which in the absence of transmission 

errors cannot appear in any other location of a 

Transmission Character and cannot be generated 

across the boundaries of any two adjacent Trans- 

mission Characters. The Comma can be used to 

Ordered Set 

K28.5 021.1 010.4 D21.2 

K28.5 D21.2 D31.5 D5.2 

K28.5 D9.2 D31.5 D9.2 

K28.5 D21.1 D31.5 D9.2 

easily find and verify character and word bounda- 

ries of the received bit stream. 

-Bits ghj of the encoded character present the 

maximum number of transitions, simplifying 

receiver acquisition of bit synchronization. 

3 The second character of the Ordered Sets used to 

represent EOF Delimiters differentiates between 

normal and invalid frames. It also ensures that the 

Running Disparity resulting after processing of an EOF 

Ordered Set is negative independent of the value of 

Beginning Running Disparity. Link-Reset (LR) and 

Link_Reset_Response (LRR) Ordered Sets are also 

differentiated through the use of their second charac- 

ters. In all other Ordered Sets, it serves only as a 

placeholder which provides a high number of bit tran- 

sitions. 

4 The third and fourth characters of the Delimiter 

functions, Receiver-Ready, and the idle word are 

repeated to ensure that an error affecting a single 

character will not result in the recognition of an 

Ordered Set other than the one transmitted. The 

third and fourth characters of the other Ordered Sets 

defined by the standard have been selected to 

provide distinct patterns which provide a large 

number of transitions and good spectral character- 

istics. 

5 The categories of Delimiter, Primitive Signal, and 

Primitive Sequence have meaning to the port and are 

defined by clause 16. Transmitters and receivers rec- 

ognize the character combinations defined in this 

section as Ordered Sets only. 
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12 FC-1 receiver and transmitter description 

12.1 Receiver state description 

Whenever a signal (as defined in 5.6) is detected 

on a fibre and the receiver is not in Loopback 
mbde, the receiver attached to that fibre shall 
attempt to achieve synchronization on both bit 
and Transmission-Word boundaries of the 
received encoded bit stream (see clause 13 for a 
description of Loopback mode). A definition of 
Bit Synchronization is provided in clause 3. 
Transmission-Word synchronization is defined in 
12.1.2.2. Synchronization failures on either bit or 
Transmission-Word boundaries are not sepa- 
rately identifiable and cause loss-of- 
synchronization errors. 
‘* 

12.1 .I Receiver states 

The receiver state diagram is shown in figure 42. 
_- - - 
12.1 .I .I . - Operational states 

Synchronization to Transmission-Word bounda- 
ries, hereafter referred to as Synchronization, is 
achieved when the receiver identifies the same 
Transmission-Word boundary on the received bit 
stream as that established by the transmitter at 
the other end of the fibre. The procedure used 
to achieve this condition is described in 12.1.2.2. 
*When this condition is achieved, the receiver 
shall enter the Synchronization-Acquired state. 
A receiver in the Synchronization-Acquired state 
shall provide information that has been received 
from its attached fibre and decoded. 

When the Transmission-Word boundary identified 
on the received bit stream by the receiver no 
longer matches the boundary established by the 
transmitter to which it is connected, the receiver 
shall enter the Loss-Of-Synchronization state. 
Such a receiver shall remain Operational but 
shall cease to provide received and decoded 
information. When the receiver is in the Loss- 
Of-Synchronization state, the procedure 

described in 12.1.2 shall be used to regain Syn- 
chronization. 

When the receiver is Operational, it is always in 
one of the two states described above. The 

determination of an Operational receiver’s state 
is based on the conditions described in 12.1.2 
and 12.1.3. 
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12.1 .I .2 Not Operational state 

A receiver shall become Not Operational and 
shall enter the Reset state when a reset condi- 
tion is imposed upon it, either internally or 
externally. 

12.1.2 Entry into 
Synchronization-Acquired state 

A receiver shall enter the Synchronization- 
Acquired state when it has achieved both bit and 
Transmission-Word synchronization. 

12.1.2.1 Bit Synchronization 

An Operational receiver that is in the Loss-Of- 
Synchronization state shall first acquire Bit Syn- 
chronization before attempting to acquire 
Transmission-Word synchronization. A definition 
of Bit Synchronization is provided in clause 3. 
After achieving Bit Synchronization, the receiver 
shall remain in the Loss-Of-Synchronization 
state until it achieves Transmission-Word syn- 
chronization. 

12.1.2.2 Transmission-Word synchronization 

An Operational receiver that is in the Loss-Of- 
Synchronization state and that has acquired Bit 
Synchronization shall attempt to acquire 
Transmission-Word synchronization. 
Transmission-Word synchronization is acquired 
by the detection of three Ordered Sets con- 
taining Commas in their leftmost bit positions 
without an intervening invalid Transmission 
Word, as specified by “Invalid Transmission 
Word rules.” Upon acquisition of Transmission- 
Word synchronization, the receiver shall enter 
the Synchronization-Acquired state. The third 
detected Ordered Set shall be considered valid 
information and shall be decoded and provided 
by the receiver to its port. Ordered Set 
detection shall include both detection of the indi- 
vidual characters that make up an Ordered Set 
and proper alignment of those characters (i.e., 
the Special Character used to designate an 
Ordered Set shall be aligned in the leading (left- 
most) character position of the received Trans- 

mission Word). 
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Word alignment of the received bit stream shall 

be achieved via the detection of a Comma or 
K28.5 Transmission Character in that stream. In 

the absence of bit errors, placement of a 
detected Comma or K28.5 Transmission Char- 

acter at the leftmost position of a received 
Transmission Word ensures proper alignment of 
that word and of subsequently received Trans- 
mission Words. 

While attempting to achieve word synchroniza- 
tion, an Operational receiver shall be required to 
detect only those Ordered Sets which contain a 
Comma in their leftmost bit positions. 

The method used by the receiver to implement 
the word alignment function and to detect 
Ordered Sets is not defined by this International 

*Standard. 

NOTES 

1 The Comma contained within the K28.1, K28.5, and 

,X28.7 Special Characters is a singular bit pattern 
_- 

which in the absence of transmission errors cannot 

. -appear in any other location of a Transmission Char- 

%cter and cannot be generated across the boundaries 

of any two adjacent Transmission Characters. This bit 

pattern is sufficient to identify the word alignment of 

the received bit stream. Some implementations (e.g., 

those which choose to implement the word alignment 

function in continuously-enabled mode) may choose to 

align on the full K28.5 Ordered Set to decrease the 

likelihood of false alignment when bit errors are 

- present in the received bit stream. 

2 The electrical interface described in annex D allows 

the word alignment function to be enabled in either of 

two modes: 

- Continuously-enabled word alignment 

(continuous-mode alignment) 

- Explicitly-enabled word alignment (explicit-mode 

alignment) 

I 

Continuous-mode alignment allows the receiver to 

reestablish word alignment at any point in the 

incoming bit stream while the receiver, is Operational. 

Such realignment is likely (but not guaranteed) to 

result in Code Violations and subsequent loss of Syn- 

chronization. Under certain conditions, it may be pos- 

sible to realign an incoming bit stream without loss of 

Synchronization. If such a realignment occurs within 

a received frame, detection of the resulting error con- 

dition is dependent upon higher-level function (e.g., 

invalid CRC, missing EOF Delimiter). 

Explicit-mode alignment allows the receiver to rees- 

tablish word alignment under controlled circum- 

stances (e.g., while in the Loss-Of-Synchronization 

state). Once Synchronization has been acquired, the 

word alignment function of the receiver is disabled. 

12.1.3 Entry into 
Loss-Of-Synchronization state 

The following four conditions shall cause an 
Operational receiver to enter the Loss-Of- 
Synchronization state: 

- Completion of the Loss-Of-Synchronization 

procedure 
- Transition to power on 
- Exit from receiver reset condition 
- Detection of loss of signal 

NOTE -While in the Loss-Of-Synchronization state, the 

receiver may attempt to reacquire bit resynchroniza- 

tion. In some instances, this may allow the receiver 

to regain Synchronization and enter the 

Synchronization-Acquired state when it otherwise 

would not be possible. However, initiation of bit 

resynchronization may also delay the resynchroniza- 

tion process by forcing the receiver to reestablish a 

clock reference when such reestablishment is other- 

wise unnecessary. See 5.5 and D.5.1 for a detailed 

discussion of Bit Synchronization. 

12.1.3.1 Loss-of-Synchronization procedure 

The loss-of-Synchronization procedure defines 
the method by which the receiver changes from 
the Synchronization-Acquired state to the Loss- 
Of-Synchronization state. The procedure tests 
each received Transmission Word according to 
the rules defined in “Invalid Transmission Word 
rules” to determine the validity of the Trans- 
mission Word. 

Starting in the Synchronization-Acquired state, 
the receiver shall check each received Trans- 
mission Word according to the rules of “Invalid 
Transmission Word rules” to determine if the 
word is valid. The receiver shall continue to 
check the Transmission Words and shall remain 
in the Synchronization-Acquired state until the 
loss-of-Synchronization procedure, as described 

by “Loss-of-Synchronization-procedure states,” 
is completed. 

Invalid Transmission Word rules 

An invalid Transmission Word shall be recog- 
nized by the receiver when one of the following 
conditions is detected: 

- A Code Violation on a character basis, as 
specified by tables 22 and 23, is detected 
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within a Transmission Word. This is referred 

to as a Code Violation condition. 

- Any valid Special Character is detected in 
the second, third, or fourth character position 
of a Transmission Word. This is referred to as 

an invalid Special Code alignment condition. 

. - A defined Ordered Set (as listed in 11.4) is 
received with improper Beginning Running 
Disparity (e.g., an SOF delimiter is received 
with positive Beginning Running Disparity, an 
EOF delimiter specified for positive Beginning 
Running Disparity is received when Beginning 
Running Disparity for that Transmission Word 
is negative). This is referred to as an invalid 
Beginning Running Disparity condition. 

Loss-of-Synchronization-procedure states 

The following five detection states are defined as 
‘part of the loss-of-Synchronization procedure: 

a) No invalid Transmission Word has been 
detected (the No-Invalid-Transmission-Word 
detection state). 

- - b) The first invalid Transmission Word is _ - 
detected (the First-Invalid-Transmission-Word 

*detection state). 

c) The second invalid Transmission Word is 
detected (the Second-lnvalid-Transmission- 
Word detection state). 

d) The third invalid Transmission Word is 
detected (the Third-Invalid-Transmission-Word 

_ detection state). 

e) The fourth invalid Transmission Word is 

detected (the Fourth-lnvalid-Transmission- 
Word detection state). 

A receiver in the Synchronization-Acquired state 
may be in any of the first four detection states 
listed above. A receiver in the fifth detection 
state listed above (the Fourth-lnvalid- 
Transmission-Word detection state) shall enter 
the Loss-Of-Synchronization state. 

When the procedure is in detection state a, 
checking for an invalid Transmission Word shall 
be performed. After each invalid Transmission 
Word is detected, one of the detection states b 
through e shall be entered. When the procedure 
is in detection state b, c, or d, checking for addi- 
tional invalid Transmission Words shall be per- 

formed in groups of two consecutive 
Transmission Words. If two consecutive valid 
Transmission Words are received, the count of 

previously detected invalid Transmission Words 

shall be reduced by one, and the previous 
detection state shall be entered. The loss-of- 

Synchronization procedure is completed when 
detection state e is entered. 

The No-Invalid-Transmission-Word detection 
state shall be entered on a transition to the 
Synchronization-Acquired state or after the First- 
Invalid-Transmission-Word detection state is 
reset. 

The First-Invalid-Transmission-Word detection 
state shall be entered after the first invalid 
Transmission Word is detected or after the pre- 
vious detection state (detection of the second 
invalid Transmission Word) is reset. Subsequent 
Transmission Words received shall be checked 
to determine whether an additional invalid 
Transmission Word is detected within the next 
consecutive two or fewer Transmission Words 
received. If an additional invalid Transmission 
Word is detected within the next consecutive two 
or fewer Transmission Words received, the 
Second-Invalid-Transmission-Word detection 
state shall be entered. If two consecutive valid 
Transmission Words are received, the No- 
Invalid-Transmission-Word detection state shall 
be entered. 

The Second-Invalid-Transmission-Word detection 
state shall be entered after the second invalid 
Transmission Word is detected or after the pre- 
vious detection state (detection of the third 
invalid Transmission Word) is reset. Subsequent 
Transmission Words received shall be checked 
to determine whether an additional invalid 
Transmission Word is detected within the next 
consecutive two or fewer Transmission Words 
received. If an additional invalid Transmission 
Word is detected within the next consecutive two 
or fewer Transmission Words received, the 
Third-Invalid-Transmission-Word detection state 
shall be entered. If two consecutive valid Trans- 
mission Words are received, the First-lnvalid- 
Transmission-Word detection state shall be 
entered. 

The Third-Invalid-Transmission-Word detection 
state shall be entered after the third invalid 
Transmission Word is detected. Subsequent 
Transmission Words received shall be checked 
to determine whether an additional invalid 
Transmission Word is detected within the next 
consecutive two or fewer Transmission Words 
received. If an additional invalid Transmission 
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Word is detected within the next consecutive two 
or fewer Transmission Words received, the 
Fourth-Invalid-Transmission-Word detection state 

shall be entered and the receiver shall imme- 
diately enter the Loss-Of-Synchronization state. 
If two consecutive valid Transmission Words are 
received, the Second-invalid-Transmission-Word 
detection state shall be entered. 

The Fourth-Invalid-Transmission-Word detection 
state shall be entered after the fourth invalid 
Transmission Word is detected. Upon entering 
this detection state, the receiver shall imme- 
diately enter the Loss-Of-Synchronization state. 
Subsequent Transmission Words received shall 
not be checked as the loss-of-Synchronization 
procedure is complete. The receiver shall 
remain in the Loss-Of-Synchronization state until 

* one of the following occurs: 

- The receiver regains Synchronization 

- The receiver is reset 

- - 
->he following figure graphically portrays the 

* - Loss-of-Synchronization procedure. States a 
-&through e are keyed to the detection states 

described by the ordered list at the beginning of 
this section. State a is the initial detection state 
entered by a receiver upon acquisition of Syn- 
chronization. States a through d are detection 
states which are possible only when the receiver 
has achieved Synchronization. Entry into State e 

_ 
results in loss of receiver Synchronization. 

State Transition Conditions: 

a) The first invalid Transmission Word is 

detected 

b) An additional invalid Transmission Word is 
not detected in the next two or fewer consec- 
utive Transmission Words 

c) An additional invalid Transmission Word is 
detected in the next two or fewer consecutive 
Transmission Words 

d) The receiver regains Synchronization 

e) The receiver is Reset 

f) The receiver exits a previously established 
Reset condition 

NOTE - The rationale for the loss-of-Synchronization 

procedure is to reduce the likelihood that a single 

error will result in a loss of Synchronization. For 

example, a single two-bit error positioned to overlap 

two Transmission Words could result in the detection 

of three invalid Transmission Words; the two Trans- 

mission Words directly affected by the error and a 

subsequent Transmission Word which was affected by 

a disparity change resulting from the error. The pro- 

cedure described above would maintain Synchroniza- 

tion in such a case. 

12.1.3.2 Transition to power on 

When the receiver is Operational after being 
powered on, the receiver shall enter the Loss-Of- 
Synchronization state. 

12.1.3.3 Exit from receiver reset condition 

Synchronization-Acquired 
When the receiver is Operational after exiting 
from a receiver reset condition imposed upon it, 
either externally or internally, the receiver shall 
enter the Loss-Of-Synchronization state. 

NOTE - The conditions required for a receiver in the 

Reset state to exit that state are not defined by this 

International Standard. Such conditions may be based 

on explicit indications. They may also be time- 

dependent in nature. 

12.1.3.4 Detection of loss of signal 

When a loss-of-signal condition is recognized by 

L----l an Operational receiver, the Loss-Of- 
Synchronlzatlon state shall be entered (If the 

L--_-_-J L _ _ _ _ _ _ J receiver is not presently in that state). The 

receiver shall remain in this state until one of 

Figure 41 - Loss-of-Synchronization procedure 
the following conditions occur: 

state diagram 
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- The loss-of-signal condition is corrected 

and Synchronization is regained 

e) Exiting of receiver reset condition (see 

12.1.3.3) 

- The receiver is reset NOTES 

12.1.4 Entry into Reset state 
1 The Loss-Of-Synchronization state is the default 
state upon completion of receiver Initialization. 

When a receiver reset condition is imposed on a 
receiver, either internally or externally, the 

receiver shall enter the Reset state. Once the 

Reset state is entered, the receiver shall 

become Not Operational and shall remain in the 
Reset state until it is subsequently made Opera- 
tional by exiting the receiver reset condition. 

2 The data path width of a variable-path-width 
receiver must be established before that receiver 
is capable of entering the Synchronization- 
Acquired state. 

3 The receiver may be in either Loopback or 
normal mode when in states denoted by * (see 
clause 13 for a discussion of Loopback mode). 

NOTES 12.3 Transmitter state description 

1 A typical use of receiver reset is to force a 
receiver in the Loss-Of-Synchronization state to 
$tempt reacquisition of Bit Synchronization (note that 
entrv into this state does not necessarilv indicate loss 
of Bit Synchronization). 

2 The conditions required for a receiver in the Reset 
state to exit that state are not defined by this Interna- 

- -iGal Standard. Such conditions may be based on 
- explicit indications. They may also be time-dependent 

knature. 

While Operational and not disabled, a trans- 
mitter attached to a Fibre shall constantly 
attempt to transmit an encoded bit stream onto 
that Fibre. Some transmitters are capable of 
monitoring this transmitted signal and verifying 
its validity. Such transmitters may become Not 
Operational as a result of this monitoring. A 
transmitter may also be placed in a disabled 
state under certain internal or external condi- 
tions. 

12.2 Receiver state diagram 

* See note 3 on page 76. 

Figure 42 - Receiver state diagram 

State Transition Conditions: 

a) Acquisition of Synchronization (see 12.1.2) 

b) Completion of loss-of-Synchronization proce- 
dure (see 12.1.3.1) 

c) Detection of a loss of signal condition (see 

12.1.3.4) 

d) Reset condition imposed on the receiver (see 
12.1.4) 

The transmitter state diagram is shown in figure 
43. 

12.3.1 Transmitter states 

12.3.1.1 Operational states 

A transmitter actively attempting to transmit an 
encoded bit stream onto its attached fibre is 
defined to be in the Working state. 

Under certain conditions, it may be necessary or 
desirable to cease the transmission of signals by 
a transmitter onto its attached Fibre. When such 
an action is initiated by a request from the port 
associated with a transmitter or as the result of 
an external event, a transmitter shall enter the 
Not-Enabled state. When such an action results 
from detection of a laser safety condition, a 
transmitter shall enter the Open-Fibre state. A 
transmitter in a Not-Enabled or Open-Fibre state 
shall remain Operational. 

NOTE - A transmitter in a Not-Enabled or Open-Fibre 
state is free to transmit those signals associated with 
laser safety procedures. See clause 15 and 6.2.3 for 
additional information related to laser safety. 
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12.3.1.2 Not Operational state 

A transmitter shall become Not Operational and 
shall enter the Failure state when a failure con- 

dition is detected by the transmitter. Detectable 
transmitter failure conditions are defined by 
vendor unique signal monitoring rules. Compli- 
ance with the standard shall not be affected by 
the presence or absence of such rules in an 
implementation. 

A transmitter-failure condition shall be recog- 
nized and reported by the transmitter to its asso- 
ciated port when the transmitter becomes Not 
Operational and enters the Failure state. 

123.2 Entry into Working state 

An Operational transmitter shall enter the 
Working state when its transmitter becomes 
enabled. A transmitter shall become enabled 
under either of the following conditions: 

- Processing of a port request to enter the 
enabled state when the transmitter was not 
previously placed in the Open-Fibre state as a 
result of laser safety procedures 

- Removal of a previously-detected laser 
safety condition (i.e., a condition which 
requires that the transmitter cease trans- 
mission) while no transmitter disable request 

-remains outstanding 

While in the Working state, a transmitter shall 
actively attempt to transmit valid requests for 
information transfer from its associated port. 
Valid requests for information transfer conform 
to the following rules: 

- Requests for Ordered Set transmission are 
aligned with the word alignment established 
by the transmitter upon entry into the Working 
state. 

- Requests for Valid Data Byte transmission 
are aligned with the byte alignment estab- 
lished by the transmitter upon entry into the 
Working state. Each byte of a four-byte word 
is aligned based on the established word 
alignment. 

The following requests for information transfer 
are inconsistent with the established trans- 
mission rules and cannot occur: 

ANSI X3.230-1994 

- Transmission requests improperly aligned 
with transmission (word and byte) boundaries 

- Transmission requests not consistent with 

the current transmission boundary 

- Requests for Ordered Set transfers on a 
non-word boundary 

- Requests for data transfers overlapping 
an Ordered Set transfer currently in 

progress 

- Lack of transmission requests (i.e., addi- 
tional bytes required to complete a Trans- 
mission Word) when a Transmission Word has 
been partially transmitted as a result of prior 
transmission requests 

12.3.3 Entry into Not-Enabled state 

Entry into the Not-Enabled state may result from 
external error conditions detected by the Link 
Control Facility, or it may result from internally 
generated signals. Specific conditions under 
which the transmitter shall enter the Not-Enabled 
state are as follows: 

- Completion of transmitter Initialization 

- Processing of a port request to enter the 
Not-Enabled state when a laser safety condi- 
tion is not currently present 

- Removal of a previously-detected laser 
safety condition while a transmitter disable 
request remains outstanding 

The transmitter shall remain in the Not-Enabled 
state until the conditions causing it to cease 
transmission are removed. 

12.3.4 Entry into Open-Fibre state 

Entry into the Open-Fibre state results from 
external error conditions detected by the Link 
Control Facility. Specifically, the transmitter 
enters the Open-Fibre state upon determination 
by FC-0 OFC that a laser safety condition exists. 

The transmitter shall remain in the Open-Fibre 
state until the laser safety condition is removed. 
A state change shall not result from receipt of a 
transmitter disable or enable request while in 
the Open-Fibre state. However, such receipt 

may affect the subsequent state change which 
results upon removal of the previously-detected 
laser safety condition (see 12.3.2 and 12.3.3). 
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12.3.5 Entry into Failure state 

A transmitter shall enter into the Failure state 

upon recognition (via signal monitoring) of a 
transmitter-failure condition while in the Working 

state. Once the Failure state is entered, the 
transmitter shall become Not Operational and 
shall remain in the Failure state until it is subse- 
quently made Operational through external inter- 
vention. 

A transmitter shall not be required to provide a 
signal monitoring function. Each transmitter 
capable of monitoring its transmitted signal shall 
define a method by which this monitoring is to 
take place. It shall also define the conditions 
necessary to cause the transmitter to recognize 
a transmitter-failure condition and change from 
tQe Working state to the Failure state. 

NOTE - Monitoring of average light levels is a typical 

method of transmitter monitoring. Typically, an error 

condition is detected when the transmitted light level 

of a transmitter falls outside of the range of allowed 

- - <%es specified for its transmitter class (see 5.2 for a 

- discussion of signal monitoring.). 
4- 

12.4 Transmitter state diagram 

. 

State Transition Conditions: 

a) Receipt of transmitter enable request from 
the port when a laser safety condition is not 
currently present (see 12.3.2) 

b) Determination that a laser safety condition no 
longer exists and no transmitter disable 
request remains outstanding (see 12.3.2) 

c) Receipt of transmitter disable request from 
the port when a laser safety condition is not 
currently present (see 12.3.3) 

d) Determination that a laser safety condition 
exists (see 12.3.4) 

e) Detection of a transmitter failure condition 
(see 12.3.5) 

9 Determination that a laser safety condition no 
longer exists when an outstanding transmitter 
disable request exists (see 12.3.3) 

g) Receipt of transmitter disable or enable 
request (see 12.3.4) 

NOTES 

1 The Not-Enabled state is the default state upon 

completion of transmitter Initialization. 

2 The data path width of a variable-path-width 

transmitter must be established before that trans- 

mitter may enter the Working state. 

3 The transmitter may be in either Loopback or 

normal mode when in states denoted by * (see 

clause 13 for a discussion of Loopback mode). 

* See note 3 on page 78. 

Figure 43 - Transmitter state diagram 
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13 Loopback mode 

Loopback mode shall be provided by the trans- 

mitter and receiver of a port as a diagnostic 
function to the port. When Loopback mode is 
selected, transmission requests passed to the 
transmitter shall be shunted directly to the 
receiver, overriding any signal detected by the 
receiver on its attached Fibre. A Link Control 
Facility shall be explicitly placed in Loopback 
mode (i.e., Loopback mode is not the normal 
mode of operation of a Link Control Facility). 
The method of implementing Loopback mode is 
not defined by this standard. 

13.1 Receiver considerations 

A receiver in the Loss-Of-Synchronization or 
Synchronization-Acquired state may be placed in 
Loopback mode. A receiver in any other state 
shall not be placed in Loopback mode. 

Entry into or exit from Loopback mode may 
result in a temporary loss of Synchronization. 
Under such conditions, decoded information 
shall not be presented by the receiver to the port 
until Synchronization has been reestablished. 

NOTE - Loopback mode may be implemented either in 

the parallel or the serial circuitry of a Link Control 13.2 Transmitter considerations 
‘*Facility. 

A transmitter in the Working, Open-Fibre, or Not- 
Enabled state may be placed in Loopback mode. 
A transmitter in any other state shall not be 
placed in Loopback mode. The external 

behavior of a transmitter (i.e., the activity of a 
transmitter with respect to its attached Fibre) 
simultaneously in the Working state and in 
Loopback mode is unpredictable. 
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14 Diagnostic mode 

A limited set of diagnostic functions may be pro- 
vided as an implementation option for testing of 
the transmitter function of the FC-0 portion of the 
Fibre Channel (see annex B). 

Diagnostic functions 
Some diagnostic functions which are not defined 
by this standard may be provided by certain 
implementations. Compliance with the standard 

15 Transmitter safety 

Short wave (780nm) laser transmitters (as 
d8fined in 6.2) require special procedures to 
ensure that Class 1 laser safety standards are 
met. These procedures have the following effect 
on the transmitter definition: 

-. - - e--t- A special transmitter state (the Open-Fibre 
. - state) is defined. 

4c 
- When FC-0 OFC determines’that a laser 
safety condition (i.e., a condition which 
requires that the transmitter cease trans- 

shall not be affected by the provision or exclu- 
sion of such functions by an implementation. 

NOTE - A typical diagnostic function is the ability to 
transmit invalid Transmission Characters within an 
otherwise valid bit stream. Certain invalid bit 
streams may cause a receiver to lose word and/or bit 
synchronization. See 5.4 for a more detailed dis- 
cussion of receiver and transmitter behavior under 
various diagnostic conditions. 

mission) exists, the transmitter shall enter the 
Open-Fibre state. 

- When FC-0 OFC determines that a laser 
safety condition no longer exists, the trans- 
mitter shall exit the Open-Fibre state. 

- Port requests are incapable of forcing a 
transmitter which enters the Open-Fibre state 
as a result of FC-0 OFC to exit that state. 

For a detailed description of FC-0 OFC, see 6.2.3 
and 6.1. 
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16 Ordered Sets 

16.1 Introduction 

An Ordered Set is a four-character combination 
of data and special transmission characters. 
FC-PH designates a number of Ordered Sets to 
have special meaning. Ordered Sets provide the 
ability to obtain bit and word synchronization 
which also establishes word boundary align- 
ment. See 11.4 for additional information on 
Ordered Sets and 12.1.2.2 on rules for synchroni- 
zation. The following types of Ordered Sets are 
defined: 

- Start_of_Frame delimiters 
- End-of-Frame delimiters 

‘. - Primitive Signals 
- Idle 
- Receiver-Ready (R_RDY) 

- Primitive Sequences 

--- - Not_Operational (NOS) 
- - - Offline (OLS) 

_ - 
- Link-Reset (LR) 

4- - Link-Reset-Response (LRR). 

If an unrecognized Ordered Set is detected, it 

shall be treated as an Idle Primitive Signal. 

NOTE - Treating unrecognized Ordered Sets as Idles 
allows future introduction of Ordered Sets for addi- 
tional features and functions beyond the scope of 

- FC-PH. 

16.2 Frame delimiters 

A frame delimiter is an Ordered Set that imme- 
diately precedes or follows the contents of a 
frame. Separate and distinct delimiters shall 
identify the start of a frame and the end of a 
frame. Frame delimiters shall be recognized 
when a single Ordered Set is detected. See 11.4 
for details on Ordered Sets and table 24 for the 
bit encodings for delimiters. 

16.2.1 Start-of-Frame (SOF) 

The Start_of_Frame (SOF) delimiter is an 
Ordered Set that immediately precedes the 
frame content. There are multiple SOF delim- 
iters defined for the Fabric and for N-Pot-t 
Sequence control. The SOF delimiter shall be 
transmitted on a word boundary. See 17.1 for 
more information on frame transmission. 

16.2.2 End-of-Frame WV 

The End-of-Frame (EOF) delimiter is an Ordered 
Set that shall immediately follow the CRC and 
shall be transmitted on a word boundary. The 
EOF delimiter shall designate the end of the 
frame content and shall be followed by Idles. 
There are multiple EOF delimiters defined for the 
Fabric and for N-Port Sequence control. See 
17.1 for more information on frame transmission. 

16.3 Primitive Sign+ 

A Primitive Signal is an Ordered Set designated 
by FC-PH to have special meaning. Primitive 
Signals shall be recognized when a single 
Ordered Set is detected. See 11.4 for details on 
Ordered Sets and table 25 for the bit encodings 
for Primitive Signals. 

16.3.1 Idle 

An Idle is a Primitive Signal transmitted on the 
link to indicate an operational Port facility ready 
for frame transmission and reception. idles shall 
be transmitted on the link during those periods 
of time when frames, R_RDY, or Primitive 
Sequences are not being transmitted. See 17.1 
regarding frame transmission and 17.8 regarding 
frame reception. 

16.3.2 Receiver-Ready (R_RDY) 

The R_RDY Primitive Signal shall indicate that a 
single Class 1 connect-request (SOFci), Class 2, 
or Class 3 frame was received and that the inter- 
face buffer which received the frame is available 
for further frame reception. Validity of the frame 
content shall not be required. Transmission of 
the R_RDY Primitive Signal shall be preceded 
and followed by a minimum of two Idles and at 
the N-Port transmitter, there shall be a minimum 
of six Primitive Signals (R_RDY and Idles) 

between frames. The R_RDY Primitive Signal 

shall be received by the F-Port but shall not be 
passed through the Fabric, if present. Since 

R_RDY is not passed through the Fabric, there is 
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no requirement for additional idles for clock 
skew management (see 17.1). See 20.3.2.1 for a 
discussion regarding the use of R_RDY in flow 
control in conjunction with ACK frames. 

16.4 Primitive Sequences 

A Primitive Sequence is an Ordered Set that is 
transmitted repeatedly and continuously. Primi- 

-tive Sequences are transmitted to indicate spe- 

cific conditions within a Port (N-Port or F-Port) 
or conditions encountered by the Receiver logic 
of a Port. See table 26 for bit encodings of Prim- 
itive Sequences. 

Primitive Sequences shall be transmitted contin- 
uously while the condition exists. A detailed 

description of Port state changes relative to 
Primitive Sequence reception and transmission 
is shown in 4.4. When a Primitive Sequence is 
received and recognized, depending on the State 
of the Port, a corresponding Primitive Sequence 

- - ut-ldles shall be transmitted in response. The 
_ following Primitive Sequence Protocols are 

described: 

- Link Initialization (see 16.6.2) 
- Online to Offline (see 16.6.3) 
- Link Failure (see 16.6.4) 
- Link Reset (see 16.6.5). 

Primitive Sequences transmitted from an N-Port 
IO its locally attached F-Port of a Fabric shall 
remove a pending or existing Dedicated Con- 
nection. The locally attached F-Port shall 
respond appropriately to the Primitive Sequence 
received and shall notify the F-Port attached to 
the other connected N-Port which shall transmit 
the Link Reset Primitive to the other connected 
N-Port (i.e., initiate Link Reset Protocol). 

If a Dedicated Connection does not exist, a Prim- 
itive Sequence transmitted by an N-Port shall be 
received and recognized by the locally attached 
F-Port, but not transmitted through the Fabric. 

16.4.1 Primitive Sequence Recognition 

Recognition of a Primitive Sequence shall 
require consecutive detection of three instances 
of the same Ordered Set without any intervening 
data indications from the Receiver logic (FC-1). 

16.4.2 Not_Operational (NOS) 

The Not_Operational Primitive Sequence shall be 
transmitted to indicate that the Port transmitting 

this Sequence has detected a Link Failure condi- 
tion or is Offline, waiting for OLS to be received. 

Link failure conditions shall be defined as: 

- Loss of Synchronization for more than a 
timeout period (R T TOV) while not in the -- 
Offline State (see 12.1.1.2), 

- Loss of Signal while not in the Offline State 
(see 12.1.1.2), 

- Timeout (R T TOV) -- during the Link Reset 
Protocol (see 16.6.5). 

Note - Loss of Signal is an optional indication related 
to FC-0 implementations which have the ability to 
detect the presence of an input (see 6.2.3.2 for Loss 
of Light and H.10 for FC-O signal_detect.indication). 

16.4.3 Offline (OLS) 

The Offline Primitive Sequence shall be trans- 
mitted to indicate that the Port transmitting this 
Sequence is: 

- initiating the Link Initialization Protocol, 
- receiving and recognizing NOS, or 
- entering the Offline State. 

A Port shall transmit the OLS Primitive 
Sequence for a minimum period of 5 ms before 
further actions are taken. A Port shall enter the 
Offline State in order to perform diagnostics or 
power-down. 

NOTE - The value of 5 ms is based on distances up to 
10 km. If longer distances are employed in the future, 
the time should be increased accordingly. 

16.4.4 Link Reset (LR) 

The Link Reset Primitive Sequence shall be 
transmitted by a Port to initiate the Link Reset 
Protocol (see 16.6.5) or to recover from a Link 
Timeout (see 29.2.3). An N-Port supporting 

Class 1 Service may also transmit the LR Primi- 
tive Sequence when it is unable to determine its 
Connection status, a procedure known as Con- 

nection Recovery (see 28.8). 
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16.4.5 Link Reset Response (LRR) 

The Link Reset Response Primitive Sequence 
shall be transmitted by a Port to indicate that it 
is receiving and recognizes the LR Primitive 

Sequence. 

16.52 Link Recovery State 

When a Port is in Link Recovery State, it is in 
one of the following three substates. 

16.5.2.1 LR Transmit State (LRI) 

16.5 Port states 

This section defines the possible states for a 
Port. For conditions which are not explicitly 
listed to cause state changes to occur, the Port 
shall remain within the current state. 

16.5.1 Active State (AC) 
. 

‘I A Port shall enter the Active State when it com- 
pletes the Link Initialization Protocol (see 16.6.2) 
or the Link Reset Protocol (see 16.6.5). When a 
Port is in the Active State, it is able to transmit 
and receive frames and Primitive Signals (Idle -. . -- -Tnd R_RDY). When a Primitive Sequence is 

- - received, the Port exits the Active State and 
*shall enter another state based on the Primitive 

Sequence received: 

- If LR is received and recognized, enter the 
LR Receive State (see 16.5.2.2). 

- If LRR is received and recognized, enter 
the LRR Receive State (see 16.5.2.3). A Primi- 

_ - tive Sequence protocol error is detected and 
counted in the LESB (see 29.8). 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idles are received and recognized, 
remain in the Active State. 

- If R_RDY is received and recognized, 
remain in the Active State. 

- If a frame is received, remain in the Active 
State. 

A Port shall enter the LR Transmit State to ini- 
tiate the Link Reset Protocol. An N-Port sup- 
porting Class 1 may also enter the LR Transmit 
State when it is unable to determine its Con- 
nection status. While in the LR Transmit State, 
the Port shall transmit the LR Primitive 
Sequence. 

a) While in the LR Transmit State, the Port shall 
respond as follows: 

- If LR is received and recognized, enter 
the LR Receive State (see 16.5.2.2). 

- If LRR is received and recognized, enter 
the LRR Receive State (see 16.5.2.3). 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idle or R_RDY is received and recog- 
nized, remain in the LR Transmit State. 

b) If a Port remains in the LR Transmit State for 
a period of time greater than a timeout period 
(R_T_TOV), a Link Reset Protocol Timeout 
shall be detected which results in a Link 
Failure condition (enter the NOS Transmit 
State, see 16.5.3.1). 

c) If a Loss of Signal is detected, the Port shall 
enter the NOS Transmit State (see 16.5.3.1). 
Loss of synchronization need not be checked 
since item b will occur first. 

Transmission of the Link Reset Primitive 
Sequence has different consequences based on 
Class: 

Class 1 

If certain conditions are detected within the Port, 
the Port may exit the Active State and perform a 
Primitive Sequence Protocol: 

- Link Initialization (see 16.6.2) 
- Online to Offline (see 16.6.3) 
- Link Failure (see 16.6.4) 
- Link Reset (see 16.6.5). 

In Class 1, a pending or existing Dedicated Con- 
nection shall be removed and the end-to-end 
Credit associated with the connected N_Ports 
shall be reset to the Login value. The locally 

attached F-Port shall enter the LR Receive State 
and shall notify the F-Port attached to the other 
connected N-Port which shall transmit the Link 
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Reset Primitive Sequence to the other connected 

N-Port (i.e., initiate Link Reset Protocol). 

All Class 1 frame Sequences which are Active or 
Open in an N-Port when LR is received and 

recognized, or transmitted shall be abnormally 
terminated. When the Link Reset Primitive is 
being transmitted by an N-Port, all Class 1 
frames received shall be discarded. See 28.8 for 
more discussion on Connection Recovery. 

Class 2 and 3 

Buffer-to-buffer Credit (associated with Class 1 
(SOFci), Class 2, and Class 3) within the N-Port 
or F-Port shall be reset to its Login value and an 
F-Pot-t shall process or discard any Class 1 
connect-request, Class 2, or Class 3 frames cur- 
rently held in the receive buffer associated with 
th% outbound fibre of the attached N-Port. Class 
2 end-to-end Credit shall not be affected. 

16.5.2.2 LR Receive State (LR2) 
- - 

. - 
A Port shall enter the LR Receive State when it 
re4Eeives and recognizes the LR Primitive 
Sequence while it is not in the Wait for OLS or 
NOS Transmit State. While in the LR Receive 
State, the Port shall transmit the LRR Primitive 
Sequence. 

a) While in the LR Receive State, the Port shall 
_ respond as follows: 

- If LR is received and recognized, remain 
in the LR Receive State. 

- If LRR is received and recognized, enter 
the LRR Receive State (see 1652.3). 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idles are received and recognized, 
enter the Active State (see 16.5.1). 

b) If a Port remains in the LR Receive State for 
a period of time greater than a timeout period 
(R_T_TOV), a Link Reset Protocol Timeout 
shall be detected which results in a Link 
Failure condition (enter the NOS Transmit 
State, see 

c) If a Loss 
enter the 
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16.5.3.1). 

of Signal is detected, the Port shall 
NOS Transmit State (see 16.5.3.1). 

Loss of Synchronization need not be checked 

since item b will occur first. 

Reception of the Link Reset Primitive Sequence 

has different consequences based on Class: 

Class 1 

In Class 1, a pending or existing Dedicated Con- 
nection shall be removed and the end-to-end 
Credit associated with the connected N-Ports 
shall be reset to the Login value. All Class 1 
frame Sequences which are Active or Open in 
an N-Pot-t when LR is received and recognized 
shall be abnormally terminated. 

Class 2 and 3 

A Port which receives and recognizes the Link 
Reset Primitive Sequence shall process or 
discard Class 2, or Class 3 frames currently held 
in its receive buffers. Buffer-to-buffer Credit 
(associated with Class 1 (SOFa), Class 2, and 
Class 3) within the N-Port or F-Port shall be 
reset to its Login value. 

16.5.2.3 LRR Receive State (LR3) 

A Port shall enter the LRR Receive State when it 
receives and recognizes the LRR Primitive 
Sequence while it is in the Active, LR Transmit, 
LR Receive, or OLS Receive State. While in the 
LRR Receive State, the Port shall transmit Idles. 

a) While in the LRR Receive State, the Port 
shall respond as follows: 

- If LR is received and recognized, enter 
the LR Receive State (16.5.2.2). 

- If LRR is received and recognized, 
remain in the LRR Receive State. 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idles are received and recognized, the 
Port shall exit the LRR Receive State and 

enter the Active State (see 16.5.1). 

b) If a Port remains in the LRR Receive State 
for a period of time greater than a timeout 
period (R T TOV), a Link Reset Protocol -- 
Timeout shall be detected which results in a 
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Link Failure condition (enter the NOS Transmit pending or existing Dedicated Connection. The 
State, see 16.5.3.1). locally attached F-Pot-t shall respond by entering 

c) If a Loss of Signal is detected, the Port shall 
enter the NOS Transmit State (see 16.5.3.1). 
Loss of Synchronization need not be checked 
since item b will occur first. 

the NOS Receive State and shall notify the 
F-Port attached to the other connected N-Port 
which shall transmit the Link Reset Primitive to 

the other connected N-Port (i.e., initiate Link 
Reset Protocol). 

NOTES 

1 If a Port is in the NOS Transmit, NOS Receive, or 
OLS Transmit State, it ignores the LRR Primitive 
Sequence if it is received and recognized. 

2 If a Port is in the Wait for OLS State, it enters the 
NOS Transmit State if the LRR Primitive Sequence is 

If a Dedicated Connection does not exist, NOS 
transmission by an N-Port shall be received and 
recognized by the locally attached F-Port, but 
not transmitted through the Fabric. The F-Port 
shall respond by entering the NOS Receive 

State. 

received and recognized. 

16.5.3 Link Failure State 
T 

When a Port is in Link Failure State, it is one of 
the following substates. 

16.5.3.1 NOS Transmit State (LF2) 
- - 

- -A Port shall enter the NOS Transmit State when 
4fl Link Failure condition is detected. Upon entry 

into the NOS Transmit State, the Port shall 
update the appropriate error counter in the Link 
Error Status Block (see 29.8). Only one error per 
Link Failure event shall be recorded. The Port 
shall remain in the NOS Transmit State while the 
condition which caused the Link Failure exists. 

* While in the NOS Transmit State, the Port shall 
transmit the NOS Primitive Sequence. 

When the Link Failure condition is no longer 
detected, the Port shall respond as follows: 

- If LR is received and recognized, remain in 
the NOS Transmit State. 

- If LRR is received and recognized, remain 
in the NOS Transmit State. 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

1653.2 NOS Receive State (LFI) 

A Port shall enter the NOS Receive State when it 
receives and recognizes the NOS Primitive 
Sequence. Upon entry into the NOS Receive 
State, the Port shall update the appropriate error 
counter in the Link Error Status Block (see 29.8). 
Only one error per Link Failure event is 
recorded. While in the NOS Receive State, the 
Port shall transmit the OLS Primitive Sequence. 

a) While in the NOS Receive State, the Port 
shall respond as follows: 

- If LR is received and recognized, enter 
the LR Receive State (see 16.5.2.2). 

- If LRR is received and recognized, 
remain in the NOS Receive State. 

- If NOS is received and recognized, 
remain in the NOS Receive State. 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idle is received and recognized, 
remain in the NOS Receive State. 

b) If a Link Failure condition is detected due to 
Loss of Signal or Synchronization, the Port 
shall enter the NOS Transmit State (see 
16.5.3.1). 

- If OLS is received and recognized, enter 
the OLS Receive State (see 16.5.4.2). 

- If Idle is received and recognized, remain 
in the NOS Transmit State. 

Transmission of NOS by an N-Port to its locally 
attached F Port of a Fabric shall remove a - 

c) A timeout (R T TOV) -- period is started when 

NOS is no longer recognized and no other 
events occur which cause a transition out of 
the NOS Receive State. If the timeout period 
expires, the Port shall enter the NOS Transmit 

State (see 16.5.3.1). 
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16.54 Offline State 

While in the Offline State, a Port shall not record 
receiver errors such as loss of synchronization. 

A Port shall enter the Offline State under the fol- 
lowing conditions: 

- after power-up, or internal reset, before the 
Link Initialization Protocol is complete, 

- after transmission of the first OLS Ordered 
Set, or 

- after reception and recognition of the OLS 
Primitive Sequence. 

When a Port is in the Offline state, it is in one of 
the following substates. 

16.5.4.1 OLS Transmit State (OLI) 

‘A Port shall enter the OLS Transmit State in 
order to: 

- perform Link Initialization using the Link 
Initialization Protocol (see 16.6.2) in order to .. 

. ..- --exit the Offline State. 
_ - 

e- - transition from Online to Offline using the 
Online to Offline Protocol (see 16.6.3). 

When the Port enters the OLS Transmit State, it 
shall transmit OLS for a minimum time of 5 ms. 
After that period of time has elapsed, it shall 
proceed according to the steps defined by the 
Link Initialization Protocol or the Online to 

-Offline Protocol based on the reason the Port 
entered the OLS Transmit State. While a Port is 
attempting to go Online, if no Primitive Sequence 
is received or event detected which causes the 
Port to exit the OLS Transmit State after a 
timeout period (R T TOV), the Port shall enter -- 
the Wait for OLS State. 

Transmission of OLS by an N-Port to its locally 
attached F_Port of a Fabric shall remove a 
pending or existing Dedicated Connection. The 
locally attached F-Port shall respond by entering 
the OLS Receive State and shall notify the 
F-Port attached to the other connected N-Port 
which shall transmit the Link Reset Primitive 
Sequence to the other connected N-Port (i.e., 
initiate Link Reset Protocol). 

If a Dedicated Connection does not exist, OLS 
transmission by an N-Port shall be received and 
recognized by the locally attached 
not transmitted through the Fabric. 

F-Port, but 
The F-Port 

86 

shall respond by entering the OLS Receive 
State. 

16.5.4.2 OLS Receive State (OL2) 

A Port shall enter the OLS Receive State when it 
receives and recognizes the OLS Primitive 
Sequence. While in the OLS Receive State, the 
Port shall transmit the LR Primitive Sequence. 

a) While in the OLS Receive State, the Port 
shall respond as follows: 

- If LR is received and recognized, 
the LR Receive State (see 16.5.2.2). 

- If LRR is received and reco&ized, 
the LRR Receive State (see 16.5.2.3). 

- If NOS is received and recognized, 
the NOS Receive State (see 16.5.3.2). 

enter 

enter 

enter 

- If OLS is received and recognized, 
remain in the OLS Receive State. 

- If Idle is received and recognized, 
remain in the OLS Receive State. 

b) If Loss of Synchronization is detected for 
more than a timeout period (R T TOV), or -- 
Loss of Signal is detected, the Port shall enter 
the Wait for OLS State (see 16.5.4.3). 
Detection of Loss of Signal or Loss of Syn- 
chronization shall not be counted as a Link 
Failure event in the Link Error Status Block. 

16.5.4.3 Wait for OLS State (OL3) 

A Port shall enter the Wait for OLS State when it 
detects Loss of Signal or Loss of Synchroniza- 
tion for more than a timeout period (R T TOV) -- 
while it is in the OLS Receive State, or while it is 
in the OLS Transmit State at an appropriate time 
in the Link Initialization Protocol (see 16.6.2). 

Upon entry into the Wait for OLS State, the Port 
shall transmit the NOS Primitive Sequence. 
While in the Wait for OLS State, the Port shall 
respond as follows: 

- If LR is received and recognized, enter the 
NOS Transmit State (see 16.5.3.1). 

- If LRR is received and recognized, enter 
the NOS Transmit State (see 1653.1). 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 
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- If OLS is received and recognized, enter 

the OLS Receive State (see 1654.2). 

- If Idle is received and recognized, remain 
in the Wait for OLS State. 

16.6 Primitive Sequence Protocols 

The interchange of frames is basically asynchro- 
nous in nature. The Data protocols defined in 
FC-PH allow multiple frames in transit in each 
direction at the same time. When conditions 
cause state changes to occur within an N-Port 
or F-Pot-t, Primitive Sequence Protocols provide 
a fully interlocked and acknowledged mech- 
anism to recover from those conditions. 

See Q.3 and Q.4 for additional information 
,~ describing Port state changes relative to Primi- 

tive Sequences. The Link recovery hierarchy is 
shown in figure 82 located in 29.4. 

-36.6.1 Primitive Sequence meanings 
- - 

. - 

.a 

A 

Table 27 - Primitive Sequence summary 

Trans Meaning Resp 

NOS Not-Operational OLS 

- Link Failure 

OLS Offline Sequence 

- Internal failure in Port 

- Transmitter may 

power-down, 

perform diagnostics, or 

perform initialization. 

- Receiver shall ignore 

Link errors or Link Failure. 

LR 

LR Link Reset LRR 

- Remove Class 1 

Connection, 

- Reset F-Port, or 

- OLS recognized 

LRR Link Reset Response Idles 

- Link Reset recognized , 

Idles Operational Link Idles 

ANSI X3.230-1994 

16.6.2 Link Initialization 

Link initialization is required after a Port has 
been powered-on, has been internally reset, or 

has been Offline. The Ports involved may be an 
N-Port and an F_Port, or two N-Ports. 

The following series of events defines the Link 
Initialization Protocol from the perspective of the 
Port which initiates the Protocol. While in the 
Offline State, NOS Reception or Link Failure con- 
ditions which are detected shall not be recorded 
as Link Failure events in the Link Error Status 
Block. The following series of events defines the 
Link Initialization Protocol. 

a) Enter the OLS Transmit State and transmit 
OLS for a minimum period of 5 ms. After the 
period has elapsed, the Port shall respond as 
follows: 

- If LR is received and recognized, enter 
the LR Receive State (see 16.5.2.2). 

- If LRR is received and recognized, 
remain in the OLS Transmit State. 

- If OLS is received and recognized, enter 
the OLS Receive State (see 1654.2). 

- If NOS is received and recognized, enter 
the NOS Receive State (see 16.5.3.2). 

- If Idle is received and recognized, 
remain in the OLS Transmit State. 

- If Loss of Synchronization is detected for 
more than a timeout period (R T TOV), or 
Loss of Signal is detected, enter-the Wait 
for OLS State (see 16.5.4.3). 

b) If no Primitive Sequence is received or event 
detected which causes the Port to exit the 
OLS Transmit State after a timeout period 
(R_T_TOV), the Port shall enter the Wait for 
OLS State. 

At the end of the Link Initialization Protocol both 
Ports shall be transmitting and receiving Idles 
(Active State). 

Table 27 provides a summary of the defined 
Primitive Sequences, their meaning, and the cor- 
responding response when received. 
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16.6.3 Online to Offline 

A Port is Online when it is in the Active State. A 

Port shall perform the Online to Offline Protocol 
to enter the Offline State. The Offline State shall 

be entered prior to power-down (or at power- 
down), or performing diagnostics. To exit the 
Offline State, a Port shall perform the Link Initial- 
ization Protocol. 

The following series of events shall define the 
Online to Offline Protocol from the perspective of 
the Port which intends to go Offline. 

a) The Port shall enter the OLS Transmit State. 

b) The Port shall transmit OLS for a minimum . 
time of 5 ms. 

‘c) After transmitting OLS for 5 ms, the Port 
shall be Offline and may perform diagnostic 
procedures, turn off its transmitter, or transmit 
any signal (excluding Primitive Sequences) 
without errors being detected by the other -- - - 
attached Port. While in the Offline State, a 

_ - 
Port may also power-down. 

4- 

NOTE - After entering the OLS Transmit State and 

transmitting OLS for a minimum of 5 ms. the Port 

may then do anything which will not cause the 

attached Port to leave the OLS Receive State or 

Wait for OLS State unless intended to do so. 

‘d) To exit the Offline State, a Port shall perform 
the Link Initialization Protocol. 

is operational, the Port shall respond to Primi- 
tive Sequences received. 

- If NOS is received and recognized, enter 
the NOS Receive State. 

- If OLS is received and recognized, enter 

the OLS Receive State. 

b) In the OLS Receive State, transmit LR. 

- If LR is received and recognized, enter 
the LR Receive State. 

- If LRR is received and recognized, enter 
the LRR Receive State. 

c) In the NOS Receive State, transmit OLS. 

- If LR is received and recognized, enter 
the LR Receive State. 

- If OLS is received and recognized, enter 
the OLS Receive State. 

d) In the LR Receive State, transmit LRR. 

- If Idles are received and recognized, exit 
the LR Receive State and enter the Active 
State. 

e) In the LRR Receive State, transmit Idles. 

- If Idles are received and recognized, exit 
the LRR Receive State and enter the Active 
State. 

f) At the end of the Link Failure Protocol both 
Ports shall be transmitting and receiving Idles 
(Active State). 

16.6.5 Link Reset 
16.6.4 Link Failure 

The Link Failure Protocol shall be performed 
after a Port has detected either a Loss of Syn- 
chronization for a period of time greater than a 
timeout period (R T TOV), -- or Loss of Signal 

while not in the Offline State. 

The Link Failure Protocol shall also be per- 
formed after a Link Reset Protocol timeout error 
is detected (see 16.6.5). The following series of 
events defines the Link Failure Protocol. 

a) The Port shall transmit NOS and enter the 
NOS Transmit State while the Link Failure 
condition in the receiver or Port exists. While 
in the NOS Transmit State, after the Receiver 

The Link Reset Protocol shall be performed fol- 
lowing a Link timeout. If a Port performs step a, 
b, or c without receiving an appropriate 
response within the timeout period (R T TOV), a 
Link Failure shall be detected and the Link 
Failure Protocol shall be performed. 

The Link Reset Protocol shall comply with the 
following series of events described from the 
perspective of the Port initiating the Protocol. 

a) The Port shall transmit LR and enter the LR 
Transmit State. 

- If LRR is received and recognized, enter 

the LRR Receive State. 

- If LR is received and recognized, enter 
the LR Receive State. 
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b) In the LR Receive State, transmit LRR. d) If other conditions or Primitive Sequences 

- If Idles are received and recognized, exit 
the LR Receive State and enter the Active 
State. 

are recognized, the Port shall respond 
according to the definitions associated with its 

current State as specified in 16.4. 

c) In the LRR Receive State, transmit Idles. 
e) At the end of the Link Reset Protocol both 

Ports shall be transmitting and receiving Idles 

- If Idles are received and recognized, exit 
the LRR Receive State and enter the Active 
State. 

(Active State). 
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17 Frame formats 

All FC-2 frames follow the general frame format 
as shown in figure 44. An FC-2 frame is com- 
posed of a Start_of_Frame delimiter, frame 
content, and an End-of-Frame delimiter. The 

frame content is composed of a Frame-Header, 
Data-Field, and CRC. Unless otherwise speci- 
fied, the term frame refers to an FC-2 frame 
within FC-PH. 

17.1 Frame transmission 

Frame transmission shall be performed by 
inserting a frame immediately follocwing a 
sequence of Idles. Idles shall be transmitted 
immediately upon completion of the frame. 

- . 

At the N-Port transmitter there shall be a 
minimum of six Primitive Signals (Idles and 

%rRDY) between frames. A minimum of two -- 

tdles shall be guaranteed to precede the start 
@OF) of each frame received by a destination 
N-Port. The Fabric may insert or remove Idles 
as long as the destination receives at least two 
Idles preceding each frame. See 17.8 for a dis- 
cussion on frame reception. 

-17.2 Start_of_Frame (SOF) 

The Start_of_Frame delimiter is an Ordered Set 
that immediately precedes the frame content. 
There are multiple SOF delimiters defined for the 
Fabric and for N-Port Sequence control. The 
SOF delimiter shall be transmitted on a word 
boundary. Tables 48 and 50 specify allowable 
delimiters by Class for Data and Link-Control 
frames. The bit encodings for the SOF delim- 
iters are defined in table 24. 

17.21 Start_of_Frame Connect Class 1 
(SOFCI) 

SOFCI shall be used to request a Class 1 Dedi- 
cated Connection. The frame Data Field size is 
limited to the maximum size specified by the 
destination N-Port or by the Fabric, if present, 
whichever size is smaller. The maximum Data 
Field size is determined during the Login proce- 
dure. This delimiter also identifies the start of 
the first Sequence (i.e., implicit SOFil). 

172.2 Start-of-Frame Initiate (SOFix) 

A Sequence shall be initiated and identified by 
using the SOFix delimiter in the first frame. 
SOFix is used to indicate SOFir, SOFi2, or SOFi3. 

The following three delimiters identify the start of 
a Sequence based on Class of Service. 

17.2.2.1 Start_of_Frame Initiate Class 1 (SOFit) 

The first Sequence of a Ded.icated Connection is 
initiated with SOFci. After a Class 1 Connection 
is established, all subsequent Sequences within 
that Dedicated Connection shall be initiated with 
SOFil. 

17.2.2.2 Start-of-Frame Initiate Class 2 (SOFi2) 

The SOFi2 shall be used on the first frame to ini- 
tiate a Sequence for Class 2 Service. 

17.2.2.3 Start-of-Frame Initiate Class 3 (SOFi3) 

The SOFia shall be used on the first frame to ini- 
tiate a Sequence for Class 3 Service. 

I.- ___________________ ______ General FC-2 Frame F,,mt _______________ _______,I 

I 
I 1. ______ __________ Frame Content ____________-_______-___,I 

I I I 
I I 

(Bytes) I (4) I (24) (cl to 2112) (4) I (4) I (Bytes) 
1 

Idle Words SOF FRAME HEADER DATA FIELD CRC EOF Idle Words I 

IOPT ;OPT ; 
I I 

PAYLOAD 
IHDR IHDR I !il 

Fill 
Bytes, if any 

Figure 44 - FC-2 general frame format 

90 
124 of 462



ANSI X3.230-1994 

17.2.3 Start-of-Frame Normal (SOFnx) The two Frame-Types are 

- FT_O (Data Field = 0 bytes) 

When the R_CTL field bits 31-28 are set to 1 1 

0 0, an FT_O frame (Link-Control) shall be 
specified which has a Data Field length of 
zero. 

- FT_l (Data Field = 0 to 2 112 bytes) 

When the R_CTL field bits 31-28 are set to 
values other than 1 1 0 0, an FT_l frame (Data 
frame) shall be specified whose Data Field 
size is a multiple of four bytes and ranges in 
size from 0 to 2 112 bytes. If the ULP supplies 
a Payload which is not divisible by 4, the 
remaining bytes (up to 3) shall contain fill 
bytes as specified in the F_CTL field in table 
37. However, fill bytes shall only be mean- 
ingful, and recognized as present, on the last 
Data frame of a series of consecutive Data 
frames of a single Information Category within 
a single Sequence. 

The Data Field in FT_l frames may contain 
optional headers, as defined by the DF_CTL 
field, as well as the Payload. Optional Data 
Field headers are described in clause 19. 

The following three delimiters identify the start of 

all frames other than the first frame of a 
Sequence based on Class of Service. SOFnx is 

used to indicate SOFnl, SOFna, or SOFn3. 

17.2.3.1 Start-of-Frame Normal Class 1 (SOFnl) 

The SOFnl shall be used for all frames except 
the first frame of a Sequence for Class 1 Service. 

17.2.3.2 Start-of-Frame Normal Class 2 (SOFti) 

The SOFti shall be used for all frames except 
the first frame of a Sequence for Class 2 Service. 

17.2.3.3 Start-of-Frame Normal Class 3 (SOFti) 

‘*The SOFm shall be used for all frames except 
the first frame of a Sequence for Class 3 Service. 

17.2.4 Start-of-Frame Fabric (S’OFf) _- -- 
. - 

If a Fabric-Frame, indicated by SOFf, is received 
%y an N-Port, the Fabric-Frame shall be dis- 
carded and ignored. See 17.9 for a description 
of a Fabric-Frame. A discussion of FT_O (Link-Control) and FT_l 

(Data) frames is found in clause 20. 
17.3 Frame-Header 

The Frame-Header shall be the first field of the 
* frame content and shall immediately follow the 

SOF for all frames. The Frame-Header shall be 
transmitted on a word boundary. The 

Frame-Header is used by the link control facility 
to control link operations, control device protocol 
transfers, and detect missing or out of order 
frames. The Frame-Header is described in 
detail in clause 18. 

17.4 Data Field 

17.5 CRC 

The Cyclic Redundancy Check (CRC) is a four 
byte field that shall immediately follow the Data 
Field and shall be used to verify the data integ- 
rity of the Frame-Header and Data Field. SOF 

and EOF delimiters shall not be included in the 
CRC verification. The CRC field shall be calcu- 
lated on the Frame-Header and Data Field prior 
to encoding for transmission and after decoding 
upon reception. The CRC field shall be aligned 
on a word boundary. 

The Data Field shall follow the Frame-Header. 
Data Fields shall be aligned on word boundaries 
and shall be equal to a multiple of four bytes in 
length (including zero length). Two 

Frame-Types are defined based on the value of 
bits 31-28 in the R_CTL field of the 

Frame-Header. 

For the purpose of CRC computation, the bit of 
the word-aligned four byte field that corresponds 
to the first bit transmitted is the highest order 
bit. See figure N.l in annex N. Bit 24 of the first 
word of the Frame-Header is the first bit of the 
transmission word transmitted by the transmitter 
(see 11.2.1). 
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ANSI X3.139, Fiber Distributed Data Interface - 

Media Access Control specifies the FC-PH CRC. 

See annex N for further discussions of the CRC. 
The CRC shall use the following 32-bit 
polynomial: 

x32 + x26 + x23 + x22 + xl6 + x12 + xl1 + xl0 

-k x* + x7 + x5 + x4 + x2 + x + 1 

17.6 End-of-Frame (EOF) 

The End-of-Frame (EOF) delimiter is an Ordered 
Set that immediately follows the CRC. The EOF 
delimiter shall designate the end of the frame 
content and shall be followed by Idles. Tables 
48 and 50 specify allowable delimiters by Class 
for Data and and Link-Control frames. There 
?[e three categories of EOF delimiters. One cat- 
egory of delimiter shall indicate that the frame is 
valid from the sender’s perspective and poten- 
tially valid from the receiver’s perspective. 

- - The second category shall indicate that the 
_ frame content is invalid. This category shall only 

bgused by an F-Port which receives a complete 
frame and decodes it before f&warding that 
frame on to another destination. 

The third category shall indicate the frame 
content is corrupted and the frame was trun- 
cated during transmission. The third category 

shal! be used by both N-Ports and F-Ports to 
indicate an internal malfunction, such as a trans- 
mitter failure, which does not allow the entire 
frame to be transmitted normally. 

The bit encodings for the EOF delimiters are 

defined in table 24. 

17.6.1 Valid frame content 

Three types of End-of-Frame delimiter are 
defined to indicate that the frame content is valid 
from the sender’s perspective and potentially 
valid from the receiver’s perspective. Tables 48 
and 50 specify allowable delimiters by Class. 

17.6.1 .I End-of-Frame Terminate (EOFt) 

The EOFt shall indicate that the Sequence asso- 
ciated with this SEQ_ID is complete. EOFt or 
EOFdt shall be used to properly close a 
Sequence without error. 

92 

17.6.1.2 End-of-Frame Disconnect-Terminate 
(EOFdt) 

The EOFdt shall remove a Dedicated Connection 
through a Fabric, if present. The EOFdt shall 

also identify the last ACK of a Sequence and 
indicate that all Class 1 Sequences associated 
with this S-ID are terminated. Open Class 1 
Sequences, other than the SEQ_ID specified in 
the frame containing EOFdt, shall be abnormally 
terminated and may require Sequence recovery 
on a ULP protocol-dependent basis. 

17.6.1.3 End-of-Frame Normal (EOFn) 

The EOFn shall identify the end 
one of the other EOF delimiters 
frame content is not required. 

of frame when 
indicating valid 

17.6.2 Invalid frame content 

There are two EOF delimiters which indicate that 
the frame content is invalid. If a frame is 
received by a facility internal to a Fabric and an 
error is detected within the frame content, the 
frame may be passed to the destination N-Port 
with a modified EOF to indicate that an error was 
previously detected. Error detection in the 
Frame Content by the Fabric is optional. 

Errors such as code violation or CRC errors are 
examples of detectable frame errors. For 
example, if the Fabric decodes a frame into 
bytes and one or more transmission characters 
cannot be validly decoded into bytes, these 
bytes shall be filled with valid data bytes, a new 
CRC shall not be generated, and the appropriate 
EOF delimiter shall replace the original EOF 
delimiter. 

When a frame is received with an EOF delimiter 
which indicates that the frame content is invalid, 
the receiver shall not report the detection of an 
invalid frame. The invalid frame condition shall 
be reported by the entity which replaces the EOF 
delimiter that indicates invalid frame content. 
The receiving N-Port, at its discretion, may 
report the event of receiving a frame with one of 

these delimiters. 

NOTES 

1 Errors are counted at the point at which they are 
detected. Events may also be reported at the point at 
which they are recognized. 
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2 Due to the importance of the EOFdt delimiter in 
Class 1, it is very desirable for the Fabric to forward a 
frame which has either EOFdt or EOFdli. 

The following EOF delimiters shall indicate that 
the frame contents are invalid (see 17.8.2 
regarding reception of invalid frames). 

17.6.2.1 End-of-Frame 
Disconnect_Terminate_Invalid (EOFdli) 

The EOFdti shall replace a recognized EOFdt 

delimiter on a frame with invalid frame content. 
The EOFdti shall remove a Dedicated Connection 
through a Fabric, if present. It shall also indicate 
that all Class 1 Open Sequences associated with 
the Connected N-Pot-t are abnormally terminated 
and may require Sequence recovery on a ULP 
protocol-dependent basis. 

* 

The frame containing the EOFdti shall be proc- 
essed by the receiver in the following manner: 

- no response frame shall be transmitted, 
-_- - - 

- the Data Field may be used at the receiv- _ - 
er’s discretion (see 17.8.2), and 

- the Dedicated Connection to the receiver is 
removed. 

17.6.2.2 End-of-Frame invalid (EOFni) 

The EOFni shall replace an EOFn or EOFt, indi- 

. catting that the frame content is invalid. 

The frame containing the EOFni shall be proc- 
essed by the receiver in the following manner: 

- no response frame shall be transmitted, 
and 

- the Data Field may be used at the receiv- 
er’s discretion (see 17.8.2). 

17.6.3 End-of-Frame Abort (EOFa) 

The EOFa shall terminate a partial frame due to 
a malfunction in a link facility during trans- 
mission. The frame shall end on a word 
boundary and shall be discarded by the receiver 
without transmitting a reply. The transmitter 
shall retransmit the aborted frame with the same 
sequence count (SEQ_CNT) up to its ability to 
retry, which may be zero. 

An invalid EOF (EOFdti or EOFni) delimiter may 
be changed to an EOFa delimiter under the con- 
ditions specified for EOFa. 

ANSI X3.230-1994 

EOFa delimiters shall not be changed to an 

invalid EOF delimiter under any conditions. 

17.7 Frame field order 

The frame content shall be transmitted sequen- 
tially following the SOF delimiter as an ordered 
byte stream within the definition of the frame as 
specified in figures 44, 46, and 47 until the EOF 

delimiter is transmitted. 

Figure 45 relates the frame format to the ordered 

byte stream transferred from the Upper Level 
Protocol (or FC-4) and transmitted by FC-PH. 

Word 

SOF 

e 

1 

2 

3 

4 

5 

6 

7 

8 

EOF 

L 

Bits 

1322 2222 2222 1111 1111 11 
1098 7654 3210 9876 5432 1098 7654 3210 

K28.5 0xx.x Dxx.x Dxx.x 
A0 Al A2 A3 

R_CTL D_ID 
BB Bl 82 83 

*rrr rrrr S-ID 
B4 85 86 B7 

TYPE F_CTL 
88 B9 BlB Bll 

SEQ_ID DF_CTL SEQ_CWT 
812 B13 814 B15 

OX-ID RX-ID 
B16 817 B18 B19 

Parameter 
828 821 822 823 

Pay1 oad 
824 825 826 B27 

Pay1 oad 
828 B29 830 831 

CRC 
B32 833 834 835 

K28.5 Dxx.x Dxx.x Dxx.x 
CB Cl c2 c3 

Figure 45 - Frame Byte Order 
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A frame shall be transmitted in the following h) If an EOFdt or EOFdti terminates frame recep- 
byte order: tion, a pending or existing Dedicated Con- 
AO, Al, A2, A3, BO, Bl, B2, B3, B4 . . . nection shall be recognized to be removed 
832, B33, B34, B35, CO, Cl, C2, C3. without regard to frame validity. 

If there were one byte of fill in the Payload of 
this frame, the fill byte is 831. With no optional 
header present, the Relative Offset (Parameter 
Field) shall be specified as follows: 
Relative Offset + 0 specifies B24 
Relative Offset + 3 specifies B27 
Relative Offset + 4 specifies B28 

For a Relative Offset of decimal 1024 (hex 
‘00000400’) the Parameter Field shall be speci- 
fied as: 
B20, B21, B22, B23 = hex ‘00 00 04 00’. 

See figure N.l and N.2 in annex N. 
‘. 

17.8 Frame reception 

The following list specifies frame reception rules. 

- - -aT Data bytes received outside the scope of a 
_ - delimiter pair (SOF and EOF) shall be dis- 

*carded. 

b) Frame reception shall be started by recogni- 
tion of an SOF delimiter. 

c) Recognition of SOFci, SOFti, or SOFx3, shall 
be responded to by transmission of the 
R_RDY Primitive Signal when the interface 

- buffer is available. 

d) Detection of a code violation after frame 
aeption is started but before frame recep- 

tion is terminated shall be identified as an 
Invalid Transmission Word within the frame. 

e) Frame reception shall continue until an 
Ordered Set, or a Link Failure is detected. 

f) If the Frame-Content between the SOF and 
EOF delimiters exceeds the maximum allow- 
able Data Field size as specified by Login, an 
N-Port may consider the frame’ invalid and 
discard Data Field bytes as received. 
However, frame reception shall still be termi- 
nated by an Ordered Set or Link Failure. An 
N-Port is also allowed to receive the frame 
and if valid, it shall respond with a P_RJT with 
a length error indicated in the reason code. 

g) In either process or discard policy, if frame 
reception is terminated by an EOFa, the entire 
frame shall be discarded, including the 
Frame-Header and Data Field. 

17.8.1 Frame validity 

The following list of items determines whether a 
frame is considered valid or invalid. 

a) If the Ordered Set terminating frame recep- 
tion is not recognized as an EOF delimiter, the 
frame shall be considered invalid. 

b) If the EOF delimiter is EOFni, EOFdti, or EOFa, 
the frame shall be considered invalid. 

c) If the Frame-Content between the SOF and 
EOF delimiters is not a multiple of four bytes, 
the frame shall be considered invalid. 

d) If the EOF delimiter is EOFn, EOFt, or EOFdt 
and no Invalid Transmission Words have been 
detected during frame reception for a frame 
with a multiple of four byte words, the CRC 
field shall be used. If the CRC is valid, the 
frame shall be considered valid and normal 
processing for valid frames shall be per- 
formed. If the CRC is invalid, the frame shall 
be considered invalid. 

During normal processing of valid frames, errors 
may be detected which are rejectable in Class 1 
and 2 using the P_RJT Link-Response frame 
(see 20.3.3.3). P_RJT frames shall not be trans- 
mitted for invalid frames. If a rejectable error 
condition or a busy condition is detected for a 
valid _6!ass 3 fmme-the frame- shalL_be dis- 
carded. 

When errors such as Invalid Transmission Word 
and Invalid CRC are detected, the event count in 
the Link Error Status Block shall be updated (see 
29.8). If delimiter usage does not follow allow- 
able delimiters by class as specified in tables 48 
and 50, a valid frame shall be considered 
rejectable. 

17.8.2 Invalid frame processing 

If an N-Port is able to determine that an invalid 
frame is associated with an Exchange which is 
designated as operating under Process policy, 
the N-Pot-t may process and use the Data Field 
at its discretion, otherwise, the entire invalid 
frame shall be discarded. 
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NOTE - When a frame is corrupted, it is not known if 
the Frame-Header is correct. The XIDs, SEQ_ID, 

17.9 Fa bric_Frame 
SEQ_CNT, and Parameter fields may not contain reli- 
able information. The error may cause a misrouted 
frame to have a D-ID which appears to be correct. 
Such a frame may be used under very restricted con- 
ditions. 

A Fabric-Frame may be used by the Fabric for 
intrafabric communication. A Fabric-Frame is 
composed of an SOFf delimiter, frame header 

and content, and an EOFn delimiter. The 
Fabric-Frame header and content is not defined 

within FC-PH. 
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18 Frame-Header 

18.1 Introduction 

The Frame-Header shall be subdivided into 
fields as shown in figure 46. 

Word 

e 

1 

2 

‘* 
3 

4 

^ -d -- 
_ - 

e- 

Bits 

3322 2222 2222 1111 1111 11 
1098 7654 3210 9876 5432 1098 7654 3218 

R_CTL D-10 

rrrr rrrr S-10 

TYPE F_CTL 

Figure 46 - Frame-Header 

The Frame-Header shall be the first field of the 
frame content and immediately follow the SOF 

delimiter. The Frame-Header shall be trans- 
mitted on a word boundary. The Frame-Header 
7s used to control link operations, control device 
protocol transfers, and detect missing or out of 
order frames. 

18.1 .I Frame identification 

A single frame is uniquely identified by S-ID, 
D-ID, SEQ_ID, SEQ_CNT, and Sequence Context. 
The OX-ID and RX-ID fields (generally referred 
to as X-ID) may be used by an N-Port to provide 
a locally assigned value which may be used in 
place of S-ID, D-ID, and SEQ_ID to identify 
frames in a non-streamed Sequence or when 
only one Sequence is Open. When Sequences 
are streamed, or more than one Sequence is 
Open, the X-ID field may be used in place of the 
S-ID and D-ID to identify the N-Port pair associ- 
ated with a specific frame. The X-ID field may 
also be used in conjunction with S-ID, D-ID, or 
SEQ_ID to relate one or more Sequences to 
actions initiated by Upper Level Protocols. 

When one or more Sequences are aborted using 

the Abort Sequence Protocol (see 29.7.1.1), a 
Recovery_Qualifier range is identified by the 
Sequence Recipient which consists of S-ID, 
D-ID, OX-ID, RX-ID in combination with a range 
of SEQ_CNT values (low and high). In Class 2 
and 3, the Recovery_Qualifier range shall be 
used by the Sequence Initiator to discard ACK 
and Link-Response frames and by the Sequence 
Recipient to discard Data frames. If a 
Recovery_Qualifier is used in Class 2 or 3, a 
Reinstate Recovery Qualifier Link Service 
request shall be performed after an R A TOV - - 
timeout period has expired (see 21.2.2). 

18.1.2 Sequence identification 

The set of IDS described previously (S-ID, D-ID, 
OX-ID, RX-ID, and SEQ_ID) is referred to as the 
Sequence_Qualifier throughout the remainder of 
FC-PH. An N-Port implementation makes use of 
these IDS in an implementation-dependent 
manner to uniquely identify Active and Open 
Sequences (see 24.6.1). 

NOTE - An N-Port’s freedom to assign a SEQ ID is 

based on Sequence Context (initiator or ReciGent). 

This may affect the means by which an N-Port imple- 

mentation chooses to uniquely identify Sequences. 

A given N-Port Originator may choose to provide 
frame tracking outside of the signaling protocol 
of FC-PH (FC-2). This is indicated by setting the 
OX-ID to hex ‘FFFF’. This implies that the 
Exchange Originator shall only have one 
Exchange Active with a given destination N-Port. 
If an N-Port chooses an alternative frame 
tracking mechanism outside the scope of FC-2, it 
is still responsible for providing proper SEQ_ID 
and SEQ_CNT values. In addition, it shall return 
the RX-ID assigned by the Responder. 

A given N-Port Responder may choose to 
provide frame tracking outside of the signaling 
protocol of FC-PH (FC-2). This is indicated by 
setting the RX-ID to hex ‘FFFF’. If an N-Port 
chooses an alternative frame tracking mech- 
anism outside the scope of FC-2, it is still 
responsible for providing proper SEQ_ID and 
SEQ_CNT values. In addition, it shall return the 

OX-ID assigned by the Originator. 
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18.2 R_CTL field 

Routing Control (Word 0, Bits 31-24) is a one 

byte field that contains routing bits and informa- 
tion bits to categorize the frame function. 

When the R_CTL field is used in combination 
with the TYPE field (Word 2, bits 31-24), it pro- 
vides an N-Port with assistance in frame routing, 
data routing, or addressing as summarized in 
table 28. 

l Bits 31-28 - Routing Bits 

0000 = FC-4 Device-Data frame 
0010 = Extended Link-Data frame 
0011 = FC-4 Link-Data frame 
0100 = Video-Data frame 

‘. 1000 = Basic Link-Data frame 
1100 = Link_Controi frame 
Others = Reserved 

Routing bits differentiate frames based on func- 
-- -Ton or service within an N-Port or F-Port. FC-4 

- -Device-Data frames contain Payload information 
-elated to a specific Upper Level Protocol. 

Video-Data frames contain Payload information 
directed to a video buffer without transferring the 
Data to main store. 

- Basic Link-Data which contain commands 
in the information bits of R_CTL (bits 27-24) 

which are part of a Sequence of frames, 
- Extended Link-Data frames which are 
directed to the N-Port in order to provide 

N-Port Extended Link Services, such as Login, 
which are common to multiple FC-4s, and 
- FC-4 Link-Data frames which are directed 
to the N-Port in order to provide FC-4 Ser- 
vices to assist in the processing of FC-4 
Device-Data frames. 

See clause 20 for a specification of Data (FC-4 
Device-Data and Video-Data) and Link_Control 
frames. See clause 21 for a specification on 
Basic Link Services, Extended Link Services, and 
FC-4 Link Services. 

l Bits 27-24 - Information field 

The interpretation of the Information field is 

dependent on the Routing (bits 31-28) field value. 

For Routing = 1000 and 1100, the Information 
field contains a command. For all other R_CTL 
values, the Information field specifies the 
Common Information Categories specified in 
table 29. When the Routing bits indicate a 
Link-Control frame, the command code is speci- 
fied in the information field (bits 27-24) as shown 

in table 49. Link_Control frames are described 
in clause 20. 

Link-Data frames contain request and reply 
commands which are directed to the N-Port. 

- There are three kinds of Link-Data frames: 

Table 28 - R_CTL - TYPE CODE SUMMARY 

R_CTL TYPE 
Wd 0, bits 31-24 Wd 2, bits 31-24 

Payload Comments 

Bits 31-28 Bits 27-24 
Routing information 

0000 0000-0111 FC-4 Device-Data Information Categories Device-Data frames 
(see table 29) (see table 36) 0 to 15 

0010 0010 Extended Link-Data Request Extended Link Service 
0011 (see table 34) Reply 
(see table 29) 

0011 0010 FC-4 Link-Data Request FC-4 Link-Data 
0011 (see table 36) Reply 

0100 

1000 

1100 

(see table 29) 

0000-0111 
(see table 29) 

Command 
(see table 57) 

Command 
(see table 49) 

Video-Data 
(see table 35) 

Basic Link-Data 
(see table 34) 

Reserved I 
Reason Code 

12 byte max 

none 

Video-Data 

Basic Link Service 

l_ink_Control frame 
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When the Routing bits indicate a Basic 

Link-Data frame, the command code shall be 
specified in the Information field (bits 27-24) as 
shown in table 57. 

When the Routing bits indicate Extended 
Link-Data or FC-4 Link-Data, the Information 
Category shall indicate Unsolicited Control for a 
request Sequence and Solicited Control for a 
reply Sequence as encoded in table 29. 

When the Routing bits indicate FC-4 Device-Data 
or Video-Data, the Information Category bits are 
available to each FC-4 TYPE to indicate data 
type or data control information relating to the 
information within the Payload portion of the 
Data Field as shown in table 29. When the 
Routing bits indicate Device-Data, it indicates 
that the Payload of this frame may be processed 
‘zy a level above the N-Port which received the 
frame. The current TYPES for FC-4 Device-Data 
and FC-4 Link-Data frames are shown in table 
36. 

_- - - 

t Table 29 - Information Categories 

Bit value 

27-24 I 
Description 

I 0000 1 Uncategorized information 

0001 Solicited Data 

0010 Unsolicited Control 

0011 Solicited Control . _ 

0100 Unsolicited Data 

0101 Data Descriotor 

Category bits shall specify an Information Cate- 
gory for the Payload of a single frame. A series 
of consecutive frames which specify the same 
Information Category within a single Sequence 
shall be considered a single instance of the 
Information Category. The fill bits (F_CTL bits 
1-O) shall only be meaningful on the last frame of 
a single instance of an Information Category. 
Only one instance of an Information Category 

shall be allowed in a single Sequence. Multiple 
Information Categories are allowed in the same 
Sequence as a Login option (see 23.6.8.4). 

The format of the Payload for Data-Descriptor 
category is shown in table 30. The format of the 

Payload for Unsolicited Command category is 
shown in table 31. The format of the Payload for 

Command Status is shown in table 32. The 
format of the Payload of other categories are 
FC-4 specific. 

Table 30 - Data Descriptor Payload I 

Item 
Size I I -Bytes 

Offset of Data being transferred 

Length of Data being transferred 

Other optional information (FC-4 

I Table 31 - Unsolicited Command Payload I 

Item 
Size I I -Bytes 

Iddress (FC-4 dependent) I 8 1 

I Command information (FC-4 dependent) 
I I max 

Table 32 - Command Status Payload 

Item 

Command status (bits 31 - 0) 
Bit 31 

= 0 Successful 
= 1 Unsuccessful 

Bit 30 

= 0 Complete 
= 1 Incomplete 

Reserved 

Optional status (FC-4 dependent) 

Size 
-Bytes 

4 

4 

max 

18.3 Address identifiers 

Each N-Port shall have a native N-Port Identifier 
which is unique within the address domain of a 
Fabric. In addition, an N-Port may optionally 
have one or more alias address identifiers which 
may be shared across multiple N-Ports. For 

example, alias addressing may be used to 
implement a Hunt Group. 

An N-Pot-l Identifier of binary zeros indicates 

that an N-Port is unidentified. When an N-Port 
transitions from the Offline State to the Online 
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State, its N-Port Identifier shall be unidentified. 

While an N-Port is unidentified, it shall 

- promiscuously accept frames with any Des- 
tination Identifier value, 

- not Reject (P_RJT) a frame with a reason 
code of Invalid D-ID, and 
- Reject (P_RJT) frames other than Basic 
and Extended Link Service with a reason code 
of Login Required. 

An N-Port determines its native N-Port address 
Identifier by performing the Login Procedure as 
specified in clause 23. During the Login Proce- 
dure an N-Port may be assigned a native N-Port 
Identifier or it may determine its own native 
N-Port Identifier. 

Address identifiers in the range of hex ‘FFFFFO 
t to ‘FFFFFE’ are well-known, and reserved for use 

as shown in table 33. The address identifier of 
hex ‘FFFFFF’ is reserved as a broadcast 
address. 

. - Table 33 - Well-known address identifiers 

a- 

FFFFFO to 

__ FFFFFS 
Reserved 

FFFFFA Management Server 

FFFFFB Time Server 

DiiZCiOfy~~i_$& ~ 
I 

a _ 

FFFFFD Fabric Controller 

FFFFFE Fabric F-Port 

18.3.1 Destination-ID (D-ID) 

The Destination Identifier (D-ID) is a three byte 
field (Word 0, Bits 23-O) that shall contain the 
address identifier of an N-Port or F Port within - 
the destination entity. 

18.3.2 Source_lD (S-ID) 

The Source Identifier (S-ID) is a three byte field 
(Word 1, Bits 23-O) that shall contain the address 
identifier of an N-Pot-l or F-Port within the 
source entity. 

18.4 Data structure type (TYPE) 

The data structure type (TYPE) is a one byte field 
(Word 2, Bits 31-24) that shall identify the pro- 
tocol of the frame content for Data frames. The 
TYPE field specified identifies the TYPE at the 

Sequence Recipient for Data frames. 

When the Routing bits in R_CTL indicate a 
Link-Control frame other than F_BSY, the TYPE 
field is reserved. F_BSY frames use the TYPE 
field to indicate a reason code for the F_BSY in 
TYPE field bits 31-28. When the F_BSY is in 
response to a Link-Control frame, R_CTL bits 
27-24 of the busied frame are copied by the 
Fabric into the TYPE bits 27-24. The bit 

encodings are shown in table 49. Duplication of 
the Link-Control command code allows an 
N-Port to easily retransmit the frame if it is 
busied by the Fabric (see 20.3.3.1). 

When the Routing bits in R_CTL indicate Basic 
or Extended Link-Data, TYPE codes are decoded 
as shown in table 34. 

Table 34 - TYPE codes - N-Port/F-Port Link 

Service 

Encoded Value 

Wd 2, bits 31-24 I 
Description 

Basic Link Service 

1101 0000 
to 

1111 1111 

Vendor Unique 

When the Routing bits in R_CTL indicate 
Video-Data, the TYPE codes are decoded as 
shown in table 35. 

Table 35 - TYPE codes - Video-Data 

Encoded Value 

Wd 2, bits 31-24 I 
Description 

0000 0000 
to 

1100 1111 

Reserved 

1101 0000 

to 

1111 1111 

Vendor Unique 
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Table 36 - TYPE codes - FC-4 (Device-Data 
and Link-Data) 

I Encoded Value 

Wd 2. bits 31-24 
Description 

0000 0000 Reserved 

0000 0001 Reserved 

0000 0010 Reserved 

0000 0011 Reserved 

I 0000 0100 
I 

ISOllEC 8802 - 2 LLC (In 

order) 

0000 0101 ISO/IEC 8802-2 LLC/SNAP 

0000 0110 Reserved 

0000 0111 Reserved 

0000 1000 SCSI - FCP 

0000 1001 SCSI - GPP 

-- 

0000 1010 

to Reserved - SCSI 

0000 1111 

0001 0000 Reserved - IPI- 

0001 0001 IPI- Master 

0001 0010 IPI- Slave 

0001 0011 IPI- Peer 

0001 0100 Reserved for IPI- 

0001 0101 CP IPI- Master 

0001 0110 CP IPI- Slave 

0001 0111 CP IPI- Peer 
- 

_ 0001 1000 Reserved - SBCCS 

0001 1001 SBCCS - Channel 

0001 1010 SBCCS - Control Unit 

0001 1011 

to Reserved - SBCCS 

0001 1111 

0010 0000 Fibre Channel Services 

0010 0001 FC-FG 

0010 0010 FC-XS 

0010 0011 FC-AL 

0010 1000 

to Reserved - Futurebus 

0010 1111 

0100 0000 HIPPI - FP 

0100 0001 

to 

0100 0111 

Reserved - HIPPI 

When the Routing bits in R_CTL indicate FC-4 
Device-Data or FC-4 Link-Data TYPE codes are 
decoded as shown in table 36. 

18.5 Frame Control (F_CTL) 

The Frame Control (F_CTL) field (Word 2, Bits 
23-O) is a three byte field that contains control 
information relating to the frame content. The 
following subclause describes the valid uses of 
F_CTL bits. If an error in bit usage is detected, a 
reject frame (P_RJT) shall be transmitted in 
response with an appropriate reason code (see 
20.3.3.3) for Class 1 and 2. The format of the 
F_CTL field is defined in table 37. 

Bit 23 - Exchange Context 

An Exchange shall be started by the Originator 
facility within an N-Port. The destination N-Port 
of the Exchange shall be known as the 
Responder. Each frame for this Exchange indi- 
cates whether the S-ID is associated with the 
Originator (0) or Responder (1). 

Bit 22 - Sequence Context 

A Sequence shall be started by a Sequence Initi- 
ator facility within an N-Port. The destination 
N-Port of the Sequence shall be known as the 
Sequence Recipient. Each frame of the 

Sequence indicates whether the S-ID is associ- 
ated with the Sequence Initiator (0) or the 
Sequence Recipient (1). 

NOTE - Ownership is required for proper handling of 

Link-Control frames received in response to Data 

frame transmission in Class 2. When a Busy frame is 

received, it may be in response to a Data frame 

(Sequence Initiator) or to an ACK frame (Sequence 

Recipient). This bit simplifies the necessary con- 

structs to distinguish between the two cases. 

Bit 21 - First-Sequence 

This bit shall be set to one on all frames in the 
First Sequence of an Exchange. It shall be set to 
zero for all other Sequences within an Exchange. 
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Table 37 (Page I of 2) - F_CTL field 

Exchange Context 

Sequence Context 

First-Sequence 

Chained-Sequence 17 
0 = No Chained-Sequence see 

1 = Chained-Sequence Active (Class 1) 24.6.5 

see . . . 
-Sequence !n:?:ats ~~~ ~~4~6 _ ~~~~~~~~~ 0 = hold Sequence Initiative 

1 = transfer Sequence Initiative 24.6.3 

X-10 reassigned 15 
0 = X-ID assignment retained see 

1 = X-ID reassigned 25.3.2 

see 
Invalidate X-ID 14 

0 = X-ID assignment retained 

1 = invalidate X-ID 25.3.1 

Reserved 13-10 

Retransmited Sequence 9 
0 = Original Sequence transmission see 

1 = Sequence retransmission 29.7.1.2 

Unidirectional Transmit 8 
0 = Bidirectional transmission see 

1 = Unidirectional transmission 28.5.3 

Last Data frame - Sequence Initiator 

Continue Sequence 

Condition 
7-6 

0 0 = No information 

0 1 = Sequence to follow-immediately 

1 0 = Sequence to follow-soon 

1 1 = Sequence to follow-delayed 

see 

24.6.5 

ACK frame - Sequence Recipient 

0 0 = Continue Sequence 

0 1 = Abort Sequence, Perform ABTS 

1 0 = Stop Sequence 

Abort Sequence 

Condition 
5-4 

1 1 = Immediate Sequence retransmission 

requested 

Data frame (1 st of Exchange) - Sequence Initiator 

0 0 = Abort, Discard multiple Sequences 

0 1 = Abort, Discard a single Sequence 

1 0 = Process policy with infinite buffers 

1 1 = Discard multiple Sequences with 

immediate retransmission 

see 

24.6.5 

and 

21.2.2 

Relative Offset present 3 
0 = Parameter field not meaningful 

1 = Parameter Field = Relative Offset 

Exchange reassembly 2 Reserved for Exchange reassembly 
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Table 37 (Page 2 of 2) - F_CTL field 

Control Field 

Fill Data Bytes 

Word 2, 
Bits 

1-O 

Description 

End of Data field - bytes of fill 
0 0 = 0 Bytes of fill 
0 1 = 1 Byte of fill (last byte of Data field) 
1 0 = 2 Bytes of fill (last 2 bytes of Data field) 
1 1 = 3 Bytes of fill (last 3 bytes of Data field) 

Refer- 
ence 

Bit 20 - Last-Sequence 

This bit shall be set to one on the last Data 
frame in the Last Sequence of an Exchange. 
This bit is permitted to be set to one on a Data 
frame prior to the last frame. Once it is set to 
one, it shall be set to one on all subsequent 
Data frames in the last Sequence of an 
Exchange. It shall be set to zero for all other 
squences within an Exchange. This bit shall be 
set to the same value in the Link-Control frame 
as the Data frame to which it corresponds. 

NOTE - The early transition of this bit, unlike other 
- -?TTL bits, is permitted as a hardware assist by pro- 

. &ng an advance indication that the Sequence is 
wring completion. 

Bit 19 - End-Sequence 

This bit shall be set to one on the last Data 
frame of a Sequence. In Class 1, if this bit is set 
to one in the ACK corresponding to the last Data 
frame, it confirms that the Sequence Recipient 

,recQgnized it as the last Data frame of the 
Sequence. In Class 2, the final ACK with this bit 
set to one confirms the end of the Sequence, 
however, the SEQ_CNT shall match the last Data 
frame delivered, which may not be the last Data 
frame transmitted. This indication is used for 
Sequence termination by the two N-Ports 
involved in the Sequence in addition to EOFt or 
EOFdt (see 24.3.8). This bit shall be set to zero 
for other frames within a Sequence. 

. 
Bit 18 - End-Connection (E-C) 

The E-C bit shall be set to one in the last Data 
frame of a Sequence to indicate that the N-Port 
transmitting E-C is beginning the disconnect pro- 
cedure. The N-Port transmitting E-C set to one 
on the last Data frame of a Sequence is 
requesting the receiving N-Port to transmit an 
ACK frame terminated by EOFdt if the receiving 
N-Port has completed all Active Sequences. If 
the receiving N-Port is not able to transmit 
EOFdt, E-C set to one requests that the receiving 
N-Port complete all Active Sequences and not 

initiate any new Sequences during the current 
Connection. 

The E-C bit is only applicable to Class 1 Service 
and is only meaningful on the last Data frame of 
a Sequence. The E-C bit shall be set to zero on 
a connect-request frame (SOFcl) in order to 
avoid ambiguous error scenarios where the ACK 
(EOFdt) is not properly returned to the Con- 
nection Initiator (see 28.7.2). 

Receiving the C-S bit set to one, overrides any 
previous transmission of the E-C bit set to one. 
See 28.7.2 for a discussion on removing Dedi- 
cated Connections (E-C bit). 

Bit 17 - Chained-Sequence (C-S) 

The Chained-Sequence bit shall be set to one on 
the last Data frame of a Sequence to indicate 
that the Sequence Initiator requires a reply 
Sequence from the Sequence Recipient within 
the existing Dedicated Connection. This bit is 
only meaningful on a Data frame when the 
End-Sequence bit is set to one, Sequence Initi- 
ative bit set to one, and Unidirectional Transmit 
bit set to zero. When the Sequence Recipient 
receives the C-S bit set to one, it shall respond 
to the request by initiating a reply Sequence 
even if it had previously transmitted the E-C bit 
set to one. This bit is only applicable to Class 1 
Service. 

NOTE - The C-S bit is provided to support existing 
system architectures which require a chained function 
such as command or status transfer. 

Bit 16 - Sequence Initiative 

The Originator of an Exchange shall initiate the 
first Sequence as the Sequence Initiator. If the 
Sequence Initiative bit is set to zero, the 
Sequence Initiator shall hold the initiative to con- 
tinue transmitting Sequences for the duration of 
this Sequence Initiative. The Sequence Recip- 
ient gains the initiative to transmit a new 
Sequence for this Exchange after the Sequence 
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initiative has been transferred to the Recipient. 
This shall be accomplished by setting the 

Sequence Initiative bit to one in the last Data 
frame of a Sequence (End-Sequence = 1). In 
Class 1 and~2, the Sequence Initiator shall con- 

Slder Sequence lnmative transferred w~hen the 
ACK to the corresponding Data frame is 
received with the Sequence Initiative bit = 1. 
Setting bit 16 = 1 is only meaningful when 
End-Sequence = 1. 

Other than the connect-request, bit 8 is mean- 

ingful on the first and last Data frames of a 
Sequence. After the connect-request with bit 8 
set = 1, the Connection Initiator may reset bit 8 
= 0 making the Connection bidirectional for the 
duration of the Connection on the first or last 
Data frames of a Sequence (i.e., the bit is not 
meaningful in other Data frames of the 
Sequence). The Connection Recipient may 

Bit 15 - X-ID reassigned 

Bit 15 is only meaningful if an N-Port requires or ~ request that a unidirectional Connection be 

supports X-ID reassignment as specified during changed to a bidirectional Connection by setting 

N-Port Login. See clause 25, 25.3.2, and 25.5 for bit 8 = 0, in an ACK frame. Once set to zero in 

specification on bit 15 usage. Otherwise, bit 15 an ACK, all subsequent ACKs shall be trans- 
is not meaningful. mitted with bit 8 = 0. The Connection Initiator is 

mitted the connect-request which establishes the 
Connection shall transmit Data frames. 

Bit 14 - Invalidate X-ID 
9 

not required to honor the request to become 
bidirectional. See 28.5.3 for additional clarifica- 

Bit 14 is only meaningful if an N-Port requires or tion. 
supports X-ID reassignment as specified during 
N-Port Login. See clause 25, 25.3.1, and 25.5 for 

Bits 7-6 - Continue Sequence Condition 

specification on bit 14 usage. Otherwise, bit 14 The Continue Sequence Condition bits are infor- 
- - -7s not meaningful. mation bits which may be set to indicate an esti- 

. - 
*Bit 9 - Retransmitted Sequence 

Bit 9 is only meaningful in Class I and only if the 
Exchange Error Policy specified on the first Data 
frame of the Exchange by the Originator is speci- 
fied as 1 1 (Discard multiple Sequences with 
immediate retransmission). Bit 9 shall be set = 
1 if the Sequence Initiator has received an ACK 

_ with the Abort Sequence Condition bits (F_CTL 
bits 5-4) set = 1 1. Bit 9 shall be set = 1 in all 

mated transmission time for the next 
consecutive Sequence of the current Exchange. 
The Continue Sequence Condition bits are 
meaningful on a Data frame when the 
End-Sequence bit is set to one and the 
Sequence Initiative bit is set to zero. The Con- 
tinue Sequence Condition bits are not mean- 
ingful on a Data frame when the End-Sequence 
bit is set to one and the Sequence Initiative bit is 
set to one. 

frames of the retransmitted Sequence. If the 
Sequence Initiator is not able to determine that 

The Continue Sequence Condition bits are also 

all Sequences prior to the Sequence identified in 
meaningful on the ACK to the last Data frame 

the ACK with bits 5-4 set = 1 1 (i.e., missing 
(End-Sequence = 1) when Sequence Initiative is 

final ACK) are complete, the Sequence Initiator 
also transferred (Sequence Initiative bit = 1). In 

shall not retransmit any Sequences until the suc- 
this case, the Continue Sequence Condition bits 

cessful reception of all previous Sequences has 
indicate how long it will be until the N-Pot-t 

been verified using a Read Exchange Status 
which received Sequence Initiative will transmit 

(RES) Extended Link Service request (see 
its first Sequence for this Exchange. 

29.7.1.2) or other such method. 

Bit 8 - Unidirectional Transmit 

The Continue Sequence Condition bits may be 
used to manage link resources within an N-Port 
such as X-ID reassignment and maintaining or 

Bit 8 is meaningful on a connect-request (SOFci) removing an existing Class 1 Connection. The 

in Class 1. If bit 8 is set = 0, the Dedicated bits are informational and may be used to 

Connection is bidirectional. If a Dedicated Con- improve the performance and management of 

nection is bidirectional, the Connection Recipient link resources within an N-Port. The bits are not 

may initiate Sequences immediately after the binding. The time estimate is relative to the 

Dedicated Connection is established. If bit 8 is time to remove and reestablish a Class 1 Con- 

set = I, the Dedicated Connection is nection regardless of the Class of Service being 

unidirectional and only the N-Port which trans- used. 
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Sequence Condition bits: 

0 0 = No information 
0 1 = Sequence to follow - 
1 0 = Sequence to follow - 
1 1 = Sequence to follow - 

When the Continue Sequence 
set to 0 0, no information 

immediately 
soon 
de1 ayed 

Condition bits are 
is being offered 

regarding when the next Sequence is being 
transmitted. 

When the Continue Sequence Condition bits are 
set to 0 1, this indicates that the next consec- 
utive Sequence for this Exchange shall be trans- 
mitted immediately. 

When the Continue Sequence Condition bits are 
set to 1 0, this indicates that the next consec- 
utive Sequence for this Exchange shall bf trans- 
mitted in a time period which is less than the 

atime to remove and reestablish a Class 1 Con- 
nection (soon). 

When the Continue Sequence Condition bits are 
set to 1 1, this indicates that the next consec- 

-- _ _-&ve Sequence transmission for this Exchange 
_ shall be delayed for a period of time which is 

bnger than the time to remove and reestablish a 
Class 1 Connection. If the Sequence Initiator 
holds Sequence Initiative and indicates delayed 
transmission of the next Sequence, the Initiator 
shall wait until the final ACK (EOFt) before trans- 
mitting the next Sequence for the Exchange. 

Bits 5-4 - Abort Sequence Condition 

*The Abort Sequence Condition bits shall be set 
to a value by the Sequence Initiator on the first 
Data frame of an Exchange to indicate that the 
Originator is requiring a specific error policy for 
this Exchange. The Abort Sequence Condition 
bits shall not be meaningful on other Data 
frames within an Exchange. The error policy 
passed in the first frame of the first Sequence of 
an Exchange shall be the error policy supported 
by both N-Ports participating in the Exchange 

(see 29.6.1.1). 

0 0 = Abort, Discard multiple Sequences 
0 1 = Abort, Discard a single Sequence 
1 0 = Process policy with infinite buffers 
1 1 = Discard multiple Sequences with 

immediate retransmission 

In the Abort, Discard multiple Sequences Error 
Policy, the Sequence Recipient shall deliver 
Sequences to the FC-4 or upper level in the 
order transmitted under the condition that the 

previous Sequence, if any, was also deliverable. 

If a Sequence is determined to be non- 
deliverable, all subsequent Sequences shall be 
discarded until the ABTS protocol has been com- 
pleted. The Abort, Discard multiple Sequences 
Error Policy shall be supported in Class I, 2, or 

3. 

In the Abort, Discard a single Sequence Error 
Policy, the Sequence Recipient may deliver 
Sequences to the FC-4 or upper level in the 
order that received Sequences are completed by 
the Sequence Recipient without regard to the 
deliverability of any previous Sequences. The 
Abort, Discard a single Sequence Error Policy 
shall be supported in Class 1, 2, or 3. 

In the Process policy with infinite buffers, frames 
shall be delivered to the FC-4 or upper level in 
the order transmitted. Process policy with infi- 
nite buffers shall use ACK_O (see 20.3.2.2) and 
shall only be allowed in Class 1. 

In the Discard multiple Sequences with imme- 
diate retransmission Error Policy, the Sequence 
Recipient shall deliver Sequences to the FC-4 or 
upper level in the order transmitted under the 
condition that the previous Sequence, if any, was 
also deliverable. If a Sequence is determined to 
be non-deliverable, all subsequent Sequences 
shall be discarded until a new Sequence is 
received with the Retransmission bit (Bit 9) in 
F_CTL set = 1 or until the ABTS protocol has 
been completed. The Discard multiple 

Sequences with immediate retransmission is a 
special case of the Discard multiple Sequences 
Error Policy. This policy is applicable to an 
Exchange where all transmission is in Class 1. 

Process policy support shall be indicated by an 
N-Port during N-Port Login. Discard policy shall 
be supported. 

NOTE - If the delivery order of Sequences, without 
gaps, is required by an FC-4 to match the trans- 
mission order of Sequences within an Exchange, then 
one of the two Discard multiple Sequence Error Poli- 
cies is required. In the Discard a Single Sequence 
Error Policy, out of order Sequence delivery is to be 
expected and handled by the FC-4 or upper level. 

The Abort Sequence Condition bits shall be set 
to a value other than zeros by the Sequence 
Recipient in an ACK frame to indicate to the 
Sequence Initiator that an abnormal condition, 
malfunction, or error has been detected by the 

Sequence Recipient. 
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81= 
18= 
ll= 

Continue Sequence 
Abort Sequence requested 
Stop Sequence 
Immediate Sequence retransmission 

requested 

A setting of 0 1 indicates a request by the 
. Sequence Recipient to the Sequence Initiator to 

terminate this Sequence using the Abort 
Sequence protocol and then optionally perform 
sequence recover;. See2122 and 23.7;l.i fora 
description of the Abort Sequence protocol. 

A setting of 1 0 indicates a request by the 
Sequence Recipient to the Sequence Initiator to 
stop this Sequence. This allows for a request for 
an early termination by the Sequence Recipient. 
Some of the data received may have been proc- 
essed and some of the data discarded. Aborting 

. the Sequence using the ABTS command is not 
necessary and shall not be used. Both the 
Sequence initiator and Recipient end the 
Sequence in a normal manner. See 29.7.2 for a 
description of the Stop Sequence protocol. 

_- - - 
. - A setting of 1 1 indicates that the Sequence 

&Recipient has detected an error in a Class 1 
Sequence and requests that the Sequence Initi- 
ator begin immediate retransmission of the 
Sequence, if able (see 29.7.1.2). Sequence 
retransmission also uses F_CTL bit 9. The 
Sequence status is saved by the Sequence 
Recipient in the Exchange Status Block associ- 

_ ated with the aborted SEQ_ID. 

Bit 3 - Relative Offset present 

When bit 3 is set to zero on a Data frame, the 
Parameter Field is not meaningful. When bit 3 is 
set to one on a Data frame, the Parameter Field 
contains the Relative Offset for the Payload of 
the frame. Bit 3 is only meaningful on Data 
frames of a Sequence and shall be ignored on 
ACK and Link-Response frames. Bit 3 is not 
meaningful on Basic Link-Data frames. 

Bit 2 - reserved for Exchange reassembly 

The Sequence Initiator shall set bit 2 to 0 to indi- 
cate that the Payload in this Data frame is asso- 
ciated with an Exchange between a single pair of 
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N_Ports. Therefore, reassembly is confined to a 

single destination N-Port. 

NOTE - Bit 2 being set to 1 is reserved for future use 
to indicate that the Payload in this Data frame is 
associated with an Exchange being managed by a 
single Node using multiple N-Ports at either the 
source, destination, or both. 

Bits 1-O - Fill Data Bytes 

When the bits associated with-the Fili Data Bytes 
are non-zero, it notifies the Data frame receiver 
(Sequence Recipient) that one or more of the 
last three bytes of the Data Field shall be 
ignored, except for CRC calculation. The fill byte 
value is not specified by FC-PH but shall be a 
valid data byte. 

Bits 1-O shall only be meaningful on the last Data 
frame of a series of consecutive Data frames of 
a single Information Category within a single 
Sequence. For example, if a Sequence contains 
Data frames of a single Information Category, 
non-zero values for bits 1-O shall only be mean- 
ingful on the last Data frame of the Sequence. 
The fill Data bytes shall not be included in the 
Payload. 

18.5.1 F_CTL Summary 

7 Tables 38 and 39 are provided to summarize 
the relationship of F_CTL bits on Data frames 
and on Link-Response frames. The text 
describing each F_CTL bit more clearly elabo- 
rates on the manner in which F_CTL bits interact 
with each other. The tables provide an overall 
summary. 

Bits 15 and 14 are only meaningful if an N-Port 
requires or supports X-ID reassignment as spec- 
ified during N-Port Login. The bits are included 
in the table for completeness. 

When a bit is designated as meaningful under a 
set of conditions, that bit shall be ignored if 
those conditions are not present. For example, 
bit 18 is only meaningful when bit 19 = 1; this 
means that bit 18 shall be ignored unless bit 19 
= 1. 

7 The future enhancement to the Fibre Channel architecture will address the control bit needed for high speed hardware impte- 
mentation of multiple categories in a Sequence. 
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-- 

1851.1 F_CTL bits on Data frames 

Table 38 shows the key interactions between 

specific bits within the F_CTL field. The top part 
of table 38 describes those bits which are uncon- 
ditionally meaningful on the first, last, or any 
Data frame of a Sequence. The connect-request 
may reflect settings for either the first Data 
frame of a Sequence, the last Data frame of a 
Sequence, or both first and last. 

key function is meaningful are indicated in the top 

part of the table 38. 

The bottom part of table 38 describes those bits 
which are conditionally meaningful. For 
example, Bit 19 = 1 (vertical column) is only 
meaningful on the last Data frame of a 
Sequence. Bit 18 = 1 (vertical column) is only 

meaningful on the last Data frame when bit 19 = 

1. Bit 17 (vertical column) is only meaningful on 
the last Data frame when bit 19 = 1, bit 18 = 0, 

NOTE - A key control function may become effective and bit 16 = 1. 

when a F_CTL bit is set to I. The locations where the 

Bits associated 

with Data frame 

order: 

Table 38 - F_CTL bit interactions on Data frames 

23 22 21 20 19 18 17 16 15 14 9 8 7-6 5-4 3 l- 
=l =l = 1 = 1 =I =I xl =l =I 

1st frame of Seq M M M M+ M M MF M M 
last frame of Seq M M M M M+ M M M M 
any frame of Seq M M M M+ M M M 

connect-request M M M ML ML ML M+ ML M ML M M 
ML 

Bits 20-O (above) are meaningful on Data frames when - 

the bit in the Left-hand column is: 

First-Sequence 

21 =o 

21 =I 

Last-Sequence 

20=0 

20=1 

MF 

End-Sequence 

19=0 

19=1 

End-Connection 

18=0 

18=1 

ML ML ML ML ML ML 

ML 

Chained-Sequence 

17=0 

17=1 

Sequence Initiative 

16=0 

16=1 

NOTES 

1 M = Meaningful 

ML 

2 MF= Only meaningful on First Data frame of a Sequence 

3 ML= Only meaningful on Last Data frame of a Sequence 

4 M + = Meaningful on first and following Data frames of a Sequence until at least one ACK is received for 

Sequence (X-ID reassign) 
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18.5.1.2 F_CTL bits on Link-Control 

Table 39 - F_CTL bit interactions on ACK, BSY, or RJT 

Bits associated 23 22 21 20 19 18 17 16 15 14 9 8 7-6 5-4 3 l-1 

with ACK frame = = 1 1 

order: 

ACK to 1st frame V V E M+ M M Ma 

ACK to last frame V V E M+ M M ML Ma 

ACK to any frame V V E M+ M M Ma 

ACK to V U E E ML ML ML M+ ML M ML Ma 

connect-request ML 

The Bits below are meaningful on the ACK, BSY, or RJT 

for the corresponding Data frame 

Exchange Context 

23=0 V 

23=1 V 

Sequence Context, 

22=0 V 

22=1 U 

First-Sequence 

21 =o E 

21 =l E 

Last-Sequence 

20=0 E 

20=1 E 

End-Sequence 

19=0 E 

19=1 ML ML ML ML ML ML 

End-Connection 

18=0 E 

18=1 ML 

Chained-Sequence 

17=0 E 

17=1 M 

Sequence Initiative 

16=0 E 

16=1 ML ML 

NOTES 

1 M = Meaningful 

2 Ma = Meaningful on ACK frames 

3 ML= Only meaningful on Last ACK, BSY, RJT frame of a Sequence 

4 E = Echo (meaningful) 

5 V = Inverse or invert (meaningful) 

6 M + = Meaningful on First and following ACK frames until Sequence Recipient X-ID appears in a Data 

frame (X-ID reassignment) 

Table 39 shows the key interactions with F_CTL response to a Data frame in which bit 19 = 1 

bits on ACK, BSY, and RJT frames and should and bit 16 = 1, setting bits 19 and 16 to zero in 

be reviewed together with table 38. F_CTL bits the ACK frame indicates that the Data frame was 

19, 18, 17, and 16 in an ACK frame are retrans- not processed as the last Data frame and that 

mitted to reflect confirmation (1) or denial (0) of Sequence Initiative was not accepted by the 

those indications by the Sequence Recipient. Sequence Recipient of the Data frame since the 

For example, if bits 5-4 are set to (0 1) in Sequence Recipient is requesting that the 
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Sequence Initiator transmit an ABTS frame to 

Abort the Sequence. See 24.3.8, 24.3.10, and 
29.7.1.1 for additional information on setting the 
Abort Sequence Condition bits. 

The ACK to a connect-request may reflect set- 
tings for either the first Data frame of a 
Sequence, the last Data frame of a Sequence, or 
both first and last. 

NOTE - A key control function may become effective 
when a F CTL bit is set to 1. The locations where the 
key function is meaningful are indicated in the top 
part of the table 39. 

18.6 Sequence-ID (SEQ_ID) 

The SEQ_ID is a one byte field (Word 3, Bits 
31-24) assigned by the Sequence Initiator which 
shall be unique for a specific D-ID and S-ID pair 
while the Sequence is Open. Both the Sequence 
Initiator and the Sequence Recipient track the 
status of frames within the Sequence using fields 

.. . within the Sequence-Qualifier. If its X-ID is 
- -_<ssigned, it shall use any other field or fields 

-s%ch as S-ID, D-ID, or the other N-Port’s X-ID 
fetracking (see 18.1.1 and 18.9). 

If the Sequence Initiator initiates a new 
Sequence for the same Exchange before 
receiving the final ACK (EOFt, EOFdt) for the pre- 
vious Sequence in Class 1 and 2, or before 
R A TOV has expired for all frames of a Class 3 
Sequence, it is termed a streamed Sequence. If 
streamed Sequences occur, it is the responsi- 
bility of the Sequence Initiator to use X+1 dif- 
ferent consecutive SEQ_IDs where X is the 
number of Open Sequences per Exchange (see 
23.6.8.8). For example, if X=2 from Login, then 
consecutive SEQ_IDs of 11-93-22-11-93 is accept- 
able. 

If consecutive non-streamed Sequences for the 
same Exchange occur during a single Sequence 
Initiative, it is the responsibility of the Sequence 
Initiator to use a different SEQ_ID for each con- 
secutive Sequence. For example, consecutive 
SEQ_IDs of 21-74-21-74 is acceptable. The exam- 
ples show when a SEQ_ID shall be allowed to be 
repeated. A series of SEQ_lDs for the same 
Exchange may also be random and never repeat 
(also see 24.3.4). See 24.6.2 for more discussion 
regarding reusing and timing out 
Recovery_Qualifiers following an aborted or 
abnormally terminated Sequence, or an aborted 

Exchange. 

108 

The combination of Initiator and Recipient 

Sequence Status Blocks identified by a single 
SEQ_lD describe the status of that Sequence for 
a given Exchange. See 24.8.2 for a description 
of the Sequence Status Block maintained by the 

Sequence Recipient. 

18.7 DF_CTL 

Data-Field Control (DF_CTL) is a one byte field 
(Word 3, Bits 23-16) that specifies the presence 
of optional headers at the beginning of the 
Data-Field for Device-Data or Video-Data 
frames. DF_CTL bits are not meaningful on 
Link-Control or Basic Link Service frames. 
DF_CTL bit 22 is the only meaningful DF_CTL bit 
on Extended or FC-4 Link Service frames. 
Control bit usage is shown in table 40. 

I Table 40 - DF_CTL bit definition I 

Word 
3, 

Bitts) 
Optional Header 

I 23 Reserved for Extended Frame-Header 

0 = No Expiration-security Header 
1 = Expiration-Security Header I 

I 21 I 0 = No Network-Header 
1 = Network-Header I 

I I 20 
0 = No Association_Header 
1 = Association_Header I 

19-18 

17-16 

Reserved 

0 0 = No Device-Header 
0 1 = 16 Byte Device-Header 
1 0 = 32 Byte Device-Header 
1 1 = 64 Byte Device-Header 

The Optional Headers shall be positioned in the 
Data Field in the order specified with the bit 23 
header as the first header in the Data Field, bit 
22 header as the second header in the Data 
Field, and so forth, in a left to right manner cor- 
responding to bits 23, 22, 21, and so forth as 
shown in figure 47. 

If either bit 17 or 16 is set to one, then a Device 
Header is present. The size of the Device 
Header is specified by the encoded value of bits 
17 and 16 as shown. 

If an Optional Header is not present as indicated 

by the appropriate bit in DF_CTL, no space shall 
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be allocated for the Header in the Data Field of 
the frame. Therefore, for example, if bits 23 and 
22 are zero and bit 21 is one, the first data byte 

of the Data Field contains the first byte of the 
Network-Header. 

1 See clause 19 for a discussion on Optional 
Headers. 

18.8 Sequence count (SEQ_CNT) 

The sequence count (SEQCNT) is a two byte 
field (Word 3, Bits 15-O) that shall indicate the 
sequential order of Data frame transmission 
within a single Sequence or multiple consecutive 
Sequences for the same Exchange. The 

sequence count of the first Data frame of the first 
Sequence of the Exchange transmitted by either 

‘“the Originator or Responder shall be binary 
zero. The sequence count of each subsequent 
Data frame in the Sequence shall be incre- 
mented by one. 

I ---- If a Sequence is streamed, the sequence count 
. ,of the first Data frame of the Sequence shall be 

incremented by one from the sequence count of 
the last Data frame of the previous Sequence 
(this is termed continuously increasing 
SEQ_CNT). If a Sequence is non-streamed, the 
starting sequence count may be continuously 
increasing or binary zero. 

. ACK and Link-Response frames shall be identi- 
fied by the same SEQ_ID and SEQ_CNT as the 
frame to which it is responding. Frames are 
tracked on a SEQ_ID, SEQ_CNT basis within the 
scope of the Sequence_Qualifier for that 
Sequence. 

I 

The sequence count shall wrap to zero after 
reaching a value of 65 535. The sequence count 
shall then only be incremented to (but not 
including) the sequence count of an unacknowl- 
edged frame of the same Sequence. Otherwise, 
data integrity is not ensured. Sequences of Data 
frames and sequence count values are dis- 
cussed in clause 24. See 23.6.8.7 regarding data 
integrity, Credit, and sequence count. 

I 

18.9 Originator Exchange-ID (OX-ID) 

The Originator Exchange-ID is a two byte field 
(Word 4, Bits 31-16) that shall identify the 
Exchange-ID assigned by the Originator of the 
Exchange. Each Exchange shall be assigned an 
identifier unique to the Originator or Originator- 
Responder pair. If the Originator is enforcing 
uniqueness via the OX-ID mechanism, it shall 
assign a unique value for OX-ID other than hex 
‘FFFF’ in the first Data frame of the first 
Sequence of an Exchange. An OX-ID of hex 
‘FFFF’ indicates that the OX-ID is unassigned 
and that the Originator is not enforcing unique- 
ness via the OX-ID mechanism. If an Originator 
uses the unassigned value of hex ‘FFFF’ to iden- 
tify the Exchange, it shall have only one 

Exchange (OX-ID= hex ‘FFFF’) with a given 
Responder. 

An Originator Exchange Status Block associated 
with the OX-ID is used to track the progress of a 
series of Sequences which comprises an 

Exchange. See clause 24 for a discussion of 
Sequences and Exchanges. See 24.8.1 for a 
description of the Exchange Status Block. 

NOTE - If hex ‘FFFF’ is used as the OX-ID throughout 

the Exchange, then the Originator uses an alternate 

Sequence tracking mechanism. If the OX-ID is 

unique, it may be used as an index into a control 

block structure which may be used in conjunction with 

other constructs to track frames. 

18.10 Responder Exchange-ID 

(RX-ID) 

The Responder Exchange-ID is a two byte field 
(Word 4, Bits 15-O) assigned by the Responder 
which shall provide a unique, locally meaningful 
identifier at the Responder for an Exchange 
established by an Originator and identified by an 
OX-ID. The Responder of the Exchange shall 
assign a unique value for RX-ID other than hex 
‘FFFF’, if RX-ID is being used, in an ACK to a 
Data frame in the first Sequence of an Exchange 
in Class 1 and 2, or in the first Sequence trans- 
mitted as a Sequence Initiator, if any, in Class 3. 
An RX-ID of hex ‘FFFF’ shall indicate that the 
RX-ID is unassigned. If the Responder does not 
assign an RX-ID other than hex ‘FFFF’ by the 
end of the first Sequence, then the Responder is 
not enforcing uniqueness via the RX-ID mech- 
anism. 
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When the Responder uses only hex ‘FFFF’ for 

RX-ID, it shall have the capability to identify the 
Exchange through the OX-ID and the S-ID of the 
Originator of the Exchange. Under all other cir- 

cumstances, until a value other than hex ‘FFFF’ 
is assigned, hex ‘FFFF’ value for RX-ID shall be 
used indicating that RX-ID is unassigned. After 
a’ value other than hex ‘FFFF’ is assigned, the 
assigned value shall be used for the remainder 
of the Exchange (see 24.3.2 item e and 24.5.2). 

A Responder Exchange Status Block associated 
with the RX-ID is used to track the progress of a 
series of Sequences which compose an 

Exchange. See 24.8.1 for a description of the 

Exchange Status Block. 

See clause 24 for a discussion of Sequences and 
.&changes. 

18.11 Parameter 

The Parameter field (Word 5, Bits 31-O) has two 

meanings based on frame type. For 

Link-Control frames, the Parameter field is used 
to carry information specific to the individual 

Link-Control frame. For Data frames, the 

Parameter field specifies Relative Offset, a four- 
byte field that contains the relative displacement 
of the first byte of the Payload of the frame from 
the base address as specified by the ULP. Rela- 
tive Offset is expressed in terms of bytes (see 
17.7). 

The use of the Relative Offset field is optional 
and is indicated as a Login Service Parameter. 
The setting of F_CTL bit 3 determines whether 
the Parameter Field shall be meaningful as a 
Relative Offset for Data frames. 

NOTE - If hex ‘FFFF’ is used as the RX-ID throughout 
the Exchange, then the Responder uses an alternate 
Sequence tracking mechanism. If the RX-ID is 

&que. it may be used as an index into a control 
- - block structure which may be used in conjunction with 

_ bther constructs to track frames. 
& 

The offset value shall be relative to an Informa- 
tion Category within a Sequence for an 
Exchange. If Relative Offset is being used, the 
number of bytes transmitted in a single 
Sequence shall not exceed the maximum value 
of the Relative Offset (Parameter) field ( 232). 

NOTE - Performance may be improved if data is 
aligned on natural boundaries. 

See clause 27 for a discussion concerning Rela- 
tive Offset. See clause 20 for a discussion con- 
cerning use of the Parameter field in 

Link-Control frames. 
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19 Optional headers 

19.1 Introduction 

Optional headers defined within the Data Field of 
a frame are 

a) Expiration_Security_Header 
b) Network-Header 
c) Association_Header 
d) Device-Header. 

The presence of optional headers is defined by 

control bits in the DF_CTL field of the 

Frame-Header. The sequential order of the 
optional headers, Payload, and their sizes are 
indicated in figure 47. 

Start-of-Frame 4 bytes 

-- - - 

i 

_ - 

.u- 
Frame-Header 24 bytes 

Expiration_Security Header 16 bytes 
(opti onal) 

Network Header 16 bytes 
Data (optional) 

Field 
. pto Association-Header 32 bytes 

2112) 

I 

(optional) 

Device-Header 16, 32, or 

p 

1 

\ 
i 

/ / (optional) 1 64 bytes 

I i Pay1 oad i 

I I 

Figure 47 - Optional headers order 

bytes 

bytes 

If present, an Expiration_Security_Header shall 
be the first optional header to follow the 
Frame-Header. If present, a Network-Header 
shall be the next 16 bytes of the Data Field. If 
present, an Association_Header shall be the next 

32 bytes of the Data Field. If present, a 
Device-Header shall follow the optional headers. 
If none of the optional headers is present, no 
space in the Data Field shall be reserved. 

19.2 Expiration_Security_Header 

The Expiration_Security_Header, as shown in 
figure 46, is an optional header within the 
Data-Field content. Its presence shall be indi- 
cated by bit 22 in the DF_CTL field, located in the 
Frame-Header, being set to one. The 
Expiration_Security_Header shall be 16 bytes in 
size. 

19.2.1 Expiration Time 

An Expiration Timer in a system shall be used to 
compute the Expiration Time to be included in 
this field. The Expiration Timer shall be a 64-bit 
fixed-point number in seconds. The integer part 
of the number shall be the most significant 32 
bits, and the fractional part shall be the least 
significant 32 bits. The maximum integer value 
for the expiration time is 232 -1 s with 32 bits for 
the fraction of a second. 

On start up, a value of zeros shall be used to 
indicate an invalid or undefined time. When an 
N-Port begins communication within a system, it 
may obtain the Expiration Timer value from the 
well-known Time Server which may be physically 
resident in the Fabric or other specified N-Port. 
The Expiration Time shall be determined by 
adding an expiration time value to the current 
system Expiration Timer value. If a frame is 
received after the Expiration Time has been 
exceeded, the frame shall be discarded by the 
N-Port. The frame may be discarded by the 
Fabric without notification. 

If multiple Expiration Timers are present in the 
Fabric, the common start time relative to 0000 
Universal Time (UT) on 1 January 1900 shall be 
used. These timers shall be synchronized to an 
accuracy of f 2 s. With a single Expiration 
Timer present in the Fabric, an alternate time 
base may be used for the start time. The frac- 
tional part for this timer is optional. 
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19.2.2 Relationship to R_A_TOV Bits + 

If the Expiration Time value is such that the 
R A TOV value (see 29.2.1), is exceeded prior to - - 
reaching the Expiration Time for a frame, the 
rules regarding R A TOV shall be followed 
regardless of the valueof the Expiration Time. If 
the Expiration Time is reached prior to 
exceeding R A TOV, the N-Port, upon dis- - - 
carding the frame, should account for it in such 
a way as to avoid a Sequence Timeout. 

Word 

1 
8 

I I I 

63 32 
Expiration Time 

(Most significant \rlord) 

31 0 
Expiration Time 

(Least significant word) 

NOTE - If a Fabric discards a frame which has 
reached its Expiration Time prior to exceeding 
R_A_TOV, a Sequence Timeout will result which could 
otherwise be avoided. 

31 24 15 0 

S-Type Reserved S-Length 

31 0 
Security 

19.2.3 Security type (S-Type) 

The field indicates the type of Security sup- 
ported. 

Figure 48 - Expiration_Security_Header 

19.3 Network-Header 

19.2.4 Security length (S-Length) _- - - 

-The field indicates the length in bytes of the 
smurity information. 

The Network-Header may be used by a bridge 
or a gateway node which interfaces to an 
external Network. The Network-Header, if 
present, shall be 16 bytes in size. 

19.2.5 Security 

If the security information indicated by S-Length 
is I 4, then this field shall contain the security 
information. . _ 

If the security information indicated by S-Length 
is > 4, then this field is not meaningful and shall 
not contain the security information. The 
Payload shall start with the security information. 
The security information may be followed by 
other user data in the Payload. 

The Network-Header, as shown in figure 49, is 
an optional header within the Data-Field content. 
Its presence shall be indicated by bit 21 in the 
DF_CTL field, located in the Frame-Header, 
being set to one. The Network-Header may be 
used for routing between Fibre Channel net- 
works of different Fabric address spaces, or 
Fibre Channel and non-Fibre Channel networks. 
The Network-Header contains Name-Identifiers 
for Network_Destination_Address and Network_ 
Source-Address. The Name_ldentifiers per- 
mitted in the Network-Header are shown in table 

42. 
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Bits + 
Word 

19.3.2 Network_Destination_lD or 
Network_Source_lD 

1 
0 

1 

2 

3 

‘. 

I I I 

63 60 59 32 
II NAA Network Destination Address - 

(hi& order bits) 

31 0 
Network Destination-Address 

(low order bits) 

I I 

:iNil" : ;;i;;ri$;;r;;"pd;ss 32' 

31 0 
Network_Source_Address 
(low order bits) m 

I 

Figure 49 - Network-Header 

- - ----19.3.1 D_NAA or S_NAA 
. - 

-A Destination Network_Address_Authority (D_NAA) 
or Source Network_Address_Authority (S_NAA) 

field indicates the authority responsible for the 

administration of the network address (destina- 

tion or source) used. The Network-Add- 

ress-Authority indicators are shown in table 41. 

I Table 41 - NAA identifiers 

NAA 

0 0 0 0 ignored 

0001 IEEE 

0010 IEEE extended 

0011 Locally assigned 

0100 IP 

0 1 0 1 

. . . 

Reserved 

. . . 

I 1011 Reserved 

1100 
CCllT - individual 
address 

1101 Reserved 

I 1 1 10 1 CCllT - group address 

I 1 1 1 1 I Reserved 

The Network_Destination_ID or Network- 

_Source_lD shall be a 60 bit field indicating the 
network address being used. 

19.3.2.1 IEEE 48-bit address 

When D_NAA (or S_NAA) is IEEE, Network_Desti- 
nation-ID (or Network_Source_lD) field shall 
contain a 48-bit IEEE Standard 802.1A Universal 
LAN MAC Address (ULA). The ULA shall be 
represented as an ordered string of six bytes 
numbered from 0 to 5. The least significant bit 
of byte 0 shall be the Individual/Group Address 
(I/G) bit. The next least significant bit shall be 
the Universally or Locally Administered Address 
(U/L) bit. IEEE Standard 802.lA further specifies 
that the bytes be transferred in the order 0 to 5. 
Figure 50 shows how the bytes of an ULA shall 
be mapped to two words on the Network Header. 

Users 

A unique 48 bit IEEE address may be assigned to 
an N Port, a Node, an F Port, or a Fabric. - - 

Bits 

4 I I I I I I l:I I I I I I I A I I I I I I Ii1 I I I I I I:1 

IULA Byte 8 lri!I ULA Byte 1 1 

t I 

ULA Byte 2 ULA Byte 3 ULA Byte 4 ULA Byte 5 

I;’ I I I I I I I:’ I I I I I I I:’ I I I I I I I;’ I I I I I I;’ 
Bits 

Figure 50 - IEEE 48-bit address format 

19.3.2.2 IEEE extended 

When D_NAA (or S_NAA) is IEEE extended, Net- 
work_Destination_lD (or Network_Source_lD) 
field shall contain the 48-bit IEEE address 
assigned to a single field replaceable hardware 
unit, preceded by a 12 bit address uniquely indi- 
cating an F-Port or an N-Port contained in that 
unit. 

Users 

A unique IEEE extended address may be 

assigned to an F-Port or an N-Port. 
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19.3.2.3 Locally assigned 

When D_NAA (or S_NAA) is locally assigned, 
Network_Destination_ID (or Network_Source_lD) 

shall be assigned by the local environment and 
shall be Fabric unique. 

Users 

A Fabric unique address may be locally 
assigned to an N-Port, a Node, an F-Port, or .a 
Fabric. 

I;’ I I I I I I I:’ I I I I I I I;’ I I I I I I I;’ I I I I I ‘;I 
Bits 

Figure 51 - 32-bit IP address format 

19.3.2.4 32-bit IP address 
19.3.2.5 CCIlT 60-bit address 

When D_NAA (or S_NAA) is IP, Network-Des% 
nation-ID (or Network_Source_lD) field shall 
contain a 32-bit IP address. Figure 51 shows 
how the bytes of an IP address shall be mapped 
J,o two words on the Network Header. 

Users 

A unique 32 bit IP address may be assigned to a 

Node. Assignment of IP addresses shall 

-- -emform to accepted Internet Protocol con- 
_ ventions. 

GTE - It is reasonable to have a D_NAA indicate an 
IP address and S_NAA indicate that the Network_ 
Source_lD is ignored. 

When D_NAA (or S_NAA) is CCITT - individual or 
group address, Network_Destination_ID (or Net- 
work_Source_lD) field shall contain a 60 bit 
CCITT individual or group address respectively. 

Users 

A unique 60 bit CCITT individual address or a 60 
bit CCITT group address may be assigned to an 
N-Port, a Node, an F-Port, or a Fabric. 

19.3.3 Application summary 

The application of Name_ldentifiers in 
Network-Header for heterogeneous (FC to 
Non-FC) networks and homogeneous (FC to FC) 
networks is summarized in table 42. 

Table 42 - Network addresses 

NAA Name-Identifier 

IEEE WWN 

CCITT - individual address WWN 

CCllT - group address WWN 

IP WWN 

IEEE extended FCN 

Local FCN 

Note: 
WWN - Worldwide Name (worldwide unique address) 
FCN - Fibre Channel Name (Fibre Channel unique address) 

Network 

Heterogeneous 

Heterogeneous 

Heterogeneous 

Heterogeneous 

FC Networks 

FC Networks 
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‘. 

I - - - 
. - 

4 

t 

FC Name-Identifier 

The Network_Adresses used in the 
Network-Header may refer to various FC enti- 
ties. The Name_ldentifiers used for various FC 
entities are summarized in table 43. 

Name-Identifier formats 

Formats for various Name-Identifiers are sum- 

marized in table 44. 

NOTE - FC-PH does not prevent a Fabric Element from 

I being assigned a unique Worldwide Name in addition 

to those of its F-Ports. However such usage is 

outside the scope of FC-PH. 

Table 43 - Fibre Channel user identifiers 

NAA Name-identifier 
N-Port 

IEEE WWN yes 

CCITT - individual address WWN yes 

CCITT - group address WWN yes 

IEEE extended FCN yes 

Local FCN Yes 

Note: yes - applicable to the user 

no - not applicable to the user 

WWN - Worldwide Name (worldwide unique identifier) 

FCN - Fibre Channel Name (Fibre Channel unique identifier) 

Fibre Channel users 

Node F-Port 

yes yes 

yes yes 

yes yes 

no yes 

yes yes 

Fabric 

yes 

yes 

yes 

no 

yes 

. _ NAA 

IEEE extended 

Local 

I IP 0100 I zeroes (28 bits) I IP address (32 bits) 

I CCll-r - 

individual 

address 

1 CCITT - group address 1110 I CCITT address 

Table 44 - Name-Identifier formats 

NAA ID 

(4 bits) 

Name-Identifier (64 bits) 

60 bit field 

(12 bits) (48 bits) 

0001 

0010 

0011 

zeros IEEE address 

N-Port identifier within 

the Node 
IEEE address for Node 

F-Port identifier within 

the Fabric element 
IEEE address for Fabric element 

Fabric unique 

1100 CCITT address 
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19.4 Association_Header 

The Association_Header is an optional header 
within the Data-Field content. Its presence shall 

be indicated by bit 20 in the DF_CTL field, 
located in the Frame-Header, being set to one. 
The Association_Header shall be 32 bytes in 
size. 

The Association_Header may be used to locate 
an Exchange Status Block when an X-ID is inval- 
idated during an Exchange (see 25.3.1 and 
25.3.2). The Association_Header may also be 
used to identify a specific Process or group of 
Processes within a Node associated with an 
Exchange. When an N-Port has indicated during 
Login that an Initial Process_Associator is 
required to communicate with ip; the 
&sociation_Header shall be used by that N-Port 
to identify a specific Process or group of Proc- 
esses within a Node associated with an 
Exchange (see 25.1). The Association_Header 
shall be used for either one or both of these two 

. _ _fwTctions. 
. - 

TBe Association_Header shall be subdivided into 
fields as illustrated in figure 52. The Validity bits 
(V) shall indicate whether each of the four 
Associators contain meaningful (valid) informa- 
tion (bit = I), or that the Associator shall be 
ignored (bit = 0) as defined in table 45. The 
contents of each Associator of the 
Association-Header are meaningful to the Node 
which generates that particular field. They may 
not be meaningful to the other Node receiving it. 

Applicability 

Association_Header is applicable to Class 1, 2, 
or 3. The use of the Association_Header for 
X-ID Reassignment shall be restricted to Class 1 
and 2. 

NOTE - The Association_Header is provided to 

support system architectures which require more than 

two levels of identifiers, i.e., X-ID and SEQ_ID. For an 
example of four level identifier usage, see annex R. 

Word 

1 
0 

Bits + 

11 
vvvv rrrr rrrr rrrr rrrr rrrr rrrr rrrr 

31 0 
Originator Process_Associator 

31 0 
rrrr rrrr rrrr rrrr rrrr rrrr rrrr rrrr 

31 0 
Responder Process_Associator 

63 32 
Originator Operation_Associator 

(most significant word) 

31 0 
Originator Operation_Associator 

(least significant word) 

63 32 
Responder Operation_Associator 

(most significant word) 

31 0 
Responder Operation Assoqiator 

(least significant word) 
I I I 

Figure 52 - Association-Header 

Table 45 specifies the meaning of the Validity 
bits (V) in figure 52. 

Table 45 - Association_Header Validity bits 

(Word 0, Bits 31 - 28) 

Bit Description 

Originator Process_Associator 

31 0 not meaningful = 

1 = meaningful 

Responder Process_Associator 

30 0 not meaningful = 

1 = meaningful 

Originator Operation_Associator 

29 0 not meaningful = 

1 = meaningful 

Responder Operation_Associator 

28 0 not meaningful = 

1 = meaningful 
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19.4.1 Process_Associators 

Process_Associators (Originator and Responder) 
have the following characteristics: 

- A Process_Associator identities a specific 

process or group of processes within a Node. 
- The Process_Associator is the mechanism 
by which a specific process or group of proc- 
esses is addressed by another communicating 
process. 

NOTE - An example of a group of processes is a 

set of related processes controlled by a single 

instance of an operating system. 

- A Process_Associator shall be specified by 
the Node owning the specific process or 
group of processes and shall be meaningful to 

‘* that Node. The value specified may not be 
meaningful to the other communicating 
Nodes, although the value may have been 
made known to them. The other communi- 

-- eating Nodes shall return the -- 
_ - Process_Associators given to them. 

~ - A Process_Associator, once assigned for 
an Exchange, shall not be changed within the 
life of the Exchange. 
- A Process_Associator shall not be required 
to be remembered after the logout of the com- 
municating N-Port. 
- The contents of Process_Associator fields 
are implementation dependent. . 
- A Process_Associator shall span, within 
the Node, all N-Ports having access to the 
related process. 

19.4.2 Operation_Associators 

Operation_Associators (Originator and 
Responder) have the following characteristics: 

- An Operation_Associator identifies an 
operation which is a Node specific construct 
within a given Node. 
- Operation_Associator is the mechanism by 
which this Node specific construct is referred 
to by another communicating Node. 
- An Operation_Associator shall be specified 
by the Node owning the operation and shall 
be meaningful only to that Node. The value 
specified may not be meaningful to the other 
communicating Node, although the value may 

have been made known to them. The value 
assigned to an Operation_Associator is made 

available to other communicating Node 

through transmission of an 

Association_Header (see 25.1). The mech- 
anism by which a value is assigned to an 

Operation_Associator is not specified in 
FC-PH. 
- Operation_Associators shall be remem- 
bered for the life of an operation. 
- Operation_Associators shall not change for 
the life of an operation, including the spanning 
of disconnects in Class 1. 
- The contents of Operation_Associator fields 
are implementation dependent. 
- An Operation_Associator may span all 
N-Ports having access to the related opera- 
tion within a Node. 

19.5 Device-Header 

The Device-Header, if present, shall be 16, 32, or 
64 bytes in size. The contents of the Device 
Header are entirely under the control of a level 
above FC-2 based on the TYPE field. 

19.6 Optional header usage 

19.6.1 Expiration_Security_Header 

Expiration_Security_Header, if used, shall be 
present either in the first frame or in all frames 
of a Sequence. If the receiving N-Port does not 
support the header function, it shall reject the 
header with the reject reason code of 
Security_Expiration_Header not supported. 

19.6.2 Network-Header 

Network-Header, if used, shall be present only 
in the first Data frame of a Sequence. If the 
receiving N-Port does not support the header 
function, it shall ignore the header and skip the 
Data field by the header length (16 bytes). 

19.6.3 Association_Header 

Association_Header if present, shall be present 
only in the first Data frame of a Sequence (see 
25.2). 
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19.6.4 Device-Header 19.6.5 Link Service 

Device-Header, if present, shall be present only 
in the first Data frame of a Sequence. A 

Device-Header may be used by a ULP type. For 
that ULP type, the Device-Header is required to 
be supported. The Device-Header may be 

No Optional-Headers are permitted in Basic Link 
Service. Only the Expiration_Security_Header is 
permitted for use with Extended Link Service and 

FC-4 Link Service. 

ignored and skipped, if not needed. If a 
Device-Header is present for a ULP which does 
not require it, the related FC-4 may reject the 
frame with the reason code of TYPE not sup- 

19.6.6 Summary 

Table 46 summarizes usage of Optional headers. 

ported. 

Table 46 - Optional header usage summary 

Expiration-Security -Header 
Data frame or all 

Data frames of a 

Rejects if not sup- 

_Network_Header 
Only in the first Data 

frame of a Sequence 

Skips if not sup- 

ported or required 

Association-Header 
Only in the first Data 

frame of a Sequence 
See 25.2 and 25.3 

Device-Header 
Only in the first Data 

frame of a Sequence 

except Basic and 

Extended Link Ser- 

or FC-4 may reject if 

the related ULP 
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20 Data frames and responses 

20.1 Introduction (Link-Control) are equally applicable to each 

type of Data frame. 

Table 47 identifies the types of frames that are 
possible to be transmitted and received within Data frames may be used to transfer information 

an N-Port. 

20.2 Data frames 

As shown in table 47, 
defined: 

two types of frames are 

such as data, control information, header infor- 
mation, and status from a source N-Port to a 
destination N-Port. In Class 1 and 2, each Data 
frame successfully transmitted shall be acknowl- 
edged to indicate successful delivery to the des- 
tination N-Port. An indication of unsuccessful 

- 
- 

Data 
‘l - 

- 
- 

Data frames, and 
Link-Control frames. 

delivery of a valid frame shall be returned to the 
transmitter by a Link-Response frame in Class 1 

and 2. 

frames defined include: 

Link-Data, 
Device-Data, and 
Video-Data. 

When the term “Data frame” is used in FC-PH, it 
-- -defers to any of the types of Data frames that 

. - may be transmitted. The rules of transmission 

+of Data frames and response frames 

Data frames may be streamed, i.e., multiple 
frames may be transmitted by a single N-Port 
before a response frame is received. The 
number of outstanding, unacknowledged Data 
frames allowed is specified by a Class Service 
Parameter during the Login procedure 
(end-to-end Credit). See clause 23 for the spec- 

ification of Login and Service Parameters and 

clause 26 for the specification of flow control 

rules. 

. Acknowledge (ACK) 

Frame Types 

Table 47 - Frame formats 

ACK_O (bits 15-O = 0) 

ACK_l (bits 15-O = 1) 

ACK_N (bits 150 = N) 

Link_Control 

(FT-0) 
Link-Response 

Link-Command 

FC-4 Device-Data 

Busy 

F_BSY, P_BSY 

Reject 

F_RJT, P_RJT 

LCR 

FC-4 Device TYPES 

IP, IPI-3, SCSI, SB, . . . 

FC4 Video-Data 
FC-4 Video TYPES 

Reserved 

Data 

(m-1 1 

Basic Link Service 

ABTS, BA_ACC, BA_RJT, NOP, RMC 

Extended Link Service 

Link-Data ABTX, ACC, ADVC, ECHO, ESTC, ESTS 
FLOGI, LOGO, LS_RJT, PLOGI, RCS 
RES, RLS, RRQ, RSI, RSS, RTV, TEST 

FC-4 Link Service 

IP, IPI-3, SCSI, SB, _.. 
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ACK and Link-Response frames are individual 

frames which indicate successful or unsuc- 
cessful frame delivery of a valid frame to the 
FC-2 level at the destination N-Port which also 

participate in end-to-end flow control. suc- 
cessful delivery to the N-Port shall be indicated 
by ACK frames, while unsuccessful delivery shall 
be indicated by Link-Response frames. The 
R_RDY Primitive Signal is used for buffer-to- 
buffer flow control which is discussed in clause 

26. 

A set of one or more Data frames related by the 
same SEQ_ID transmitted unidirectionally from 
one N-Port to another N-Port is called a 

Sequence. See clause 24 for a discussion of 
Sequences and Exchanges. 

Class 1 Data frames except a Class 1 connect- 
%quest shall be retransmitted, only if the 
Discard multiple Sequences with immediate 
retransmission Exchange error policy is in effect 
and the Sequence Recipient has requested 

Addressing: The S-ID field designates the 
source N-Port identifier (Sequence Initiator) 

transmitting the Data frame. The D-ID field des- 

ignates the destination N-Port identifier 
(Sequence Recipient) of the Data frame. 
Data Field: The Data-Field for Data frames is a 

multiple of four bytes and variable in length. 
The Data Field may contain optional headers 
whose presence is indicated by the DF_CTL field 
in the Frame-Header (see clause 19). 

In order to accommodate message content 
within the Data field that is not a multiple of four 
bytes, fill bytes shall be appended to the end of 
the Data Field. The number of fill bytes is speci- 
fied by F_CTL bits 1-O (see 18.5) and shall only 
be meaningful on the last frame of an instance of 
an Information Category. The fill byte value is 
not specified by FC-PH. 

Payload size 

Payload size is determined by taking the overall 
frame length between the SOF and EOF 

- _ _--&quence retransmission on an ACK frame. 
_ ljegardless of the error policy, a Class 1 

minus the 24 byte Frame-Header, 

snnect-request or Class 2 Data frame shall be 
minus any Optional Headers, 

retransmitted, only in response to a corre- 
minus the fill bytes (0, 1, 2, or 3), 

sponding Busy (F_BSY, P_BSY) frame. Except 
minus the CRC. 

as above, Data frame recovery shall be by 
means of Sequence retransmission under the 
control of FC-4. See 29.6.2, 29.6.3, and 29.7 for a 
discussion of Sequence integrity, Sequence error 

*detection, and Sequence recovery. 

Responses: 

R_RDY Primitive (SOFcl, SOFti, SOFx3) 

ACK 
- ACK_O 
- ACK_l 
- ACK_N 
Link-Response 
- F_RJT, P_RJT 
- F_BSY, P_BSY 

Each Data frame within a Sequence shall be 
transmitted within an E_D_TOV timeout period to 
avoid timeout errors at the destination N-Port. 

Delimiters: 
Table 48 indicates allowable delimiters for valid 
Data frames by class. 

I Table 48 - Data frame delimiters I 

Data frame Delimiters* 

Class 1 SOFcl, SOFil , SOFnl, EOFn 

Class 2 

Class 3 

SOFi2, SOFn2, EOFn 

SOFi3, SOFns, EOFn, EOFt 

Format: FT_l (See 17.4) 

20.2.1 R_RDY response 

In Class 1, a connect-request (SOFcl) frame shall 
be responded to by transmitting the R_RDY 
Primitive Signal. The R_RDY Primitive Signal 
shall only be used for flow control and shall not 
indicate that the requested Dedicated Con- 
nection has been made. In Class 2 and Class 3, 
Data and Link-Control frames received shall be 
responded to by transmitting the R_RDY Primi- 
tive Signal. R_RDY transmission shall indicate 
that the interface buffer which received the 

frame is available for further frame reception. 
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20.2.2 Data frame responses 

Link-Control response frames are ACK frames 
(0, 1, and N) and Link-Response frames (P_BSY, 

P_RJT, F_BSY, and F_RJT). All Link-Control 
response frames (ACK_0, ACK_l, ACK_N, 
P_BSY, F_BSY, P_RJT, and F_RJT) shall be 

‘transmitted in the same Class of Service as the 
frame to which it is responding. However, the 
ACK (ACK_l, ACK_N, or ACK_O) to a connect- 
request frame (SOFcl) is sent as a Class 1 
frame and is not subject to buffer to buffer to 
flow control. 

20.2.2.1 ACK frames 

Successful Data frame delivery 

Class 1 
‘l 

- ACK_O 
- ACK_l 
- ACK_N 
Class 2 

-. -- ^~ - - ACK_O 

_ - - ACK_l 
- ACK 

4- Class 3- 
N 

- No response 

_ 

20.2.2.2 Link-Response frames 

Unsuccessful Data frame delivery 

-Class 1 
- F_BSY (Fabric Busy), or 
- P_BSY (N-Port Busy), or 
- F_RJT (Fabric Reject), or 
- P_RJT (N-Port Reject). 
Class 2 
- F_BSY (Fabric Busy), or 
- P_BSY (N-Port Busy), or 
- F_RJT (Fabric Reject), or 
- P_RJT (N-Port Reject). 
Class 3 
- No response 

20.2.3 Transfer mechanisms 

Several mechanisms are available for a 
Sequence which allow an FC-4 or Upper Level 
Protocol to convey information to a destination 
N-Port. Those mechanisms include: 

- Information Category within R_CTL field 
- Options within F_CTL field 
- Device Header 

- Payload 

Information Category: 

The Information Category is included in R_CTL 
to assist the receiver of a Data frame in directing 
the Data Field content to the appropriate buffer 
pool. 

F_CTL field options: 

Within the F_CTL field, Exchange and Sequence 
CTL bits are used to manage the initiative to 
transmit Data frames, manage Sequences, and 
manage Exchanges. 

Device Header: 

Provisions have been made for a Device-Header 
to precede the actual Payload contained in the 
Data Field of a Data frame. The size of the 
Device-Header is encoded in the DF_CTL field of 
the Frame-Header. This provides an additional 
means to specify unique protocol-dependent 
information to an upper level. 

Payload 

The normal method of locating a ULP header as 
part of the Payload provides a straightforward 
approach to achieve interoperability. 

20.3 Link-Control 

Link-Control frames shall be used by the N-Pot-t 
link facility functions to control frame transfer 
and provide N-Port control in Class 1 and 2. 

Link_Control frames are identified by the Routing 
bits 31-28 in the R_CTL field being set to 1 1 0 0. 
When a Link-Control frame is identified in R_CTL 
bits 31-28, the Information Category bits (27-24) 
contain the command code for each Link_Control 
frame as shown in table 49. The TYPE field for 
Link-Control frames other than F_BSY shall be 
reserved. The DF_CTL field shall be set to zeros 
since a Link-Control frame contains a Data Field 
of zero length. 
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Table 49 - Link Control codes 

Encoded 
Value 

Word 0, 
Description Abbr. 

bits 27-24 

0000 Acknowledge_1 ACK_l 

0001 
Acknowledge-N ACK_N 
Acknowledge_0 ACK_O 

0010 N-Port Reject P_RJT 

0011 Fabric Reject F_RJT 

0100 N-Port Busy P_BSY 

0101 
Fabric Busy to 

Data frame 
F_BSY 

0110 
Fabric Busy to 

Link_Control frame 
F_BSY 

0111 Link Credit Reset LCR 

Others reserved 

Link-Control frames provide: 

-~ - -- - indication of successful delivery, 

_ - 
- indication of unsuccessful delivery, 

-=?- 
- flow control and buffer management feed- 
back. 

- low-level control commands to an N-Port. 

An N-Port shall provide sufficient resources to 

receive Link_Control frames in response to Data 
- frames transmitted. An N-Port shall not transmit 

P_BSY response frames in response to 
Link-Control frames. 

NOTE - It is not necessary to save information in 
order to retransmit a Link-Control frame since F_BSY 
to a Link Control frame contains all information 
required to retransmit and P_BSY is not allowed for 
Link-Control frames. 

LCR may always be retransmitted in response to 
an F_BSY. For ACK (0, 1, N) and RJT frames, 
see individual commands for any restrictions on 
frame retransmission in response to F_BSY. 
Link Control frames shall be transmitted within 
an E D TOV timeout period of the event which -- 
causes transmission of the Link Control frame. 

Delimiters: 
Table 50 indicates allowable delimiters for valid 

Link-Control frames by class. 

Table SO - Link_Control frame delimiters 

ACK, BSY, 
RJT 

Delimiters 

Class 1 SOFnl, EOFn, EOFt, EOFdt 

Class 2 SOFn2, EOFn, EOFt 

LCR Delimiters 

Class 2 SOFn2, EOFn 

20.3.1 R_RDY response 

In Class 2, all Link-Control frames shall be 
responded to by transmitting the R_RDY Primi- 
tive Signal when the interface buffer which 
received the frame is available for further frame 
reception. 

20.3.2 Link-Continue function 

The Link-Continue function in FC-PH provides a 
positive feedback mechanism to control the flow 
of Data frames on the link. A Data frame shall 
only be transmitted when the attached Port has 
indicated that a buffer is available for frame 
reception. The following list specifies flow 
control elements: 

- R_RDY - buffer-to-buffer flow control for 
frames between F_Ports and N-Ports if a 
Fabric is present, or between N-Ports without 
a Fabric present. The R_RDY Primitive is 
transmitted on receipt of any Class 2 or 3 
frame as well as a Class 1 connect-request 
frame. 

- ACK_O - successful or unsuccessful 
delivery of a Sequence (see 20.3.2.2) between 
N-Potts with or without a Fabric present. 
ACK_O shall be applicable only to Class 1 and 
Class 2 Sequences. 

- ACK_l - end-to-end flow control for a 

single Data frame transfer between N-Ports 
with or without a Fabric present. The ACK_l 
frame is transmitted on receipt of Class 1 or 2 
Data frames. 

- ACK_N - end-to-end flow control for one or 

more consecutive Data frame transfers 
between N-Ports with or without a Fabric 
present. The ACK_N frame is transmitted on 
receipt of Class 1 or 2 Data frames. 
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An N-Port should transmit R_RDY and 
Link-Control frames before Data frames in order 

to avoid Credit problems (both buffer-to-buffer 
and end-to-end). When both an R_RDY and a 
Link-Control frame (ACK, BSY, RJT) are being 

transmitted in response to a Data frame (Class 2 
and Class 1 connect-request), the R_RDY shall 
be transmitted prior to the Link-Control frame. 

ACK (0, 1, N) may be used for acknowledgment 
of Data frames between N-Ports for a given 
Sequence, but usage shall follow the allowable 
forms based on support defined in Login. Prior 
to N-Pot-t Login, ACK_l shall be used. Following 
N-Port Login, the decision to use ACK_O, ACK_l 
or ACK_N is made based on the results of 
N-Port Login. 

‘I ACK precedence 
When multiple ACK forms are supported by both 
Sequence Initiator N-Port Login parameters and 
the destination N-Pot-t Sequence Recipient 
N-Port Login parameters, ACK_O usage shall 

-~ - -Take precedence over ACK_N and ACK_N usage 
* - shall take precedence over ACK_l. ACK_l shall 

+be the default, if no other ACK form is supported 
by both ends. Mixing ACK forms within a given 
Sequence is not allowed (i.e., only one ACK form 
shall be used within a single Sequence). ACK 
precedence is summarized in figure 53. 

I ACK support by Sequence Recipient 

at Login 

1 ACK_l 1 $: ! 1::; j :i_i 

ACK_l 1 ACK_l 1 ACK_l 1 ACK_l 1 ACK_l 

ACK 

support :::I: 1 ACK-l 1 ACK_W 1 ACK-l 1 ACK_N 

by - 
Sequence 

Initiator :::$ 1 ACK-l i ACK-l i ACK_0 1 ACK_13 

at 

Login ACK_I ACK_l 

ACK_N ACK_N 

ACK_e ACK_e ACK_e 

Figure 53 - ACK precedence 

20.3.2.1 Receiver Ready (R_RDY) 

The R_RDY Primitive shall indicate that a single 
frame (valid or invalid) was received and that 
the interface buffer which received the frame is 

available for further frame reception. An N-Port 
or F-Port may choose to support multiple buffers 
for frames using the R_RDY Primitive for flow 
control. The number of buffers is specified 
during Login as buffer-to-buffer Credit. 

R_RDY shall be transmitted between an N-Port 
and an F-Port with a Fabric present, or between 
two N-Ports without a Fabric present for all 
Class 2 frames, Class 3 frames, and connect- 
request frames in Class 1. The R_RDY Primitive 
is not forwarded to any higher levels within an 
N-Port or passed beyond the entry or exit point 
of the Fabric. 

See 16.3.2 for specification of the number of 
Idles before and after the R_RDY Primitive 
during transmission. 

Responses: There is no response to an R_RDY 
Primitive. 

20.3.2.2 Acknowledge (ACK) 

The ACK frame shall indicate that one or more 
valid Data frames were received by the destina- 
tion N-Port for the corresponding 
Sequence-Qualifier and SEQ_CNT of a valid 
Exchange as specified in the 
Sequence_Qualifier, and that the interface 
buffers which received the frames or frame are 
available for further frame reception. ACK 
frames shall be used in Class 1 and 2 and shall 
be transmitted in the same Class as the Data 
frame or frames which are being acknowledged. 

NOTE - In Class 1, it is recommended that N-Ports 
transmit ACK_l or ACK_N in the same order that the 

corresponding Data frames are received. 

ACK_l 

The ACK_l form of ACK shall be supported by 
all N-Ports as the default. The SEQ_CNT of the 
ACK_l shall match the single Data frame being 
acknowledged. The Parameter Field contains a 
value of binary one in ACK_CNT (bits 15-O) to 
indicate that a single Data frame is being 
acknowledged. The R_CTL field (Word 0, bits 
27-24) shall be set to 0000. 
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ACK_O ACK_N 

ACK_O is the designation used when the 
ACK_CNT (bits 15-O) of the Parameter Field of 

the ACK_O frame contains a value of binary zero 
to indicate that all Data frames of a Sequence 
are being acknowledged. If the SEQ_CNT is 

allowed to wrap within a single Sequence, frame 
uniqueness is not being ensured. The SEQ_CNT 
of the ACK_O shall match the SEQ_CNT of the 
last Data frame transmitted within the Sequence. 
The R_CTL field (Word 0, bits 27-24) shall be set 
to 0001. 

The ACK_O frame may be used for both Discard 
and Process Exchange Error Policies. For both 
policy types, ACK_O support as indicated by 
Login also specifies that infinite buffering shall 
be used. 

‘. 

When multiple ACK forms are supported by both 
Sequence Initiator N-Pot-I Login parameters and 
the destination N-Port Sequence Recipient 

- -&Port Login Parameters, ACK_O usage shall -- 
take precedence over ACK_N and ACK_N shall _ - 
sake precedence over ACK_l. ACK_l shall be 
the default, if no other common ACK form is sup- 
ported by both ends. 

If ACK_O is supported by both Sequence Initiator 
and Sequence Recipient, a single ACK_O per 
Sequence shall be used to indicate successful 
Sequence delivery or to set Abort Sequence 

* Condition bits. An additional ACK_O shall be 
used within a Sequence to 

a) perform X-ID interlock or 
b) respond a connect-request (SOFcl). 

ACK_O shall not participate in end-to-end Credit 
management. Mixing ACK forms in a Sequence 
is not allowed. 

NOTE - Although infinite buffers is indicated at the 
FC-PH level within an N-Port, individual FCXs such as 
SCSI or IPI-3, for example, may agree on a maximum 
Sequence size that is specified at the upper level 
through Mode Select in SCSI and Attributes in IPI-3. 
In each protocol, a burst size is specified which indi- 
cates the largest single Sequence which shall be 
transferred. By further controlling the maximum 
number of concurrent Sequences, each N-Port may 
limit the amount of buffering that is actually required. 

ACK_N is the designation used when the 
ACK_CNT (bits 15-O) of the Parameter Field 
contain a value of N (where N is 1 to 65535) in 

which the Recipient is acknowledging N consec- 
utive Data frames of a Sequence with the 
SEQ_CNT of the ACK_N frame indicating the 
highest SEQ_CNT being acknowledged. For 

example, a value of N = 2 and a SEQ_CNT = .I8 
shall indicate that Data frames with SEQ_CNT = 
17 and 18 are being acknowledged. The R_CTL 
field (Word 0, bits 27-24) shall be set to 0001. 
Support for the ACK_N frame is optional and is 
specified in the Service Parameters during Login 
(see 23.6). 

NOTE - The Sequence Recipient sends ACK_l or 
ACK_N at least once with Abort Sequence Condition 
bits set to a value other than 0 0 (see 24.3.10.2, 
24.3.10.3, or 24.3.10.4). 

All ACK forms 

For all forms of ACK, when the History bit (bit 16) 
of the Parameter Field is set = 0, it shall indi- 
cate that the Sequence Recipient N-Port has 
transmitted all previous ACKs (i.e., lower 
SEQ_CNT), if any, for this Sequence. When the 
History bit (bit 16) of the Parameter Field is set 
= 1, it shall indicate that at least one previous 
ACK has not been transmitted (withheld, Data 
frame not processed, or Data frame not 
received) by the Sequence Recipient N-Port. 
Using this historical information allows an 
N-Port to reclaim end-to-end Credit for a 
missing ACK frame. 

Being able to reclaim end-to-end Credit does not 
relieve the N-Port of accounting for all ACK 
frames of a Sequence in Class 2. ACK frames 
shall not be retransmitted in response to an 
F_BSY (Class 2). The F_BSY frame to an ACK 
shall be discarded. 

Support for ACK_N and ACK_O may not be sym- 
metrical for a single N-Port as a Sequence Initi- 
ator and Sequence Recipient (see 23.6.8.3 and 
23.6.8.4). 

Note - Throughout FC-PH, ACK refers to one of the 
three forms (ACK_l, ACK_O, or ACK_N) and although 
there are two command codes in R_CTL, the Param- 
eter Field History bit (bit 16) and ACK_CNT (bits 15-O) 
are used in a consistent manner. 
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The ACK frame provides end-to-end flow control Responses: 

for one or more Data frames between two 
N-Ports as defined in ACK_O, ACK_l or ACK_N. 

See 26.4.3.2 for usage rules and annex 0 for 
examples. A specific Data frame shall be 

R_RDY Primitive (SOFti) 

Link-Response 

- F_RJT, P_RJT 
- c f)C” 

acknowledged once and only once. ACK recep- 
r PC), 

tion does not imply Data delivery to a higher See annex 0 for examples of use. 
level. 

ACK frames participate in a number of functions 
20.3.3 Link-Response 

in addition to end-to-end flow control. The fol- 
lowing list identifies many of those functions: 

- X-ID assignment (see 24.4), 
- X-ID reassignment (see 25.3.1), 
- X-ID interlock (see 24.5.4), 
- terminating a Sequence (see 24.3.8), 
- establishing a Dedicated Connection (see 

. 28.4.1), 
- removing a Dedicated Connection (see 
28.4.3), 
- Abort Sequence condition (see 18.5 and 
24.3.10), 

-- - - - Stop Sequence condition (see 18.5 and 
. - 24.3.10), 

.u- - Abnormal Sequence termination (see 

Link-Response frames shall be sent by either 
the destination N-Port or an F-Port in reply to 
frames for Class 1 and 2. Link-Response frames 
shall only be sent by an N-Port in reply to valid 
frames (see 17.8.1). 

A Link-Response indicates that the frame identi- 
fied by the Sequence_Qualifier and SEQ_CNT 
was not delivered to or processed by the desti- 
nation N-Port. When a Link-Response frame 
(either Reject or Busy) is generated by an F-Port 
or a facility internal to the Fabric, the frame is 
routed to the destination N-Port of the 
Link-Response frame. Link-Response frames 
may be: 

29.7.1). and 
- Sequence retransmission requested (see 
29.7.1.2). 

- Busy - indicates a Busy condition was 
encountered in the Fabric or destination 
N-Port. 

Format: FT_O 
Addressing: The D-ID field designates the 

* source of the Data frame (Sequence Initiator) 
being replied to by the ACK, while the S-ID field 
designates the source of the ACK frame 
(Sequence Recipient). 
F_CTL: The F_CTL field is returned with both 
Sequence and Exchange Context bits inverted in 
the ACK frame. Other bits may also be set 
according to table 39. 
SEQ_ID: the SEQ_ID shall be equal to the 
SEQ_ID of the frame being replied to by ACK. 
SEQ_CNT: The sequence count (SEQ_CNT) shall 
be equal to the sequence count of the highest 
Data frame being replied to by the ACK. 
Parameter field: The Parameter Field is defined 
as follows: 

- History Bit (bit 16) 
0 = all previous ACKs transmitted 
1 = at least one previous ACK not trans- 
mitted 

- ACK_CNT (bits 15 - 0) 

- Reject - indicates that delivery of the frame 
is being denied. 

20.3.3.1 Fabric Busy (F_BSY) 

The F_BSY Link-Response shall indicate that the 
Fabric or the destination N-Port is temporarily 
occupied with other link activity and the Fabric is 
unable to deliver the frame. A reason code is 
identified in bits 31-28 of the TYPE field. In Class 
1, F_BSY shall only be transmitted in response 
to the SOFCI frame and shall be ended with 
EOFdt. In Class 2, any Data frame or ACK frame 
may receive an F_BSY response. A Busy 

response shall not be used in Class 3. 

There are two different l_ink_Control codes 
defined for F_BSY as shown in table 49. When 
word 0, bits 27-24 has a value of 0101, the F_BSY 
is in response to a Data frame. When word 0, 
bits 27-24 has a value of 0110, F BSY is in 

response to a Link-Control frame. 

0 = all Data frames (ACK_0) 

N = 1 to N Data frames (ACK_l, ACK_N) 
An F_BSY frame shall not be transmitted in 

response to another Busy frame (either F_BSY 
or P_BSY); the Busy frame shall be discarded. 
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When an N-Pot-t receives F_BSY in response to 

a Data frame transmission, the N-Port shall 
retransmit the busied frame if it has not reached 

its ability to retry. Therefore, an N-Port shall 
save sufficient information for Data frames with 
an SOFcl, or SOFti delimiter for retransmission 
until an ACK or RJT is received or retry is 
exhausted. 

SEQ_ID: The SEQ_ID shall be 

SEQ_ID of the frame being busied. 
SEQ_CNT: The SEQ_CNT shall be equal to the 
SEQ_CNT of the frame encountering the busy 
condition. 

If an N-Port has exhausted its ability to retry 
Data frame transmission in response to an 
F_BSY, it shall notify the FC-4 or an upper level. 
The N-Port may perform the Abort Sequence 
Protocol based on the Exchange Error Policy. 

Parameter field: The Parameter field is returned 
unchanged for both Data frames and 

Link-Control frames. 
TYPE field: 

The F_BSY reason code format is defined in 
figure 54. 

F_BSY TYPE field 

It is not necessary to save information in order 
to retransmit a Link-Control frame since F_BSY 
to a Link Control frame contains all information 
required to retransmit and P_BSY is not allowed 

‘br Link-Control frames. In Class 2, if an N-Port 
receives an F_BSY in response to an ACK frame, 
it shall discard the F_BSY frame. 

_Ihe Fabric shall interchange the S-ID and D-ID 
- - 

fields, invert both the Exchange and Sequence 
. Context bits, and select the correct Link Control 

Fide value for the F_BSY depending on whether 
it is in response to a Data frame or Link-Control 
frame. The Parameter field is returned 
unchanged. 

Reason Link-Control code 

Figure 54 - F_BSY TYPE field 

I Table 51 - F_BSY reason codes 
I 

Encoded Value 
Wd 2, bits 31-28 

0001 

Description 

Fabric busy 

A reason code is indicated in the TYPE field 
(Word 2, bits 31-28). If the frame being busied is 

-a Link Control frame, the Link-Control command 
code of the busied frame in R_CTL (Word 0, bits 
27-24) is moved to the TYPE field (Word 2, bits 
27-24) of the F_BSY frame before the F_BSY 
command code is inserted in R_CTL bits 27-24 of 
the F_BSY frame. The Data Field of a Data 
frame is discarded. The Fabric shall use EOFdt 

for Class 1 F_BSY frames (connect-request) and 
EOFn for Class 2 F_BSY frames. 

I 0011 N-Port busy I 

Busy reason codes are defined as follows: 

Fabric busy 

The Fabric is unable to deliver the frame to the 
destination N-Port due to conditions internal to 
the Fabric. 

Format: FT_O 
Addressing: The D-ID field designates the 
source of the frame encountering the busy con- 
dition while the S-ID field designates the desti- 
nation of the frame encountering the busy 
condition. 

N-Port Busy 

The destination N-Port is currently involved in a 
Class 1 Dedicated Connection and the Fabric is 
unable to deliver the frame. 

Responses: 

F_CTL: The F_CTL field is returned as received R_RDY Primitive (SOFti) 

with both Sequence and Exchange Context bits Link-Response 

inverted in the F_BSY or P_BSY frame. - none 

equal to the 
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20.3.3.2 N-Port Busy (P_BSY) 

The P_BSY Link-Response shall indicate that the 

responding N-Port is temporarily occupied with 
other link activity and is not able to accept the 
frame. A reason code shall be identified in the 
Parameter field of a P_BSY frame. In Class 1, 
P_BSY shall only be transmitted in response to 
the SOFci frame and shall be ended with EOFdl. 
In Class 2, any Data frame may receive a P_BSY 
response. A Busy response shall not be used in 
Class 3. 

A P_BSY frame shall not be transmitted in 
response to another Busy frame (either F_BSY 
or P_BSY); the Busy frame shall be discarded. 

When an N-Pot-t receives P_BSY in regponse to 
A. a frame transmission, the N-Port shall 

retransmit the busied frame if it has not reached 
its ability to retry. Therefore, a Port shall save 
sufficient information for Data frames with an 
SOFci, or SOFti delimiter for retransmission 

- - --until an ACK or RJT is received or retry is 
- - exhausted. 

4- 

If an N-Pot-t has exhausted its ability to retry 
Data frame transmission in response to a 
P_BSY, it shall notify the FC-4 or an upper level. 
The N-Port may perform the Abort Sequence 
protocol based on the Exchange Error Policy. 

- N-Port Busy indicates that the Busy was issued 
by the destination N-Port. P_BSY shall not be 
issued in response to a Link-Control frame. An 
N-Port shall process a Link-Control frame for 
each unacknowledged Data frame transmitted. 

Format: FT_O 

Addressing: The D-ID field designates the 

source of the frame encountering the busy con- 
dition while the S-ID field designates the desti- 
nation of the frame encountering the busy 
condition. 
F_CTL: The F_CTL field is returned as received 
with both Sequence and Exchange Context bits 
inverted in the P_BSY frame. Other bits may 
also be set according to table 39. 
SEQ_ID: The SEQ_ID shall be equal to the 
SEQ_ID of the frame being busied. 
SEQ_CNT: The SEQ_CNT shall be equal to the 

SEQ_CNT of the frame encountering the busy 
condition. 

Parameter field: The four bytes of this field indi- 

cate the action and reason code for the P_BSY 

response as defined in figure 55. Tables 52 and 
53 specify Busy action and reason codes. 

P BSY parameter - 

Bits 

First Second 
Byte Byte 

Third Fourth 
Byte Byte 

Acti on Reason Vendor Unique 

Figure 55 - P_BSY code format 

I Table 52 - P_BSY action codes 

Encoded Value 
Wd 5, bits 31-24 

Description 

I 0000 0001 (1) 
I 

I 
Sequence terminated - retry 

later 
I 

I 

1 0000 0010 (2) 
I 

1 Sequence active - retry later 1 

I Others Reserved I 

Action 1 

Action 1 shall indicate that the Sequence Recip- 
ient has busied the Sequence (EOFt or EOFdl). 
For a Class 1 connect-request the busy frame is 
ended with EOFdl. The Sequence Recipient shall 
only terminate the Sequence on a Busy in 
response to a connect-request (SOFci) or in 
response to an interlocked Data frame associ- 
ated with X-ID assignment or reassignment 
(SOFi2). The frame and Sequence are retryable 
at a later time. 

Action 2 

Action 2 shall indicate that the Sequence Recip- 
ient has busied a Class 2 frame and that the 
Sequence has not been terminated (EOFn). The 
frame is retryable at a later time. 
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Table 53 - P_BSY reason codes 

Encoded Value 
Wd 5, bits 23-16 

Description 

0000 0001 Physical N-Port busy 

0000 0011 N-Port Resource busy 

* 1111 1111 

Others 

Vendor Unique Busy 
(See Bits 7-O) 

Reserved 

Busy reason codes are defined as follows: 

Physical N-Port busy 

P_BSY - the destination N-Port link facilities are 

currently busy and the N-Port is unable to 
accept the Payload of the frame. 

g-Port Resource Busy 

P_BSY - the destination N-Port is unable to 
process the Data frame at the present time. 

-. . -- -4ador Unique Busy 

- The Vendor Unique Busy bits (bits 7-O) shall be 
u?%d by specific Vendors to specify additional 
reason codes. 

Responses: 

R_RDY Primitive (SOFti) 
Link-Response 
- none * _ 

20.3.3.3 Reject (P_RJT, F_RJT) 

The Reject Link-Response shall indicate that 
delivery of a frame is being denied. A four-byte 
reject action and reason code shall be contained 
in the Parameter field. Rejects are transmitted 
for a variety of conditions. For certain conditions 
retry is possible, whereas other conditions may 
require specific intervention. FC-PH does not 

define the specific intervention required. 

In Class 1 and 2, if an error is detected by an 
N-Port or an F-Port in -a Data-frame, it shalt 
transmit a Reject frame based on the reason 
codes specified in table 55. If an error is 

detected on a Link-Control frame, a Reject 
frame shall only be transmitted under specific 

conditions. A Fabric shall only reject a 
Link-Control frame for the following reasons: 

- Class not supported 

- Invalid D-ID 

- Invalid S-ID 
- N-Port not available-temporary 
- N-Port not available-permanent 
- Login required (Fabric) 

An N-Pot-t shall only reject a Link-Control frame 
for the following reason (with Action code 2): 

- Unexpected ACK 

For other reasons, if an N-Pot-t detects an error 
in a Link-Control frame for a valid Exchange, it 
shall initiate the Abort Sequence Protocol and 
not transmit a Reject frame. For an unidentified 
or invalid Exchange, if an error is detected in a 
Link_Control frame, the N-Port shall discard the 
frame and ignore the Link-Control frame error. 
If a Class 3 frame satisfies a rejectable condi- 
tion, the frame shall be discarded. A Reject 
frame (F_RJT, P_RJT) shall not be transmitted in 
response to another Reject frame (either F_RJT 
or P_RJT); the received Reject frame in error 
shall be discarded. 

Format: FT_O 
Addressing: The D-ID field designates the 
source of the frame being rejected while the 
S-ID field designates the destination of the 
frame being rejected. 
.F_CTL: The F_CTL field is returned with both 
Sequence and Exchange Context bits inverted in 
the F_RJT or P_RJT frame. Other bits may also 
be set according to table 39. 
SEQ_ID: The SEQ_ID shall be equal to the 
SEQ_ID of the frame being rejected. 
SEQ_CNT: The SEQ_CNT shall be equal to the 
SEQ_CNT of the frame being rejected. 
Parameter field: The four bytes of this field shall 
indicate the action code and reason for rejecting 
the request (see figure 56 and tables 54 and 55). 

Reject parameter 

First Second 
Byte Byte 

Third 

Byte 

Fourth 

Byte 

Acti on Reason Vendor Unique 

Figure 56 - Reject code format 
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I Table 54 - Reject action codes I 

Encoded Value 
Wd 5, bits 31-24 

Description 

0000 0001 (1) Retryable error 

1 0000 0010 (2) 1 Non-retryable error I 

Other codes Reserved 
I 

If a frame within a Sequence is rejected, the 

Sequence shall be abnormally terminated or 

aborted. If the RJT frame is ended by an EOFt 

or EOFdl, the Port transmitting the RJT frame 

has terminated the Sequence. A Port shall only 

terminate the Sequence using a Reject with an 

EOFdt in response to a connect-request (SOFCI). 

In Class 2 an N-Port shall only terminate the 

Sequence on a Reject in response to an inter- 

‘-locked Data frame associated with X-ID assign- 

ment or reassignment (SOFi). If the RJT frame 

is ended by an EOFn, the N-Port receiving the 

RJT frame shall perform the Abort Sequence 

_ _--+otocol to abort the Sequence. Rejects shall 

_ -only be transmitted in response to valid frames. 

‘4Action 1 

Action 1 indicates that if the condition indicated 

in the Reject Reason code is changed or cor- 

rected, the Sequence may be retryable. 

Class not supported 

Invalid D-ID 

Invalid S-ID 

N-Port not available-temporary 

N-Port not available-permanent 

Login required 

Excessive Sequences attempted 

Unable to establish Exchange 

Applicability: 

- by Fabric when D-ID = Fabric 

- by Fabric when D-ID = N-Port 

- by N-Port when D-ID = N-Port 

Action 2 

Action 2 indicates that the Sequence is non- 

retryable and further recovery such as Abort 

Exchange may be required. The following 

reason codes are non-retryable: 

- Delimiter usage error 

- Type not supported 

- Invalid Link_Control 

- Invalid R_CTL 

- Invalid F_CTl_ 
- Invalid OX-ID 
- Invalid RX-ID 
- Invalid SEQ_ID 
- Invalid DF_CTL 
- Invalid SEQ_CNT 
- Invalid Parameter field 
- Exchange error 
- Protocol error 
- Incorrect length 
- Unexpected ACK 
- Expiration_Security_Header not supported 

Applicability: 

- by Fabric when D-ID = Fabric 

- by N-Port when D-ID = N-Port 

The first error detected shall be the error 
reported; the order of checking is not specified. 

Table 55 (Page 1 of 2) - Reject reason 

codes 

Encoded 
Value Wd 5. 

bits 23-16 
Description BJ 

0000 0001 Invalid D-ID 
B 

0000 0010 Invalid S-ID 
B 

0000 0011 

0000 0100 

0000 0101 

N-Port not available, 
temporary F 

N-Port not available, 
permanent F 

Class not supported 
B 

0000 0110 Delimiter error usage 
B 

0000 0111 TYPE not supported 
B 

0000 1000 Invalid Link_Control 

0000 1001 Invalid R_CTL field 

0000 1010 Invalid F_CTL field 
P 

0000 1011 Invalid OX-ID 
P 

0000 1100 invalid RX-ID 
P 

0000 1101 Invalid SEQ_lD 
P 
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Table 55 (Page 2 of 2) - Reject reason 
codes 

Invalid SEQ CNT 

Invalid Parameter field 

Protocol Error 

Incorrect length 

Excessive Sequences 

Expiration_Security_Header 

NOTES 
1 F = F_RJT (F-Port) 
2 P = P_RJT (N-Port) 
3 6 = Both F_RJT and P_RJT 

Invalid D-ID 

F_RJT - the Fabric is unable to locate the desti- 
~~ nation ii-Port address; ~~~~~ ~~~~~~~~~~~ 

P_RJT - the N-Pot-t which received this frame 
does not recognize the D-ID as its own identifier. 

Invalid S-ID 

F_RJT - the S-ID does not match the N-Port 

Identifier assigned by the Fabric. 

P_RJT - the destination N-Port does not recog- 

nize the S-ID as valid. 

N-Port not available, temporary 

F_RJT - The N-Port specified by the D-ID is a 
valid destination address but the N-Port is not 
functionally available. The N-Port is online and 
may be performing a Link Recovery Protocol, for 
example. 

N-Port not available, permanent 

F_RJT - The N-Port specified by the D-ID is a 
valid destination address but the N-Port is not 
functionally available. The N-Port is Offline or 

PoweredDown~~~ ~~~~ ~~~~ 

Class not supported 

F_RJT or P_RJT - The Class of Service specified 
by the SOF delimiter of the frame being rejected 
is not supported. 

Delimiter usage error 

F_RJT or P_RJT - The SOF or EOF is not appro- 
priate for the current conditions. For example, a 
frame started by SOFCI is received while a Class 
1 Dedicated Connection already exists with the 
same N-Port. See tables 48 and 50 for allowable 
delimiters by Class. 

TYPE not supported 

F_RJT or P_RJT - The TYPE field of the frame 
being rejected is not supported by the Port 
replying with the Reject frame. 

Invalid Link-Control 

P_RJT - The command specified in the lnforma- 
tion Category bits within R_CTL field in the 
frame being rejected is invalid or not supported 
as a Link-Control frame. 

Invalid R_CTL field 

P_RJT - The R_CTL field is invalid or incon- 
sistent with the other Frame Header fields or 

conditions present. 

Invalid F_CTL field 

P_RJT - The F_CTL field is invalid or inconsistent 
with the other Frame-Header fields or conditions 

present. 

Invalid OX-ID 

P_RJT - The OX-ID specified is invalid or incon- 
sistent with the other Frame-Header fields or 
conditions present. 
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State, its N-Port Identifier shall be unidentified. 

While an N-Port is unidentified, it shall 

- promiscuously accept frames with any Des- 
tination Identifier value, 

- not Reject (P_RJT) a frame with a reason 
code of Invalid D-ID, and 
- Reject (P_RJT) frames other than Basic 
and Extended Link Service with a reason code 
of Login Required. 

An N-Port determines its native N-Port address 
Identifier by performing the Login Procedure as 
specified in clause 23. During the Login Proce- 
dure an N-Port may be assigned a native N-Port 
Identifier or it may determine its own native 
N-Port Identifier. 

Address identifiers in the range of hex ‘FFFFFO 
t to ‘FFFFFE’ are well-known, and reserved for use 

as shown in table 33. The address identifier of 
hex ‘FFFFFF’ is reserved as a broadcast 
address. 

. - Table 33 - Well-known address identifiers 

a- 

FFFFFO to 

__ FFFFFS 
Reserved 

FFFFFA Management Server 

FFFFFB Time Server 

DiiZCiOfy~~i_$& ~ 
I 

a _ 

FFFFFD Fabric Controller 

FFFFFE Fabric F-Port 

18.3.1 Destination-ID (D-ID) 

The Destination Identifier (D-ID) is a three byte 
field (Word 0, Bits 23-O) that shall contain the 
address identifier of an N-Port or F Port within - 
the destination entity. 

18.3.2 Source_lD (S-ID) 

The Source Identifier (S-ID) is a three byte field 
(Word 1, Bits 23-O) that shall contain the address 
identifier of an N-Pot-l or F-Port within the 
source entity. 

18.4 Data structure type (TYPE) 

The data structure type (TYPE) is a one byte field 
(Word 2, Bits 31-24) that shall identify the pro- 
tocol of the frame content for Data frames. The 
TYPE field specified identifies the TYPE at the 

Sequence Recipient for Data frames. 

When the Routing bits in R_CTL indicate a 
Link-Control frame other than F_BSY, the TYPE 
field is reserved. F_BSY frames use the TYPE 
field to indicate a reason code for the F_BSY in 
TYPE field bits 31-28. When the F_BSY is in 
response to a Link-Control frame, R_CTL bits 
27-24 of the busied frame are copied by the 
Fabric into the TYPE bits 27-24. The bit 

encodings are shown in table 49. Duplication of 
the Link-Control command code allows an 
N-Port to easily retransmit the frame if it is 
busied by the Fabric (see 20.3.3.1). 

When the Routing bits in R_CTL indicate Basic 
or Extended Link-Data, TYPE codes are decoded 
as shown in table 34. 

Table 34 - TYPE codes - N-Port/F-Port Link 

Service 

Encoded Value 

Wd 2, bits 31-24 I 
Description 

Basic Link Service 

1101 0000 
to 

1111 1111 

Vendor Unique 

When the Routing bits in R_CTL indicate 
Video-Data, the TYPE codes are decoded as 
shown in table 35. 

Table 35 - TYPE codes - Video-Data 

Encoded Value 

Wd 2, bits 31-24 I 
Description 

0000 0000 
to 

1100 1111 

Reserved 

1101 0000 

to 

1111 1111 

Vendor Unique 
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Table 36 - TYPE codes - FC-4 (Device-Data 
and Link-Data) 

I Encoded Value 

Wd 2. bits 31-24 
Description 

0000 0000 Reserved 

0000 0001 Reserved 

0000 0010 Reserved 

0000 0011 Reserved 

I 0000 0100 
I 

ISOllEC 8802 - 2 LLC (In 

order) 

0000 0101 ISO/IEC 8802-2 LLC/SNAP 

0000 0110 Reserved 

0000 0111 Reserved 

0000 1000 SCSI - FCP 

0000 1001 SCSI - GPP 

-- 

0000 1010 

to Reserved - SCSI 

0000 1111 

0001 0000 Reserved - IPI- 

0001 0001 IPI- Master 

0001 0010 IPI- Slave 

0001 0011 IPI- Peer 

0001 0100 Reserved for IPI- 

0001 0101 CP IPI- Master 

0001 0110 CP IPI- Slave 

0001 0111 CP IPI- Peer 
- 

_ 0001 1000 Reserved - SBCCS 

0001 1001 SBCCS - Channel 

0001 1010 SBCCS - Control Unit 

0001 1011 

to Reserved - SBCCS 

0001 1111 

0010 0000 Fibre Channel Services 

0010 0001 FC-FG 

0010 0010 FC-XS 

0010 0011 FC-AL 

0010 1000 

to Reserved - Futurebus 

0010 1111 

0100 0000 HIPPI - FP 

0100 0001 

to 

0100 0111 

Reserved - HIPPI 

When the Routing bits in R_CTL indicate FC-4 
Device-Data or FC-4 Link-Data TYPE codes are 
decoded as shown in table 36. 

18.5 Frame Control (F_CTL) 

The Frame Control (F_CTL) field (Word 2, Bits 
23-O) is a three byte field that contains control 
information relating to the frame content. The 
following subclause describes the valid uses of 
F_CTL bits. If an error in bit usage is detected, a 
reject frame (P_RJT) shall be transmitted in 
response with an appropriate reason code (see 
20.3.3.3) for Class 1 and 2. The format of the 
F_CTL field is defined in table 37. 

Bit 23 - Exchange Context 

An Exchange shall be started by the Originator 
facility within an N-Port. The destination N-Port 
of the Exchange shall be known as the 
Responder. Each frame for this Exchange indi- 
cates whether the S-ID is associated with the 
Originator (0) or Responder (1). 

Bit 22 - Sequence Context 

A Sequence shall be started by a Sequence Initi- 
ator facility within an N-Port. The destination 
N-Port of the Sequence shall be known as the 
Sequence Recipient. Each frame of the 

Sequence indicates whether the S-ID is associ- 
ated with the Sequence Initiator (0) or the 
Sequence Recipient (1). 

NOTE - Ownership is required for proper handling of 

Link-Control frames received in response to Data 

frame transmission in Class 2. When a Busy frame is 

received, it may be in response to a Data frame 

(Sequence Initiator) or to an ACK frame (Sequence 

Recipient). This bit simplifies the necessary con- 

structs to distinguish between the two cases. 

Bit 21 - First-Sequence 

This bit shall be set to one on all frames in the 
First Sequence of an Exchange. It shall be set to 
zero for all other Sequences within an Exchange. 
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Table 37 (Page I of 2) - F_CTL field 

Exchange Context 

Sequence Context 

First-Sequence 

Chained-Sequence 17 
0 = No Chained-Sequence see 

1 = Chained-Sequence Active (Class 1) 24.6.5 

see . . . 
-Sequence !n:?:ats ~~~ ~~4~6 _ ~~~~~~~~~ 0 = hold Sequence Initiative 

1 = transfer Sequence Initiative 24.6.3 

X-10 reassigned 15 
0 = X-ID assignment retained see 

1 = X-ID reassigned 25.3.2 

see 
Invalidate X-ID 14 

0 = X-ID assignment retained 

1 = invalidate X-ID 25.3.1 

Reserved 13-10 

Retransmited Sequence 9 
0 = Original Sequence transmission see 

1 = Sequence retransmission 29.7.1.2 

Unidirectional Transmit 8 
0 = Bidirectional transmission see 

1 = Unidirectional transmission 28.5.3 

Last Data frame - Sequence Initiator 

Continue Sequence 

Condition 
7-6 

0 0 = No information 

0 1 = Sequence to follow-immediately 

1 0 = Sequence to follow-soon 

1 1 = Sequence to follow-delayed 

see 

24.6.5 

ACK frame - Sequence Recipient 

0 0 = Continue Sequence 

0 1 = Abort Sequence, Perform ABTS 

1 0 = Stop Sequence 

Abort Sequence 

Condition 
5-4 

1 1 = Immediate Sequence retransmission 

requested 

Data frame (1 st of Exchange) - Sequence Initiator 

0 0 = Abort, Discard multiple Sequences 

0 1 = Abort, Discard a single Sequence 

1 0 = Process policy with infinite buffers 

1 1 = Discard multiple Sequences with 

immediate retransmission 

see 

24.6.5 

and 

21.2.2 

Relative Offset present 3 
0 = Parameter field not meaningful 

1 = Parameter Field = Relative Offset 

Exchange reassembly 2 Reserved for Exchange reassembly 
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Table 37 (Page 2 of 2) - F_CTL field 

Control Field 

Fill Data Bytes 

Word 2, 
Bits 

1-O 

Description 

End of Data field - bytes of fill 
0 0 = 0 Bytes of fill 
0 1 = 1 Byte of fill (last byte of Data field) 
1 0 = 2 Bytes of fill (last 2 bytes of Data field) 
1 1 = 3 Bytes of fill (last 3 bytes of Data field) 

Refer- 
ence 

Bit 20 - Last-Sequence 

This bit shall be set to one on the last Data 
frame in the Last Sequence of an Exchange. 
This bit is permitted to be set to one on a Data 
frame prior to the last frame. Once it is set to 
one, it shall be set to one on all subsequent 
Data frames in the last Sequence of an 
Exchange. It shall be set to zero for all other 
squences within an Exchange. This bit shall be 
set to the same value in the Link-Control frame 
as the Data frame to which it corresponds. 

NOTE - The early transition of this bit, unlike other 
- -?TTL bits, is permitted as a hardware assist by pro- 

. &ng an advance indication that the Sequence is 
wring completion. 

Bit 19 - End-Sequence 

This bit shall be set to one on the last Data 
frame of a Sequence. In Class 1, if this bit is set 
to one in the ACK corresponding to the last Data 
frame, it confirms that the Sequence Recipient 

,recQgnized it as the last Data frame of the 
Sequence. In Class 2, the final ACK with this bit 
set to one confirms the end of the Sequence, 
however, the SEQ_CNT shall match the last Data 
frame delivered, which may not be the last Data 
frame transmitted. This indication is used for 
Sequence termination by the two N-Ports 
involved in the Sequence in addition to EOFt or 
EOFdt (see 24.3.8). This bit shall be set to zero 
for other frames within a Sequence. 

. 
Bit 18 - End-Connection (E-C) 

The E-C bit shall be set to one in the last Data 
frame of a Sequence to indicate that the N-Port 
transmitting E-C is beginning the disconnect pro- 
cedure. The N-Port transmitting E-C set to one 
on the last Data frame of a Sequence is 
requesting the receiving N-Port to transmit an 
ACK frame terminated by EOFdt if the receiving 
N-Port has completed all Active Sequences. If 
the receiving N-Port is not able to transmit 
EOFdt, E-C set to one requests that the receiving 
N-Port complete all Active Sequences and not 

initiate any new Sequences during the current 
Connection. 

The E-C bit is only applicable to Class 1 Service 
and is only meaningful on the last Data frame of 
a Sequence. The E-C bit shall be set to zero on 
a connect-request frame (SOFcl) in order to 
avoid ambiguous error scenarios where the ACK 
(EOFdt) is not properly returned to the Con- 
nection Initiator (see 28.7.2). 

Receiving the C-S bit set to one, overrides any 
previous transmission of the E-C bit set to one. 
See 28.7.2 for a discussion on removing Dedi- 
cated Connections (E-C bit). 

Bit 17 - Chained-Sequence (C-S) 

The Chained-Sequence bit shall be set to one on 
the last Data frame of a Sequence to indicate 
that the Sequence Initiator requires a reply 
Sequence from the Sequence Recipient within 
the existing Dedicated Connection. This bit is 
only meaningful on a Data frame when the 
End-Sequence bit is set to one, Sequence Initi- 
ative bit set to one, and Unidirectional Transmit 
bit set to zero. When the Sequence Recipient 
receives the C-S bit set to one, it shall respond 
to the request by initiating a reply Sequence 
even if it had previously transmitted the E-C bit 
set to one. This bit is only applicable to Class 1 
Service. 

NOTE - The C-S bit is provided to support existing 
system architectures which require a chained function 
such as command or status transfer. 

Bit 16 - Sequence Initiative 

The Originator of an Exchange shall initiate the 
first Sequence as the Sequence Initiator. If the 
Sequence Initiative bit is set to zero, the 
Sequence Initiator shall hold the initiative to con- 
tinue transmitting Sequences for the duration of 
this Sequence Initiative. The Sequence Recip- 
ient gains the initiative to transmit a new 
Sequence for this Exchange after the Sequence 
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initiative has been transferred to the Recipient. 
This shall be accomplished by setting the 

Sequence Initiative bit to one in the last Data 
frame of a Sequence (End-Sequence = 1). In 
Class 1 and~2, the Sequence Initiator shall con- 

Slder Sequence lnmative transferred w~hen the 
ACK to the corresponding Data frame is 
received with the Sequence Initiative bit = 1. 
Setting bit 16 = 1 is only meaningful when 
End-Sequence = 1. 

Other than the connect-request, bit 8 is mean- 

ingful on the first and last Data frames of a 
Sequence. After the connect-request with bit 8 
set = 1, the Connection Initiator may reset bit 8 
= 0 making the Connection bidirectional for the 
duration of the Connection on the first or last 
Data frames of a Sequence (i.e., the bit is not 
meaningful in other Data frames of the 
Sequence). The Connection Recipient may 

Bit 15 - X-ID reassigned 

Bit 15 is only meaningful if an N-Port requires or ~ request that a unidirectional Connection be 

supports X-ID reassignment as specified during changed to a bidirectional Connection by setting 

N-Port Login. See clause 25, 25.3.2, and 25.5 for bit 8 = 0, in an ACK frame. Once set to zero in 

specification on bit 15 usage. Otherwise, bit 15 an ACK, all subsequent ACKs shall be trans- 
is not meaningful. mitted with bit 8 = 0. The Connection Initiator is 

mitted the connect-request which establishes the 
Connection shall transmit Data frames. 

Bit 14 - Invalidate X-ID 
9 

not required to honor the request to become 
bidirectional. See 28.5.3 for additional clarifica- 

Bit 14 is only meaningful if an N-Port requires or tion. 
supports X-ID reassignment as specified during 
N-Port Login. See clause 25, 25.3.1, and 25.5 for 

Bits 7-6 - Continue Sequence Condition 

specification on bit 14 usage. Otherwise, bit 14 The Continue Sequence Condition bits are infor- 
- - -7s not meaningful. mation bits which may be set to indicate an esti- 

. - 
*Bit 9 - Retransmitted Sequence 

Bit 9 is only meaningful in Class I and only if the 
Exchange Error Policy specified on the first Data 
frame of the Exchange by the Originator is speci- 
fied as 1 1 (Discard multiple Sequences with 
immediate retransmission). Bit 9 shall be set = 
1 if the Sequence Initiator has received an ACK 

_ with the Abort Sequence Condition bits (F_CTL 
bits 5-4) set = 1 1. Bit 9 shall be set = 1 in all 

mated transmission time for the next 
consecutive Sequence of the current Exchange. 
The Continue Sequence Condition bits are 
meaningful on a Data frame when the 
End-Sequence bit is set to one and the 
Sequence Initiative bit is set to zero. The Con- 
tinue Sequence Condition bits are not mean- 
ingful on a Data frame when the End-Sequence 
bit is set to one and the Sequence Initiative bit is 
set to one. 

frames of the retransmitted Sequence. If the 
Sequence Initiator is not able to determine that 

The Continue Sequence Condition bits are also 

all Sequences prior to the Sequence identified in 
meaningful on the ACK to the last Data frame 

the ACK with bits 5-4 set = 1 1 (i.e., missing 
(End-Sequence = 1) when Sequence Initiative is 

final ACK) are complete, the Sequence Initiator 
also transferred (Sequence Initiative bit = 1). In 

shall not retransmit any Sequences until the suc- 
this case, the Continue Sequence Condition bits 

cessful reception of all previous Sequences has 
indicate how long it will be until the N-Pot-t 

been verified using a Read Exchange Status 
which received Sequence Initiative will transmit 

(RES) Extended Link Service request (see 
its first Sequence for this Exchange. 

29.7.1.2) or other such method. 

Bit 8 - Unidirectional Transmit 

The Continue Sequence Condition bits may be 
used to manage link resources within an N-Port 
such as X-ID reassignment and maintaining or 

Bit 8 is meaningful on a connect-request (SOFci) removing an existing Class 1 Connection. The 

in Class 1. If bit 8 is set = 0, the Dedicated bits are informational and may be used to 

Connection is bidirectional. If a Dedicated Con- improve the performance and management of 

nection is bidirectional, the Connection Recipient link resources within an N-Port. The bits are not 

may initiate Sequences immediately after the binding. The time estimate is relative to the 

Dedicated Connection is established. If bit 8 is time to remove and reestablish a Class 1 Con- 

set = I, the Dedicated Connection is nection regardless of the Class of Service being 

unidirectional and only the N-Port which trans- used. 
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Sequence Condition bits: 

0 0 = No information 
0 1 = Sequence to follow - 
1 0 = Sequence to follow - 
1 1 = Sequence to follow - 

When the Continue Sequence 
set to 0 0, no information 

immediately 
soon 
de1 ayed 

Condition bits are 
is being offered 

regarding when the next Sequence is being 
transmitted. 

When the Continue Sequence Condition bits are 
set to 0 1, this indicates that the next consec- 
utive Sequence for this Exchange shall be trans- 
mitted immediately. 

When the Continue Sequence Condition bits are 
set to 1 0, this indicates that the next consec- 
utive Sequence for this Exchange shall bf trans- 
mitted in a time period which is less than the 

atime to remove and reestablish a Class 1 Con- 
nection (soon). 

When the Continue Sequence Condition bits are 
set to 1 1, this indicates that the next consec- 

-- _ _-&ve Sequence transmission for this Exchange 
_ shall be delayed for a period of time which is 

bnger than the time to remove and reestablish a 
Class 1 Connection. If the Sequence Initiator 
holds Sequence Initiative and indicates delayed 
transmission of the next Sequence, the Initiator 
shall wait until the final ACK (EOFt) before trans- 
mitting the next Sequence for the Exchange. 

Bits 5-4 - Abort Sequence Condition 

*The Abort Sequence Condition bits shall be set 
to a value by the Sequence Initiator on the first 
Data frame of an Exchange to indicate that the 
Originator is requiring a specific error policy for 
this Exchange. The Abort Sequence Condition 
bits shall not be meaningful on other Data 
frames within an Exchange. The error policy 
passed in the first frame of the first Sequence of 
an Exchange shall be the error policy supported 
by both N-Ports participating in the Exchange 

(see 29.6.1.1). 

0 0 = Abort, Discard multiple Sequences 
0 1 = Abort, Discard a single Sequence 
1 0 = Process policy with infinite buffers 
1 1 = Discard multiple Sequences with 

immediate retransmission 

In the Abort, Discard multiple Sequences Error 
Policy, the Sequence Recipient shall deliver 
Sequences to the FC-4 or upper level in the 
order transmitted under the condition that the 

previous Sequence, if any, was also deliverable. 

If a Sequence is determined to be non- 
deliverable, all subsequent Sequences shall be 
discarded until the ABTS protocol has been com- 
pleted. The Abort, Discard multiple Sequences 
Error Policy shall be supported in Class I, 2, or 

3. 

In the Abort, Discard a single Sequence Error 
Policy, the Sequence Recipient may deliver 
Sequences to the FC-4 or upper level in the 
order that received Sequences are completed by 
the Sequence Recipient without regard to the 
deliverability of any previous Sequences. The 
Abort, Discard a single Sequence Error Policy 
shall be supported in Class 1, 2, or 3. 

In the Process policy with infinite buffers, frames 
shall be delivered to the FC-4 or upper level in 
the order transmitted. Process policy with infi- 
nite buffers shall use ACK_O (see 20.3.2.2) and 
shall only be allowed in Class 1. 

In the Discard multiple Sequences with imme- 
diate retransmission Error Policy, the Sequence 
Recipient shall deliver Sequences to the FC-4 or 
upper level in the order transmitted under the 
condition that the previous Sequence, if any, was 
also deliverable. If a Sequence is determined to 
be non-deliverable, all subsequent Sequences 
shall be discarded until a new Sequence is 
received with the Retransmission bit (Bit 9) in 
F_CTL set = 1 or until the ABTS protocol has 
been completed. The Discard multiple 

Sequences with immediate retransmission is a 
special case of the Discard multiple Sequences 
Error Policy. This policy is applicable to an 
Exchange where all transmission is in Class 1. 

Process policy support shall be indicated by an 
N-Port during N-Port Login. Discard policy shall 
be supported. 

NOTE - If the delivery order of Sequences, without 
gaps, is required by an FC-4 to match the trans- 
mission order of Sequences within an Exchange, then 
one of the two Discard multiple Sequence Error Poli- 
cies is required. In the Discard a Single Sequence 
Error Policy, out of order Sequence delivery is to be 
expected and handled by the FC-4 or upper level. 

The Abort Sequence Condition bits shall be set 
to a value other than zeros by the Sequence 
Recipient in an ACK frame to indicate to the 
Sequence Initiator that an abnormal condition, 
malfunction, or error has been detected by the 

Sequence Recipient. 

104 
170 of 462



oo= 

81= 
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ll= 

Continue Sequence 
Abort Sequence requested 
Stop Sequence 
Immediate Sequence retransmission 

requested 

A setting of 0 1 indicates a request by the 
. Sequence Recipient to the Sequence Initiator to 

terminate this Sequence using the Abort 
Sequence protocol and then optionally perform 
sequence recover;. See2122 and 23.7;l.i fora 
description of the Abort Sequence protocol. 

A setting of 1 0 indicates a request by the 
Sequence Recipient to the Sequence Initiator to 
stop this Sequence. This allows for a request for 
an early termination by the Sequence Recipient. 
Some of the data received may have been proc- 
essed and some of the data discarded. Aborting 

. the Sequence using the ABTS command is not 
necessary and shall not be used. Both the 
Sequence initiator and Recipient end the 
Sequence in a normal manner. See 29.7.2 for a 
description of the Stop Sequence protocol. 

_- - - 
. - A setting of 1 1 indicates that the Sequence 

&Recipient has detected an error in a Class 1 
Sequence and requests that the Sequence Initi- 
ator begin immediate retransmission of the 
Sequence, if able (see 29.7.1.2). Sequence 
retransmission also uses F_CTL bit 9. The 
Sequence status is saved by the Sequence 
Recipient in the Exchange Status Block associ- 

_ ated with the aborted SEQ_ID. 

Bit 3 - Relative Offset present 

When bit 3 is set to zero on a Data frame, the 
Parameter Field is not meaningful. When bit 3 is 
set to one on a Data frame, the Parameter Field 
contains the Relative Offset for the Payload of 
the frame. Bit 3 is only meaningful on Data 
frames of a Sequence and shall be ignored on 
ACK and Link-Response frames. Bit 3 is not 
meaningful on Basic Link-Data frames. 

Bit 2 - reserved for Exchange reassembly 

The Sequence Initiator shall set bit 2 to 0 to indi- 
cate that the Payload in this Data frame is asso- 
ciated with an Exchange between a single pair of 

ANSI X3.230-1994 

N_Ports. Therefore, reassembly is confined to a 

single destination N-Port. 

NOTE - Bit 2 being set to 1 is reserved for future use 
to indicate that the Payload in this Data frame is 
associated with an Exchange being managed by a 
single Node using multiple N-Ports at either the 
source, destination, or both. 

Bits 1-O - Fill Data Bytes 

When the bits associated with-the Fili Data Bytes 
are non-zero, it notifies the Data frame receiver 
(Sequence Recipient) that one or more of the 
last three bytes of the Data Field shall be 
ignored, except for CRC calculation. The fill byte 
value is not specified by FC-PH but shall be a 
valid data byte. 

Bits 1-O shall only be meaningful on the last Data 
frame of a series of consecutive Data frames of 
a single Information Category within a single 
Sequence. For example, if a Sequence contains 
Data frames of a single Information Category, 
non-zero values for bits 1-O shall only be mean- 
ingful on the last Data frame of the Sequence. 
The fill Data bytes shall not be included in the 
Payload. 

18.5.1 F_CTL Summary 

7 Tables 38 and 39 are provided to summarize 
the relationship of F_CTL bits on Data frames 
and on Link-Response frames. The text 
describing each F_CTL bit more clearly elabo- 
rates on the manner in which F_CTL bits interact 
with each other. The tables provide an overall 
summary. 

Bits 15 and 14 are only meaningful if an N-Port 
requires or supports X-ID reassignment as spec- 
ified during N-Port Login. The bits are included 
in the table for completeness. 

When a bit is designated as meaningful under a 
set of conditions, that bit shall be ignored if 
those conditions are not present. For example, 
bit 18 is only meaningful when bit 19 = 1; this 
means that bit 18 shall be ignored unless bit 19 
= 1. 

7 The future enhancement to the Fibre Channel architecture will address the control bit needed for high speed hardware impte- 
mentation of multiple categories in a Sequence. 
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-- 

1851.1 F_CTL bits on Data frames 

Table 38 shows the key interactions between 

specific bits within the F_CTL field. The top part 
of table 38 describes those bits which are uncon- 
ditionally meaningful on the first, last, or any 
Data frame of a Sequence. The connect-request 
may reflect settings for either the first Data 
frame of a Sequence, the last Data frame of a 
Sequence, or both first and last. 

key function is meaningful are indicated in the top 

part of the table 38. 

The bottom part of table 38 describes those bits 
which are conditionally meaningful. For 
example, Bit 19 = 1 (vertical column) is only 
meaningful on the last Data frame of a 
Sequence. Bit 18 = 1 (vertical column) is only 

meaningful on the last Data frame when bit 19 = 

1. Bit 17 (vertical column) is only meaningful on 
the last Data frame when bit 19 = 1, bit 18 = 0, 

NOTE - A key control function may become effective and bit 16 = 1. 

when a F_CTL bit is set to I. The locations where the 

Bits associated 

with Data frame 

order: 

Table 38 - F_CTL bit interactions on Data frames 

23 22 21 20 19 18 17 16 15 14 9 8 7-6 5-4 3 l- 
=l =l = 1 = 1 =I =I xl =l =I 

1st frame of Seq M M M M+ M M MF M M 
last frame of Seq M M M M M+ M M M M 
any frame of Seq M M M M+ M M M 

connect-request M M M ML ML ML M+ ML M ML M M 
ML 

Bits 20-O (above) are meaningful on Data frames when - 

the bit in the Left-hand column is: 

First-Sequence 

21 =o 

21 =I 

Last-Sequence 

20=0 

20=1 

MF 

End-Sequence 

19=0 

19=1 

End-Connection 

18=0 

18=1 

ML ML ML ML ML ML 

ML 

Chained-Sequence 

17=0 

17=1 

Sequence Initiative 

16=0 

16=1 

NOTES 

1 M = Meaningful 

ML 

2 MF= Only meaningful on First Data frame of a Sequence 

3 ML= Only meaningful on Last Data frame of a Sequence 

4 M + = Meaningful on first and following Data frames of a Sequence until at least one ACK is received for 

Sequence (X-ID reassign) 
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18.5.1.2 F_CTL bits on Link-Control 

Table 39 - F_CTL bit interactions on ACK, BSY, or RJT 

Bits associated 23 22 21 20 19 18 17 16 15 14 9 8 7-6 5-4 3 l-1 

with ACK frame = = 1 1 

order: 

ACK to 1st frame V V E M+ M M Ma 

ACK to last frame V V E M+ M M ML Ma 

ACK to any frame V V E M+ M M Ma 

ACK to V U E E ML ML ML M+ ML M ML Ma 

connect-request ML 

The Bits below are meaningful on the ACK, BSY, or RJT 

for the corresponding Data frame 

Exchange Context 

23=0 V 

23=1 V 

Sequence Context, 

22=0 V 

22=1 U 

First-Sequence 

21 =o E 

21 =l E 

Last-Sequence 

20=0 E 

20=1 E 

End-Sequence 

19=0 E 

19=1 ML ML ML ML ML ML 

End-Connection 

18=0 E 

18=1 ML 

Chained-Sequence 

17=0 E 

17=1 M 

Sequence Initiative 

16=0 E 

16=1 ML ML 

NOTES 

1 M = Meaningful 

2 Ma = Meaningful on ACK frames 

3 ML= Only meaningful on Last ACK, BSY, RJT frame of a Sequence 

4 E = Echo (meaningful) 

5 V = Inverse or invert (meaningful) 

6 M + = Meaningful on First and following ACK frames until Sequence Recipient X-ID appears in a Data 

frame (X-ID reassignment) 

Table 39 shows the key interactions with F_CTL response to a Data frame in which bit 19 = 1 

bits on ACK, BSY, and RJT frames and should and bit 16 = 1, setting bits 19 and 16 to zero in 

be reviewed together with table 38. F_CTL bits the ACK frame indicates that the Data frame was 

19, 18, 17, and 16 in an ACK frame are retrans- not processed as the last Data frame and that 

mitted to reflect confirmation (1) or denial (0) of Sequence Initiative was not accepted by the 

those indications by the Sequence Recipient. Sequence Recipient of the Data frame since the 

For example, if bits 5-4 are set to (0 1) in Sequence Recipient is requesting that the 
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Sequence Initiator transmit an ABTS frame to 

Abort the Sequence. See 24.3.8, 24.3.10, and 
29.7.1.1 for additional information on setting the 
Abort Sequence Condition bits. 

The ACK to a connect-request may reflect set- 
tings for either the first Data frame of a 
Sequence, the last Data frame of a Sequence, or 
both first and last. 

NOTE - A key control function may become effective 
when a F CTL bit is set to 1. The locations where the 
key function is meaningful are indicated in the top 
part of the table 39. 

18.6 Sequence-ID (SEQ_ID) 

The SEQ_ID is a one byte field (Word 3, Bits 
31-24) assigned by the Sequence Initiator which 
shall be unique for a specific D-ID and S-ID pair 
while the Sequence is Open. Both the Sequence 
Initiator and the Sequence Recipient track the 
status of frames within the Sequence using fields 

.. . within the Sequence-Qualifier. If its X-ID is 
- -_<ssigned, it shall use any other field or fields 

-s%ch as S-ID, D-ID, or the other N-Port’s X-ID 
fetracking (see 18.1.1 and 18.9). 

If the Sequence Initiator initiates a new 
Sequence for the same Exchange before 
receiving the final ACK (EOFt, EOFdt) for the pre- 
vious Sequence in Class 1 and 2, or before 
R A TOV has expired for all frames of a Class 3 
Sequence, it is termed a streamed Sequence. If 
streamed Sequences occur, it is the responsi- 
bility of the Sequence Initiator to use X+1 dif- 
ferent consecutive SEQ_IDs where X is the 
number of Open Sequences per Exchange (see 
23.6.8.8). For example, if X=2 from Login, then 
consecutive SEQ_IDs of 11-93-22-11-93 is accept- 
able. 

If consecutive non-streamed Sequences for the 
same Exchange occur during a single Sequence 
Initiative, it is the responsibility of the Sequence 
Initiator to use a different SEQ_ID for each con- 
secutive Sequence. For example, consecutive 
SEQ_IDs of 21-74-21-74 is acceptable. The exam- 
ples show when a SEQ_ID shall be allowed to be 
repeated. A series of SEQ_lDs for the same 
Exchange may also be random and never repeat 
(also see 24.3.4). See 24.6.2 for more discussion 
regarding reusing and timing out 
Recovery_Qualifiers following an aborted or 
abnormally terminated Sequence, or an aborted 

Exchange. 
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The combination of Initiator and Recipient 

Sequence Status Blocks identified by a single 
SEQ_lD describe the status of that Sequence for 
a given Exchange. See 24.8.2 for a description 
of the Sequence Status Block maintained by the 

Sequence Recipient. 

18.7 DF_CTL 

Data-Field Control (DF_CTL) is a one byte field 
(Word 3, Bits 23-16) that specifies the presence 
of optional headers at the beginning of the 
Data-Field for Device-Data or Video-Data 
frames. DF_CTL bits are not meaningful on 
Link-Control or Basic Link Service frames. 
DF_CTL bit 22 is the only meaningful DF_CTL bit 
on Extended or FC-4 Link Service frames. 
Control bit usage is shown in table 40. 

I Table 40 - DF_CTL bit definition I 

Word 
3, 

Bitts) 
Optional Header 

I 23 Reserved for Extended Frame-Header 

0 = No Expiration-security Header 
1 = Expiration-Security Header I 

I 21 I 0 = No Network-Header 
1 = Network-Header I 

I I 20 
0 = No Association_Header 
1 = Association_Header I 

19-18 

17-16 

Reserved 

0 0 = No Device-Header 
0 1 = 16 Byte Device-Header 
1 0 = 32 Byte Device-Header 
1 1 = 64 Byte Device-Header 

The Optional Headers shall be positioned in the 
Data Field in the order specified with the bit 23 
header as the first header in the Data Field, bit 
22 header as the second header in the Data 
Field, and so forth, in a left to right manner cor- 
responding to bits 23, 22, 21, and so forth as 
shown in figure 47. 

If either bit 17 or 16 is set to one, then a Device 
Header is present. The size of the Device 
Header is specified by the encoded value of bits 
17 and 16 as shown. 

If an Optional Header is not present as indicated 

by the appropriate bit in DF_CTL, no space shall 
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be allocated for the Header in the Data Field of 
the frame. Therefore, for example, if bits 23 and 
22 are zero and bit 21 is one, the first data byte 

of the Data Field contains the first byte of the 
Network-Header. 

1 See clause 19 for a discussion on Optional 
Headers. 

18.8 Sequence count (SEQ_CNT) 

The sequence count (SEQCNT) is a two byte 
field (Word 3, Bits 15-O) that shall indicate the 
sequential order of Data frame transmission 
within a single Sequence or multiple consecutive 
Sequences for the same Exchange. The 

sequence count of the first Data frame of the first 
Sequence of the Exchange transmitted by either 

‘“the Originator or Responder shall be binary 
zero. The sequence count of each subsequent 
Data frame in the Sequence shall be incre- 
mented by one. 

I ---- If a Sequence is streamed, the sequence count 
. ,of the first Data frame of the Sequence shall be 

incremented by one from the sequence count of 
the last Data frame of the previous Sequence 
(this is termed continuously increasing 
SEQ_CNT). If a Sequence is non-streamed, the 
starting sequence count may be continuously 
increasing or binary zero. 

. ACK and Link-Response frames shall be identi- 
fied by the same SEQ_ID and SEQ_CNT as the 
frame to which it is responding. Frames are 
tracked on a SEQ_ID, SEQ_CNT basis within the 
scope of the Sequence_Qualifier for that 
Sequence. 

I 

The sequence count shall wrap to zero after 
reaching a value of 65 535. The sequence count 
shall then only be incremented to (but not 
including) the sequence count of an unacknowl- 
edged frame of the same Sequence. Otherwise, 
data integrity is not ensured. Sequences of Data 
frames and sequence count values are dis- 
cussed in clause 24. See 23.6.8.7 regarding data 
integrity, Credit, and sequence count. 

I 

18.9 Originator Exchange-ID (OX-ID) 

The Originator Exchange-ID is a two byte field 
(Word 4, Bits 31-16) that shall identify the 
Exchange-ID assigned by the Originator of the 
Exchange. Each Exchange shall be assigned an 
identifier unique to the Originator or Originator- 
Responder pair. If the Originator is enforcing 
uniqueness via the OX-ID mechanism, it shall 
assign a unique value for OX-ID other than hex 
‘FFFF’ in the first Data frame of the first 
Sequence of an Exchange. An OX-ID of hex 
‘FFFF’ indicates that the OX-ID is unassigned 
and that the Originator is not enforcing unique- 
ness via the OX-ID mechanism. If an Originator 
uses the unassigned value of hex ‘FFFF’ to iden- 
tify the Exchange, it shall have only one 

Exchange (OX-ID= hex ‘FFFF’) with a given 
Responder. 

An Originator Exchange Status Block associated 
with the OX-ID is used to track the progress of a 
series of Sequences which comprises an 

Exchange. See clause 24 for a discussion of 
Sequences and Exchanges. See 24.8.1 for a 
description of the Exchange Status Block. 

NOTE - If hex ‘FFFF’ is used as the OX-ID throughout 

the Exchange, then the Originator uses an alternate 

Sequence tracking mechanism. If the OX-ID is 

unique, it may be used as an index into a control 

block structure which may be used in conjunction with 

other constructs to track frames. 

18.10 Responder Exchange-ID 

(RX-ID) 

The Responder Exchange-ID is a two byte field 
(Word 4, Bits 15-O) assigned by the Responder 
which shall provide a unique, locally meaningful 
identifier at the Responder for an Exchange 
established by an Originator and identified by an 
OX-ID. The Responder of the Exchange shall 
assign a unique value for RX-ID other than hex 
‘FFFF’, if RX-ID is being used, in an ACK to a 
Data frame in the first Sequence of an Exchange 
in Class 1 and 2, or in the first Sequence trans- 
mitted as a Sequence Initiator, if any, in Class 3. 
An RX-ID of hex ‘FFFF’ shall indicate that the 
RX-ID is unassigned. If the Responder does not 
assign an RX-ID other than hex ‘FFFF’ by the 
end of the first Sequence, then the Responder is 
not enforcing uniqueness via the RX-ID mech- 
anism. 
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When the Responder uses only hex ‘FFFF’ for 

RX-ID, it shall have the capability to identify the 
Exchange through the OX-ID and the S-ID of the 
Originator of the Exchange. Under all other cir- 

cumstances, until a value other than hex ‘FFFF’ 
is assigned, hex ‘FFFF’ value for RX-ID shall be 
used indicating that RX-ID is unassigned. After 
a’ value other than hex ‘FFFF’ is assigned, the 
assigned value shall be used for the remainder 
of the Exchange (see 24.3.2 item e and 24.5.2). 

A Responder Exchange Status Block associated 
with the RX-ID is used to track the progress of a 
series of Sequences which compose an 

Exchange. See 24.8.1 for a description of the 

Exchange Status Block. 

See clause 24 for a discussion of Sequences and 
.&changes. 

18.11 Parameter 

The Parameter field (Word 5, Bits 31-O) has two 

meanings based on frame type. For 

Link-Control frames, the Parameter field is used 
to carry information specific to the individual 

Link-Control frame. For Data frames, the 

Parameter field specifies Relative Offset, a four- 
byte field that contains the relative displacement 
of the first byte of the Payload of the frame from 
the base address as specified by the ULP. Rela- 
tive Offset is expressed in terms of bytes (see 
17.7). 

The use of the Relative Offset field is optional 
and is indicated as a Login Service Parameter. 
The setting of F_CTL bit 3 determines whether 
the Parameter Field shall be meaningful as a 
Relative Offset for Data frames. 

NOTE - If hex ‘FFFF’ is used as the RX-ID throughout 
the Exchange, then the Responder uses an alternate 
Sequence tracking mechanism. If the RX-ID is 

&que. it may be used as an index into a control 
- - block structure which may be used in conjunction with 

_ bther constructs to track frames. 
& 

The offset value shall be relative to an Informa- 
tion Category within a Sequence for an 
Exchange. If Relative Offset is being used, the 
number of bytes transmitted in a single 
Sequence shall not exceed the maximum value 
of the Relative Offset (Parameter) field ( 232). 

NOTE - Performance may be improved if data is 
aligned on natural boundaries. 

See clause 27 for a discussion concerning Rela- 
tive Offset. See clause 20 for a discussion con- 
cerning use of the Parameter field in 

Link-Control frames. 
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19 Optional headers 

19.1 Introduction 

Optional headers defined within the Data Field of 
a frame are 

a) Expiration_Security_Header 
b) Network-Header 
c) Association_Header 
d) Device-Header. 

The presence of optional headers is defined by 

control bits in the DF_CTL field of the 

Frame-Header. The sequential order of the 
optional headers, Payload, and their sizes are 
indicated in figure 47. 

Start-of-Frame 4 bytes 

-- - - 

i 

_ - 

.u- 
Frame-Header 24 bytes 

Expiration_Security Header 16 bytes 
(opti onal) 

Network Header 16 bytes 
Data (optional) 

Field 
. pto Association-Header 32 bytes 

2112) 

I 

(optional) 

Device-Header 16, 32, or 

p 

1 

\ 
i 

/ / (optional) 1 64 bytes 

I i Pay1 oad i 

I I 

Figure 47 - Optional headers order 

bytes 

bytes 

If present, an Expiration_Security_Header shall 
be the first optional header to follow the 
Frame-Header. If present, a Network-Header 
shall be the next 16 bytes of the Data Field. If 
present, an Association_Header shall be the next 

32 bytes of the Data Field. If present, a 
Device-Header shall follow the optional headers. 
If none of the optional headers is present, no 
space in the Data Field shall be reserved. 

19.2 Expiration_Security_Header 

The Expiration_Security_Header, as shown in 
figure 46, is an optional header within the 
Data-Field content. Its presence shall be indi- 
cated by bit 22 in the DF_CTL field, located in the 
Frame-Header, being set to one. The 
Expiration_Security_Header shall be 16 bytes in 
size. 

19.2.1 Expiration Time 

An Expiration Timer in a system shall be used to 
compute the Expiration Time to be included in 
this field. The Expiration Timer shall be a 64-bit 
fixed-point number in seconds. The integer part 
of the number shall be the most significant 32 
bits, and the fractional part shall be the least 
significant 32 bits. The maximum integer value 
for the expiration time is 232 -1 s with 32 bits for 
the fraction of a second. 

On start up, a value of zeros shall be used to 
indicate an invalid or undefined time. When an 
N-Port begins communication within a system, it 
may obtain the Expiration Timer value from the 
well-known Time Server which may be physically 
resident in the Fabric or other specified N-Port. 
The Expiration Time shall be determined by 
adding an expiration time value to the current 
system Expiration Timer value. If a frame is 
received after the Expiration Time has been 
exceeded, the frame shall be discarded by the 
N-Port. The frame may be discarded by the 
Fabric without notification. 

If multiple Expiration Timers are present in the 
Fabric, the common start time relative to 0000 
Universal Time (UT) on 1 January 1900 shall be 
used. These timers shall be synchronized to an 
accuracy of f 2 s. With a single Expiration 
Timer present in the Fabric, an alternate time 
base may be used for the start time. The frac- 
tional part for this timer is optional. 
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19.2.2 Relationship to R_A_TOV Bits + 

If the Expiration Time value is such that the 
R A TOV value (see 29.2.1), is exceeded prior to - - 
reaching the Expiration Time for a frame, the 
rules regarding R A TOV shall be followed 
regardless of the valueof the Expiration Time. If 
the Expiration Time is reached prior to 
exceeding R A TOV, the N-Port, upon dis- - - 
carding the frame, should account for it in such 
a way as to avoid a Sequence Timeout. 

Word 

1 
8 

I I I 

63 32 
Expiration Time 

(Most significant \rlord) 

31 0 
Expiration Time 

(Least significant word) 

NOTE - If a Fabric discards a frame which has 
reached its Expiration Time prior to exceeding 
R_A_TOV, a Sequence Timeout will result which could 
otherwise be avoided. 

31 24 15 0 

S-Type Reserved S-Length 

31 0 
Security 

19.2.3 Security type (S-Type) 

The field indicates the type of Security sup- 
ported. 

Figure 48 - Expiration_Security_Header 

19.3 Network-Header 

19.2.4 Security length (S-Length) _- - - 

-The field indicates the length in bytes of the 
smurity information. 

The Network-Header may be used by a bridge 
or a gateway node which interfaces to an 
external Network. The Network-Header, if 
present, shall be 16 bytes in size. 

19.2.5 Security 

If the security information indicated by S-Length 
is I 4, then this field shall contain the security 
information. . _ 

If the security information indicated by S-Length 
is > 4, then this field is not meaningful and shall 
not contain the security information. The 
Payload shall start with the security information. 
The security information may be followed by 
other user data in the Payload. 

The Network-Header, as shown in figure 49, is 
an optional header within the Data-Field content. 
Its presence shall be indicated by bit 21 in the 
DF_CTL field, located in the Frame-Header, 
being set to one. The Network-Header may be 
used for routing between Fibre Channel net- 
works of different Fabric address spaces, or 
Fibre Channel and non-Fibre Channel networks. 
The Network-Header contains Name-Identifiers 
for Network_Destination_Address and Network_ 
Source-Address. The Name_ldentifiers per- 
mitted in the Network-Header are shown in table 

42. 
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Bits + 
Word 

19.3.2 Network_Destination_lD or 
Network_Source_lD 

1 
0 

1 

2 

3 

‘. 

I I I 

63 60 59 32 
II NAA Network Destination Address - 

(hi& order bits) 

31 0 
Network Destination-Address 

(low order bits) 

I I 

:iNil" : ;;i;;ri$;;r;;"pd;ss 32' 

31 0 
Network_Source_Address 
(low order bits) m 

I 

Figure 49 - Network-Header 

- - ----19.3.1 D_NAA or S_NAA 
. - 

-A Destination Network_Address_Authority (D_NAA) 
or Source Network_Address_Authority (S_NAA) 

field indicates the authority responsible for the 

administration of the network address (destina- 

tion or source) used. The Network-Add- 

ress-Authority indicators are shown in table 41. 

I Table 41 - NAA identifiers 

NAA 

0 0 0 0 ignored 

0001 IEEE 

0010 IEEE extended 

0011 Locally assigned 

0100 IP 

0 1 0 1 

. . . 

Reserved 

. . . 

I 1011 Reserved 

1100 
CCllT - individual 
address 

1101 Reserved 

I 1 1 10 1 CCllT - group address 

I 1 1 1 1 I Reserved 

The Network_Destination_ID or Network- 

_Source_lD shall be a 60 bit field indicating the 
network address being used. 

19.3.2.1 IEEE 48-bit address 

When D_NAA (or S_NAA) is IEEE, Network_Desti- 
nation-ID (or Network_Source_lD) field shall 
contain a 48-bit IEEE Standard 802.1A Universal 
LAN MAC Address (ULA). The ULA shall be 
represented as an ordered string of six bytes 
numbered from 0 to 5. The least significant bit 
of byte 0 shall be the Individual/Group Address 
(I/G) bit. The next least significant bit shall be 
the Universally or Locally Administered Address 
(U/L) bit. IEEE Standard 802.lA further specifies 
that the bytes be transferred in the order 0 to 5. 
Figure 50 shows how the bytes of an ULA shall 
be mapped to two words on the Network Header. 

Users 

A unique 48 bit IEEE address may be assigned to 
an N Port, a Node, an F Port, or a Fabric. - - 

Bits 

4 I I I I I I l:I I I I I I I A I I I I I I Ii1 I I I I I I:1 

IULA Byte 8 lri!I ULA Byte 1 1 

t I 

ULA Byte 2 ULA Byte 3 ULA Byte 4 ULA Byte 5 

I;’ I I I I I I I:’ I I I I I I I:’ I I I I I I I;’ I I I I I I;’ 
Bits 

Figure 50 - IEEE 48-bit address format 

19.3.2.2 IEEE extended 

When D_NAA (or S_NAA) is IEEE extended, Net- 
work_Destination_lD (or Network_Source_lD) 
field shall contain the 48-bit IEEE address 
assigned to a single field replaceable hardware 
unit, preceded by a 12 bit address uniquely indi- 
cating an F-Port or an N-Port contained in that 
unit. 

Users 

A unique IEEE extended address may be 

assigned to an F-Port or an N-Port. 
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19.3.2.3 Locally assigned 

When D_NAA (or S_NAA) is locally assigned, 
Network_Destination_ID (or Network_Source_lD) 

shall be assigned by the local environment and 
shall be Fabric unique. 

Users 

A Fabric unique address may be locally 
assigned to an N-Port, a Node, an F-Port, or .a 
Fabric. 

I;’ I I I I I I I:’ I I I I I I I;’ I I I I I I I;’ I I I I I ‘;I 
Bits 

Figure 51 - 32-bit IP address format 

19.3.2.4 32-bit IP address 
19.3.2.5 CCIlT 60-bit address 

When D_NAA (or S_NAA) is IP, Network-Des% 
nation-ID (or Network_Source_lD) field shall 
contain a 32-bit IP address. Figure 51 shows 
how the bytes of an IP address shall be mapped 
J,o two words on the Network Header. 

Users 

A unique 32 bit IP address may be assigned to a 

Node. Assignment of IP addresses shall 

-- -emform to accepted Internet Protocol con- 
_ ventions. 

GTE - It is reasonable to have a D_NAA indicate an 
IP address and S_NAA indicate that the Network_ 
Source_lD is ignored. 

When D_NAA (or S_NAA) is CCITT - individual or 
group address, Network_Destination_ID (or Net- 
work_Source_lD) field shall contain a 60 bit 
CCITT individual or group address respectively. 

Users 

A unique 60 bit CCITT individual address or a 60 
bit CCITT group address may be assigned to an 
N-Port, a Node, an F-Port, or a Fabric. 

19.3.3 Application summary 

The application of Name_ldentifiers in 
Network-Header for heterogeneous (FC to 
Non-FC) networks and homogeneous (FC to FC) 
networks is summarized in table 42. 

Table 42 - Network addresses 

NAA Name-Identifier 

IEEE WWN 

CCITT - individual address WWN 

CCllT - group address WWN 

IP WWN 

IEEE extended FCN 

Local FCN 

Note: 
WWN - Worldwide Name (worldwide unique address) 
FCN - Fibre Channel Name (Fibre Channel unique address) 

Network 

Heterogeneous 

Heterogeneous 

Heterogeneous 

Heterogeneous 

FC Networks 

FC Networks 

114 

180 of 462



ANSI X3.230-1994 

‘. 

I - - - 
. - 

4 

t 

FC Name-Identifier 

The Network_Adresses used in the 
Network-Header may refer to various FC enti- 
ties. The Name_ldentifiers used for various FC 
entities are summarized in table 43. 

Name-Identifier formats 

Formats for various Name-Identifiers are sum- 

marized in table 44. 

NOTE - FC-PH does not prevent a Fabric Element from 

I being assigned a unique Worldwide Name in addition 

to those of its F-Ports. However such usage is 

outside the scope of FC-PH. 

Table 43 - Fibre Channel user identifiers 

NAA Name-identifier 
N-Port 

IEEE WWN yes 

CCITT - individual address WWN yes 

CCITT - group address WWN yes 

IEEE extended FCN yes 

Local FCN Yes 

Note: yes - applicable to the user 

no - not applicable to the user 

WWN - Worldwide Name (worldwide unique identifier) 

FCN - Fibre Channel Name (Fibre Channel unique identifier) 

Fibre Channel users 

Node F-Port 

yes yes 

yes yes 

yes yes 

no yes 

yes yes 

Fabric 

yes 

yes 

yes 

no 

yes 

. _ NAA 

IEEE extended 

Local 

I IP 0100 I zeroes (28 bits) I IP address (32 bits) 

I CCll-r - 

individual 

address 

1 CCITT - group address 1110 I CCITT address 

Table 44 - Name-Identifier formats 

NAA ID 

(4 bits) 

Name-Identifier (64 bits) 

60 bit field 

(12 bits) (48 bits) 

0001 

0010 

0011 

zeros IEEE address 

N-Port identifier within 

the Node 
IEEE address for Node 

F-Port identifier within 

the Fabric element 
IEEE address for Fabric element 

Fabric unique 

1100 CCITT address 
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19.4 Association_Header 

The Association_Header is an optional header 
within the Data-Field content. Its presence shall 

be indicated by bit 20 in the DF_CTL field, 
located in the Frame-Header, being set to one. 
The Association_Header shall be 32 bytes in 
size. 

The Association_Header may be used to locate 
an Exchange Status Block when an X-ID is inval- 
idated during an Exchange (see 25.3.1 and 
25.3.2). The Association_Header may also be 
used to identify a specific Process or group of 
Processes within a Node associated with an 
Exchange. When an N-Port has indicated during 
Login that an Initial Process_Associator is 
required to communicate with ip; the 
&sociation_Header shall be used by that N-Port 
to identify a specific Process or group of Proc- 
esses within a Node associated with an 
Exchange (see 25.1). The Association_Header 
shall be used for either one or both of these two 

. _ _fwTctions. 
. - 

TBe Association_Header shall be subdivided into 
fields as illustrated in figure 52. The Validity bits 
(V) shall indicate whether each of the four 
Associators contain meaningful (valid) informa- 
tion (bit = I), or that the Associator shall be 
ignored (bit = 0) as defined in table 45. The 
contents of each Associator of the 
Association-Header are meaningful to the Node 
which generates that particular field. They may 
not be meaningful to the other Node receiving it. 

Applicability 

Association_Header is applicable to Class 1, 2, 
or 3. The use of the Association_Header for 
X-ID Reassignment shall be restricted to Class 1 
and 2. 

NOTE - The Association_Header is provided to 

support system architectures which require more than 

two levels of identifiers, i.e., X-ID and SEQ_ID. For an 
example of four level identifier usage, see annex R. 

Word 

1 
0 

Bits + 

11 
vvvv rrrr rrrr rrrr rrrr rrrr rrrr rrrr 

31 0 
Originator Process_Associator 

31 0 
rrrr rrrr rrrr rrrr rrrr rrrr rrrr rrrr 

31 0 
Responder Process_Associator 

63 32 
Originator Operation_Associator 

(most significant word) 

31 0 
Originator Operation_Associator 

(least significant word) 

63 32 
Responder Operation_Associator 

(most significant word) 

31 0 
Responder Operation Assoqiator 

(least significant word) 
I I I 

Figure 52 - Association-Header 

Table 45 specifies the meaning of the Validity 
bits (V) in figure 52. 

Table 45 - Association_Header Validity bits 

(Word 0, Bits 31 - 28) 

Bit Description 

Originator Process_Associator 

31 0 not meaningful = 

1 = meaningful 

Responder Process_Associator 

30 0 not meaningful = 

1 = meaningful 

Originator Operation_Associator 

29 0 not meaningful = 

1 = meaningful 

Responder Operation_Associator 

28 0 not meaningful = 

1 = meaningful 
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19.4.1 Process_Associators 

Process_Associators (Originator and Responder) 
have the following characteristics: 

- A Process_Associator identities a specific 

process or group of processes within a Node. 
- The Process_Associator is the mechanism 
by which a specific process or group of proc- 
esses is addressed by another communicating 
process. 

NOTE - An example of a group of processes is a 

set of related processes controlled by a single 

instance of an operating system. 

- A Process_Associator shall be specified by 
the Node owning the specific process or 
group of processes and shall be meaningful to 

‘* that Node. The value specified may not be 
meaningful to the other communicating 
Nodes, although the value may have been 
made known to them. The other communi- 

-- eating Nodes shall return the -- 
_ - Process_Associators given to them. 

~ - A Process_Associator, once assigned for 
an Exchange, shall not be changed within the 
life of the Exchange. 
- A Process_Associator shall not be required 
to be remembered after the logout of the com- 
municating N-Port. 
- The contents of Process_Associator fields 
are implementation dependent. . 
- A Process_Associator shall span, within 
the Node, all N-Ports having access to the 
related process. 

19.4.2 Operation_Associators 

Operation_Associators (Originator and 
Responder) have the following characteristics: 

- An Operation_Associator identifies an 
operation which is a Node specific construct 
within a given Node. 
- Operation_Associator is the mechanism by 
which this Node specific construct is referred 
to by another communicating Node. 
- An Operation_Associator shall be specified 
by the Node owning the operation and shall 
be meaningful only to that Node. The value 
specified may not be meaningful to the other 
communicating Node, although the value may 

have been made known to them. The value 
assigned to an Operation_Associator is made 

available to other communicating Node 

through transmission of an 

Association_Header (see 25.1). The mech- 
anism by which a value is assigned to an 

Operation_Associator is not specified in 
FC-PH. 
- Operation_Associators shall be remem- 
bered for the life of an operation. 
- Operation_Associators shall not change for 
the life of an operation, including the spanning 
of disconnects in Class 1. 
- The contents of Operation_Associator fields 
are implementation dependent. 
- An Operation_Associator may span all 
N-Ports having access to the related opera- 
tion within a Node. 

19.5 Device-Header 

The Device-Header, if present, shall be 16, 32, or 
64 bytes in size. The contents of the Device 
Header are entirely under the control of a level 
above FC-2 based on the TYPE field. 

19.6 Optional header usage 

19.6.1 Expiration_Security_Header 

Expiration_Security_Header, if used, shall be 
present either in the first frame or in all frames 
of a Sequence. If the receiving N-Port does not 
support the header function, it shall reject the 
header with the reject reason code of 
Security_Expiration_Header not supported. 

19.6.2 Network-Header 

Network-Header, if used, shall be present only 
in the first Data frame of a Sequence. If the 
receiving N-Port does not support the header 
function, it shall ignore the header and skip the 
Data field by the header length (16 bytes). 

19.6.3 Association_Header 

Association_Header if present, shall be present 
only in the first Data frame of a Sequence (see 
25.2). 
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19.6.4 Device-Header 19.6.5 Link Service 

Device-Header, if present, shall be present only 
in the first Data frame of a Sequence. A 

Device-Header may be used by a ULP type. For 
that ULP type, the Device-Header is required to 
be supported. The Device-Header may be 

No Optional-Headers are permitted in Basic Link 
Service. Only the Expiration_Security_Header is 
permitted for use with Extended Link Service and 

FC-4 Link Service. 

ignored and skipped, if not needed. If a 
Device-Header is present for a ULP which does 
not require it, the related FC-4 may reject the 
frame with the reason code of TYPE not sup- 

19.6.6 Summary 

Table 46 summarizes usage of Optional headers. 

ported. 

Table 46 - Optional header usage summary 

Expiration-Security -Header 
Data frame or all 

Data frames of a 

Rejects if not sup- 

_Network_Header 
Only in the first Data 

frame of a Sequence 

Skips if not sup- 

ported or required 

Association-Header 
Only in the first Data 

frame of a Sequence 
See 25.2 and 25.3 

Device-Header 
Only in the first Data 

frame of a Sequence 

except Basic and 

Extended Link Ser- 

or FC-4 may reject if 

the related ULP 
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20 Data frames and responses 

20.1 Introduction (Link-Control) are equally applicable to each 

type of Data frame. 

Table 47 identifies the types of frames that are 
possible to be transmitted and received within Data frames may be used to transfer information 

an N-Port. 

20.2 Data frames 

As shown in table 47, 
defined: 

two types of frames are 

such as data, control information, header infor- 
mation, and status from a source N-Port to a 
destination N-Port. In Class 1 and 2, each Data 
frame successfully transmitted shall be acknowl- 
edged to indicate successful delivery to the des- 
tination N-Port. An indication of unsuccessful 

- 
- 

Data 
‘l - 

- 
- 

Data frames, and 
Link-Control frames. 

delivery of a valid frame shall be returned to the 
transmitter by a Link-Response frame in Class 1 

and 2. 

frames defined include: 

Link-Data, 
Device-Data, and 
Video-Data. 

When the term “Data frame” is used in FC-PH, it 
-- -defers to any of the types of Data frames that 

. - may be transmitted. The rules of transmission 

+of Data frames and response frames 

Data frames may be streamed, i.e., multiple 
frames may be transmitted by a single N-Port 
before a response frame is received. The 
number of outstanding, unacknowledged Data 
frames allowed is specified by a Class Service 
Parameter during the Login procedure 
(end-to-end Credit). See clause 23 for the spec- 

ification of Login and Service Parameters and 

clause 26 for the specification of flow control 

rules. 

. Acknowledge (ACK) 

Frame Types 

Table 47 - Frame formats 

ACK_O (bits 15-O = 0) 

ACK_l (bits 15-O = 1) 

ACK_N (bits 150 = N) 

Link_Control 

(FT-0) 
Link-Response 

Link-Command 

FC-4 Device-Data 

Busy 

F_BSY, P_BSY 

Reject 

F_RJT, P_RJT 

LCR 

FC-4 Device TYPES 

IP, IPI-3, SCSI, SB, . . . 

FC4 Video-Data 
FC-4 Video TYPES 

Reserved 

Data 

(m-1 1 

Basic Link Service 

ABTS, BA_ACC, BA_RJT, NOP, RMC 

Extended Link Service 

Link-Data ABTX, ACC, ADVC, ECHO, ESTC, ESTS 
FLOGI, LOGO, LS_RJT, PLOGI, RCS 
RES, RLS, RRQ, RSI, RSS, RTV, TEST 

FC-4 Link Service 

IP, IPI-3, SCSI, SB, _.. 
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ACK and Link-Response frames are individual 

frames which indicate successful or unsuc- 
cessful frame delivery of a valid frame to the 
FC-2 level at the destination N-Port which also 

participate in end-to-end flow control. suc- 
cessful delivery to the N-Port shall be indicated 
by ACK frames, while unsuccessful delivery shall 
be indicated by Link-Response frames. The 
R_RDY Primitive Signal is used for buffer-to- 
buffer flow control which is discussed in clause 

26. 

A set of one or more Data frames related by the 
same SEQ_ID transmitted unidirectionally from 
one N-Port to another N-Port is called a 

Sequence. See clause 24 for a discussion of 
Sequences and Exchanges. 

Class 1 Data frames except a Class 1 connect- 
%quest shall be retransmitted, only if the 
Discard multiple Sequences with immediate 
retransmission Exchange error policy is in effect 
and the Sequence Recipient has requested 

Addressing: The S-ID field designates the 
source N-Port identifier (Sequence Initiator) 

transmitting the Data frame. The D-ID field des- 

ignates the destination N-Port identifier 
(Sequence Recipient) of the Data frame. 
Data Field: The Data-Field for Data frames is a 

multiple of four bytes and variable in length. 
The Data Field may contain optional headers 
whose presence is indicated by the DF_CTL field 
in the Frame-Header (see clause 19). 

In order to accommodate message content 
within the Data field that is not a multiple of four 
bytes, fill bytes shall be appended to the end of 
the Data Field. The number of fill bytes is speci- 
fied by F_CTL bits 1-O (see 18.5) and shall only 
be meaningful on the last frame of an instance of 
an Information Category. The fill byte value is 
not specified by FC-PH. 

Payload size 

Payload size is determined by taking the overall 
frame length between the SOF and EOF 

- _ _--&quence retransmission on an ACK frame. 
_ ljegardless of the error policy, a Class 1 

minus the 24 byte Frame-Header, 

snnect-request or Class 2 Data frame shall be 
minus any Optional Headers, 

retransmitted, only in response to a corre- 
minus the fill bytes (0, 1, 2, or 3), 

sponding Busy (F_BSY, P_BSY) frame. Except 
minus the CRC. 

as above, Data frame recovery shall be by 
means of Sequence retransmission under the 
control of FC-4. See 29.6.2, 29.6.3, and 29.7 for a 
discussion of Sequence integrity, Sequence error 

*detection, and Sequence recovery. 

Responses: 

R_RDY Primitive (SOFcl, SOFti, SOFx3) 

ACK 
- ACK_O 
- ACK_l 
- ACK_N 
Link-Response 
- F_RJT, P_RJT 
- F_BSY, P_BSY 

Each Data frame within a Sequence shall be 
transmitted within an E_D_TOV timeout period to 
avoid timeout errors at the destination N-Port. 

Delimiters: 
Table 48 indicates allowable delimiters for valid 
Data frames by class. 

I Table 48 - Data frame delimiters I 

Data frame Delimiters* 

Class 1 SOFcl, SOFil , SOFnl, EOFn 

Class 2 

Class 3 

SOFi2, SOFn2, EOFn 

SOFi3, SOFns, EOFn, EOFt 

Format: FT_l (See 17.4) 

20.2.1 R_RDY response 

In Class 1, a connect-request (SOFcl) frame shall 
be responded to by transmitting the R_RDY 
Primitive Signal. The R_RDY Primitive Signal 
shall only be used for flow control and shall not 
indicate that the requested Dedicated Con- 
nection has been made. In Class 2 and Class 3, 
Data and Link-Control frames received shall be 
responded to by transmitting the R_RDY Primi- 
tive Signal. R_RDY transmission shall indicate 
that the interface buffer which received the 

frame is available for further frame reception. 
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20.2.2 Data frame responses 

Link-Control response frames are ACK frames 
(0, 1, and N) and Link-Response frames (P_BSY, 

P_RJT, F_BSY, and F_RJT). All Link-Control 
response frames (ACK_0, ACK_l, ACK_N, 
P_BSY, F_BSY, P_RJT, and F_RJT) shall be 

‘transmitted in the same Class of Service as the 
frame to which it is responding. However, the 
ACK (ACK_l, ACK_N, or ACK_O) to a connect- 
request frame (SOFcl) is sent as a Class 1 
frame and is not subject to buffer to buffer to 
flow control. 

20.2.2.1 ACK frames 

Successful Data frame delivery 

Class 1 
‘l 

- ACK_O 
- ACK_l 
- ACK_N 
Class 2 

-. -- ^~ - - ACK_O 

_ - - ACK_l 
- ACK 

4- Class 3- 
N 

- No response 

_ 

20.2.2.2 Link-Response frames 

Unsuccessful Data frame delivery 

-Class 1 
- F_BSY (Fabric Busy), or 
- P_BSY (N-Port Busy), or 
- F_RJT (Fabric Reject), or 
- P_RJT (N-Port Reject). 
Class 2 
- F_BSY (Fabric Busy), or 
- P_BSY (N-Port Busy), or 
- F_RJT (Fabric Reject), or 
- P_RJT (N-Port Reject). 
Class 3 
- No response 

20.2.3 Transfer mechanisms 

Several mechanisms are available for a 
Sequence which allow an FC-4 or Upper Level 
Protocol to convey information to a destination 
N-Port. Those mechanisms include: 

- Information Category within R_CTL field 
- Options within F_CTL field 
- Device Header 

- Payload 

Information Category: 

The Information Category is included in R_CTL 
to assist the receiver of a Data frame in directing 
the Data Field content to the appropriate buffer 
pool. 

F_CTL field options: 

Within the F_CTL field, Exchange and Sequence 
CTL bits are used to manage the initiative to 
transmit Data frames, manage Sequences, and 
manage Exchanges. 

Device Header: 

Provisions have been made for a Device-Header 
to precede the actual Payload contained in the 
Data Field of a Data frame. The size of the 
Device-Header is encoded in the DF_CTL field of 
the Frame-Header. This provides an additional 
means to specify unique protocol-dependent 
information to an upper level. 

Payload 

The normal method of locating a ULP header as 
part of the Payload provides a straightforward 
approach to achieve interoperability. 

20.3 Link-Control 

Link-Control frames shall be used by the N-Pot-t 
link facility functions to control frame transfer 
and provide N-Port control in Class 1 and 2. 

Link_Control frames are identified by the Routing 
bits 31-28 in the R_CTL field being set to 1 1 0 0. 
When a Link-Control frame is identified in R_CTL 
bits 31-28, the Information Category bits (27-24) 
contain the command code for each Link_Control 
frame as shown in table 49. The TYPE field for 
Link-Control frames other than F_BSY shall be 
reserved. The DF_CTL field shall be set to zeros 
since a Link-Control frame contains a Data Field 
of zero length. 
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Table 49 - Link Control codes 

Encoded 
Value 

Word 0, 
Description Abbr. 

bits 27-24 

0000 Acknowledge_1 ACK_l 

0001 
Acknowledge-N ACK_N 
Acknowledge_0 ACK_O 

0010 N-Port Reject P_RJT 

0011 Fabric Reject F_RJT 

0100 N-Port Busy P_BSY 

0101 
Fabric Busy to 

Data frame 
F_BSY 

0110 
Fabric Busy to 

Link_Control frame 
F_BSY 

0111 Link Credit Reset LCR 

Others reserved 

Link-Control frames provide: 

-~ - -- - indication of successful delivery, 

_ - 
- indication of unsuccessful delivery, 

-=?- 
- flow control and buffer management feed- 
back. 

- low-level control commands to an N-Port. 

An N-Port shall provide sufficient resources to 

receive Link_Control frames in response to Data 
- frames transmitted. An N-Port shall not transmit 

P_BSY response frames in response to 
Link-Control frames. 

NOTE - It is not necessary to save information in 
order to retransmit a Link-Control frame since F_BSY 
to a Link Control frame contains all information 
required to retransmit and P_BSY is not allowed for 
Link-Control frames. 

LCR may always be retransmitted in response to 
an F_BSY. For ACK (0, 1, N) and RJT frames, 
see individual commands for any restrictions on 
frame retransmission in response to F_BSY. 
Link Control frames shall be transmitted within 
an E D TOV timeout period of the event which -- 
causes transmission of the Link Control frame. 

Delimiters: 
Table 50 indicates allowable delimiters for valid 

Link-Control frames by class. 

Table SO - Link_Control frame delimiters 

ACK, BSY, 
RJT 

Delimiters 

Class 1 SOFnl, EOFn, EOFt, EOFdt 

Class 2 SOFn2, EOFn, EOFt 

LCR Delimiters 

Class 2 SOFn2, EOFn 

20.3.1 R_RDY response 

In Class 2, all Link-Control frames shall be 
responded to by transmitting the R_RDY Primi- 
tive Signal when the interface buffer which 
received the frame is available for further frame 
reception. 

20.3.2 Link-Continue function 

The Link-Continue function in FC-PH provides a 
positive feedback mechanism to control the flow 
of Data frames on the link. A Data frame shall 
only be transmitted when the attached Port has 
indicated that a buffer is available for frame 
reception. The following list specifies flow 
control elements: 

- R_RDY - buffer-to-buffer flow control for 
frames between F_Ports and N-Ports if a 
Fabric is present, or between N-Ports without 
a Fabric present. The R_RDY Primitive is 
transmitted on receipt of any Class 2 or 3 
frame as well as a Class 1 connect-request 
frame. 

- ACK_O - successful or unsuccessful 
delivery of a Sequence (see 20.3.2.2) between 
N-Potts with or without a Fabric present. 
ACK_O shall be applicable only to Class 1 and 
Class 2 Sequences. 

- ACK_l - end-to-end flow control for a 

single Data frame transfer between N-Ports 
with or without a Fabric present. The ACK_l 
frame is transmitted on receipt of Class 1 or 2 
Data frames. 

- ACK_N - end-to-end flow control for one or 

more consecutive Data frame transfers 
between N-Ports with or without a Fabric 
present. The ACK_N frame is transmitted on 
receipt of Class 1 or 2 Data frames. 
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An N-Port should transmit R_RDY and 
Link-Control frames before Data frames in order 

to avoid Credit problems (both buffer-to-buffer 
and end-to-end). When both an R_RDY and a 
Link-Control frame (ACK, BSY, RJT) are being 

transmitted in response to a Data frame (Class 2 
and Class 1 connect-request), the R_RDY shall 
be transmitted prior to the Link-Control frame. 

ACK (0, 1, N) may be used for acknowledgment 
of Data frames between N-Ports for a given 
Sequence, but usage shall follow the allowable 
forms based on support defined in Login. Prior 
to N-Pot-t Login, ACK_l shall be used. Following 
N-Port Login, the decision to use ACK_O, ACK_l 
or ACK_N is made based on the results of 
N-Port Login. 

‘I ACK precedence 
When multiple ACK forms are supported by both 
Sequence Initiator N-Port Login parameters and 
the destination N-Pot-t Sequence Recipient 
N-Port Login parameters, ACK_O usage shall 

-~ - -Take precedence over ACK_N and ACK_N usage 
* - shall take precedence over ACK_l. ACK_l shall 

+be the default, if no other ACK form is supported 
by both ends. Mixing ACK forms within a given 
Sequence is not allowed (i.e., only one ACK form 
shall be used within a single Sequence). ACK 
precedence is summarized in figure 53. 

I ACK support by Sequence Recipient 

at Login 

1 ACK_l 1 $: ! 1::; j :i_i 

ACK_l 1 ACK_l 1 ACK_l 1 ACK_l 1 ACK_l 

ACK 

support :::I: 1 ACK-l 1 ACK_W 1 ACK-l 1 ACK_N 

by - 
Sequence 

Initiator :::$ 1 ACK-l i ACK-l i ACK_0 1 ACK_13 

at 

Login ACK_I ACK_l 

ACK_N ACK_N 

ACK_e ACK_e ACK_e 

Figure 53 - ACK precedence 

20.3.2.1 Receiver Ready (R_RDY) 

The R_RDY Primitive shall indicate that a single 
frame (valid or invalid) was received and that 
the interface buffer which received the frame is 

available for further frame reception. An N-Port 
or F-Port may choose to support multiple buffers 
for frames using the R_RDY Primitive for flow 
control. The number of buffers is specified 
during Login as buffer-to-buffer Credit. 

R_RDY shall be transmitted between an N-Port 
and an F-Port with a Fabric present, or between 
two N-Ports without a Fabric present for all 
Class 2 frames, Class 3 frames, and connect- 
request frames in Class 1. The R_RDY Primitive 
is not forwarded to any higher levels within an 
N-Port or passed beyond the entry or exit point 
of the Fabric. 

See 16.3.2 for specification of the number of 
Idles before and after the R_RDY Primitive 
during transmission. 

Responses: There is no response to an R_RDY 
Primitive. 

20.3.2.2 Acknowledge (ACK) 

The ACK frame shall indicate that one or more 
valid Data frames were received by the destina- 
tion N-Port for the corresponding 
Sequence-Qualifier and SEQ_CNT of a valid 
Exchange as specified in the 
Sequence_Qualifier, and that the interface 
buffers which received the frames or frame are 
available for further frame reception. ACK 
frames shall be used in Class 1 and 2 and shall 
be transmitted in the same Class as the Data 
frame or frames which are being acknowledged. 

NOTE - In Class 1, it is recommended that N-Ports 
transmit ACK_l or ACK_N in the same order that the 

corresponding Data frames are received. 

ACK_l 

The ACK_l form of ACK shall be supported by 
all N-Ports as the default. The SEQ_CNT of the 
ACK_l shall match the single Data frame being 
acknowledged. The Parameter Field contains a 
value of binary one in ACK_CNT (bits 15-O) to 
indicate that a single Data frame is being 
acknowledged. The R_CTL field (Word 0, bits 
27-24) shall be set to 0000. 
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ACK_O ACK_N 

ACK_O is the designation used when the 
ACK_CNT (bits 15-O) of the Parameter Field of 

the ACK_O frame contains a value of binary zero 
to indicate that all Data frames of a Sequence 
are being acknowledged. If the SEQ_CNT is 

allowed to wrap within a single Sequence, frame 
uniqueness is not being ensured. The SEQ_CNT 
of the ACK_O shall match the SEQ_CNT of the 
last Data frame transmitted within the Sequence. 
The R_CTL field (Word 0, bits 27-24) shall be set 
to 0001. 

The ACK_O frame may be used for both Discard 
and Process Exchange Error Policies. For both 
policy types, ACK_O support as indicated by 
Login also specifies that infinite buffering shall 
be used. 

‘. 

When multiple ACK forms are supported by both 
Sequence Initiator N-Pot-I Login parameters and 
the destination N-Port Sequence Recipient 

- -&Port Login Parameters, ACK_O usage shall -- 
take precedence over ACK_N and ACK_N shall _ - 
sake precedence over ACK_l. ACK_l shall be 
the default, if no other common ACK form is sup- 
ported by both ends. 

If ACK_O is supported by both Sequence Initiator 
and Sequence Recipient, a single ACK_O per 
Sequence shall be used to indicate successful 
Sequence delivery or to set Abort Sequence 

* Condition bits. An additional ACK_O shall be 
used within a Sequence to 

a) perform X-ID interlock or 
b) respond a connect-request (SOFcl). 

ACK_O shall not participate in end-to-end Credit 
management. Mixing ACK forms in a Sequence 
is not allowed. 

NOTE - Although infinite buffers is indicated at the 
FC-PH level within an N-Port, individual FCXs such as 
SCSI or IPI-3, for example, may agree on a maximum 
Sequence size that is specified at the upper level 
through Mode Select in SCSI and Attributes in IPI-3. 
In each protocol, a burst size is specified which indi- 
cates the largest single Sequence which shall be 
transferred. By further controlling the maximum 
number of concurrent Sequences, each N-Port may 
limit the amount of buffering that is actually required. 

ACK_N is the designation used when the 
ACK_CNT (bits 15-O) of the Parameter Field 
contain a value of N (where N is 1 to 65535) in 

which the Recipient is acknowledging N consec- 
utive Data frames of a Sequence with the 
SEQ_CNT of the ACK_N frame indicating the 
highest SEQ_CNT being acknowledged. For 

example, a value of N = 2 and a SEQ_CNT = .I8 
shall indicate that Data frames with SEQ_CNT = 
17 and 18 are being acknowledged. The R_CTL 
field (Word 0, bits 27-24) shall be set to 0001. 
Support for the ACK_N frame is optional and is 
specified in the Service Parameters during Login 
(see 23.6). 

NOTE - The Sequence Recipient sends ACK_l or 
ACK_N at least once with Abort Sequence Condition 
bits set to a value other than 0 0 (see 24.3.10.2, 
24.3.10.3, or 24.3.10.4). 

All ACK forms 

For all forms of ACK, when the History bit (bit 16) 
of the Parameter Field is set = 0, it shall indi- 
cate that the Sequence Recipient N-Port has 
transmitted all previous ACKs (i.e., lower 
SEQ_CNT), if any, for this Sequence. When the 
History bit (bit 16) of the Parameter Field is set 
= 1, it shall indicate that at least one previous 
ACK has not been transmitted (withheld, Data 
frame not processed, or Data frame not 
received) by the Sequence Recipient N-Port. 
Using this historical information allows an 
N-Port to reclaim end-to-end Credit for a 
missing ACK frame. 

Being able to reclaim end-to-end Credit does not 
relieve the N-Port of accounting for all ACK 
frames of a Sequence in Class 2. ACK frames 
shall not be retransmitted in response to an 
F_BSY (Class 2). The F_BSY frame to an ACK 
shall be discarded. 

Support for ACK_N and ACK_O may not be sym- 
metrical for a single N-Port as a Sequence Initi- 
ator and Sequence Recipient (see 23.6.8.3 and 
23.6.8.4). 

Note - Throughout FC-PH, ACK refers to one of the 
three forms (ACK_l, ACK_O, or ACK_N) and although 
there are two command codes in R_CTL, the Param- 
eter Field History bit (bit 16) and ACK_CNT (bits 15-O) 
are used in a consistent manner. 
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The ACK frame provides end-to-end flow control Responses: 

for one or more Data frames between two 
N-Ports as defined in ACK_O, ACK_l or ACK_N. 

See 26.4.3.2 for usage rules and annex 0 for 
examples. A specific Data frame shall be 

R_RDY Primitive (SOFti) 

Link-Response 

- F_RJT, P_RJT 
- c f)C” 

acknowledged once and only once. ACK recep- 
r PC), 

tion does not imply Data delivery to a higher See annex 0 for examples of use. 
level. 

ACK frames participate in a number of functions 
20.3.3 Link-Response 

in addition to end-to-end flow control. The fol- 
lowing list identifies many of those functions: 

- X-ID assignment (see 24.4), 
- X-ID reassignment (see 25.3.1), 
- X-ID interlock (see 24.5.4), 
- terminating a Sequence (see 24.3.8), 
- establishing a Dedicated Connection (see 

. 28.4.1), 
- removing a Dedicated Connection (see 
28.4.3), 
- Abort Sequence condition (see 18.5 and 
24.3.10), 

-- - - - Stop Sequence condition (see 18.5 and 
. - 24.3.10), 

.u- - Abnormal Sequence termination (see 

Link-Response frames shall be sent by either 
the destination N-Port or an F-Port in reply to 
frames for Class 1 and 2. Link-Response frames 
shall only be sent by an N-Port in reply to valid 
frames (see 17.8.1). 

A Link-Response indicates that the frame identi- 
fied by the Sequence_Qualifier and SEQ_CNT 
was not delivered to or processed by the desti- 
nation N-Port. When a Link-Response frame 
(either Reject or Busy) is generated by an F-Port 
or a facility internal to the Fabric, the frame is 
routed to the destination N-Port of the 
Link-Response frame. Link-Response frames 
may be: 

29.7.1). and 
- Sequence retransmission requested (see 
29.7.1.2). 

- Busy - indicates a Busy condition was 
encountered in the Fabric or destination 
N-Port. 

Format: FT_O 
Addressing: The D-ID field designates the 

* source of the Data frame (Sequence Initiator) 
being replied to by the ACK, while the S-ID field 
designates the source of the ACK frame 
(Sequence Recipient). 
F_CTL: The F_CTL field is returned with both 
Sequence and Exchange Context bits inverted in 
the ACK frame. Other bits may also be set 
according to table 39. 
SEQ_ID: the SEQ_ID shall be equal to the 
SEQ_ID of the frame being replied to by ACK. 
SEQ_CNT: The sequence count (SEQ_CNT) shall 
be equal to the sequence count of the highest 
Data frame being replied to by the ACK. 
Parameter field: The Parameter Field is defined 
as follows: 

- History Bit (bit 16) 
0 = all previous ACKs transmitted 
1 = at least one previous ACK not trans- 
mitted 

- ACK_CNT (bits 15 - 0) 

- Reject - indicates that delivery of the frame 
is being denied. 

20.3.3.1 Fabric Busy (F_BSY) 

The F_BSY Link-Response shall indicate that the 
Fabric or the destination N-Port is temporarily 
occupied with other link activity and the Fabric is 
unable to deliver the frame. A reason code is 
identified in bits 31-28 of the TYPE field. In Class 
1, F_BSY shall only be transmitted in response 
to the SOFCI frame and shall be ended with 
EOFdt. In Class 2, any Data frame or ACK frame 
may receive an F_BSY response. A Busy 

response shall not be used in Class 3. 

There are two different l_ink_Control codes 
defined for F_BSY as shown in table 49. When 
word 0, bits 27-24 has a value of 0101, the F_BSY 
is in response to a Data frame. When word 0, 
bits 27-24 has a value of 0110, F BSY is in 

response to a Link-Control frame. 

0 = all Data frames (ACK_0) 

N = 1 to N Data frames (ACK_l, ACK_N) 
An F_BSY frame shall not be transmitted in 

response to another Busy frame (either F_BSY 
or P_BSY); the Busy frame shall be discarded. 
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When an N-Pot-t receives F_BSY in response to 

a Data frame transmission, the N-Port shall 
retransmit the busied frame if it has not reached 

its ability to retry. Therefore, an N-Port shall 
save sufficient information for Data frames with 
an SOFcl, or SOFti delimiter for retransmission 
until an ACK or RJT is received or retry is 
exhausted. 

SEQ_ID: The SEQ_ID shall be 

SEQ_ID of the frame being busied. 
SEQ_CNT: The SEQ_CNT shall be equal to the 
SEQ_CNT of the frame encountering the busy 
condition. 

If an N-Port has exhausted its ability to retry 
Data frame transmission in response to an 
F_BSY, it shall notify the FC-4 or an upper level. 
The N-Port may perform the Abort Sequence 
Protocol based on the Exchange Error Policy. 

Parameter field: The Parameter field is returned 
unchanged for both Data frames and 

Link-Control frames. 
TYPE field: 

The F_BSY reason code format is defined in 
figure 54. 

F_BSY TYPE field 

It is not necessary to save information in order 
to retransmit a Link-Control frame since F_BSY 
to a Link Control frame contains all information 
required to retransmit and P_BSY is not allowed 

‘br Link-Control frames. In Class 2, if an N-Port 
receives an F_BSY in response to an ACK frame, 
it shall discard the F_BSY frame. 

_Ihe Fabric shall interchange the S-ID and D-ID 
- - 

fields, invert both the Exchange and Sequence 
. Context bits, and select the correct Link Control 

Fide value for the F_BSY depending on whether 
it is in response to a Data frame or Link-Control 
frame. The Parameter field is returned 
unchanged. 

Reason Link-Control code 

Figure 54 - F_BSY TYPE field 

I Table 51 - F_BSY reason codes 
I 

Encoded Value 
Wd 2, bits 31-28 

0001 

Description 

Fabric busy 

A reason code is indicated in the TYPE field 
(Word 2, bits 31-28). If the frame being busied is 

-a Link Control frame, the Link-Control command 
code of the busied frame in R_CTL (Word 0, bits 
27-24) is moved to the TYPE field (Word 2, bits 
27-24) of the F_BSY frame before the F_BSY 
command code is inserted in R_CTL bits 27-24 of 
the F_BSY frame. The Data Field of a Data 
frame is discarded. The Fabric shall use EOFdt 

for Class 1 F_BSY frames (connect-request) and 
EOFn for Class 2 F_BSY frames. 

I 0011 N-Port busy I 

Busy reason codes are defined as follows: 

Fabric busy 

The Fabric is unable to deliver the frame to the 
destination N-Port due to conditions internal to 
the Fabric. 

Format: FT_O 
Addressing: The D-ID field designates the 
source of the frame encountering the busy con- 
dition while the S-ID field designates the desti- 
nation of the frame encountering the busy 
condition. 

N-Port Busy 

The destination N-Port is currently involved in a 
Class 1 Dedicated Connection and the Fabric is 
unable to deliver the frame. 

Responses: 

F_CTL: The F_CTL field is returned as received R_RDY Primitive (SOFti) 

with both Sequence and Exchange Context bits Link-Response 

inverted in the F_BSY or P_BSY frame. - none 

equal to the 
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20.3.3.2 N-Port Busy (P_BSY) 

The P_BSY Link-Response shall indicate that the 

responding N-Port is temporarily occupied with 
other link activity and is not able to accept the 
frame. A reason code shall be identified in the 
Parameter field of a P_BSY frame. In Class 1, 
P_BSY shall only be transmitted in response to 
the SOFci frame and shall be ended with EOFdl. 
In Class 2, any Data frame may receive a P_BSY 
response. A Busy response shall not be used in 
Class 3. 

A P_BSY frame shall not be transmitted in 
response to another Busy frame (either F_BSY 
or P_BSY); the Busy frame shall be discarded. 

When an N-Pot-t receives P_BSY in regponse to 
A. a frame transmission, the N-Port shall 

retransmit the busied frame if it has not reached 
its ability to retry. Therefore, a Port shall save 
sufficient information for Data frames with an 
SOFci, or SOFti delimiter for retransmission 

- - --until an ACK or RJT is received or retry is 
- - exhausted. 

4- 

If an N-Pot-t has exhausted its ability to retry 
Data frame transmission in response to a 
P_BSY, it shall notify the FC-4 or an upper level. 
The N-Port may perform the Abort Sequence 
protocol based on the Exchange Error Policy. 

- N-Port Busy indicates that the Busy was issued 
by the destination N-Port. P_BSY shall not be 
issued in response to a Link-Control frame. An 
N-Port shall process a Link-Control frame for 
each unacknowledged Data frame transmitted. 

Format: FT_O 

Addressing: The D-ID field designates the 

source of the frame encountering the busy con- 
dition while the S-ID field designates the desti- 
nation of the frame encountering the busy 
condition. 
F_CTL: The F_CTL field is returned as received 
with both Sequence and Exchange Context bits 
inverted in the P_BSY frame. Other bits may 
also be set according to table 39. 
SEQ_ID: The SEQ_ID shall be equal to the 
SEQ_ID of the frame being busied. 
SEQ_CNT: The SEQ_CNT shall be equal to the 

SEQ_CNT of the frame encountering the busy 
condition. 

Parameter field: The four bytes of this field indi- 

cate the action and reason code for the P_BSY 

response as defined in figure 55. Tables 52 and 
53 specify Busy action and reason codes. 

P BSY parameter - 

Bits 

First Second 
Byte Byte 

Third Fourth 
Byte Byte 

Acti on Reason Vendor Unique 

Figure 55 - P_BSY code format 

I Table 52 - P_BSY action codes 

Encoded Value 
Wd 5, bits 31-24 

Description 

I 0000 0001 (1) 
I 

I 
Sequence terminated - retry 

later 
I 

I 

1 0000 0010 (2) 
I 

1 Sequence active - retry later 1 

I Others Reserved I 

Action 1 

Action 1 shall indicate that the Sequence Recip- 
ient has busied the Sequence (EOFt or EOFdl). 
For a Class 1 connect-request the busy frame is 
ended with EOFdl. The Sequence Recipient shall 
only terminate the Sequence on a Busy in 
response to a connect-request (SOFci) or in 
response to an interlocked Data frame associ- 
ated with X-ID assignment or reassignment 
(SOFi2). The frame and Sequence are retryable 
at a later time. 

Action 2 

Action 2 shall indicate that the Sequence Recip- 
ient has busied a Class 2 frame and that the 
Sequence has not been terminated (EOFn). The 
frame is retryable at a later time. 
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Table 53 - P_BSY reason codes 

Encoded Value 
Wd 5, bits 23-16 

Description 

0000 0001 Physical N-Port busy 

0000 0011 N-Port Resource busy 

* 1111 1111 

Others 

Vendor Unique Busy 
(See Bits 7-O) 

Reserved 

Busy reason codes are defined as follows: 

Physical N-Port busy 

P_BSY - the destination N-Port link facilities are 

currently busy and the N-Port is unable to 
accept the Payload of the frame. 

g-Port Resource Busy 

P_BSY - the destination N-Port is unable to 
process the Data frame at the present time. 

-. . -- -4ador Unique Busy 

- The Vendor Unique Busy bits (bits 7-O) shall be 
u?%d by specific Vendors to specify additional 
reason codes. 

Responses: 

R_RDY Primitive (SOFti) 
Link-Response 
- none * _ 

20.3.3.3 Reject (P_RJT, F_RJT) 

The Reject Link-Response shall indicate that 
delivery of a frame is being denied. A four-byte 
reject action and reason code shall be contained 
in the Parameter field. Rejects are transmitted 
for a variety of conditions. For certain conditions 
retry is possible, whereas other conditions may 
require specific intervention. FC-PH does not 

define the specific intervention required. 

In Class 1 and 2, if an error is detected by an 
N-Port or an F-Port in -a Data-frame, it shalt 
transmit a Reject frame based on the reason 
codes specified in table 55. If an error is 

detected on a Link-Control frame, a Reject 
frame shall only be transmitted under specific 

conditions. A Fabric shall only reject a 
Link-Control frame for the following reasons: 

- Class not supported 

- Invalid D-ID 

- Invalid S-ID 
- N-Port not available-temporary 
- N-Port not available-permanent 
- Login required (Fabric) 

An N-Pot-t shall only reject a Link-Control frame 
for the following reason (with Action code 2): 

- Unexpected ACK 

For other reasons, if an N-Pot-t detects an error 
in a Link-Control frame for a valid Exchange, it 
shall initiate the Abort Sequence Protocol and 
not transmit a Reject frame. For an unidentified 
or invalid Exchange, if an error is detected in a 
Link_Control frame, the N-Port shall discard the 
frame and ignore the Link-Control frame error. 
If a Class 3 frame satisfies a rejectable condi- 
tion, the frame shall be discarded. A Reject 
frame (F_RJT, P_RJT) shall not be transmitted in 
response to another Reject frame (either F_RJT 
or P_RJT); the received Reject frame in error 
shall be discarded. 

Format: FT_O 
Addressing: The D-ID field designates the 
source of the frame being rejected while the 
S-ID field designates the destination of the 
frame being rejected. 
.F_CTL: The F_CTL field is returned with both 
Sequence and Exchange Context bits inverted in 
the F_RJT or P_RJT frame. Other bits may also 
be set according to table 39. 
SEQ_ID: The SEQ_ID shall be equal to the 
SEQ_ID of the frame being rejected. 
SEQ_CNT: The SEQ_CNT shall be equal to the 
SEQ_CNT of the frame being rejected. 
Parameter field: The four bytes of this field shall 
indicate the action code and reason for rejecting 
the request (see figure 56 and tables 54 and 55). 

Reject parameter 

First Second 
Byte Byte 

Third 

Byte 

Fourth 

Byte 

Acti on Reason Vendor Unique 

Figure 56 - Reject code format 
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I Table 54 - Reject action codes I 

Encoded Value 
Wd 5, bits 31-24 

Description 

0000 0001 (1) Retryable error 

1 0000 0010 (2) 1 Non-retryable error I 

Other codes Reserved 
I 

If a frame within a Sequence is rejected, the 

Sequence shall be abnormally terminated or 

aborted. If the RJT frame is ended by an EOFt 

or EOFdl, the Port transmitting the RJT frame 

has terminated the Sequence. A Port shall only 

terminate the Sequence using a Reject with an 

EOFdt in response to a connect-request (SOFCI). 

In Class 2 an N-Port shall only terminate the 

Sequence on a Reject in response to an inter- 

‘-locked Data frame associated with X-ID assign- 

ment or reassignment (SOFi). If the RJT frame 

is ended by an EOFn, the N-Port receiving the 

RJT frame shall perform the Abort Sequence 

_ _--+otocol to abort the Sequence. Rejects shall 

_ -only be transmitted in response to valid frames. 

‘4Action 1 

Action 1 indicates that if the condition indicated 

in the Reject Reason code is changed or cor- 

rected, the Sequence may be retryable. 

Class not supported 

Invalid D-ID 

Invalid S-ID 

N-Port not available-temporary 

N-Port not available-permanent 

Login required 

Excessive Sequences attempted 

Unable to establish Exchange 

Applicability: 

- by Fabric when D-ID = Fabric 

- by Fabric when D-ID = N-Port 

- by N-Port when D-ID = N-Port 

Action 2 

Action 2 indicates that the Sequence is non- 

retryable and further recovery such as Abort 

Exchange may be required. The following 

reason codes are non-retryable: 

- Delimiter usage error 

- Type not supported 

- Invalid Link_Control 

- Invalid R_CTL 

- Invalid F_CTl_ 
- Invalid OX-ID 
- Invalid RX-ID 
- Invalid SEQ_ID 
- Invalid DF_CTL 
- Invalid SEQ_CNT 
- Invalid Parameter field 
- Exchange error 
- Protocol error 
- Incorrect length 
- Unexpected ACK 
- Expiration_Security_Header not supported 

Applicability: 

- by Fabric when D-ID = Fabric 

- by N-Port when D-ID = N-Port 

The first error detected shall be the error 
reported; the order of checking is not specified. 

Table 55 (Page 1 of 2) - Reject reason 

codes 

Encoded 
Value Wd 5. 

bits 23-16 
Description BJ 

0000 0001 Invalid D-ID 
B 

0000 0010 Invalid S-ID 
B 

0000 0011 

0000 0100 

0000 0101 

N-Port not available, 
temporary F 

N-Port not available, 
permanent F 

Class not supported 
B 

0000 0110 Delimiter error usage 
B 

0000 0111 TYPE not supported 
B 

0000 1000 Invalid Link_Control 

0000 1001 Invalid R_CTL field 

0000 1010 Invalid F_CTL field 
P 

0000 1011 Invalid OX-ID 
P 

0000 1100 invalid RX-ID 
P 

0000 1101 Invalid SEQ_lD 
P 
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Table 55 (Page 2 of 2) - Reject reason 
codes 

Invalid SEQ CNT 

Invalid Parameter field 

Protocol Error 

Incorrect length 

Excessive Sequences 

Expiration_Security_Header 

NOTES 
1 F = F_RJT (F-Port) 
2 P = P_RJT (N-Port) 
3 6 = Both F_RJT and P_RJT 

Invalid D-ID 

F_RJT - the Fabric is unable to locate the desti- 
~~ nation ii-Port address; ~~~~~ ~~~~~~~~~~~ 

P_RJT - the N-Pot-t which received this frame 
does not recognize the D-ID as its own identifier. 

Invalid S-ID 

F_RJT - the S-ID does not match the N-Port 

Identifier assigned by the Fabric. 

P_RJT - the destination N-Port does not recog- 

nize the S-ID as valid. 

N-Port not available, temporary 

F_RJT - The N-Port specified by the D-ID is a 
valid destination address but the N-Port is not 
functionally available. The N-Port is online and 
may be performing a Link Recovery Protocol, for 
example. 

N-Port not available, permanent 

F_RJT - The N-Port specified by the D-ID is a 
valid destination address but the N-Port is not 
functionally available. The N-Port is Offline or 

PoweredDown~~~ ~~~~ ~~~~ 

Class not supported 

F_RJT or P_RJT - The Class of Service specified 
by the SOF delimiter of the frame being rejected 
is not supported. 

Delimiter usage error 

F_RJT or P_RJT - The SOF or EOF is not appro- 
priate for the current conditions. For example, a 
frame started by SOFCI is received while a Class 
1 Dedicated Connection already exists with the 
same N-Port. See tables 48 and 50 for allowable 
delimiters by Class. 

TYPE not supported 

F_RJT or P_RJT - The TYPE field of the frame 
being rejected is not supported by the Port 
replying with the Reject frame. 

Invalid Link-Control 

P_RJT - The command specified in the lnforma- 
tion Category bits within R_CTL field in the 
frame being rejected is invalid or not supported 
as a Link-Control frame. 

Invalid R_CTL field 

P_RJT - The R_CTL field is invalid or incon- 
sistent with the other Frame Header fields or 

conditions present. 

Invalid F_CTL field 

P_RJT - The F_CTL field is invalid or inconsistent 
with the other Frame-Header fields or conditions 

present. 

Invalid OX-ID 

P_RJT - The OX-ID specified is invalid or incon- 
sistent with the other Frame-Header fields or 
conditions present. 
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Invalid RX-ID 

P_RJT - The RX-ID specified is invalid or incon- 
sistent with the other Frame-Header fields or 

conditions present. 

Invalid SEQ_ID 

P_RJT - The SEQ_ID specified is invalid or incon- 
sistent with the other Frame-Header fields or 
conditions present. 

Invalid DF_CTL 

P_RJT - The DF_CTL field is invalid. 

Invalid SEQ_CNT 

P_RJT - The SEQ_CNT specified is inconsistent 
~ with the other Frame-Header fields or conditions 

present. A SEQ_CNT reject is not used to indi- 
.cate out of order or missing Data frames (see 
F_CTL Abort Sequence Condition bits 5-4). 

Invalid Parameter field 

P_RJT - The Parameter field is incorrectly speci- 
- -m or invalid. 

_ - 
gchange Error 

P_RJT - An error has been detected in the iden- 
tified Exchange (OX-ID). This could indicate 
Data frame transmission without Sequence Initi- 
ative or other logical errors in handling an 
Exchange;- 

Protocol Error * _ 

P_RJT - This indicates that an error has been 
detected -which +otates then r&es -of f C-2 sig- 
naling protocol which are not specified by other 
error codes. 

Incorrect length 

F_RJT or P_RJT - The frame being rejected is an 
incorrect length for the conditions present. 

Unexpected ACK 

P_RJT - An ACK was received from an unex- 
pected S-ID. The ACK received was not for an 
Open Sequence or Exchange, but was received 
from a Logged-in N-Port. (The EOF delimiter 
shall be EOFn.) 

Login Required 

F_RJT or P_RJT - An Exchange is being initiated 

before the interchange of Service Parameters 
- .- 

(ie. Login) has been performed. F_KJ I ~may be 

ANSI X3.230-1994 

issued by the Fabric in order to notify an N-Port 

that a Login with the Fabric is required due to 
changes within the Fabric. F_RJT shall not be 

issued by the Fabric in order to convey Login 
status of a destination N-Port. 

Excessive Sequences attempted 

P_RJT - A new Sequence was initiated by an 
N-Port which exceeded the capability of the 
Sequence Recipient as specified in the Service 
Parameters during Login. 

Unable to Establish Exchange 

P_RJT - A new Exchange was initiated by an 
N-Pot-t which exceeded the capability of the 
Responder facilities. 

Expiration_Security_Header not supported 

P_RJT - The N-Port does not support the 
optional Expiration-Security-Header. 

Fabric path not available 

F_RJT - The speed of the source and destination 
N-Ports does not match. Other Fabric character- 
istics related to multiple Fabric domains may 
also use this reason code. 

Vendor Unique Reject 

F_RJT or P_RJT - The Vendor Unique Reject bits 
(bits 7-O) shall be used by specific Vendors to 
specify additional reason codes. 

Responses: 

Link-Response 
- F_BSY 

20.3.4 Link-Control commands 

Link-Control commands are Link-Control frames 
which initiate a low-level action at the destina- 
tion N-Port specified by the D-ID. These com- 
mands are limited in scope and are normally 
associated with functions such as reset. 

Link-Control commands do not require 

end-to-end Credit and do not participate in end- 
to-end flow control with regard to incrementing 
or decrementing Credit_CNT. Link-Control com- 
mands shall not be considered to be part of any 
existing Exchange or Sequence. 
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20.3.4.1 Link Credit Reset (LCR) 

The Link Credit Reset frame shall indicate that 
the N-Port specified by the S-ID requests that 
the N-Port specified by the D-ID reset any 
buffers containing Data frames from the S-ID in 
order to allow the S-ID to reset its end-to-end 
Credit to its Login value, i.e., EE_Credit_CNT is 
set to zero. All Active Sequences with the S-ID 
as Sequence Initiator and the D-ID as Sequence 
Recipient are abnormally terminated for all 
classes by both N-Ports. 

Exchange and Sequence recovery shall be per- 
formed at the discretion of the appropriate Upper 
Level Protocol by the S-ID N-Port. After trans- 
mitting the LCR frame, the N-Port which 
requested the Credit Reset shall wait the 
R A TOV timeout period before initiating - - 
Sequences with the destination N-Port. The Link 
Credit Reset frame shall not be transmitted as 
part of an existing Sequence or Exchange. All 
fields other than R_CTL, D-ID, and S-ID are 
reserved and ignored by the Receiver except for 

- G~calculation. 
. - 

Lin%& Credit Reset shall only be transmitted in 
Class 2. See 29.2.4.3 for a discussion of 
end-to-end Credit loss in Class 2 resulting from 
Sequence timeout. Any Class 1 and Class 3 
Data frames in the destination N-Port buffers are 
also reset, although a Dedicated Connection, if 
present, is unaffected. Therefore, an N-Pot-t 

* _ 

should remove a Dedicated Connection prior to 

transmitting LCR in Class 2 to the same destina- 
tion N Port. LCR shall be transmitted with 
SOFti and EOFn. 

If an N-Port is out of Credit in Class 1 and times 
out all Sequences, it shall perform Connection 
Recovery (see 28.8). It shall not use LCR. 

Format: FT_O 
Addressing: The S-ID field designates the 

N-Port which is requesting a buffer reset by the 
destination N-Port or D-ID. 
Responses: 

R_RDY Primitive (SOFIG?) 

F_RJT, P_RJT 
F_BSY 

NOTE - F_RJT may be returned for any of the reasons 

allowed by the Fabric. P_RJT is only returned for 

“Invalid D-ID” or “Class not supported” in order to 

allow an N-Port to avoid special-casing LCR in Class 

2. However, the N-Port transmitting LCR should be 

aware of possibility of F_RJT or P_RJT in order to 

avoid end-to-end Credit_CNT problems. In particular. 

the zero values of OX-ID, RX-ID, SEQ_ID, and 

SEO_CNT should be noted for possible conflict with an 

existing Exchange. 

20.4 Data frame summary 

Table 56 summarizes Data frame responses by 
Class. 

Table 56 - Data frame summary 

DATA FRAME 

Data frame Sequence 

Class 1 

Expected 

(successful) 

FRAME RESPONSE (LINK-CONTROL) 

Alternate Link-Response 

(unsuccessful) 

Data frame 

II 

R_RDY Primitive to SOFCI, F_BSY I PBSY or 

ACK_O, ACK_1, or ACK_N F_RJT I P_RJT 

Class 2 

Data frame R_RDY primitive plus 

ACK_O, ACK_l or ACK_N 

R_RDY primitive plus 

F_BSY I P_BSY or 

F_RJT / P_RJT 

Class 3 

Data frame R_RDY primitive None 
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21 Link Services 

21 .I Introduction 

There are three types of Link Services: 

- Basic, 
- Extended, and 
- FC-4. 

Link Service frames and Sequences are com- 
posed of Link-Data frames and shall operate 
according to R_RDY Primitive, ACK, and 
Link-Response rules specified in clause 20. 
Since DF_CTL bits are not meaningful on Basic 
Link-Data frames, Basic Link Service frames 
shall not contain optional headers. The 

_ Expiration/Security Header is the only optional 
header allowed for Extended and FC-4 Link-Data 
frames. 

__Jl .I .I Default Login values 
- - 

. - 
Prior to Login or following Logout, a default set 

*of Service Parameters apply: 

- Concurrent Sequences = 1, 
- Total Concurrent Sequences = 1, 
- End-to-end Credit = 1, 
- Buffer-to-buffer Credit = 1, 
- Receive-Data-Field Size = 128, 
- X-ID interlock required, 
- no X-ID reassignment, 
- ACK_l, 
- Discard multiple Sequences Error Policy 
- Relative Offset not used, 
- Other optionally supported features shall 
not be used or required. 

Following Login with the destination, an N-Port 
shall use the Service Parameters obtained 
through Login;~~ ~~~ ~~~ ~~ 

21 .I .2 Sequence and Exchange 
management 

Basic Link Service commands consist of only a 
single Basic Link-Data frame and are inter- 
spersed or are part of a Sequence for an 
Exchange performing a specific protocol other 
than Basic Link Service. In such cases, the 

Basic Link Service command does not constitute 
a separate Information Category in specifying 

the number of Information Categories in a 
Sequence as a Login parameter. Basic Link 

Service commands support low-level functions 
such as passing control bit information in a NOP, 
or aborting a Sequence using ABTS. Login shall 
not be required prior to using Basic Link Service 
commands. 

The protocols supported by the Extended Link 
Services are performed within a single 

Exchange, intended exclusively for the purpose. 
Most of Extended Link Service protocols are per- 
formed as a two Sequence Exchange. Each of 
these two Sequence Exchanges consists of a 
request Sequence by the Originator (N-Port), 
transfer of Sequence Initiative, and a reply 
Sequence from the Responder (N-Port or F-Port) 
which terminates the Exchange by setting the 
Last-Sequence bit (Bit 20) in F_CTL. 

The Sequence Initiator and Sequence Recipient 
shall follow the rules for Sequence management 
and Recovery_Qualifier reuse as specified in 
clause 24. The following rules regarding 
Sequence and Exchange management apply to 
Extended Link Services in addition to the rules 
specified in clause 24: 

- Basic and Extended ceptyyframes an!d~~~~ ~~ 

Sequences shall be transmitted in the same 
Class as the request. 
- if Login has not been completed success- 
fully, each Port shall use the default Login 
values. Since Concurrent Sequences is 
limited to one, originating a second Exchange 
to perform an Extended Link Service, such as 
Read Exchange Status, is not possible. 
Therefore, Abort Sequence Protocol (ABTS) is 
the preferred recovery action. 
- if Login has not been completed success- 
fu!!y, ESTC, ESTS, hand ADV-C protocols ~shat!~ ~~ 
not be attempted or supported. 
- if Login has been completed successfully, 
the Originator of the Exchange shall use the 
Discard multiple Sequences Error Policy for 
all Extended Link Service Exchanges. 
- the Originator of an Extended Link Service 
Exchange shall detect an Exchange error fol- 
lowing Sequence Initiative transfer if the Reply 
Sequence is not initiated and received within 
a timeout interval equal to twice the value of 
R_A_TOV. 
- if the Exchange Originator of an Extended 
Link Service Exchange detects an Exchange 

error, it shall abort the Exchange (ABTX) and 
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retry the protocol of the aborted Exchange 

with a different Exchange. 
- if the Sequence Initiator aborts a Sequence 
using ABTS (Abort Sequence Protocol) due to 
receiving an ACK with the Abort Sequence 

bits (5-4) set to 0 1, the Sequence Initiator 
shall retry the Sequence after the Basic 

_ Accept is received for the aborted Sequence 
one time only. If the retry fails, the Extended 
Link Service Exchange shall be aborted 
(ABTX). 
- if the Sequence Initiator attempts to abort a 
Sequence using ABTS (Abort Sequence Pro- 
tocol) and it detects a Sequence timeout 
(E_D_TOV) waiting for the ACK frame in 
response to the ABTS, it shall abort the 
Exchange (ABTX), if conditions permit, and 
retry the protocol of the aborted Exchange 
with a different Exchange (see 21.4.2). 

‘. 

21.2 Basic Link Service commands 

All Basic Link Service commands (see table 57) 
-. -&all be supported by an N-Port. Remove Con- 

- -. _nection (RMC) Link Service command is appli- 
@ble to only Class 1. In a unidirectional Class 1 
connection, any Basic Link Service request or 
reply may flow in either direction. 

21.2.1 Routing control 

R_CTL bits 31-28 (Word 0) are set = to 1000 to 
-indicate a Basic Link Data frame. The TYPE 

field (Word 2, bits 31-24) shall = 0000 0000 to 
indicate Basic Link Service. The command code 
of Basic Link Service commands shall be speci- 

fied in the R_CTL bits 27-24. Table 57 specifies 
the Basic Link Service command codes. 

I Table 57 - Basic Link Service command 

codes I 

Encoded 

Value 

Word 0, 

bits 27-24 

Description Abbr. 

I 0000 1 No Operation I NOP I 

I 0001 I Abort Sequence lmmmPmP ABTS I 

I 0010 1 Remove Connection 1 RMC 1 

I 0011 I Reserved I I 
Basic-Accept BA_ACC 

I 0101 I Basic-Reject 

21.2.2 Abort Sequence (ABTS) 

The Abort Sequence Basic Link Service frame 
shall be used 

a) by the Sequence Initiator to request that the 
Sequence Recipient abort one or more 
Sequences (see 21.2.2.1 and 29.7.1.1). 

b) by the Sequence Initiator or Sequence Recip- 
ient to request that the ABTS Recipient abort 
the entire Exchange (see 21.2.2.2). 

The decision to attempt to abort one or more 
Sequences may be determined by the Sequence 
Initiator (Sequence timeout) or the Sequence 
Recipient (ACK frame Abort Sequence Condition 
bits 5-4 or P_RJT frame). The Sequence Recip- 
ient may request that one or more Sequences in 
progress be aborted by setting the Abort 
Sequence Condition bits to a value of 0 1 on an 
ACK frame (see 18.5). The ABTS frame may be 
transmitted without regard to which N-Port 
holds, or may hold, the Sequence Initiative. 

21.2.2.1 Aborting Sequences using ABTS 

Using ABTS to abort one or more Sequences is 
specified in this section and 29.7.1.1. In this 
method, 

- none, one or multiple Sequences are aborted; 
- ABTS is transmitted by the Sequence Initiator 

of the last Sequence; and 
- ABTS is transmitted as part of the Open 

Sequence. 

The SEQ_ID of ABTS frame shall match the 
SEQ_ID of the last Sequence transmitted by the 
Sequence Initiator of the ABTS frame. Since 
ABTS is a continuation of the last transmitted 
Sequence, it shall be transmitted in the same 
Class of Service. Since Sequences shall not be 
streamed in more than one Class, the Class in 
which the ABTS is transmitted shall be the same 
Class in which an error, if any, occurred. The 
RX-ID and OX-ID specified in the ABTS 
Frame-Header shall be associated with the 
Exchange in which the Sequence Initiator has 
detected a potential error. 

F_CTL bits, such as First-Sequence, shall be set 
to match previous Data frames within this 
Sequence since the ABTS frame is part of the 

Sequence. F_CTL bits for Sequence Initiative 

(bit 16) and End-Sequence (bit 19) shall be set to 
one in order to transfer Sequence Initiative. 

I Others I reserved I I 
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ABTS Initiator 
Since ABTS is used for error recovery, the fol- 

lowing relaxed behaviors are allowed. An ABTS 
Initiator may transmit ABTS, even if 

- there is no end-to-end Credit available, 
* - it does not hold the Sequence Initiative, 

- there is no Sequence Open, 
- maximum number of Concurrent Sequences 

supported are in use, and 
- it is a Connection Recipient in Unidirectional 

Class 1 Connection. 

After transmitting the ABTS frame, an N-Port 
shall consider the status of the Exchange in 
which it was transmitted to be in an indetermi- 
nate condition and shall not deliver any 

‘1 Sequences or notification of Sequence delivery 
to an upper level until the Basic Accept is 
_---:.._-I -_-- ^^^^ So”- recovery, if any, is per- 

formed. Due to out of order delivery and special 
-K transmission rules, an ACK to a Dataka~me~ 

- - --ithin a Recovery-Qualifier range may mislead 
- - the Sequence Initiator of the ABTS prior to 

reception of the Basic Accept. 

NOTE - The ABTS frame is allowed to be transmitted 

after a Sequence timeout. The Sequence Initiator of 

the ABTS frame should reset the E_D_TOV and 

R_A_TOV timers when the ABTS frame is transmitted, 

just as any other Data frame transmitted for a 

Sequence. 
- _ 

ABTS Recipient 
When the ABTS request frame is received, the 
Sequence Recipient may abort no Sequences, 
one Sequence, or multiple Sequences based on 
the status of each Sequence within an Exchange 
and the Exchange Error Policy (see 29.6.1.1).: 
After receiving the ABTS frame, the Recipient 
shall determine a range of SEQCNT values 
found in error, if any, associated with the identi- 
fied Exchange. Data frames for any deliverable 
Sequences may be processed after the ABTS 
frame is received based on the policy for the 
Exchange, but before the Basic Accept is trans- 
mitted. 

Transmission of the Basic Accept to the ABTS 
frame is an atomic function in that any Data 
frames identified in the Recovery_Qualifier range 
(identified in Basic Accept Payload) shall be dis- 
carded after the Basic Accept is transmitted to 
the Sequence Initiator. The Basic Accept pro- 
vides a synchronization point between the 

Sequence Initiator and Sequence Recipient. The 

ABTS Sequence Recipient is not required to 

timeout waiting for any missing frames before 
transmitting the Basic Accept. The ABTS 

Sequence Recipient shall set F_CTL bit 16 = 0 
in the Basic Accept to indicate that it holds the 
Sequence Initiative for the Exchange or set it = 
1 to indicate that the ABTS Sequence Initiator 

holds the Sequence Initiative. 

The format of the Basic Accept Payload is shown 
in table 58. The SEQ_ID, if indicated as valid, 
shall be the last deliverable Sequence trans- 
mitted by the Sequence Initiator (of ABTS). If the 

SEQ_ID is indicated as invalid, then the 
Sequence Recipient has no information on the 
last deliverable Sequence. The low SEQ_CNT 
value shall be equal to the SEQ_CNT of the last 
Data frame of the last deliverable Sequence. 
The high SEQ_CNT value shall be equal to the 
SEQ_CNT of the ABTS frame. 

In the Basic Accept Payload, if the low SEQ_CNT 
= high S~EQ_CN? and the last valid SEQ_lD in 
the Basic Accept matches the last Sequence that 
was transmitted, then no Sequences have been 
aborted (all were deliverable), no 

Recovety_Qualifier is identified, and no recovery 
is required. If the low SEQ_CNT is not equal to 
the high SEQ_CNT or the last SEQ_ID is not the 
last Sequence transmitted, then at least one 
Sequence is in error. 

Recovery Qualifier 
If the ABTS frame was transmitted in Class 1, 
there shall be no Recovery_Qualifier. The 

Sequence Initiator of the ABTS frame may reuse 
SEQ_IDs at its discretion following the normal 
rules for SEQ_ID and SEQ_CNT and there is no 
timeout required. 

If the ABTS frame was transmitted in Class 2 or 
3 and a Sequence error has been indicated, a 
Recovety_Qualifier range shall be established 
for both N_Ports. If a Recovery_Qualifier exists, 
the Sequence Initiator of the ABTS frame shall 
discard ACK and Link-Response frames 

received which correspond to the 

Recovery_Qualifier between the low and high 
SEQ_CNT values. After transmission of the 

Basic Accept to the ABTS frame the Sequence 
Recipient of the ABTS frame shall discard Data 

frames received which correspond to the 
Recovety_Qualiher between the low and high 
SEQ_CNT values if a Recovery_Qualifier exists. 
While the Recovery_Qualifier exists, the 

Sequence Initiator shall not transmit Data frames 
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for the Recovery_Qualifier within the specified 

low and high SEQ_CNT values. 

If a Recovery_Qualifier has been established, 

based on the Basic Accept Payload, the 
Sequence Initiator of the ABTS shall issue a 
Reinstate Recovery Qualifier (RRQ) Extended 
Link Service request Sequence after waiting an 
R A TOV timeout period after reception of the - - 
Basic Accept (see 21.4.14). 

After the Basic Accept has been transmitted and 
the Sequence status has been posted in the 
Exchange Status Block as Aborted, if the 
Sequence Recipient receives any Data frames 
for the Aborted Sequence or Aborted Sequences 
(based on Recovery_Qualifier range), the frames 
shall be discarded. See 29.7.1 and 29.2.4 for 
more discussion on abnormal termination of 
Sequences and Sequence timeout. See 29.7.1.1 
for examples of the ABTS protocol which include 
several special cases such as the start of an 
Exchange and Class 3. Additional information 

-. .zgarding Sequence recovery and the effects of 
-- 

ABTS based on different Exchange Error Policies 
* z&also discussed. 

Following reception of the Basic Accept to the 
Abort Sequence frame, the Sequence Initiator 
may perform Sequence recovery under guidance 
from the appropriate FC-4. 

The addressing is fully specified by the D-ID and 
‘S-ID fields. 
Protocol: 

Abort Sequence request frame 
Basic Accept reply frame 

Format: FT_l 

Addressing: The D-ID field designates the desti- 
nation N-Port (Sequence Recipient) while the 
S-ID field designates the source N-Port 
(Sequence Initiator) which is requesting that a 
Sequence or Sequences be aborted. 
X-ID: Both the RX-ID and OX-ID shall corre- 
spond to the current values as determined by 
the Sequence Initiator of the ABTS frame. 

SEQ_ID, SEQ_CNT: The SEQ_ID shall be the 
same as the last Sequence transmitted for this 
Exchange by the N-Port transmitting ABTS, even 
if the last Data frame has been transmitted. The 
SEQ_CNT shall be set to a value one greater 
than the previous Data frame transmitted, indi- 
cating the highest SEQ_CNT transmitted for this 
SEQ_lD and the highest SEQ_CNT for this range 

of SEQ_CNTs over multiple Sequences. 

Payload: The Abort Sequence Basic Link 

Service command has no Payload. 

Reply Sequence: 

Basic Reject (BA_RJT) 
signifies rejection of the ABTS command, 
however, the Sequence may have been 
aborted without Sequence information (see 
21.2.4). 

Basic Accept (BA_ACC) 
signifies that the destination N-Port has 
aborted and discarded no Sequences, one 
Sequence, or multiple Sequences. 

- BA_ACC Frame Header (see 21.2.3) 
- Basic Accept Payload 

The format of the Basic Accept Payload is 
shown in table 58. 
The SEQ_ID, if indicated as valid, shall be 
the last deliverable Sequence transmitted 
by the Sequence Initiator. If the SEQ_ID is 
indicated as invalid, then the Sequence 
Recipient has no information on the last 
deliverable Sequence. 

The high SEQ_CNT shall be equal to the 
SEQ_CNT of t,he ABTS frame. The low 

SEQ_CNT value shall be one of the fol- 
lowing: 
- same as SEQ_CNT of the ABTS frame, 
- equal to the SEQ_CNT of the last Data 

frame of the last deliverable Sequence, 
or 

- equal to hex ‘00 00’. 

Payload is specified for each of the per- 
mitted cases. 

1. To indicate that the current Sequence in 
which ABTS has been received is the last 
deliverable Sequence, and no Sequences 
are aborted at its end, the Sequence Recip- 
ient shall set, in the BA_ACC payload, 
- SEQ_ID Validity = valid (hex ‘80’) 
- SEQ_ID = the SEQ_ID of the Sequence 

in which the ABTS has been received 
from the Sequence Initiator, and 

- Low SEQ_CNT = High SEQ_CNT = 
SEQ_CNT of the ABTS frame 

2. To indicate that it has the information on 
the last deliverable Sequence but one or 
more Sequences are aborted at its end, the 
Sequence Recipient shall set, in the 

BA_ACC payload, 
- SEQ_ID Validity = valid (hex ‘80’) 
- SEQ_ID = the SEQ_ID of the last deliv- 

erable Sequence received from the 
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SEQ_lD of the Sequence ,in 
frame has been received, 

equal to the 

which ABTS 

- Low SEQ_CNT = the SEQ_CNT of the 
last Data frame of the last deliverable 
Sequence 

- High SEQ_CNT = the SEQ_CNT of the 
ABTS frame 

3. To indicate that it has no information on 
the last deliverable Sequence, and One or 
more Sequences are aborted at its end, the 
Sequence Recipient shall set, in the 
BA_ACC payload, independent of Contin- 
uously Increasing SEQ_CNT use, 
- SEQ_ID Validity = invalid (hex ‘00’) 
- SEQ_ID = invalid in this case 

- Low SEQ_CNT = hex ‘00 00 
- High SEQ_CNT = the SEQ_CNT of the 

ABTS frame. 

ABTS sent in an Open or new Sequence 

Since ABTS is a continuation of the last trans- 
mitted Sequence, it shall be transmitted in the 
same Class of Service. Since Sequences shall 

not be streamed in more than one Class, the 
Class in which the ABTS is transmitted shall be 
the same Class in which an error, if any, 
occurred. The RX-ID and OX-ID specified in the 
ABTS Frame-Header shall be associated with 
the Exchange in which the Sequence Initiator 
has detected a potential error. 

21.2.2.2 Aborting an Exchange using ABTS 

F_CTL bits for Sequence Initiative (bit 16) and 
End-Sequence (bit 19) shall be set to one in 
order to transfer Sequence Initiative. If the 

ABTS frame is part of the last Sequence, F_CTL 
bits, such as First-Sequence, shall be set to 
match previous Data frames within this 
Sequence. If the ABTS is transmitted in a new 
Sequence, F_CTL bits shall be set to match the 
new Sequence. 

-- *sing ABTS to abort an Exchange is specified in 
_ -this section. In this method, 

*- an entire Exchange is aborted; 
- ABTS is transmitted by the Sequence Initiator 

or the Sequence Recipient of the last 
Sequence; and 

- ABTS is transmitted as part of the Open 
Sequence or in a new Sequence. 

- ABTS sent by the last Sequence Initiator in an 

Open Sequence 

If the last Sequence is Open and the Sequence 
Initiator of the last Sequence transmits the ABTS 
frame, the SEQ_ID of this ABTS frame shall 
match the SEQ_ID of the last Sequence trans- 
mitted by the last Sequence Initiator. The 

SEQ_CNT of the ABTS frame shall be one 
greater than the SEQ_CNT of the last Data frame 
transmitted for this last Sequence. 

ABTS by the last Sequence Recipient 

If the last Sequence Recipient chooses to 
transmit an ABTS frame, it shall transmit ABTS 
in a new Sequence with a SEQ_ID available for 
use from its N-Port as the Sequence Initiator. 
The new Sequence shall follow applicable rules 
for the Sequence. The Class in which the ABTS 
is transmitted shall be the same Class in which 
an error, if any, occurred. The RX-ID and OX-ID 
specified for the new Sequence shall be associ- 
ated with the Exchange in which the Sequence 
Recipient has detected a potential error. 

If the Sequence Initiator has not transferred the 
Sequence Initiative or has transferred the 
Sequence Initiative but has not received the con- 
firmation, but receives the ABTS frame then the 
Sequence Initiator shall abort the Exchange. 
Aborting the Exchange may be performed by one 
of the following two methods specified: 

ABTS sent by the last Sequence Initiator in a On receiving the ABTS, the ABTS Recipient may 
new Sequence set 
If the last Sequence has been completed and is 
therefore not Open, and the Sequence Initiator of 
the last Sequence transmits the ABTS frame, the 
ABTS shall be transmitted in a new Sequence 
with a valid SEQ ID not in use at that time. - 

a) the Last-Sequence bit to one in BA_ACC or 
b) the Last-Sequence bit to zero in BA_ACC fol- 

lowed by ABTX command. 

NOTE - If the Sequence Initiator has transferred the 
Sequence initiative, received the confirmation but 
receives ABTS, then it is treated as the ABTS sent by 
the new Sequence initiator and the corresponding 
rules are followed. 
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Protocol: 

Abort Sequence request frame 
Basic Accept reply frame 

Format: FT_l 
Addressing: The D-ID field designates the desti- 
nation N-Port (ABTS Recipient) while the S-ID 
field designates the source N-Port (ABTS Initi- 
ator) which is requesting that an Exchange be 
aborted. 
X-ID: Both the RX-ID and OX-ID shall corre- 
spond to the current values as determined by 
the Sequence Initiator of the ABTS frame. 
SEQ_ID, SEQ_CNT: 
1. If the Sequence Initiator is the ABTS initiator 
and a Sequence is Open, the SEQ_ID shall be 
the same as the last Sequence transmitted for 
this Exchange by the N-Port transmitting ABTS, 
even if the last Data frame has been transmitted. 
Ihe SEQ_CNT shall be set to a value one greater 
than the previous Data frame transmitted, indi- 
cating the highest SEQCNT transmitted for this 
SEQ_ID and the highest SEQ_CNT for this range 

-- _ &EQ_CNTs over multiple Sequences. 
^ - 2. If the Sequence Initiator is the ABTS Initiator 

. 2nd no Sequence is Open, the SEQ_ID shall be a 
n”ew valid value unused at that time and the 
SEQ_CNT shall be either continuously increasing 
from the latest Data frame transmitted in the last 
Sequence or binary zero. 
3. If the Sequence Recipient is the ABTS Initi- 
ator, the SEQ_ID shall be a new valid value 
unused at that time by that N-Port as a 

*Sequence Initiator and the SEQ_CNT shall be 
either continuously increasing from the latest 
Data frame transmitted in the last Sequence or 
binary zero. 
Payload: The Abort Sequence Basic Link 
Service command has no Payload. 
Reply Sequence: 

Basic Reject (BA_RJT) 
signifies rejection of the ABTS command, 
however,’ the Sequence may have been 
aborted without Sequence information (see 
21.2.4). 

Basic Accept (BA_ACC) 
signifies that the destination N-Port has 

aborted and discarded no Sequences, one 
Sequence, multiple Sequences, or the 

entire Exchange. 
- BA_ACC Frame Header (see 21.2.3) 

- BA_ACC Payload 

The format of the 

shown in table 58. 

Basic Accept Payload is 

The SEQ_ID, if indicated as valid, shall be 
the last deliverable Sequence received 

from the Sequence Initiator. If the SEQ_ID 
is indicated as invalid, then the Sequence 
Recipient has no information on the last 
deliverable Sequence. 

To abort an Exchange, the Last-Sequence 
bit shall be set to 1 and Low SEQ_CNT shall 
be hex ‘00 00’ and High SEQ_CNT hex ‘FF 
FF’. Payload for are specified for permitted 
cases: 

1. To indicate that it has the information on 
the last deliverable Sequence, and nothing 
is aborted at its end, the ABTS Recipient 
shall set, in the BA_ACC payload, 
- SEQ_ID Validity = valid (hex ‘80’) 
- SEQ_ID = the SEQ_ID of the last deliv- 

erable Sequence received from the 
ABTS Initiator, and 

- Low SEQ_CNT = High SEQ_CNT = 

SEQ_CNT of ABTS frame 

2. To indicate that it has no information on 
the last deliverable Sequence, and it is 
aborting the entire Exchange, the ABTS 
Recipient shall set the Last-Sequence 
F_CTL bit to 1 and shall set, in the BA_ACC 
payload, 
- SEQ_ID Validity = invalid (hex ‘00’), 
- SEQ_ID = invalid in this case 
- Low SEQ_CNT = hex ‘00 00’ and 
- High SEQ_CNT = hex ‘FF FF’ 

3. To indicate that it has information on the 
last deliverable Sequence, but it is aborting 
the entire Exchange due to uncertainty such 
as Sequence Initiative ownership, or lack of 
its capability to resolve the conflict, the 
ABTS Recipient shall set the 

Last-Sequence F_CTL bit to 1 and shall set, 
in the BA_ACC payload, 
- SEQ_ID Validity = valid (hex ‘80’) 
- SEQ_ID = the SEQ_ID of the last deliv- 

erable Sequence received from the 

ABTS Initiator, 
- Low SEQ_CNT = hex ‘00 00 and 
- High SEQ_CNT = hex ‘FF FF’. 
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t Table 58 - ABTS Basic Accept Payload I 

I Size 

-Byte 

SEQ_ID of last Sequence deliverable to 

Reserved I 2 

OX ID I 2 

RX-ID I 2 

Low SEQ CNT I 2 

High SEQ_CNT I 2 

'I 21.2.3 Basic Accept (BA_ACC) 

The Basic Accept (BA_ACC) is a single frame 
Link Service reply Sequence that notifies the 
transmitter of a Basic Link Service request 

- - -7rame that the request has been completed. The 
_ - Basic Accept Link Service reply Sequence shall 

Transfer the Sequence Initiative by setting the 
Sequence Initiative bit (Bit 16) to 1 in F_CTL on 

the last Data frame of the reply Sequence if the 

Sequence Initiative for the Exchange is held by 
the transmitter of the ABTS frame. The 
Sequence Initiative (Bit 16) shall be set to 0 to 
indicate that the transmitter of the Basic Accept 

- helds the Sequence Initiative for the Exchange. 
The OX-ID and RX-ID shall be set to match the 
Exchange in which the ABTS frame was trans- 
mitted. The SEQ_ID shall be assigned following 
the normal rules for SEQ_ID assignment. 
Protocol: 

Basic Accept (BA_ACC) is the reply Sequence to 
Abort Sequence Basic Link Service command. 
Format: FT_l 

Addressing: The D-ID field designates the 
source of the Link Service frame being accepted 
while the S-ID field designates the destination of 
the request Data frame Sequence being 
accepted. 
Payload: The Payload content is defined within 
individual Basic Link Service command (ABTS). 
Reply Sequence: 

none 

21.2.4 Basic Reject (BA_RJT) 

The Basic Reject (BA_RJT) is a single frame 
Link Service reply Sequence that notifies the 
transmitter of a Basic Link Service request 
frame that the request has been rejected. A 
four-byte reason code is contained in the 
Payload. Basic Reject may be transmitted for a 
variety of conditions which may be unique to a 
specific Basic Link Service request. The OX-ID 
and RX-ID shall be set to match the Exchange in 
which the Basic request frame was transmitted. 
The SEQID shall be assigned following the 
normal rules for SEQ_lD assignment. 
Protocol: 

BA_RJT may be a rep1.y Sequence to ABTS. 

Format: FT_l 
Addressing: The D-ID field designates the 
source of the Basic Link Service request being 
rejected while the S-ID field designates the des- 
tination of the request Data frame Sequence 
beino r&de& ~~~ ---9 -I 
Payload: The first word of the Payload shall 
contain four bytes to indicate the reason for 
rejecting the request (see figure 57 and tables 59 
and 60). 

Basic Application Reject data definition 

First Second Third Fourth 
Byte Byte Byte Byte 

Bits 

Reserved Reason Reason Vendor 

Code Expi anati on Unique 

Figure 57 - BA_RJT format 
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I Table 59 - BA_RJT reason codes I 

Encoded Value 

(Bits 23-16) 
Description 

I 0000 0001 
I 

Invalid 

Command code 

I 0000 0011 1 Logical error I 

0000 0101 Logical busy 

0000 0111 Protocol error 

0000 1001 

Others 

Unable to perform command 

request 

Reserved 

I 1111 1111 
I 

Vendor Unique Error 

(See Bits 7-0) 

The first error condition detected shall be the 
zrror reported. 

l Bits 23-16 Description 

Invalid Command code 

-- _ _ __-+he Command code 
_ rejected is invalid. 

-a- 

in the Sequence being 

Logical error 

The request identified by the Command code is 
invalid or logically inconsistent for the conditions 

present. 

Logical busy 

The Basic Link Service is logically busy and 
unable to process the request at this time. 

Protocol Error 

This indicates that an error has been detected 
which violates the rules of FC-2 protocol which 
are not specified by other error codes. 

Unable to perform command request 

The Recipient of a Link Service command is 
unable to perform the request at this time. 

Vendor Unique Error 

The Vendor Unique Error bits may be used by 
Vendors to specify additional reason codes. 

l Bits 15-8 Reason explanation 

Table 60 shows expanded explanations for Basic 
Link Service commands. 
Reply Link Service Sequence: 

none 

Table 60 - BA_RJT reason code explanation 

Encoded Value 

_ (Bits 15-8) I 

0000 0000 

0000 001 a 

Description 

No additional explanation 

Invalid OX ID-RX ID combination 

Applicable commands 
f 

ABTS 

ABTS 

0000 0101 

Others 

Sequence Aborted, no Sequence informa- 

tion provided 

Reserved 

ABTS 
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21.2.5 No Operation (NOP) Protocol: 

The No Operation Basic Link Service frame shall 
be used with delimiters appropriate to the Class 
in which it is being used. The Data-Field of a 
NOP frame shall be of zero size. However, the 

.F_CTL field and the SOF and EOF delimiters 
shall be examined and the appropriate action 
shall be taken by both the N-Port and Fabric, if 
present. A NOP frame may be used to initiate a 
Class 1 Connection using SOFci, initiate 
Sequences, terminate Sequences, or terminate 
Class 1 Connections in place of a normal Data 
frame when there is no Data to send. When 
used to remove Class 1 Connections, NOP shall 
use the normal remove connection procedure by 
using the E-C bit (see 28.4.3). 

Remove Connection request 
No reply frame 

Format: FT_l 
Addressing: The D-ID field designates the 
N-Port being requested to terminate the Class 1 
Connection while the S-ID field designates the 
N-Pot-t requesting removal. 
Payload: The RMC Basic Link Service command 
has no Payload. 
Reply Sequence: 

none 

21.3 Extended Link Services 

‘The OX-ID and RX-ID shall be set to match the 
Exchange in which the NOP is being transmitted. 
The SEQ_ID shall be assigned following 
normal rules for SEQ_ID assignment. 

-Erotocol: -- 

the 

An Extended Link Service request solicits a des- 
tination Port (F-Port or N-Port) to perform a 
function or service. The Information Category 
for a request is specified as Unsolicited Control. 
An Extended Link Service reply may be trans- 
mitted in answer to an Extended Link Service 
request. The Information Category for a reply is 
specified as Solicited Control. Each request or 
reply is composed of a single Sequence with the 
LS_Command code being specified in the first 
word of the Payload of the first frame of the 
Sequence. 

i 
_ - No Operation request 

+ No reply frame 

Format: FT_l 
Addressing: The D-ID field designates the desti- 
nation of the frame while the S-ID field desig- 
nates the source of the frame. 
Payload: The NOP Basic Link Service command 
has no Payload. ^ 
Reply Sequence: 

none 

21.2.6 Remove Connection (RIVE) 

The Remove Connection Basic Link Service 
frame shall be used to request immediate 
removal of a Class 1 Connection. An ACK frame 
ended by EOFdt shall be transmitted in response. 
This protocol overrides the normal negotiated 
remove connection procedure using the E-C bit 
in F_CTL. This method should not be used as 
the normal method to remove Class 1 Con- 
nections since all Open Sequences shall be 
abnormally terminated. See 28.4.3 for specific 
rules on removing connections and RMC. 

The OX-ID and RX-ID shall be set to match the 
Exchange in which the RMC is being transmitted. 
The SEQ_ID shall be assigned following the 
normal rules for SEQ_ID assignment. 

ANSI X3.230-1994 

Each Sequence may be composed of one or 
more frames. Normal rules for Exchange and 
Sequence management apply to Extended Link 
Service frames, Sequences, and Exchanges. 
The Accept to the following requests shall termi- 
nate the Exchange by setting the Last Sequence 
bit (Bit 20) to one on the last frame of the reply 
Sequence. The following Extended Link Service 
requests and the corresponding replies shall be 
performed within a single Exchange: 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

- 
- 

Abort Exchange 
Echo 
Login 
Logout 
Read Connection Status 
Read Exchange Status Block 
Read Link Error Status Block 
Read Sequence Status Block 
Read Timeout Value 
Reinstate Recovery Qualifier 
Request Sequence Initiative 
Test 
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Establish Streaming, Estimate Credit, and Advise 

Credit may be in a single Exchange or multiple 

Exchanges. 

21.3.1 Routing control 

R_CTL bits 31-28 (Word 0) are set = to 0010 to 
indicate an Extended Link-Data frame. The 
TYPE field for Extended Link Service frames 
shall = 0000 0001. The Information Category 
bits shall be set to unsolicited control for request 
Sequences and solicited control for reply 
Sequences. 

21.3.2 Extended Link Service command 
codes 

When R_CTL bits 31-28 and TYPE indicate 
‘Extended Link Service, the first word of the 
Payload (LS_Command code) of the request or 
reply Sequence shall be encoded as shown in 
table 61 with bits 23-O reserved. Subsequent 

^ . Ames, if any, for a request or reply Sequence 
^ - shall only contain additional Payload in the 

* Payload field (i.e. the LS_Command code is not 
zpeated in each frame). 

Table 61 - LS_Command codes 

Encoded 
Value 
(Bits 

Description Abbr. 

31-24) 

0000 0001 Link Service 

Reject 
LS_RJT 

0000 0010 Accept ACC 

0000 0011 N-Port Login PLOGI 

0000 0100 F-Port Login FLOGI 

0000 0101 Logout LOGO 

0000 0110 Abort Exchange ABTX 

0000 0111 Read Connection 

Status 
RCS 

0000 1000 Read Exchange 

Status Block 
RES 

0000 1001 Read Sequence 

Status Block 
RSS 

Request 
0000 1010 Sequence RSI 

Initiative 

0000 1011 

0000 1100 

0000 1101 

0000 1110 

0000 1111 

0001 0000 

0001 0001 

0001 0010 

Others 

Establish 

Streaming 

Estimate Credit 

Advise Credit 

Read Timeout 

Value 

Read Link Status 

Echo 

Test 

Reinstate 

Recovery Qualifier 

Reserved 

ESTS 

ESTC 

ADVC 

RN 

RLS 

ECHO 

TEST 

RRQ 

21.4 Extended Link Service requests 

A Sequence Initiator shall transmit a Link 
Service Sequence in order to solicit the destina- 
tion N-Pot-t to perform a link-level function or 
service. If an Extended Link Service request 
Sequence is transmitted without the transfer of 
Sequence Initiative, the Recipient shall abort the 
Exchange and not perform the request. An 
Extended Link Service Protocol is composed of 
an Extended Link Service request Sequence and 
an Extended Link Service reply Sequence. The 
last Data frame of an Extended Link Service 
request Sequence shall transfer the Sequence 
Initiative to the Recipient in order to allow the 
reply to be transmitted (see clause 24). The fol- 
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lowing Extended Link Service Protocols are 
defined: 

- 
- 

- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

Abort Exchange (ABTX) 

Advise Credit (ADVC) 
Echo (ECHO) 
Establish Streaming (ESTS) 
Login (FLOGUPLOGI) 
Logout (LOGO) 
Read Connection Status (RCS) 
Read Exchange Status Block (RES) 
Read Link Error Status Block (RLS) 
Read Sequence Status Block (RSS) 
Read Timeout Value (RTV) 
Reinstate Recovery Qualifier (RRQ) 
Request Sequence Initiative (RSI) 

The following Extended Link Service requests 
have no reply Sequence: 

3. 
- Estimate Credit 
- Test 

The following Extended Link Service requests 
-- _ -. - -p”and their replies shall be supported by an 

* - N-Port and others are optional. 

* FLOGI 

PLOGI 

LOGO 

RR4 (Class 2 and 3 only) 

An N-Port is not required to generate and send 
the PLOGI Extended Link Service request. 

4 However, if an N-Port receives PLOGI Extended 
Link Service request, the N-Port shall respond 
with the specified Link Service reply (ACC), or if 
PLOGI frame has invalid information, shall 
respond with LS_RJT. LS_RJT shall not be 
issued for the reason “PLOGI command not sup- 
ported”. 

NOTE - If an N-Port which does not generate PLOGI, 
is in a point-to-point topology, and has an 
N-Port-Name greater than the other N-Port’s, the 
other N-Port may timeout, waiting to receive PLOGI. 

All Extended Link Service requests, excluding 
ESTS, ESTC, and ADVC, and the corresponding 
replies shall be performed within a single 
Exchange (see 23.8 for the procedure using 
ESTS, ESTC, and ADVC). The Advise Credit 
request may also be performed in a separate 
Exchange. 

The Originator of the Link Service request shall 
assign an OX-ID when the request Sequence 
and Exchange are originated. If the only 

Exchange which the Responder has Open with 
the Originator’s N-Port is the one for the Link 

Service being performed, a value of hex ‘FFFF’ 
may be used. The Responder shall assign an 
RX-ID when the request Sequence is received. 
A value of hex ‘FFFF’ may be used if only one 
Exchange is Open with the Originator. 

Normal Sequence and Exchange management 
rules shall apply. See clause 24 for more infor- 
mation regarding use of F_CTL bits for Exchange 
and Sequence control as well as OX-ID, RX-ID, 
SEQ_ID, and SEQ_CNT. 

Payload 
Link Service requests and Link Service reply 
frames use an FT_l frame type. The Payload 
shall contain a multiple of four bytes of data 
based on the individual Link Service request or 
reply. If required, more than one frame may 
used to form a request or reply Sequence. 

be 

21.4.1 Link Service request collisions 

There are two Extended Link Service request 
Sequences in which a collision is possible with 
the other N-Port involved in the same target 
Exchange. Those two requests are Abort 
Exchange (ABTX) and Request Sequence Initi- 
ative (RSI). For example, N-Port (A) may 
transmit an ABTX request to N-Port (B) at the 
same time that N-Pot-t (B) transmits an ABTX 
request to N-Port (A) for the same target 
Exchange. 

If such an instance occurs, the Originator N-Port 
of the target Exchange shall reject the ABTX or 
RSI request Sequence with an LS_RJT with a 
reason code of Command already in progress. 
The Responder N-Port of the target Exchange 
shall honor and process the ABTX or RSI 
request Sequence normally. 

21.4.2 Abort Exchange (ABTX) 

The Abort Exchange Link Service request shall 
be used to request abnormal termination of an 
Open Exchange, in progress. A request to abort 
an Exchange shall only be accepted if the 
request is made by the Originator N-Port or the 
Responder N-Port of the target Exchange. 

A separate Exchange shall be used to abort the 
existing Exchange. The Payload shall contain 

the OX-ID and RX-ID for the Exchange being 
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aborted, as well as the S-ID of the N-Port which 

originated the Exchange. 

used, then the use of ABTS to precede or follow 

ABTX is optional. 

Transmission of an ABTX frame is allowed while 
the identified Exchange is Open (see 24.3.14). 

Both the Originator and Responder shall ensure 
that the OX-ID and RX-ID pair being terminated 
are currently associated with the OX-ID and 
RX-ID pair specified in the ABTX request. 

If an RX-ID other than hex ‘FFFF’ has not been 
received by the Sequence Initiator or the First 
Sequence of the Exchange has not completed 
successfully, the Abort Sequence Protocol shall 
be performed prior to attempting to Abort the 
Exchange using ABTX (see 29.7.1.1). This 
ensures that the Exchange Status Block exists 
and that both the OX-ID and RX-ID are assigned 
and known to both the Originator and 
Responder. 

In Class 1, both the OX-ID and RX-ID are avail- Payload: The format of the Payload is shown in 

able by the respective N-Ports for reuse after table 62. 

-. _Ue Exchange has been successfully aborted 
- - (Accept transmitted and received). If all frames . - 

are not accounted for in Class 2 or 3, a 
&zovery_Qualifier shall be established with a 
low SEQ_CNT of binary zero and a high 
SEQ_CNT of hex ‘FFFF’. 

I Table 62 - ABTX Payload 
I 

item 
Size 
-Bytes 

hex ‘06000000’ 4 

The N-Port which issues the ABTX request shall 
set the Recovery_Qualifier status in the Payload 
of the ABTX request to indicate whether it 

‘believes a Recovety_Qualifier is required or not 
required. If the ABTX indicates that a 
Recovery_Qualifier is not required, the Recipient 
of the ABTX may agree by transmitting an 
Accept reply Sequence or it may disagree by 
transmitting an LS_RJT with the reason code of 
Recovery_Qualifier required. 

If the ABTX requires a Recovery_Qualifier in its 
Payload and it is Accepted by the destination 
N-Port, then the N-Port which requested the 
ABTX shall transmit a Reinstate Recovery Qual- 
ifier (RRQ) Extended Link Service request fol- 
lowing an R A TOV timeout in order to free -- 
those Exchange resources. 

Any Active or Open Sequences associated with 
the Exchange are abnormally terminated by 
each N-Port. The ACC reply confirms that all 
Sequences and the Exchange have been abnor- 
mally terminated. It also confirms the presence 
or absence of a Recovery_Qualifier. If ABTX is 

The addressing is fully specified by the D-ID and 

S-ID fields. 
Protocol: 

Abort Exchange request Sequence 
Accept reply Sequence 

Format: FT_l 
Addressing: The D-ID field designates the desti- 
nation N-Port of the Exchange being aborted 
while the S-ID field designates the source 
N-Port which is requesting that the Exchange be 

aborted. 
X-ID: A separate and distinct Exchange shall be 
required other than the Exchange being aborted 
in order to properly track status. 
SEQ_ID, SEQ_CNT: The SEQ_ID and the 
SEQ_CNT shall be appropriate for an Active 
Sequence. 

Recovery_Qualifier status 
hex ‘00’ no Recovery Qualifier 1 

hex ‘80’ Recovery_Qualifier required 

Oriainator S ID I 3 

OX_lD I 2 

RX-1 D 

Association Header 
(optionally required) 

2 

32 

If the Sequence Recipient has indicated that 
X-ID reassignment is required during Login, the 
Sequence Initiator shall include the Association 
Header in the Payload of the ABTX request asso- 
ciated with the Exchange being aborted imme- 
diately following the first three words. 
Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the ABTX command 

(see 21.5.2) 
Accept (ACC) 

signifies that the destination N-Port has ter- 

minated the Exchange. 
- Accept Payload 

144 210 of 462



ANSI X3.230-1994 

The format of the Accept Payload is 

shown in table 63. 

I Table 63 - ABTX Accept Payload 
I 

Item I Size 
-Byte 

hex ‘02000000’ I 4 

21.4.3 Advise Credit (ADVC) 

The ADVC Link Service request shall be used to 
advise the destination N-Port of the estimated 
end-to-end Credit which the source N-Port 
requests to be allocated. The ADVC Link 
Service request shall be a separate Sequence. 
It may also be requested in a separate 

‘* Exchange. See 23.8.2.3 for the usage of this 
frame. The ADVC request may also be used 
independently from the Estimate Credit proce- 
dure (see 23.8). 

_Jrotocol: 
- - 

_ - Advise Credit request Sequence 
4c Accept reply Sequence 

* 

Format: FT_l 
Addressing: The S-ID field designates the 
source N-Port requesting Credit revision. The 
D-ID field designates the destination N-Port. 
Payload: The format of the Payload is shown in 
table 64. The Payload shall contain estimated 
G-edit (M+l) in the end-to-end Credit field of the 
appropriate Class Service Parameters (see 23.6) 
as indicated by the Class Validity bit. The Class 

Validity bit = 1 for each Class Service Parame- 
ters of the ADVC Payload identifies the Class for 
which a revised end-to-end Credit is requested. 
The other Service Parameter fields shall be 
ignored by the receiver. 

Table 64 - ADVC Payload 7 
Item 

Size I I -Bytes 

I hex ‘ODOOOOOO’ I 4 I 

I Common Service Parameters I 16 I 

I 8 I 1 N-Port-Name 

I Node-Name I 8 I 
I Class 1 Service Parameters 1 16 1 

I Class 2 Service Parameters 1 16 I 

I Class 3 Service Parameters I 161 
I Reserved I 16 I 

I Vendor Version Level I 16 1 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the ADVC command 
(see 21.5.2) 

Accept (ACC) 
signifies successful completion of the ADVC 
function and permanently replaces the end- 
to-end Credit in effect for the current N-Port 
Login. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 65. The Payload shall 
contain the revised end-to-end Credit 
allocated in the Credit field for the appro- 
priate Class Setvice Parameters as indi- 
cated by the Class Validity bit. Th’e 
revised end-to-end Credit shall replace 
the end-to-end Credit for the current 
Login for the N-Port transmitting the 
Accept Sequence (see 23.6.8.7). The 
Class Validity bit = 1 for each Class 
Service Parameter group of the ADVC 
Payload identifies each Class for which 
the end-to-end Credit is updated or 
revised. The other Service Parameter 
fields shall be ignored by the receiver. 
This revised end-to-end Credit value is 
determined by the destination N-Port 
based on its buffering scheme, buffer 
management, buffer availability, and 
N-Port processing time. See 23.8.2.3 for 
the determination of this value. 
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Table 65 - ADVC Accept Payload 

Item 
Size 
-Bytes 

hex ‘02000000’ 4 

Common Service Parameters 16 

_ N-Port-Name 8 

Node-Name 8 

Class 1 Service Parameters 16 

Class 2 Service Parameters 16 

Class 3 Service Parameters 16 

Reserved 16 

I Vendor Version Level 1 16 1 

21.4.4 Echo (ECHO) 
‘. 

P 

The Echo Extended Link Service request 
Sequence shall consist of a single frame 
requesting the Recipient to transmit the Payload 
contents, following the LS_Command, back to 

5% Initiator of the Echo command in the same 
arder as received using the ACC reply Sequence 
Insisting of a singe frame. The Echo frame 
shall indicate End-Sequence and Sequence Initi- 
ative transfer as well as other appropriate F_CTL 
bits. The Echo Extended Link Service request 
provides a means to transmit a Data frame and 
have the Payload content returned for a simple 
loop-back diagnostic function. The Echo 

-command shall be transmitted as a one frame 
Sequence and the ACC reply Sequence is also a 
one frame Sequence. The Echo Protocol shall 
be transmitted as an Exchange which is sepa- 
rate from any other Exchange. The Echo Pro- 
tocol is applicable to Class 1, 2, and 3. 
Protocol: 

Echo request Sequence 
Accept reply Sequence 

Format: FT_l 
Addressing: The D-ID field designates the desti- 
nation of the request while the S-ID field desig- 
nates the source of the request. 
Payload: The format of the Payload is shown in 
table 66. 

I Table 66 - ECHO Payload 

Item I Size 
-Byte 

hex ‘10000000’ I 4 

I ECHO data 
max I I frame 

The Payload size is limited by the smallest Data 
Field size supported by the destination N-Port, 
the Fabric, and the source destination N-Port for 
the Class of Setvice being used since the Accept 
frame shall be equal in size to the Echo Data 
Field size. 
Reply Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the ECHO command 
(see 21.5.2) 

Accept (ACC) 
signifies successful completion of the ECHO 
function. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 67. The Payload shall 
contain the ECHO data contained in the 
Payload of the ECHO request frame. 

I Table 67 - ECHO Accept Payload I 

Item 
Size I I -Bytes 

hex ‘02000000’ 

ECHO data 

4 

= 

Echo 

21.4.5 Estimate Credit (ESTC) 

The ESTC Link Service request shall be used to 
estimate the minimum Credit required to achieve 
the maximum bandwidth for a given distance 
between an N-Port pair. The ESTC Link Service 
request shall have the frame size as determined 
by Login with the destination N-Port. 

The Class of the SOF delimiter of the ESTC 
request identifies the Class for which Credit is 
being estimated. The destination N-Port shall 
acknowledge Data frames as specified by its 
Login parameters. See 23.8.2.2 for the usage of 

this frame. 
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Protocol: 

Estimate Credit request Sequence 

No reply Sequence 

Format: FT_l 
Addressing: The S-ID field designates the 
source N-Port requesting the Credit estimate. 
The D-ID field designates the destination N-Port 
specified in the Establish Streaming frame. 
Payload: The format of the Payload is shown in 
table 68. The first word of the Payload of the 
first frame of the Sequence shall contain the 
LS_Command code. The remainder of the 
Payload shall be the size as determined by 
Login. The content of the Payload after the 
LS_Command and for subsequent frames shall 
be valid data bytes. 

* 
Table 68 - ESTC Payload 

Item 

hex ‘OCOOOOOO’ 
- - 

_ - Any data 

* 

Reply Link Service Sequence: 

None 

Size 
-Bytes 

4 

max 

21.4.6 Establish Streaming (ESTS) 

- The ESTS Link Service request Sequence 
requests a temporary allocation of Credit known 
as Streaming Credit large enough to perform 
continuous streaming of Data frames. The SOF 

delimiter of the ESTC request identifies the Class 
for which Credit is being estimated. See 23.8.2.1 
for the usage of this frame. 
Protocol: 

Establish Streaming request Sequence 
Accept reply Sequence 

Format: FT_l 
Addressing: The S-ID field designates the 
source N-Port requesting Streaming. The D-ID 
field designates the destination N-Port 
addressed. 
Payload: The format of the Payload is shown in 
table 69. 

Table 69 - ESTS Payload 
I 

Item 
Size 
-Bytes 

hex ‘OBOOOOOO’ 4 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 

signifies rejection of the ESTS command 
(see 21.5.2) 

Accept (ACC) 
signifies successful completion of the ESTS 
function. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 70. The Payload shall 
contain Streaming Credit (L) allocated in 
the Credit field of the appropriate Class 
Service Parameters. The Class Validity 
bit = 1 identifies the Class which con- 
tains the Streaming Credit (L). The other 
Service Parameter fields shall be 
ignored by the receiver. 

~ Table 70 - ESTS Accept Payload 
I 

Item 
Size 
-Bytes 

hex ‘02000000’ 4 

Common Service Parameters 1 16 1 

N-Port-Name a 

Node-Name a 

Class 1 Service Parameters 16 

Class 2 Service Parameters 16 

Class 3 Service Parameters 

Reserved 16 

Vendor Version Level 16 

21.4.7 Login (FLOGVPLOGI) 

The Login Link Service request shall transfer 
Service Parameters from the initiating N-Port to 
the N-Port or F-Port associated with the Desti- 
nation Identifier. The PLOGI frame provides the 
means by which an N-Port may request Login 
with another N-Port prior to other Data frame 
transfers. The FLOGI frame provides the means 
by which an N-Port may request Login with the 
Fabric (see 23.1). The term LOGI shall be con- 
sidered to be equivalent to PLOGI or FLOGI. 
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The interchange of Login information shall estab- 

lish the operating environment between the two 

N-Ports or between an N-Port and F_Port. 
Three Classes of Service are available 
depending on the support provided by the 
Fabric, if present. See 23.6 for a definition of 

Service Parameters. 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the LOGI command 

(see 21.5.2) 

Accept (ACC) 
signifies successful completion of the LOGI 
command 

In order to Login with the Fabric and determine 
the Fabric operating characteristics, an N-Port 
shall specify the Destination Identifier as the 
well-known F-Port Identifier (i.e., hex ‘FFFFFE’). 

- Accept Payload 
The format of the Accept Payload is 
shown in table 72 (see 23.6). 

I 

Table 72 - LOGi Accept Payioad ’ 

In order to direct the Login Link Service frame to 
a Fibre Channel Service, an N-Port shall specify 

theappropriate well-known~ Address Identifier 
(see table 33 in 18.3). 

When an N-Port receives a Login from an 
fl_Port, all Active or Open Sequences with the 
N-Port performing reLogin shall be abnormally 
terminated. 
Protocol: 

---?ogin request Sequence 
. - Accept reply Sequence 

&mat: FT_l 
Addressing: The S-ID field designates the 

source N-Port requesting Login. If unidentified, 
as in Fabric Login, binary zeros are used. The 
D-ID field designates the destination N-Port or 
F-Port of the Login. 

_Payload: The format of the Payload is shown in 
table 71. 

I Table 71 - LOGI Payload I 

Item 
Size I I -Bytes 

I hex ‘03000000’ for PLOGI 
hex ‘04000000’ for FLOGI I I 

4 

Common Service Parameters 16 

N-Port-Name a 

Node-Name a 

Class 1 Service Parameters 16 

Class 2 Service Parameters 16 

Class 3 Service Parameters 16 

Reserved 16 

Vendor Version Level 16 

Item 
Size 

-Bytes 

._^^^^^^^. 
i hex wzuuuuuu~ ~~ i 4 i 

Common Service Parameters 16 

Port Name a 

Node-Name or Fabric-Name a 

Class 1 Service Parameters 16 

Class 2 Service Parameters I 16 I 

Class 3 Service Parameters 16 

Reserved 16 

I Vendor Version Level I ‘6 I 

21.4.8 Logout (LOGO) 

The Logout Link Service request shall request 
invalidation of the Service Parameters and 
Port-Name which have been saved by an 
N-Port, freeing those resources. This provides a 
means by which an N-Port may request Logout 
or remove service between two N-Ports. (see 
23.5) 

The N-Port Identifier and Port-Name of the 
N-Port requesting Logout is identified in the 
Payload. This allows an N-Port to Logout its old 
Identifier using a new Identifier after its native 
N-Port Identifier has changed. Both the Source 
N-Port and the Destination N-Port of the Logout 
request Sequence shall abnormally terminate all 
Open Exchanges which used the N-Port identi- 
fier indicated in the Payload of the Logout 
request Sequence. 
Protocol: 

Logout request Sequence 

Accept reply Sequence 

Service Parameters are defined in 23.6. Format: FT_l 
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Addressing: The S-ID field designates the Addressing: The S-ID field designates the 

source N-Pot-l requesting Logout. The D-ID field source N-Port requesting Connection status. 

designates the destination N-Pot-t of the Logout The D-ID field is the Fabric Controller, hex 

request. ‘FFFFFD’. 
Payload: The format of the Payload is shown in 

table 73. 

Payload: The format of the Payload is shown in 
table 75. The first word of the Payload shall 
contain the LS_Command code. The second 
word shall contain the N-Port address identifier 
for which Connection status is being requested. 

Table 73 - LOGO Payload 

item 
Size 
-Byte 

hex ‘05000000’ 

Reserved 

4 

1 

N-Port Identifier 3 

Port Name 8 

‘I Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the LOGO command 
(see 21.5.2) 

-- Accept (ACC) 
- - 

. - 
signifies that Service has been removed. 

- Accept Payload: 
-+Y- 

The format of the Accept Payload is 
shown in table 74. 

Table 74 - LOGO Accept Payload 

Item 
Size 
-Byte 

- I- hex ‘02000000’ I 4 I 

I Table 75 - RCS Payload I 

Item 
Size I I -Bytes 

hex ‘07000000’ 4 

reserved 1 

N-Port Identifier I 3 I 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the RCS command 
(see 21.52) 

Accept (ACC) 
signifies that the Fabric has completed the 
request. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 76. 

I Table 76 - RCS Accept Payload I 

Size I I -Bytes 

21.4.9 Read Connection Status (RCS) hex ‘02000000’ 4 

Connection Status (Word 1. bits 31-24) 1 

The RCS Link Service request Sequence 
requests the Fabric Controller to return the 
current Dedicated Connection status for the 
N-Pot-t specified in the Payload of the RCS 
frame. The RCS request provides the means by 
which an N-Pot-t may interrogate the Fabric for 
the Connection status of other N-Ports within the 
Fabric. 

In order to direct the RCS Link Service request 
frame to the Fabric, an N-Pot-t specifies the Des- 
tination Identifier as a well-known Fabric Con- 

troller address (i.e., hex ‘FFFFFD’). 
Protocol: 

Read Connection Status request Sequence 
Accept (ACC) reply Sequence 

Format: FT_l 

I N-Port Identifier (Word 1, bits 23-O) I 3 I 

Connection Status Codes: 

Bit 31 - Connect-request delivered 

If bit 31 is zero, the specified N-Port is either not 
Connected, or is involved in an Established Con- 
nection based on the setting of bit 29. If bit 31 is 
one, a connect-request has been delivered to the 

specified N-Port, but the N-Port has not yet 
responded with a proper response frame and a 
Dedicated Connection does not yet exist. 

Bit 30 - Connect-request stacked 

If bit 30 is zero, no connect-request is stacked 
for the specified N-Port on behalf of the 
requesting N-Port. If bit 30 is one, one or more 
connect-requests are stacked, but have not been 
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delivered to the specified N-Port on behalf of the 

requesting N-Pot-t. 

Bit 29 - Connection established 

If bit 29 is zero, the specified N-Port in the RCS 

request is not in a Dedicated Connection. If bit 
29 is one, the specified N-Port is involved in a 
Dedicated Connection. When bit 29 is one, the 
address identifier in bits 23-O identifies the other 
N-Port involved in the Dedicated Connection. 

Bit 28 - Intermix mode 

If bit 28 is zero, the N-Port specified in the RCS 
frame is not functioning in Intermix mode. If bit 
28 is one, the N-Pot-t specified in the request is 
functioning in intermix mode. An N-Port is func- 
tioning in intermix mode if both the N-Port and 
the F-Port have both previously indicated that 
each supports intermix during Login. See 23.6 
a’#d 22.4 for more discussion of intermix. 

Bits 23 - 0 

Bits 23 through 0 specify the address identifier of 
-N-Port involved in a Dedicated Connection 

- -with the other N-Port specified by the RCS Link 
-S&vice request Sequence frame (i.e., bit 29 = 

1). 

21.4.10 Read Exchange Status Block 

(R ES) 

The RES Link Service request Sequence 
Fequests an N-Port to return the Exchange 
Status Block for the RX-ID or OX-ID originated 
by the S-ID specified in the Payload of this 
request Sequence. The specification of OX-ID 
and RX-ID may be useful or required information 
for the destination N-Port to locate the status 
information requested. A Responder destination 
N-Port would use RX-ID and ignore the OX-ID. 
Similarly, the Originator would use the OX-ID 
and ignore the RX-ID. This provides the N-Port 
transmitting the request with information 
regarding the current status of the Exchange 
specified. 

If the destination N-Port of the RES Fequest 
determines that the SEQ_ID, Originator S-ID, 
OX-ID, or RX-ID are inconsistent, then it shall 
reply with an LS_RJT Sequence with a reason 
code that it is unable to perform the command 
request. 

Protocol: 

Read Exchange Status request Sequence 

Accept (ACC) reply Sequence 

Format: FT_l 
Addressing: The S-ID field designates the 

source N-Port requesting the Exchange Status 
Block. The D-ID field designates the destination 
N-Port to which the request is being made. 
Payload: The format of the Payload is shown in 
table 77. The Payload shall include an Associ- 
ation Header for the Exchange if the destination 

N-Port requires X-ID reassignment. 

Table 77 - RES Payload 

Item 
Size 

-Byte: 

I hex ‘08000000’ I 4 

RX-1 D 

Association Header 
(optionally required) 

2 

32 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the RES command 
(see 21.5.2) 

Accept 
signifies that the N-Pot-t has transmitted the 
requested data. 

- Accept Payload: 
The format of the Accept Payload is 
shown in table 78. The format of the 
Exchange Status Block is specified in 
24.8.1. 

Table 78 - RES Accept Payload I 

Item 
Size I I -Bytes 

hex ‘02000000’ 4 

Exchange Status Block (see 24.8.1) N 

Association Header 
(optionally required) I I 

32 
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21.4.11 Read Link Error Status Block 21.4.12 Read Sequence Status Block 
(RLS) WS) 

The RLS Link Service request Sequence 

requests an N-Port or F-Port to return the Link 

Error Status Block associated with the Port Iden- 

1 tifier specified in the Payload of this frame. This 

provides the N-Port transmitting the request with 

information regarding Link Errors detected within 

the destination N-Port or F-Port. If an F-Port 

does not support the Link Error Status Block, it 

shall reply with an LS RJT with a reason code of 

unable to perform command request. 

Protocol: 

Read Link Error Stat’us request Sequence 

Accept (ACC) reply Sequence 

Format: FT_l 

‘I Addressing: The S-ID field designates the 

source N-Port requesting the Link Error Status 

Block. The D-ID field designates the destination 

N-Port or F-Port (FFFFFE) to which the request is 

_-being made. 
- - 

Payload: The format of the Payload is shown in 
. - 

table 79. 
4- 

Table 79 - RLS Payload 

Item 
Size I I -Bytes 

hex ‘OFOOOOOO’ I 4 I 

reserved 

Port Identifier 

1 

3 

Reply Link Service Sequence: 

Service Reject (LS_RJT) 

signifies rejection of the RLS command 

(see 21.5.2) 

Accept 

signifies that the N-Port has transmitted the 

requested data. 

- Accept Payload: 

The format of the Accept Payload is 

shown in table 80. The format of the 

Link Error Status Block is specified in 

29.8. 

Table 80 - RLS Accept Payload 
I 

Item 
Size 
-Bytes 

hex ‘02000000’ 4 

Link Error Status Block (see 29.8) I 24 I 

The RSS Link Service request Sequence 

requests an N-Port to return the Sequence 

Status Block for the SEQ_ID specified in the 

Payload of this frame. The Payload also speci- 

fies the S-ID of the Exchange Originator as well 

as the associated OX-ID and RX-ID. The specifi- 

cation of OX-ID and RX-ID may be useful or 

required information for the destination N-Port to 

locate the status information requested. A 

Responder destination N-Pot-t may use RX-ID 

and ignore the OX-ID. Similarly, the Originator 

would use the OX-ID and ignore the RX-ID. This 

provides the N-Port transmitting the request with 

information regarding the current status of the 

Sequence it identified. 

If the destination N-Port of the RSS request 

determines that the SEQ_ID, Originator S-ID, 

OX-ID, or RX-ID are inconsistent then it shall 

reply with an LS_RJT Sequence with a reason 

code that it is unable to perform the command 

request. 

Protocol: 

Read Sequence Status request Sequence 

Accept (ACC) reply Sequence 

Format: FT_l 

Addressing: The S-ID field designates the 

source N-Port requesting the Sequence Status 

Block. The D-ID field designates the destination 

N-Port to which the request is being made. 

Payload: The format of the Payload is shown in 

table 81. 

Table 81 - RSS Payload 

Item 
Size 
-Byte 

hex ‘09000000’ 4 

SEQ_lD 1 

Originator S-ID I 3 

OX ID I 2 

RX-ID I 2 
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Reply Link Service Sequence: Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the RSS command 

(see 21.52) 

Accept 

Service Reject (LS_RJT) 
signifies rejection of the RTV command 

(see 21.5.2) 
Accept 

signifies that the N-Port has transmitted the 
requested data. 

- Accept Payload: 
The format of the Accept Payload is 
shown in table 82. The format of the 
Sequence Status Block is specified in 
24.8.2. 

signifies that the N-Port or F-Port has 
transmitted the requested data. 

- Accept Payload: 
The format of the Accept Payload is 
shown in table 84. Timeout values are 
specified as a count of 1 millisecond 
increments. Therefore, a value of hex 
‘OOOOOOOA’ specifies a time period of 10 

milliseconds. 

Item 
Size 
-Bytes 

hex '02000000' 4 

I- Sequence Status Block (see 24.8.2) 1 Ni 

21.4.13 Read Timeout Value (RTV) 
_- 

- - The RTV Link Service request Sequence 
. ?&quests an N-Port or F-Port (hex ‘FFFFFE’) to 

r:turn the Resource_Allocation_Timeout Value 
(R_A_TOV) and the Error_Detect_Timeout Value 
(E_D_TOV) in the Accept reply Sequence. This 
provides the N-Port transmitting the request with 
information regarding these values from another 
N-Port or from the F_Port. Usage of E D TOV -- 
and R A TOV is discussed in 29.2.1. -- 

‘Profocol: 

Read Timeout Value (RTV) request Sequence 
Accept (ACC) reply Sequence 

Format: FT_l 
Addressing: The S-ID field designates the 
source N-Port requesting the timeout interval 
values. The D-ID field designates the destina- 
tion N-Pot-t or F-Port to which the request is 
being made. 
Payload: The format of the Payload is shown in 
table 83. 

I Table 83 - RTV Payload I 

Item 
Size 
-Bytes 

hex ‘OEOOOOOO’ 4 

I Table 84 - RTV Accept Payload I 

Item 
Size 
-Bytes 

hex ‘02000000’ 4 

Value 

( R_A_TOV) (see 29.2.1) I I 
4 

Error Detect I-- Timeout Value (E_D_TOV) 

I I 
4 

21.4.14 Reinstate Recovery Qualifier 

WRQ) 

The Reinstate Recovery Qualifier Link Service 
request shall be used to notify the destination 
N-Port that the Recovery_Qualifier shall be 
available for reuse. The Recovery_Qualitier 
(S-ID, D-ID, OX-ID, RX-ID, and low SEQ_CNT - 
high SEQ_CNT) shall be associated with an 
Exchange in which the Abort Sequence or Abort 
Exchange was previously performed. 

In the case of Abort Exchange, the ESB and 
Recovery_Qualifier are immediately available for 
reuse. In the case of Abort Sequence Protocol, 
the Recovery_Qualifier is purged. A request to 
Reinstate the Recovery_Qualifier shall only be 
accepted if the request is made by the Originator 
N-Pot-t or the Responder N-Pot-t of the target 
Exchange. 

A separate Exchange shall be used to reinstate 
the Recovery_Qualifier. The Payload shall 

contain the OX-ID and RX-ID for the Exchange 
Recovery_Qualifier, as well as the S-ID of the 

N-Port which originated the Exchange. 

Resources associated with the OX-ID in the 
Originator, and with the RX-ID in the Responder, 
shall be released following transmission and 
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reception of the Accept reply Sequence if the 

Exchange had bee,n aborted with ABTX. 

Both the Originator and Responder shall ensure 

that the OX-ID and RX-ID pair being terminated 
are currently associated with the OX-ID and 
RX-ID pair specified in the RRQ request. 

The Recovery_Qualifier range shall be timed out 
for an R A TOV timeout period (i.e., RRQ shall - - 
not be transmitted until an R A TOV timeout -- 
period after BA_ACC for ABTS or ACC for ABTX 
has been received) by the N-Port which trans- 
mitted and successfully completed either the 
ABTX or the ABTS frame. 

The addressing is fully specified by the D-ID and 
S-ID fields. 

‘- Protocol: 

Reinstate 
Sequence 

Recovery_Qualitier request 

Accept reply Sequence 

- - >orrnat: FT_l 
. - Addressing: The D-ID field designates the desti- 

*nation N-Port of the RRQ request Sequence 
while the S-ID field designates the source 
N-Port which is requesting that the 
Recovery_Qualifier be reinstated. 
X-ID: A separate and distinct Exchange is 
required. 
SEQ_ID, SEQ_CNT: The SEQ_ID and the 

_ SEQ_CNT shall be appropriate for an Active 
Sequence. 
Payload: The format of the Payload is shown in 
table 85. 

I Table 85 - RRQ Payload I 

Item 
Size I I -Bytes 

I hex ‘12000000’ I 4 I 

reserved 

Originator S-ID 

1 

3 

0X-l D 2 

RX-1 D 2 

Association Header 
(optionally required) 

32 

If the Sequence Recipient has indicated that 
X-ID reassignment is required during Login, the 
Sequence Initiator shall include the Association 
Header in the Payload of the RRQ request asso- 

ciated with the Exchange for which the 

Recovery_Qualifier is being reinstated. 
Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the RRQ command 

(see 21.5.2) 
Accept (ACC) 

signifies that the destination N-Port rein- 
stated the Recovery_Qualifier. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 86. 

I Table 86 - RRQ Accept Payload I 

Item 
Size I I -Bytes 

I hex ‘02000000’ I 4 I 

21.4.15 Request Sequence Initiative 

WI) 

The Request Sequence Initiative Link Service 
request shall be used to request that Sequence 
Initiative be passed to the Sequence Recipient of 
an Exchange in progress. A request to pass 
Sequence Initiative shall only be accepted if the 
request is made by the Originator N-Port or the 
Responder N-Port of the target Exchange. A 
separate Exchange shall be used to perform the 
Request Sequence Initiative. The Payload shall 
contain the OX-ID and RX-ID for the target 
Exchange, as well as the S-ID of the N-Port 
which originated the Exchange. The Accept 
reply is sent subsequent to the transfer of 
Sequence Initiative on the target Exchange. 

Transmission of RSI is allowed while the identi- 
fied Exchange is Open. Both the Originator and 
Responder shall ensure that the OX-ID and 
RX-ID pair for which Sequence Initiative is being 
passed are currently associated with the OX-ID 
and RX-ID pair specified in the RSI request. 

If there are any Sequences Active for the target 
Exchange, the Sequence Initiator of the Active 
Sequence of the target Exchange shall terminate 
them and transfer Sequence Initiative as follows: 

- If there is an Active Sequence for which the 
last Data frame has not been transmitted, the 
Sequence Initiator of the target Exchange 
shall terminate the Sequence by transmitting 
a Data frame with the End-Sequence and 

Sequence Initiative bits set to 1. 
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- If there are no Data frames to be sent for the 

Active Sequence, the Sequence Initiator of the 
target Exchange shall transmit a NOP Basic 

Link Service frame with the End-Sequence 
and Sequence Initiative bits set to 1 in F_CTL. 

If there are no Sequences Active, the Sequence 
Initiator of the target Exchange shall tran’sfer 
Sequence Initiative by initiating a new Sequence 
consisting of a single NOP Basic Link Service 
frame (a one frame Sequence) with the 

End-Sequence and Sequence Initiative bits set 
to 1 in F_CTL. 

The Accept to the Exchange requesting 
Sequence Initiative shall be transmitted after 
Sequence Initiative has been passed (see 24.6.4) 
on the target Exchange. 

‘the addressing is fully specified by the D-ID and 
S-ID fields. 
Protocol: 

Request Sequence Initiative request Sequence 
- - --Accept reply Sequence 

* &at: FT_l 
Addressing: The D-ID field designates the desti- 
nation N-Port of the Exchange for which 
Sequence Initiative is being requested and the 
S-ID field designates the source N-Port which is 
requesting Sequence Initiative. 
X-ID: A separate and distinct Exchange is 
required other than the Exchange for which 

-Sequence Initiative is being requested in order 
to properly track status. 
SEQ_ID, SEQ_CNT: The SEQ_ID and the 
SEQ_CNT shall be appropriate for an Active 
Sequence. 
Payload: The format of the Payload is shown in 
table 87. 

Table 87 - RSI Payload 

Item 
I 

Size 
-Byte 

hex ‘OAOOOOOO’ 4 

reserved 1 

Originator S ID I 3 

OX-ID I 2 

RX ID I 2 

Association Header 
(optionally required) I 

32 

If the Sequence Recipient has indicated that 
X-ID reassignment is required during Login, the 

Sequence Initiator shall include the Association 
Header in the Payload of the RSI request associ- 
ated with the Exchange for which the Sequence 

initiative is being requested iinmediately fol- 
lowing the first three words. 
Reply Link Service Sequence: 

Service Reject (LS_RJT) 
signifies rejection of the RSI command (see 
21.5.2) 

Accept (ACC) 
signifies that the destination N-Port has 
transferred the Sequence Initiative for the 
target Exchange. 

- Accept Payload 
The format of the Accept Payload is 
shown in table 88. 

I Table 88 - RSI Accept Payload I 

Item 
Size I I -Bytes 

I hex ‘02000000’ I 4 I 

21.4.16 Test (TEST) 

The Test Extended Link Service request 
Sequence shall consist of a single Sequence 
being transmitted from the Sequence Initiator to 
the Sequence Recipient. The Test request may 
be used in diagnostic or testing procedures to 
provide system loading. There is no reply 
Sequence. The Payload may consist of any 
frame size up to the maximum allowable for the 
Class and other normal Sequence and frame 
limitations. The Test Link Service request is 
applicable to Class 1, 2, and 3. 
Protocol: 

Test request Sequence 

Format: FT_l 
Addressing: The D-ID field designates the desti- 
nation of the request while the S-ID field desig- 
nates the source of the request. 
Payload: The format of the Payload is shown in 
table 89. 
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.t 

Table 89 - TEST Payload 

item 
Size 
-Byte 

hex ‘11000000’ 4 

TEST data max 

frame 

The Payload size is limited by the smallest Data 
Field size supported by the destination N-Port 
and the Fabric for the Class of Service being 
used. 
Reply Sequence: 

none 

21.5 Extended Link Service reply 
‘- Sequences 

An Extended Link Service reply Sequence shall 
signify that the Extended Link Service request 

-- . -- --Sequence is completed. The reply Sequence 
. - may contain data in the Payload following the 

.+ LS_Command code word. The format and 
meaning of the Payload is specified in the 
request Extended Link Service definition. 

21.51 Accept (ACC) 

The Accept Link Service reply Sequence shall 
_ rrotify the transmitter of an Link Service request 

that the Extended Link Service request Sequence 
has been completed. The Responder shall ter- 
minate the Exchange by setting the Last 
Sequence bit (Bit 20) in F_CTL on the last Data 
frame of the reply Sequence. The first word of 
the Payload shall contain hex ‘02000000’. The 
remainder of the Payload is unique to the Link 
Service request. 
Protocol: 

Accept is the reply Sequence toslogin, Logout, 
Abort Exchange, Read Connection Status, Read 
Exchange Status Block, Read Link Error Status, 
Read Timeout Value, Read Sequence Status 
Block, Reinstate Recovery Qualifier, Request 
Sequence Initiative, Establish Streaming, and 
Advise Credit request Sequences. 

Format: FT_l 
Addressing: The D-ID field designates the 

source of the Link Service Sequence being 

accepted while the S-ID field designates the 
destination of the request Sequence being 
accepted. 
Payload: The Payload content following the 

LS_Command code (hex ‘02000000’) is defined 
within individual Link Service requests. 
Reply Link Service Sequence: 

none 

21.5.2 Link Service Reject (LS_RJT) 

The Link Service Reject (LS_RJT) shall notify the 
transmitter of a Link Service request that the 
Link Service request Sequence has been 
rejected. A four-byte reason code shall be con- 
tained in the Data-Field. Link Service Reject 
may be transmitted for a variety of conditions 
which may be unique to a specific Link Service 
request. 

For example, if the Service Parameters specified 
in a Login frame were logically inconsistent or in 
error, a P_RJT frame would not be transmitted in 
response, but rather a Link Service Reject. 
Protocol: 

LS_RJT may be a reply Sequence to any 
Extended Link Service request excluding ESTC. 

Format: FT_l 
Addressing: The D-ID field designates the 

source of the Link Service request being 
rejected while the S-ID field designates the des- 
tination of the request Data frame Sequence 
being rejected. 
Payload: The first word of the Payload shall 

contain the LS_Command code (hex ‘01000000’). 
The next four bytes of this field shall indicate the 
reason for rejecting the request (see figure 58 
and tables 90 and 91). 

155 
221 of 462



ANSI X3.230-1994 

Service Reject data definition - second word 

Bits 

First Second Third 
Byte Byte Byte 

I I 
3 212 11111 

Reserved Reason Reason Vendor 

Fourth 
Byte 

Code Explanation Unique 

Figure 58 - LS_RJT format 

I Table 90 - LS_RJT reason codes 
I 

I Encoded Value 

q (Bits 23-16) I 
Description 

0000 0001 
invalid 

lA_Command code 

0000 0011 Logical error 
I 

- - t -%ooo 0101 1 Logical busy I 

-I- 0000 0111 I Protocol error I 
I 

Unable to perform command 

request 
I 

0000 1011 Command not supported I 

I Others I Reserved I 

I 1111 1111 
I 

Vendor Unique Error 

(See Bits 7-O) 
- _ 

The first error condition encountered shall be the 
error reported. 

l Bits 23-16 Description 

Invalid LS_Command code 

The LS_Command code in the Sequence being 

rejected is invalid or not supported. 

Logical error 

The request identified by the LS_Command code 
and Payload content is invalid or logically incon- 
sistent for the conditions present. 

Logical busy 

The Link Service is logically busy and unable to 
process the request at this time. 

Protocol Error 

This indicates that an error has been detected 
which violates the rules of the Extended Link 
Service Protocol which are not specified by other 
error codes. 

Unable to perform command request 

The Recipient of a Link Service command is 
unable to perform the request at this time. 

Command not supported 

The Recipient of a Link Service command does 
not support the command requested. 

Vendor Unique Error 

The Vendor Unique Error bits may be used by 
Vendors to specify additional reason codes. 

l Bits 15-8 Reason explanation 

Table 91 shows expanded explanations for Link 
Service commands with the applicable Extended 
Link Service commands. 
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Encoded Value 

(Bits 15-8) 

Table 91 - LS_RJT reason code explanation 

Description Applicable commands 

I 0000 0000 No additional explanation 
ABTX, ADVC, ESTS, FLOGI, PLOGI, LOGO, 

RCS, RES, RLS, RSS, RTV, RSI I 

I 0000 0011 I Service Parm error - Initiator Ctl I FLOGI, PLOGI I 

r -oooootol- T--- Service Parm error - Recipient Ctl I FLOGI, PLOGI I 

I 0000 0111 I Service Parm error - Ret Data Field Size I FLOGI, PLOGI I 
r xiiiixol- TV --.------ ~~ ~ ~~~ ~ Service Parm error - Concurrent Seq I-~ ~~ FLOGI, PLOGI I 
I 0000 1011 I Service Parm error - Credit I ADVC, FLOGI, PLOGI I 

I 
0000 1101 Invalid N-Port/F-Port Name 

0000 1110 Invalid Node/Fabric Name 

FLOGI, PLOGI 

FLOGI, PLOGI 

0000 1111 Invalid Common Servile Parameters FLOGI, PLOGI 

‘I 0001 0001 Invalid Association Header AB-lX. RES, RRQ. RSI 

I 0001 0011 Association Header required I ABTX, RES, RRQ, RSI I 
0001 0101 

_ 0001 0111 

Invalid Originator S-ID 

Invalid OX_ID-RX-ID combination 

-ABlX. RES, RRQ, RSI, RSS 

ABTX, RES, RRQ, RSI, RSS 
-- 

0001 1001 Command (request) already in progress ABTX, PLOGI, RSI . - 

4- 0001 1111 Invalid N Port Identifier RCS, RLS 

I 0010 0001 I Invalid SEO_ID I RSS I 
0010 0011 Attempt to abort invalid Exchange 

0010 0101 Attempt to abort inactive Exchange 

ATBX 

ABTX 

0010 0111 Recovery_Qualifier required ABTX 

0010 1001 Insufficient resources to support Login FLOGI, PLOGI 
_ - 

0010 1010 Unable to supply requested Data ADVC, ESTS, RCS, RES, RLS, RSS, RTV 

0010 1100 

Others 

Request not supported 

Reserved 

ADVC, ESTS, ESTC 

Reply Link Service Sequence: 

none 

21.6 FC-4 Link Service 

An FC-4 Link Service request solicits a destina- 
tion Port (F-Port or N-Port) to perform a function 
or service in order to support an individual FC-4 
Device-Data protocol. The Information Category 
for a request shall be specified as Unsolicited 
Control. An FC-4 Link Service reply may be 
transmitted in answer to an FC-4 Link Service 

request. The Information Category for a reply 
shall be specified as Solicited Control. Each 
request or reply shall be composed of a single 
Sequence. The format of the request or reply 
shall be specified by the individual FC-4 being 

supported and is outside the scope of FC-PH. 
Each Sequence may be composed of one or 
more frames. 

The protocols supported by the FC-4 Link Ser- 
vices shall be performed within a single 
Exchange, intended exclusively for the purpose. 
FC-4 Link Service protocols are performed using 
a two Sequence Exchange. The protocols 

consist of a request Sequence by the Originator 
(N-Port), transfer of Sequence Initiative, and a 
reply Sequence from the Responder (N-Port or 
F-Port). The Sequence Initiator and Sequence 
Recipient shall follow the rules for Sequence 
management and Recovery_Qualifier reuse as 
specified in clause 24. The following rules 

regarding Sequence and Exchange management 
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-- 
-- 

apply to FC-4 Link Services in addition to the 

rules specified in clause 24: 

- FC-4 Link Services shall only be Exchanges 
originated following N-Port Login. 
- the Originator of the Exchange shall use 
the Discard multiple Sequences Exchange 
Error Policy for all FC-4 Link Service 

Exchanges. 
- the Originator of an FC-4 Link Service 
Exchange shall detect an Exchange error fol- 
lowing Sequence Initiative transfer if the reply 
Sequence is not received within a timeout 
interval equal to twice the value of R A TOV. -- 
- if the Exchange Originator of an FC-4 Link 
Service Exchange detects an Exchange error, 
it shall abort the Exchange (ABTX) and retry 
the protocol of the aborted Exchange with a 
different Exchange. 

‘- - if the Sequence Initiator aborts a Sequence 
using ABTS (Abort Sequence Protocol) due to 

receiving an ACK with the Abort Sequence 

bits (5-4) set to 0 1, the Sequence Initiator 
shall retry the Sequence after the Basic 
Accept is received for the aborted Sequence 

one time only. 

21.6.1 Routing control 

R_CTL bits 31-28 (Word 0) are set = to 0011 to 
indicate an FC-4 Link-Data frame. The TYPE 
field for each FC-4 Link Service frame shall 
match the FC-4 Device-Data TYPE field as speci- 
fied in table 36 

21.7 Basic Link Service summary 

Table 92 summarizes the Basic Link Service 
request and reply frames. The Payload content 
and size in bytes are specified. The Payload for 
the BA_RJT is 4 bytes in size. 

Table 92 - Basic Link Service Payload 

REQUEST SEQUENCE 
Request Payload 

FAbort Sequence none 
(ABTS) 

REPLY SEQUENCE 

Reply Accept Payload 

BA_ACC SEQ_ID Validity, 
or BA_RJT SEQ_ID, 

OX-ID, RX-ID 
lo SEQ_CNT, hi SEQ_CNT 

(12 bytes) 

No Operation 

(NOP) 

Remove Connection 
(RMCI 

None None 

None None 
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21.8 Extended Link Service summary 

Table 93 summarizes the Extended Link Service 
request and reply Sequences. The Payload 
content and size in bytes are specified. The 

Payload for the LS_RJT is 8 bytes in size. 

Table 93 (Page 1 of 2) - Extended Link Service Payload 

REQUEST SEQUENCE REPLY SEQUENCE 

Request Payload Reply Accept Payload 

Abort Exchange LS_Command code, Accept (ACC) LS_Command code 

(AD-W Recovery_Qualifier Status or LS_RJT (4 bytes) 

S-ID, 
OX-ID, RX-ID 

(12 bytes) 

Association Header 

(optional, 32 bytes) 

Advise Credit 

(ADVC) 

Echo 

(ECHO) 

Establish Streaming 

(ESTS) 

LS_Command code, 

Common Parameters, 

Port Name, Node-Name, 

Service Parameters 

(Class 1, 2, 3) 

Vendor Version 

(116 bytes) 

LS_Command code, 

up to Max frame 

(N bytes) 

LS_Command code 

(4 bytes) 

Accept (ACC) 

or LS_RJT 

Accept (ACC) 

or LS_RJT 

Accept (ACC) 

or LS_RJT 

LS_Command code, 

Common Parameters, 

Port Name, Node-Name, 

Service Parameters 

(Class 1, 2, 3). 

Vendor Version 

(116 bytes) 

LS_Command code, 

Same as Echo 

(N bytes) 

LS_Command code, 

Common Parameters, 

Port-Name, Node-Name, 

Service Parameters 

(Class 1, 2, 3) 

Vendor Version 

(116 bytes) 

Estimate Credit 

(ESTC) 

Login 

(FLOGI/PLOGI) 

Logout 

(LOGO) 

LS_Command code, 

Data 

(maximum size) 

None 

LS_Command code, 

Common Parameters, 

Port Name, Node-Name, 

Service Parameters 

(Class 1, 2, 3) 

Vendor Version 

(116 bytes) 

LS_Command code 

Reserved (1) 

N-Port Identifier (3) 

Port-Name (8) 

(16 bytes) 

Accept (ACC) 

or LS_RJT 

Accept (ACC) 

or LS_RJT 

LS_Command code, 

Common Parameters, 

Port Name, Node-Name, 

Service Parameters 

(Class 1, 2, 3) 

Vendor Version 

(116 bytes) 

LS_Command code 

(4 bytes) 

Read Connection 

Status (RCS) 

LS_Command code, 

Address-Identifier 

(8 bytes) 

Accept (ACC) 

or LS_RJT 

LS_Command code, 

Status, 

Address-Identifier 

(8 bytes) 
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Table 93 (Page 2 of 2) - Extended Link Service Payload 

REQUEST SEQUENCE 

Request Payload 

Read Exchange LS_Command code, 

Status Block (RES) Originating S-ID, 

OX-10 , RX-ID 

(12 bytes) 

Association Header 

(optional, 32 bytes) 

REPLY SEQUENCE 

Reply Accept Payload 

Accept (ACC) LS_Command code, 

or LS_RJT Exchange SB Format 

( N bytes ) 

Read Link Error 

Status Block (RLS) 

Read Sequence 

Status Block (RSS) 

LS_Command code, 

N-Port Identifier 

(8 bytes) 

LS_Command code, 

SEQ_ID, 
Originator S-ID, 

OX-ID, RX-ID 

(12 bytes) 

Accept (ACC) 

or LS_RJT 

Accept (ACC) 

or LS_RJT 

LS_Command code, 

Link Error SB format 

(24 bytes) 

LS_Command code, 

Sequence SB Format 

( N bytes ) 

Read Timeout LS_Command code, 

Value (RlV) (4 bytes) 

Accept (ACC) 

or LS_RJT 

LS_Command code, 

R_A_TOV, 

E_D_TOV, 

( 12 bytes) 

Reinstate 

Recovery_Qualifier 

- (RRQ) 

LS_Command code, 

S_lD, 
OX-ID , RX-ID 

(12 bytes) 

Accept (ACC) 

or LS_RJT 

LS_Command code 

(4 bytes) 

c Association Header 

(optional, 32 bytes) 

Request Sequence 

Initiative (RSI) 

Test 

(TEST) 

LS_Command code, 

Originating S-ID, 

OX-ID, RX-ID 

(12 bytes) 

Association Header 

(optional, 32 bytes) 

LS_Command code, 

up to Max frame 

(N bytes) 

Accept (ACC) 

or LS_RJT 

None 

LS_Command code 

( 4 bytes ) 
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22 Classes of service 

Three Classes of service applicable to a Fabric 
and an N-Port are specified. These Classes of 
service are distinguished primarily by the meth- 
odology with which the communication circuit is 
allocated and retained between the communi- 
cating N-Ports and by the level of delivery integ- 
rity required for an application. 

A given Fabric or N-Port may support one or 
more Classes of service. These Classes of 

service are: 

a) Class 1 - Dedicated Connection 

b) Class 2 - Multiplex 

- c) Class 3 - Datagram 

Each Class of service may be supported with 
any of the communication models. Intermix is 
specified as an option of Class 1 service. 

- 
In all Classes of service, the FC-2 Segmentation 

*and Reassembly function makes available to the 
receiving ULP, the same image of application 
data as transmitted by the sending ULP (see 
clause 27). 

In all Classes of service, for each frame 
received, the Fabric shall 

* _ 
a) deliver only one instance of the frame, 
b) issue a F_BSY, 
c) issue a F_RJT, or 
d) discard the frame without issuing any 

response. 

22.1 Class 1 -- Dedicated Connection 

Class 1 is a service which provides Dedicated 
Connections. A Class 1 Connection is requested 
by an N-Port with another N-Port. An acknowl- 
edgement (ACK) is returned by the other N-Port 
to establish the Connection (see clause 28). In 
general, once a Connection is established, it 
shall be retained and guaranteed by the Fabric, 
until one of these N_Pot-ts requests removal of 
the Connection. See 16.4 for special conditions 
in which a Connection may be removed. 

NOTE - If a Class 1 Connection can be established 

between N-Ports of unlike speeds, the method and 

configuration by which this Connection is established 

will be transparent to IX-PH. 

22.1.1 Class 1 function 

A Class 1 Connection is requested by an N-Port 
with another N-Port via transmission of a frame 
containing a SOFci (Class l/SOFct) . The Fabric, 
if present, allocates a circuit between the 

requesting N-Port and the destination N-Port. 
The destination N-Port transmits an ACK indi- 
cating its acceptance to the requesting N-Port. 
Upon successful receipt of the ACK at the 
requesting N-Port, the Connection is established 
(see 28.4.1). The Fabric retains the allocated 
circuit between these two N_Ports, until one of 
these N-Ports requests the Dedicated Con- 
nection be removed. 

Even if a Fabric is not present, the requesting 
N-Port and the destination N-Port follow the 
same protocol. 

Class 1 Delimiters as specified in 22.1.3 are used 
to establish and remove the Dedicated Con- 
nection and to initiate and terminate one or 
more Sequences within the Dedicated Con- 
nection. 

22.1.2 Class 1 rules 

The following rules apply to exclusive Class 1 
Connections. See 22.4 for additional rules appli- 
cable to Intermix. To provide a Class 1 Con- 
nection, the transmitting and receiving N_Ports, 
and the Fabric shall obey the following rules: 

a) Except for some Link Service Protocols (see 
clause 21), an N-Port requesting a Class 1 
Connection is required to have previously 
logged in with the Fabric and the N-Ports with 
which it intends to communicate, either 
implicitly or explicitly. To login explicitly, the 
requesting N-Port shall use Fabric and N-Port 
Login protocols (see clause 23). (Login) 

b) The Fabric is responsible for establishing a 
Connection at the request of an N-Port and 
retaining it until one of the communicating 
N-Ports explicitly requests removal of the 

Connection or one of the links attached to the 
N-Ports participates in a primitive sequence 
protocol (see 16.4). To establish or remove 

the Dedicated Connection, the requesting 
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N-Port shall use the Class 1 Delimiters as 

specified in 22.1.3. (Connection through Con- 
nection Sub-Fabric) 

c) After transmitting a Class l/SOFcl frame, the 

N-Port requesting the Connection shall not 
transmit additional frames to the destination 
N-Port, until it receives from that destination 
N-Port, an ACK which shall establish the Con- 
nection. (establish Connection) 

d) Once a Connection is established between 
two N-Ports, each N-Port shall send frames 
only to the other N-Pot-t in the Connection 
until the Connection is removed. All these 
frames shall contain respective S-ID and D-ID 
for these N-Ports. (established Connection) 

e) A destination N-Port shall acknowledge 
delivery of every valid Data frame with an 

‘- ACK_l or ACK_N, or the entire Sequence with 
a single ACK_O (see 22.1.5). (Acknowledge- 
ment) 

f) The Sequence Initiator shall increment the 
. 

-- -- SEQCNT field of each successive frame 
transmitted within a Sequence. The Fabric _ - 

~ shall guarantee delivery of the frames at the 
receiver in the same order of transmission 
within the Sequence (see 24.3.6). (sequential 
delivery) 

g) Each N-Port of an established Connection 
may originate multiple Exchanges and initiate 
multiple Sequences within that Connection. 

* -The N-Port originating an Exchange shall 
assign an X-ID unique to the Originator called 
OX-ID and the Responder of the Exchange 
shall assign an X-ID unique to the Responder 
called RX-ID. Thus within a given Connection, 
the value of OX-ID or RX-ID is unique to the 
respective N_Port. The Sequence Initiator 
shall assign a SEQ_Qualitier, for each 
Sequence it initiates, which is unique to the 
Sequence Initiator and the respective 
Sequence Recipient pair. (concurrent 
Exchanges and Sequences) . 

h) Communicating N-Ports shall be responsible 
for end-to-end flow control, without any Fabric 
involvement. ACK frames are used to 
perform end-to-end flow control (see 22.15). 
All Class 1 frames except Class l/SOFci, par- 
ticipate only in end-to-end flow control. A 
Class l/SOFci frame participates in both end- 
to-end and buffer-to-buffer flow controls. (end- 
to-end flow control) 

i) The Fabric may reject a request for a Class I 

Connection or issue a busy with a valid 
reason code. After the Dedicated Connection 
is established, the Fabric shall not interfere 

with the Connection. The Fabric shall issue a 
F_BSY to any Class 2 frame or discard any 
Class 3 frame, transmitted from a third N-Port 
and destined to one of the N_Ports engaged in 
the Connection (see 20.3.3.1 and 20.3.3.3). 
(Fabric reject or busy) 

j) The destination N-Port specified in Class 
l/SOFcl frame may respond with a busy or a 
reject with a valid reason code to this frame. 
Once the Dedicated Connection is estab- 
lished, the destination N-Port shall not issue a 
busy but may issue a reject (see 20.3.3.2 and 
20.3.3.3). (N-Port busy or reject) 

k) The End-to-end Credit established during the 
Login protocol by interchanging service 
Parameters shall be honored (see 26.3). At 
the beginning of a Connection, the End-to-end 
Credit-Count is reinitialized to the value 
determined during Login. Class l/SOFci 
frame shall share the End-to-end Credit with 
Class 2 frames (see 26.3). (Credit) 

I) The Fabric shall guarantee full bandwidth 
availability to the connected N_Ports (see 
clause 3 and annex M). (bandwidth) 

m) Frames within a Sequence are tracked on an 
Sequence_Qualifier and SEQ_CNT basis (see 
18.1.1). (tracking) 

n) An N-Port or F-Port shall be able to recog- 
nize SOF delimiters for all Classes of service, 
whether or not all Classes are supported by 
the Port, and provide appropriate responses 
for all Classes with appropriate delimiters. 
(invalid Class) 

- If an N-Port which supports only Class 1 
receives a Class 2 frame, and 

- is not engaged in a Dedicated Con- 
nection, the N-Port shall issue a P_RJT 
with appropriate Class 2 delimiters and 
obey buffer-to-buffer flow control rules. 
- is engaged in a Dedicated Con- 
nection, the N-Port response is unpre- 
dictable. 

- If an N-Port which supports only Class 1 
receives a Class 3 frame, and 

- is not engaged in a Dedicated Con- 
nection, the N-Port shall discard the 
frame and obey the buffer-to-buffer flow 

control rules. 
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- is engaged in a Dedicated Con- 

nection, the N-Port shall discard the 
frame and not follow the buffer-to-buffer 

flow control rules. 

- If an F-Port which supports only Class 1 
receives a Class 2 frame, and 

- is not engaged in a Dedicated Con- 
nection, the F-Port shall issue a F_RJT 
with appropriate Class 2 delimiters and 
obey buffer-to-buffer flow control rules. 
- is engaged in a Dedicated Con- 
nection, the F-Port response is unpre- 
dictable. 

- If an F-Port which supports only Class 1 
receives a Class 3 frame, and 

- is not engaged in a Dedicated Con- 
nection, the F_Port shall discard the 
frame and obey buffer-to-buffer flow 
control rules. 
- is engaged in a Dedicated Con- 
nection, the F-Port response is unpre- 
dictable. 

-- -0) If an N-Pot-t does not support Class 1 and 

. - receives a Class l/SOFcl frame, the N-Port 
shall issue a P_RJT with a SOFnl and EOFdt 
with a reason code of Class not supported. If 
an F-Port does not support Class 1 and 
receives a Class l/SOFcl frame, the F-Port 
shall issue a F_RJT with a SOFnl and EOFdt 
with a reason code of Class not supported. 
(Class 1 not supported) 

_ p) If an F-Port, not engaged in a Dedicated Con- 
nection, receives a frame with a SOFil or 
SOFnl, the F-Port response is unpredictable. 
However, the buffer-to-buffer control shall 
remain unaffected. (Invalid protocol) 

22.1.3 Class 1 delimiters 

A Dedicated Connection is requested by trans- 
mitting a Data frame using an SOFCI delimiter. 
SOFCI initiates the first Sequence; subsequent 
Sequences are initiated with an SOFil. All 

frames other than the first within a Sequence are 
started by SOFnl. 

All frames other than the last frame within a 
Sequence are terminated by EOFn. Each 

Sequence is terminated using an EOFt (see 
22.1.5). An EOFdt contained in a frame termi- 

nates the Sequence in which the frame is sent 

and it also serves to remove the Dedicated Con- 
nection. Other open Sequences in progress are 
also terminated. Exchanges and Sequences 

may be left in indeterminate state from the per- 
spective of ULPs. 

22.1.4 Class 1 frame size 

The size of Data-Field of a frame using the 
SOFCI delimiter is limited by the smaller value of 
the maximum Data-Field size supported for 
frames with SOFCI by the Fabric and the destina- 
tion N-Port. Subsequent frames, after a Dedi- 
cated Connection is established, are limited only 
by the maximum Data Field size supported by 
the destination N-Port. 

22.1.5 Class 1 flow control 

ACK frames are used to perform Class 1 
end-to-end flow control. ACK frames are started 
with SOFnl. The ACK used to terminate a 
Sequence shall end with EOFt. The ACK used to 
terminate the Connection shall end with EOFdt. 

All ACK frames which do not terminate a 
Sequence shall end with EOFn. 

All Class 1 frames shall follow end-to-end flow 
control rules (see 26.4.1). The Class l/SOFcl 
frame shall follow both end-to-end and buffer-to- 
buffer flow control rules (see 26.5.1). 

22.1.6 Stacked connect-requests 

Stacked connect-requests is a feature which may 
be provided by the Fabric (see 28.5.2). 

22.2 Class 2 -- Multiplex 

This operating environment provides 

Connectionless service with notification of non- 
delivery between two N_Ports. This service 

allows one N-Port to transmit consecutive 
frames to multiple destinations without estab- 
lishing a Dedicated Connection with any specific 
N-Port. Conversely, this service also allows one 
N-Pot-l to receive consecutive frames from one 
or more N-Ports without having established Ded- 
icated Connections with any of them. 
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22.2.1 Class 2 function 

A Class 2 service is requested by an N-Port on a 
frame by frame basis. The Fabric, if present, 
routes the frame to the destination N-Port. If the 
N-Port transmits consecutive frames to multiple 
destinations, the Fabric demultiplexes them to 
the requested destinations. 

Class 2 Delimiters are used to indicate the 
requested service and to initiate and terminate 
one or more Sequences as described in 22.2.3. 
Since Class 2 is Connectionless, the question of 
service removal does not arise. 

22.2.2 Class 2 rules 

To provide Class 2 service, the transmitting and 
,receiving N-Ports, and the Fabric shall obey the 
following rules: 

transmitted within a Sequence. However, the 

9 The Sequence Initiator shall increment the 

Fabric may not guarantee delivery to the des- 
tination in the same order of transmission 

SEQ_CNT field of each successive frame 

(see 24.3.6). (non-sequential delivery) 

g) An N-Port may originate multiple Exchanges 
and initiate multiple Sequences with one or 
more destination N-Ports. The N-Port origi- 
nating an Exchange shall assign an X-ID 
unique to the Originator called OX-ID and the 
Responder of the Exchange shall assign an 
X-ID unique to the Responder called RX-ID. 
The value of OX-ID or RX-ID is unique to a 
given N-Port. The Sequence Initiator shall 
assign a SEQ_ID, for each Sequence it initi- 
ates, which is unique to the Sequence Initiator 
and the respective Sequence Recipient pair 
while the Sequence is Open (see 24.5). (con- 
current Exchanges and Sequences) 

a) Except for some Link Service Protocols (see 
clause 21), an N-Port supporting Class 2 

-- --service is required to have logged in with the -- 
_ - Fabric and the N-Ports with which it intends to 

4- communicate, either explicitly or implicitly. 
To login explicitly, the requesting N-Port shall 
use Fabric and N-Port Login protocols (see 
clause 23). (Login) 

b) The Fabric routes the frames through 
Connectionless Sub-Fabric, without estab- 
lishing a Dedicated Connection between com- 

. municating N-Potts. To obtain Class 2 
service from the Fabric, the N-Port shall use 
the Class 2 Delimiters as specified in 22.2.3. 
(Connectionless service) 

c) An N-Port is allowed to send consecutive 
frames to one or more destinations. This 
enables an N-Port to demultiplex multiple 
Sequences to a single or multiple destinations 
concurrently (see 22.2.3). (demultiplexing) 

h) Each F-Port (the local and the remote) exer- 
cises buffer-to-buffer flow control with the 
N-Port to which it is directly attached. 
End-to-end flow control is performed by com- 
municating N_Ports. ACK frames are used to 
perform end-to-end flow control and R_RDY is 
used for buffer-to-buffer flow control. (dual 
flow control) 

i) If the Fabric is unable to deliver the frame to 
the destination N-Port, then the source is noti- 
fied of each frame not delivered by an F_BSY 
or F RJT frame from the Fabric with corre- 
sponding D-ID, S-ID, OX-ID, RX-ID, SEQ_ID, 
and SEQ_CNT. The source is also notified of 
valid frames busied or rejected by the desti- 
nation N-Port by P_BSY or P_RJT. (non- 
delivery) 

j) A busy or reject may be issued by an F-Port 
or the destination N Port with a valid reason 
code (see 23.7, 23.6, 20.3.3.3, and 20.3.3.2). 
(busy/reject) 

k) If a Class 2 Data frame is busied, the sender 
shall retransmit the busied frame up to the 
ability of the sender to retry, including zero. 

d) A given N-Port may receive consecutive 
frames from different sources. Each source is 
allowed to send consecutive frames for one or 
more Sequences. (multiplexing) 

e) A destination N Port shall provide an 
(retransmit) 

.acknowledgement tothe source for each valid I) The Credit established during the Login pro- 

Data frame received. As in Class 1, the desti- tocol by interchanging Service Parameters 

nation N-Port shall use ACK for the acknowl- shall be honored (see 26.3 for more on 

edgement (see 22.2.5). If unable to deliver Credit.). Class 2 may share the Credit for 

ACK, the Fabric shall return a F_BSY or Connectionless service with Class 3 and Class 

F_RJT. (Acknowledgement) l/SOFcl frames (see 26.3). (Credit) 
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I 

1 

m) Effective transfer rate between any given 

N-Port pair is dependent upon the number of 
N-Ports a given N-Port is demultiplexing to 

and multiplexing from. (bandwidth) 

n) Frames within a Sequence are tracked on a 
Sequence-Qualifier and SEQ_CNT basis (see 

. 18.1.1). (tracking) 

o) An N-Port or F-Port shall be able to recog- 
nize SOF delimiters for all Classes of service, 
whether or not all Classes are supported by 
the Port, and provide appropriate responses 
for all Classes with appropriate delimiters. 
An N-Pot-l which supports only Class 2 shall 
issue a P_RJT for Class 1 frames with appro- 
priate Class 1 delimiters and discard Class 3 
frames, while obeying the buffer-to-buffer flow 
control rules in both cases. An F-Port which 

‘. supports only Class 2 shall issue a F_RJT for 
Class 1 frames with appropriate Class 1 
delimiters and discard Class 3 frames, while 
obeying the buffer-to-buffer flow control rules 
in both cases. (invalid Class) 

_- - - 

-22.2.3 Class 2 delimiters 

Sequences are initiated by transmitting a frame 
started by an SOFi2. Subsequent frames within 
a Sequence are started by an SOFti. A 
Sequence is normally terminated with a frame 
ended by EOFt. All frames other than the last 
frame within the Sequence are ended with an 

_ E6Fn. 

22.2.4 Class 2 frame size 

The size of each frame transmitted is limited by 
the smaller value of the maximum Data Field 
size supported by the Fabric or by the receiving 
N-Port. Each frame is routed through the fabric, 
if present, as a separate entity. 

22.2.5 Class 2 flow control 

Class 2 service uses both buffer-to-buffer and 
end-to-end flow controls. R_RDY (Receiver 

Ready) is used for buffer to buffer flow control. 
R_RDY is transmitted by the F-Port to the N-Port 
originating the Class 2 frame to indicate that a 
buffer is available for further frame reception at 
the F-Port. R_RDY is transmitted by the destina- 
tion N-Port to the attached F-Port to indicate 
that a buffer is available for further frame recep- 
tion at the destination N-Port. 

ACK frames are used to perform end-to-end flow 
control. ACK frames shall begin with SOFti. 
The ACK used to terminate a Sequence shall 

end with EOFt. All ACK frames which do not ter- 
minate a Sequence shall end with EOFn. 

All Class 2 frames shall follow both buffer-to- 
buffer and end-to-end flow control rules (see 
26.51 and 26.5.1). 

22.3 Class 3 -- Datagram 

This operating environment provides 

Connectionless service without any notification 
of non-delivery (SSY or RJT), delivery (ACK), or 
end-to-end flow control between two N-Ports. 
The Fabric, if present, and the destination N-Port 
are allowed to discard Class 3 frames without 
any notification to the transmitting N-Port. This 
service allows one N-Port to transmit consec- 
utive frames to multiple destinations without 
establishing a Dedicated Connection with any 
specific N-Pot-t. Conversely, this service also 
allows one N-Port to receive consecutive frames 
from one or more N-Ports without having estab- 
lished Dedicated Connections with any of them. 

22.3.1 Class 3 function 

A Class 3 service is requested by an N-Port on a 
frame by frame basis. The Fabric, if present, 
routes the frame to the destination N-Port. If the 
N-Port transmits consecutive frames to multiple 
destinations, the Fabric demultiplexes them to 
the requested destinations. 

Class 3 Delimiters are used to indicate the 
requested service and to initiate and terminate 
one or more Sequences as described in 22.3.3. 
Since Class 3 is Connectionless, the question of 
service removal does not arise. 

22.3.2 Class 3 rules 

To provide Class 3 service, the transmitting and 
receiving N-Ports, and the Fabric shall obey the 
following rules: 

a) Except for some Link Service Protocols (see 
clause 21), an N-Port supporting Class 3 
service is required to have logged in with the 
Fabric or the N-Ports, either explicitly or 
implicitly. To login explicitly, the requesting 
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N-Port shall use Fabric and N-Port Login pro- 

tocols (see clause 23). (Login) 

b) The Fabric routes the frames through 
Connectionless Sub-Fabric, without estab- 
lishing a Dedicated Connection between com- 

municating N_Ports. To obtain Class 3 
service from the Fabric, the N-Port shall use 
the Class 3 Delimiters as specified in 22.3.3. 
(Connectionless service) 

c) A given N-Pot-t is allowed to send consec- 
utive frames to one or more destinations. 
This enables an N-Port to demultiplex mul- 
tiple Sequences to single or multiple destina- 
tions concurrently. (demultiplexing) 

d) A given N-Port may receive consecutive 
frames from one or more source N-Ports. 
Each source N-Port is allowed to send con- 

‘. secutive frames for one or more Sequences. 
(multiplexing) 

e) A destination N-Pot-I shall not provide 
acknowledgement (ACK) to the source for any 

--valid frame received. (absence of acknowl- -- 
_ - edgement) 

-9) The Sequence Initiator shall. increment the 
SEQ_CNT field of each successive frame 
transmitted within a Sequence. However, the 
Fabric may not guarantee delivery at the 
receiver in the same order of transmission 
(see 24.3.6). (non-sequential delivery) 

_ g) An N-Port may originate Exchanges and ini- 
tiate Sequences with one or more destination 
N-Ports. The N-Port originating an Exchange 
shall assign an X-ID unique to the Originator 
called OX-ID and the Responder of the 
Exchange shall assign an X-ID unique to the 
Responder called RX-ID. Responder may 
assign an RX-ID in the first Sequence it trans- 
mits. The value of OX-ID or RX-ID is unique 
to a given N-Port. The Sequence Initiator 
shall assign a SEQ_Qualifier, for each 
Sequence it initiates, which is unique to the 
Sequence Initiator and the respective 
Sequence Recipient pair (see 24.5). (concur- 
rent Exchanges and Sequences) 

h) The local F-Pot-t exercises buffer-to-buffer 
flow control with the transmitting N-Port. The 
remote F-Port exercises buffer-to-buffer flow 
control with the receiving N-Port. R_RDY is 
used for buffer-to-buffer flow control (see 

22.3.5). (buffer to buffer flow control) 

i) If the Fabric is unable to deliver the frame to 

the destination N-Port, the frame is discarded 
and the source is not notified. If the destina- 

tion N-Port is unable to receive the frame, the 
frame is discarded and the source is not noti- 
fied. (non-delivery) 

j) The buffer-to-buffer Credit is used for buffer 
to buffer flow control. End-to-end Credit is not 
used (see 26.3). Class 3 may share the Credit 
for Connectionless service with Class 2 and 
Class l/SOFcl frames (see 26.3). (Credit) 

k) Effective transfer rate between any given 
N-Port pair is dependent upon the number of 
N-Ports a given N-Port is demultiplexing to 
and multiplexing from. (bandwidth) 

I) Neither the F-Port nor N-Port shall issue 
busy or reject to Class 3 frames. (busy/reject) 

m) Frames within a Sequence are tracked on a 
Sequence-Qualifier and SEQ_CNT basis (see 
18.1.1). (tracking) 

n) An N-Port or F-Port shall be able to recog- 
nize SOF delimiters of all Classes of service, 
whether or not all Classes are supported by 
the Port, and provide appropriate responses 
for all Classes with appropriate delimiters. 
An N-Port which supports only Class 3 shall 
issue a P_RJT for Class 1 or Class 2 frames 
with appropriate Class 1 or Class 2 delimiters 
respectively while obeying the buffer-to-buffer 
flow control rules. An F-Port which supports 
only Class 3 shall issue a F_RJT for Class 1 or 
Class 2 frames with appropriate Class 1 or 
Class 2 delimiters respectively, while obeying 
the buffer-to-buffer flow control rules. (invalid 
Class) 

o) An N-Port may obtain the delivery status of 
Class 3 Sequences transferred by using Abort 
Sequence protocol (see 29.7.1.1) and thus 
verify the integrity of the delivered Sequences. 
(Sequence integrity) 

22.3.3 Class 3 delimiters 

Sequences are initiated by transmitting a frame 
started by an SOFi3. Subsequent frames within 
a Sequence are started by an SOFti. A 
Sequence is terminated with a Data frame ended 
by EOFt. All frames other than the last frame 
within the Sequence are terminated by an EOFn. 
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22.3.4 Class 3 frame size 

The size of each frame transmitted is limited by 
the smaller value of the maximum Data Field 

size supported by the Fabric and by the 
receiving N-Port. Each frame is routed through 
the Fabric, if present, as a separate entity. 

22.3.5 Class 3 flow control 

Class 3 uses only buffer to buffer flow control 
with R_RDY. End-to-end flow control is not sup- 
ported. 

All Class 3 frames shall follow buffer-to-buffer 
flow control rules (see 26.5.1). 

* 22.3.6 Class 3 Sequence integrity 

I With a missing Class 3 Data frame, the 
Sequence Recipient is capable of detecting the 

_-error of non-receipt of the frame, but can not 
- - 

communicate it to the Sequence Initiator due to _ - 
absence of ACK in Class 3. However, using 

*Abort Sequence protocol (see 24.3.11 and 29.7), 
the Sequence Initiator can verify if one or more 
transmitted Sequences were received without 
any Sequence error. This usage of Abort 

Sequence protocol makes it possible to verify 
the integrity of Class 3 Sequences delivered. 

. 
If a sending ULP relies on the receiving ULP for 
ensuring Sequence integrity, the Sequence Initi- 
ator may not use the Abort Sequence protocol to 
confirm Sequence delivery. 

22.4 Intermix 

Intermix is an option of Class 1 service which 
allows interleaving of Class 2 and Class 3 
frames during an established Class 1 Connection 
between two N-Ports. While engaged in a Class 
1 Connection, an N-Port capable of Intermix may 
transmit and receive Class 2 and Class 3 frames 
interleaved with Class 1 frames. Class 2 and 

Class 3 frames may be interchanged with either 
the N-Port at the other end of the Connection or 
with any other N-Port. An N-Port which sup- 
ports Intermix shall be capable of both transmit- 
ting and receiving intermixed frames. Support 
for Intermix option of Class 1 service is specified 
during Login. 

Intermix is to be employed. In the presence of a 

Fabric, both the N-Pot-t and the Fabric shall be 
required to support Intermix if Intermix is to be 

employed in that link. Fabric support for 

Intermix requires that the full Class 1 bandwidth 

during a Dedicated Connection be maintained. 
Intermix permits the potentially unused Class 1 
bandwidth to be available for transmission of 
Class 2 and Class 3 frames. 

22.4.1 Fabric management 

If a Fabric that supports Intermix receives a 
Class 2 frame destined to an N-Port engaged in 
a Dedicated Connection and the N-Port does not 
support Intermix, the Fabric shall return an 
F_BSY to the source N-Pot-t of the frame, after 
ensuring that the frame is not deliverable. The 
Fabric is allowed to hold a Class 2 frame for a 
period of time before issuing F_BSY. If the 

Fabric receives a Class 3 frame destined to an 
N-Port engaged in a Dedicated Connection and 
the N-Port does not support Intermix, the frame 
is discarded. 

If a Fabric that does not support Intermix 
receives a Class 2 frame from a third N-Port 
destined to either of the N-Ports engaged in a 
Dedicated Connection, an F_BSY shall be 
returned to the source N-Port of the frame. If 
this Fabric receives a Class 3 frame from a third 
N-Port destined to either of the N-Ports engaged 
in a Dedicated Connection, the frame is dis- 
carded. The Fabric is allowed to hold a Class 2 
frame for a period of time before issuing F_BSY. 

If an N-Port, established in a Dedicated Con- 
nection and attached to a Fabric that does not 
support Intermix, transmits a Class 2 or Class 3 
frame destined to the other N-Pot-t of the Dedi- 
cated Connection or to a third N-Port, the desti- 
nation of this frame delivery is unpredictable. 

During an established Class 1 Connection with 
Intermix supported, Class 1 frames have priority 
over Class 2 or Class 3 frames. Class 2 and 
Class 3 frames shall be interleaved during a 
Class 1 Connection only if there is no backlog of 
Class 1 frames en route. Although a Fabric and 
an attached N-Port both support Intermix, the 
Fabric may choose to transmit F_BSY to a Class 
2 frame or discard a Class 3 frame while the 
N-Port is engaged in a Class 1 Connection. 

In a point-to-point topology, both interconnected 
N-Ports shall be required to support Intermix if 
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The Fabric shall provide adequate buffering for 

an incoming Class 1 frame while a Class 2 or 
Class 3 frame is being transmitted during a 
Class 1 Connection. The extent of buffering 

needed is dependent on the manner in which a 
Class 2 or Class 3 frame in transit is managed: 

- to successfully complete a Class 2 or 3 
frame in transit, an incoming Class 1 frame 
shall be buffered to the extent of the 
maximum Class 2 or Class 3 frame size, or 
- if a Class 2 or Class 3 frame is being 
aborted (EOFa) on receipt of a Class 1 frame, 
the Class 1 frame shall be buffered to the 
extent of the time required to append an EOFa 
to the Class 2 or 3 frame in transit. 

22.4.2 Intermix rules 

in N-Port pair shall have a Class 1 Connection 
established for Intermix rules to be applicable to 
them. To provide an Intermix service, the Fabric 
and the receiving and transmitting N-Ports shall 

- - -&ey the following rules: 

_ -a) The Fabric or an N-Port shall provide the 
*Intermix Service Parameter during Login to 

indicate its Intermix capability to the commu- 
nicating Port. (Intermix Service Parameter) 

b) If the Fabric supports Intermix, an N-Port 
supporting Intermix is allowed to transmit 
Class 2 and Class 3 frames during a Class 1 

_ connection intermixed with Class 1 frames of 
that Connection. 

If the Fabric does not support Intermix, the 
N-Port shall not transmit intermixed frames. 
If the N-Port transmits intermixed frames, 
delivery of these frames is unpredictable. 
(transmit Intermix) 

c) An attached N-Port supporting Intermix shall 
be capable of receiving Class 2 and Class 3 
frames during Class 1 Connection intermixed 
with Class 1 frames of that Connection. If an 
N-Port supporting Intermix receives a Class 2 
or Class 3 frame intermixed, and the Fabric 
does not support Intermix, the frame shall be 
discarded. (receive Intermix) 

d) If the Fabric that supports Intermix, receives 
a Class 2 or Class 3 frame destined to an 

N-Port engaged in a Dedicated Connection, 
and the destination N-Port does not support 
Intermix, the Fabric shall return F_BSY to the 
Class 2 frame after ensuring that the frame is 

not deliverable. The Fabric shall discard the 

Class 3 frame without any response to the 
sender. (Intermix Fabric busy or discard) 

e) If the Fabric that does not support Intermix, 
receives a Class 2 or Class 3 frame from a 
third N-Pot-t destined to an N-Port engaged in 
a Dedicated Connection, regardless of 
whether the destination N-Port supports 
Intermix or not, the Fabric shall return F_BSY 
to the Class 2 frame after ensuring that the 
frame is not deliverable. The Fabric shall 
discard the Class 3 frame without any 
response to the sender. 
If an N-Port attached to the Fabric that does 
not support Intermix transmits intermixed 
frames in violation of rule b, the delivery of 
these intermixed frames is unpredictable. 
(Non-Intermix Fabric busy or discard) 

f) The Fabric shall guarantee full Class 1 band- 
width during a Dedicated Connection. Class 2 
and Class 3 frames shall flow on the poten- 
tially unused Class 1 bandwidth. (bandwidth 
sharing) 

g) Class 1 frames have priority over Class 2 and 
Class 3 frames. Class 2 and Class 3 frames 
may be intermixed only when there is no 
backlog of Class 1 frames. The Fabric may 
issue F_BSY to a Class 2 frame and discard a 
Class 3 frame. The Fabric may abort (EOFa) a 
Class 2 or Class 3 frame in progress if its 
transmission interferes with the transmission 
of a Class 1 frame. (Class 1 precedence) 

h) The Fabric may cause a delay and displace a 
Class 1 frame in time due to Intermix. This 
delay is limited to the maximum Class 2 or 3 
frame size. The Fabric shall provide adequate 
buffering for the incoming Class 1 frame while 
a Class 2 or a Class 3 frame is in transit and 
guarantee the integrity and delivery of Class 1 
frames. (Class 1 frame skew and integrity) 

i) In a point-to-point topology, an N-Port which 
supports Intermix may transmit and receive 
Class 2 and Class 3 frames during Class 1 
Connection intermixed with Class 1 frames if 
the other N-Port supports Intermix. (point-to- 
point intermix) 

22.4.3 Intermix delimiters 

Intermix does not impose any additional delim- 
iters. 

168 234 of 462



ANSI X3.230-1994 

22.4.4 Intermix frame size 22.4.5 Intermix flow control 

The size of each Class 1, Class 2, or Class 3 
frame is governed by the limitations of each 

Class individually. Intermix does not impose any 
additional limitation on the frame size. 

The flow control for each Class is governed sep- 

arately by individual Class. Intermix does not 
impose any additional rules on flow control. 
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23 Login and Service Parameters 

23.1 Introduction 

The Login procedure is a method by which an 
N-Port establishes its operating environment 
with a Fabric, if present, and other destination 
N-Ports with which it communicates. Fabric 
Login and destination N-Port Login are both 
accomplished with a similar procedure using dif- 
ferent Destination-identifiers (D-IDS) and pos- 
sibly different Source_ldentifiers (S-IDS). 

Login between an N-Port and the Fabric or 
between two N_Ports is long-lived. The number 
of concurrent N_Ports with which an N-Port may 
be logged in with is a function of the N-Port 
facilities available. There is no one to one 
relationship between Login and Class 1 Dedi- 
cated Connections. 

Explicit Login is accomplished using the Login 
_ -- (FLOGVPLOGI) Link Service Sequence 

- within a separate Exchange to transfer the 

4- Service Parameters (contained in the 
Payload) of the N-Port initiating the Login 
Exchange. The Accept (ACC) contains the 
Service Parameters of the Responder (con- 
tained in the Payload). 

Implicit Login is a method of defining and speci- 
fying the Service Parameters of destination 

* _ N-Ports by means other than the explicit 
use of the Login Exchange. Specific 
methods of implicit Login are not defined in 
FC-PH. 

When Login is referred to throughout other 
sections of this document, either the explicit or 

implicit procedure is acceptable. Implicit Login 
is assumed to provide the same functionality as 
Explicit Login. Default Login values are speci- 
fied in 21.1.1. Explicit Login replaces previous 
Service Parameters and initializes end-to-end or 
buffer-to-buffer Credit, or both. The Login pro- 
tocol shall follow the Exchange and Sequence 
management rules as specified in clause 24. 
Frames within a Sequence shall operate 
according to R_RDY Primitive, ACK, and 
Link-Response rules specified in clause 20. 

Explicit Fabric Login is performed during the 
initialization process under the assumption that 
a Fabric is present. The first explicit Login is 
directed to the Fabric using the well-known 

Fabric address (i.e., F-Port at hex ‘FFFFFE’). It is 
mandatory for all Fabric types to support the 
explicit Login procedure. An N-Port shall use 
binary zeros in its first attempt at explicit Fabric 
Login as its S-ID. If it receives an F_RJT with a 
reason code of Invalid S-ID, it may use its last 
known native address identifier in the FLOGI 

Sequence as its S-ID. 

Login with the Fabric provides the N-Port with 
Fabric characteristics for the entire Fabric as 
defined in the Fabric’s Service Parameters. The 
Service Parameters specified by the N-Port 
provide the Fabric with information regarding the 
type of support the N-Port requests. The 
Service Parameters provided by an N-Port also 
include a 64-bit N-Port-Name and 64-bit 
Node-Name. The Service Parameters provided 
by an F-Port also include a 64-bit F-Port-Name 
and 64-bit Fabric-Name. During the Fabric Login 
procedure the Fabric may optionally define the 
N-Port’s native Identifier within a system config- 
uration. If the Fabric does not support native 
N-Port Identifier assignment, the N-Port shall 
assign its own native N-Pot-t Identifier by 
another method not defined in FC-PH. 

Destination N-Port Login (PLOGI) provides each 
N-Port with the other N_Port’s Service Parame- 
ters. Knowledge of a destination N_Port’s 
receive and transmit characteristics is required 
for data Exchanges. Service Parameters of des- 
tination N-Ports are saved and used when com- 
munication with those N_Ports is initiated. The 
Service Parameters interchanged between two 
N-Ports may be asymmetrical. Saving the 
Service Parameters of destination N-Ports with 
which an N-Port communicates requires N-Port 
resources. These resources can be released 
using the destination N-Port Logout procedure 
(see 23.5). 

An N-Port may transmit the Link Credit Reset 
command to a destination N-Port in order to 
reclaim end-to-end Credit for outstanding Data 
frames in Class 2. 

When an N-Port receives a Login from an 

N-Port, all other Active and Open Sequences 
with the N-Port performing reLogin are abnor- 
mally terminated prior to transmission of the 
Accept Sequence to the reLogin request. 
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23.2 Applicability by another method not defined in FC-PH and 
retry the FLOGI Sequence with an S-ID = X. 

Login with the Fabric is required for all N-Ports, 

regardless of Class of Service supported. Com- 
munication with other N-Ports shall not be 
accepted until the Fabric Login procedure is 
complete. For an N-Port which supports Class 1 
or Class 2 Service, an N-Port is required to 
Login with each N-Port with which it intends to 
communicate (destination N-Port Login). 

NOTE - It is not required that an N-Port provide the 

alllb. Luym I-^ ’ --‘7 information wit:l eaclh destination N_fOii 

or with the Fabric. However, an N-Port should avoid 

using contradictory or conflicting parameters with dif- 

ferent Login destinations. 

23.3 Fabric Login 
‘* 

Fabric Login accomplishes five functions 

- It determines the presence or absence of a 
Fabric. 

-- - - - If a Fabric is present, it provides a specific 
_ - set of operating characteristics associated 

* with the entire Fabric. 

- If a Fabric is present, it shall optionally 
assign or shall confirm the native N-Port Iden- 
tifier of the N-Pot-t which initiated the Login. 

- If a Fabric is not present, an Accept with 
the specification of N-Port in Common Service 
Parameters indicates that the requesting 
N-Port is attached in a point-to-point topology. 

- If a Fabric is present, it initializes the 
buffer-to-buffer Credit. 

23.3.1 Explicit Fabric Login 

The explicit Fabric Login procedure shall require 
transmission of a Login (FLOGI) Link Service 
Sequence within an Exchange with an assigned 
OX-ID by an N-Port with a Destination Identifier 
(D-ID) of the well-known F-Port address (FFFFFE) 
and a Source Identifier (S-ID) of binary zeros in 
its first attempt at Fabric Login. 

If S-ID = X is used, the F-Port shall either 

- return an ACC reply Sequence with D-ID 
= X (confirmed Identifier), or 

- return an F_RJT with a reason code indi- 
cating Invalid S-ID, if X is invalid. 

If the F-Port has rejected both S-ID = 0 and 
S-ID = X, the N-Port shall attempt to reLogin 
with another~ value of X, or determine a valid 
value of X by a method not defined in FC-PH. 

The Payload of this Link Service Sequence con- 
tains the Service Parameters of the N-Port 
transmitting the FLOGI Sequence. The N-Port 
transmits Service Parameters as specified for 
F-Port Login which are defined in 23.6.2 and 
23.6.7. Only those parameters associated with 
Fabric Login are specified (see table 101). 

The normal reply Sequence to a FLOGI Link 
Service Sequence by an F-Port is an Accept 
(ACC) Link Service Sequence within an 
Exchange with the OX-ID of the Login request 
and F-Port assigned RX-ID with a Destination 
Identifier (D-ID) containing the N-Port Identifier 
assigned to the N-Port by the Fabric and a 
Source Identifier (S-ID) of the well-known F-Port 
address (FFFFFE). The Payload of the ACC con- 
tains the Service Parameters of the Fabric. 
Fabric Service Parameters are defined in 23.7. 

The N-Port Common Service Parameters during 
Fabric Login are specified in 23.6.2. The N-Port 
Class Service Parameters during Fabric Login 
are specified in 23.6.7. The F-Port Common 
Service Parameters specified in the Accept 
during Fabric Login are specified in 23.7.1. The 
F-Port Class Service Parameters specified in the 
Accept during Fabric Login are specified in 
23.7.4. 

23.3.2 Responses to Fabric Login 

When S-ID = 0 is used, the F-Port shall either 
The following meanings are associated with 
table 94 and table 95: 

- assign a Fabric unique N-Port Identifier to 
the N-Port in the ACC reply Sequence, or 

- the Response/Reply Seq column identifies 
R_RDY, a Link-Control response, or a Link 

- return an F_RJT with a reason code indi- Service frame transmitted in response to the 
eating Invalid S-ID, if the Fabric does not FLOGI Sequence directed to the well-known 
support N-Port Identifier assignment. The F-Port address (FFFFFE). More than one 
N-Port shall assign its native N-Port Identifier frame is possible in response. 
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-- 

- the D-ID and S-ID columns specify the Sequence to take based on the response 

value of the corresponding field in the received. 

response frame received by the N-Port trans- 
mitting the FLOGI Sequence. 23.3.2.1 FLOGI with S-ID = 0 

- the Indication column provides a short 
summary of the possible conditions associ- 

Table 94 describes the set of possible responses 

. ated with a particular response. 
to Fabric Login with an S-ID = 0 and a D-ID of 
hex ‘FFFFFE’. Further description of the 

- the N-Port Action column specifies the response primitive or frame is found in clause 

action for the N-Port transmitting the FLOGI 20. 

Table 94 - Responses to FLOGI frame (S-ID = 0) - Fabric Login 

Response/ D-ID 
Reply Seq 

S-ID Indication N-Port Action 

1 .R_RDY N/A N/A - Class 1 (SOFci) - wait for frame 

- Class 2 or 3 

- syccessful frame 

delivery to F-Port 
or N-Port 

2.ACK_1 0 

3.ACC X 

J.ACC 0 

FFFFFE 

FFFFFE 

FFFFFE 

- FLOGI frame has been - Wait for Reply 
received by N-Port or F-Port Data frame Sequence 

- OX-ID = FLOGI OX-ID - Perform destination 

-If Common Serv = F-Port, N-Port Login (23.4.2.1) 

- Fabric Login complete (Fabric present) 

- OX-ID = FLOGI OX-ID - Perform point-to-point 

-If Common Serv = N-Port destination N-Port Login 

- no Fabric present 

5.F_BSY or 0 

P_BSY 

FFFFFE - Busy - retry later 

6.F_RJT or 0 

P_RJT 

7.FLOGI FFFFFE 

FFFFFE - reason code 

= Class not supported - FLOGI -next Class (S-ID = 0) 

= invalid S-ID - FLOGI with S-ID = X 

= other - respond accordingly 

0 - Collision with other - respond with ACC 

N-Port Common Serv = N-Port 

- compare 

N-Port-Names 

- if xmit P-Name > rec’d P-Name 

End Connection if Class 1 

- initiate point-to-point 

destination N-Port Login 

- if xmit P-Name < rec’d P-Name 

End Connection if Class 1 

- wait for point-to-point 

destination N-Port Login 

8. LS_RJT X or 0 FFFFFE - Fabric present 

- reason code - reLogin with altered 

Service Parameters, 

use D-ID of LS_RJT 

9.None - error - perform ABTS after 
Sequence timeout 
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These responses are characterized by the fol- 
lowing: 

- Response 1 is possible from an N-Port or 
Fabric. 

- Response 2 is from a Fabric or an N-Port. 
The D-ID and S-ID values (in the response to 
the FLOGI frame) correspond to the values in 
the FLOGI fields, respectively, in the FLOGI 
frame (also for responses 5 and 6). 

- Response 3 completes Fabric Login. The 
N-Port S-ID is assigned as X. 

- Response 4 indicates a point-to-point 
topology with another N-Port. which is deter- 
mined by examining the Common Service 
Parameter which specifies N-Port or F-Port. 
Based on comparison of Port-Names, either 

‘* transmit PLOGI, or wait for PLOGI. 

- Response 5 indicates that either the Fabric 
or N-Port is busy, retry later. 

to the Port-Name it transmitted. If this 

N-Port’s value is lower, it shall end this 
Exchange and wait for a PLOGI from the 
attached N-Port. In Class 1 if this N-Port’s 

value is lower, it shall become the Connection 
Recipient (see clause 28) for this Connection. 
In Class 1 if its value is higher, it shall 
become the Connection Initiator for this Con- 
nection. If its value is higher, it shall transmit 
a PLOGI (see 23.4.2.3) as part of a new Dedi- 

cated Connection. The Dedicated Connection 
associated with FLOGI shall be removed by 
the normal method to remove a Dedicated 
Connection in Class 1. See 23.6.4 for a 
description of N-Port-Names. See 23.4.2.3 for 
a description of point-to-point destination 
N-Port Login. 

-- - Response 6 indicates a Fabric or N-Port 
-- reject. If Class is not supported, retry Login 

_ - 
with another Class with a numerically higher 

* value. If the reason code is S-ID invalid, then 
retry FLOGI with a value of X (see 23.3.2.2). 
For other reject reasons, the N-Pot-t shall 
respond accordingly. 

- Response 7 indicates a point-to-point 
attachment and a collision with an FLOGI from 
the attached N-Port. The N-Port shall 
respond with an ACC. The Common Service 
Parameters shall contain the same informa- 
tion as FLOGI but shall indicate that an N-Port 
is transmitting the Data. Port-Name and 
Node-Name shall be included, but all Classes 
of Service shall be indicated as invalid. The 
N-Pot-t shall compare the Port-Name received 

- Response 8 indicates that the Login 
request is being rejected for a reason speci- 
fied in the LS_RJT frame. The FLOGI request 
may be retried if the appropriate corrective 
action is taken. 

- Response 9 indicates that a Link error has 
occurred. 

NOTE - When an N-Port originates an Exchange using 
an N-Port Identifier of unidentified (binary zeros), its 

N-Port Identifier may change between transmitting a 

request Sequence (Login) and receiving the reply 
Sequence (Accept). 

23.3.2.2 FLOGI with SID = X 

Table 95 describes the set of possible responses 
to Fabric Login with an S-ID = X. The FLOGI 
Sequence transmitted contains a D-ID of the 
well-known F-Port address (FFFFFE) and an S-ID 
of X. It is known that a Fabric is present before 
this Fabric Login is attempted. 
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Table 95 - Responses to FLOGI frame (S-ID = X) - Fabric Login 

Response1 D-ID S-ID indication N-Port Action 
Reply Seq 

1. R_RDY N/A N/A - Class 1 (SOFci) - wait for frame 

- Class 2 or 3 

- successful frame 

delivery to F-Port 

2.ACK_1 X FFFFFE - FLOGI frame has been - Wait for Reply 

received Data frame Sequence 

3.ACC X FFFFFE - OX-ID = FLOGI OX-ID - Perform destination 

- Fabric Login complete N-Port Login 

- Address Identifier = X 

4.F_BSY X FFFFFE 

5F_RJT X FFFFFE 

- Fabric Busy 

- reason code 

= invalid S-ID 
= other 

- retry later 

- FLOGI with S-ID = different X 

- respond accordingly 

6.LS_RJT X FFFFFE - reason code - FLOGI with altered 
Service Parameters 

7.None - error - perform ABTS after 
Sequence timeout 

- -mse responses are characterized by the fol- 
- iowing: 

23.3.3 SOF delimiters 

4- 

- Response 1 is possible from a Fabric. 

- Response 2 is from a Fabric. The D-ID and 
S-ID values (response to the FLOGI frame) 
correspond to the values in the FLOGI fields, 
respectively, in the FLOGI frame (also for 
responses 4 and 5). 

_ 
I Response 3 completes Fabric Login. The 
N-Port S-ID is confirmed as X. 

- Response 4 indicates that the Fabric is 
busy. 

- Response 5 indicates a Fabric reject. If 
Class is not supported, retry Login with 
another Class, with a numerically higher 
value. 

If the reason code is S-ID invalid, then retry 
FLOGI with a different value of X. For other 
reject reasons, the N-Port shall respond 
accordingly. 

- Response 6 indicates that the Login 
request is being rejected for a reason speci- 
fied in the LS_RJT frame. The FLOGI request 
may be retried if the appropriate corrective 

action is taken. 

- Response 7 indicates that a Link error has 

occurred. 

Since the Fabric may not support all three 
Classes of Service, the FLOGI Sequence may 
require retry of the FLOGI Sequence with a dif- 
ferent SOF delimiter for each of the following 
Classes in a, b, and c order: 

a) Class 1 - SOFcl (SOFir) 
b) Class 2 - SOFii 
c) Class 3 - SOFti 

Selection of the SOF delimiter is based on the 
Classes of Service supported by the originating 
N-Port. The FLOGI Sequence is transmitted and 
the appropriate action is specified in table 94, or 
table 95. If a Reject (F_RJT, P_RJT) has been 
received indicating incorrect Class, the next con- 
secutive, supported delimiter on the above list is 
attempted until the Login procedure is complete 
or all supported delimiter types have been 
attempted. When multiple service classes are 
desired, the first time that Login is successful, 
the Service Parameters for all applicable service 
classes have been processed. Login is only 

valid for the class used to Login and all Classes 
with higher numerical value (i.e., Class 1, 2, and 

3). 

NOTE - Class 1 communication requires that both 

N-Ports operate at the same speed. Hence, N-Port 

Login should be performed in Class 1 if that Class is 

supported. Class 2 or 3 communication does not 

require that both N-Ports operate at the same speed. 
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Link speed is not a Login parameter. A mismatch in 

Class 1 is indicated by an F_RJT with a reason code 
of “Fabric path not available”. 

If all supported delimiter types have been 
attempted and all have been rejected by the 
Fabric or timed out, the Fabric and N-Port are 
incompatible and outside intervention is 
required. 

23.3.4 Frequency 

Login between an N-Port and the Fabric should 
be long-lived. If Implicit Logout with the Fabric 
has occurred, it is necessary to reLogin with the 
Fabric (see 23.5.3). 

23.3.4.1 Login completion - Originator 
* 

The Originator of the FLOGI request considers 
Login to have ended when 

a) in Class 1, the Originator has transmitted the 
-- - - ACK (EOFt or EOFdl) to the Accept, or 

. - b) in Class 2, the Originator has received the 
4- R_RDY in response to transmitting the ACK 

CEOFt) to the Accept, or 
c) in Class 3, the Originator has transmitted the 

R_RDY in response to the Accept. 

When Login is ended, the values of buffer-to- 
buffer and end-to-end Credit are initialized. 

- 23.3.4.2 Login completion - Responder 

The Responder of the FLOGI request considers 
Login to have ended when 

a) in Class 1, the Responder has received the 
ACK (EOFt or EOFdt) to the Accept, or 

b) in Class 2, the Responder has transmitted 
the R_RDY in response to receiving the ACK 
(EOFt) to the Accept, or 

c) in Class 3, the Responder has received the 
R_RDY in response to the Accept. 

When Fabric Login has ended successfully, the 
values of buffer-to-buffer and end-to-end Credit 
are initialized. 

NOTE - Since the N-Port has not yet performed Fabric 
Login, it can not be doing anything else. Therefore 
R_RDY can be assumed to be part of the Fabric Login 
protocol. 

23.4 N-Port Login 

Destination N-Pot-t Login proceeds following the 
Fabric Login procedure. Events 4, 7, 8, and 9 in 

table 94 indicate a point-to-point attachment and 
the N-Port shall proceed based on the informa- 
tion provided by the N-Port action for each 
event. If a Fabric is present, as determined by 
performing the Fabric Login procedure, an 
N-Port proceeds with destination N-Port Login 
according to 23.4.2.1. If a Fabric is not present, 
as determined by performing the Fabric Login 
procedure, an N-Port proceeds with destination 
N-Port Login according to 23.4.2.3. Destination 
N-Port Login between two N-Ports is complete 
when each N-Port has received the Service 
Parameters of the other N-Port. This may be 
accomplished by either implicit or explicit desti- 
nation N-Port Login. 

The N-Port Common Service Parameters during 
N-Port Login are specified in 23.6.3. The N-Port 
Class Service Parameters during N-Port Login 
are specified in 23.6.8. Both the Common 

Service Parameters and Class Service Parame- 
ters apply to each N-Port during destination 
N-Port Login. 

NOTE - When an N-Port (A) receives a PLOGI from 

another N-Port (B), N-Port (A) should verify that it is 

not already logged in with an N-Port (c) with the same 

Port-Name but different N-Port native address identi- 

fier and Node-Name. If so, it should consider the 

prior Login to be ended and should follow the Logout 

rules before accepting the new Login. Such a situ- 

ation may arise if configuration changes have 

occurred. 

23.4.1 Address Identifiers 

An N-Port determines its own native N-Port 

Identifier through explicit or implicit Login by 

- the Fabric, if present, 
- implicit definition, 
- assignment in the PLOGI Sequence trans- 
mitted to a destination N-Pot-t attached in a 
point-to-point topology. 

Address identifiers of other destination N-Ports 
with which an N-Port wishes to Login with may 
be collected from 

- the Fabric, if present, 

- a name-server function, 

- implicit definition, or 
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- an alternate initialization procedure. to invalidate or alter the existing Login parame- 

ters. 

23.4.2 Explicit N-Port Login 23.4.2.1 Fabric present 

Explicit N-Port Login accomplishes three func- 
tions: 

- It provides a specific set of operating char- 
acteristics associated with the destination 
N-Port. 

- Initializes the destination end-to-end Credit. 

- In point-to-point topology, buffer-to-buffer 
Credit is initialized. 

A well-behaved N-Port shall Logout with another 
N-Port prior to initiating a relogin. However, if 
an N-Port receives or transmits a Login Link 
Service request Sequence with another N-Port, 
it shall respond to any other Exchanges with that 
N-Port as though a Logout had been previously 
performed. During the N-Port Login procedure 
other communication with the destination N-Port 

- --<%I not be initiated or accepted. Once the 

- N_Port Login procedure has been successfully 
dhnpleted, communication between the N-Ports 
may be initiated or accepted. That is, if N-Port 
(A) performs a PLOGI request with N-Port (B) 
and N-Port (B) transmits the ACC reply 
Sequence, then either N-Port (A) or N-Port (B) 
may initiate communication for other protocols. 
N-Port (B) shall not be required to transmit a 

-PLOGI request Sequence to (A) unless it wishes 

The destination N-Port explicit Login procedure 
requires transmission of a Login (PLOGI) Link 
Service Sequence within an Exchange with an 
assigned OX-ID with a Destination Identifier 
(D-ID = Y) of the destination N-Port and a 
Source Identifier (S-ID = X) of originating 
N-Port. The Payload of this Sequence contains 
the Service Parameters of the N-Port originating 
the PLOGI Sequence. N-Port Service Parame- 
ters are defined in 23.6. 

The normal reply Sequence to a PLOGI Link 
Service Sequence by an N-Pot-t is an Accept 
(ACC) Link Service Sequence within the 
Exchange identified by the OX-ID of the Login 
Sequence and the RX-ID assigned by the 
Responder with a Destination Identifier (D-ID) of 
the originating N-Port (PLOGI Sequence) and a 
Source Identifier (S-ID) of the responding 
N-Port. The Payload of the ACC contains the 
Service Parameters of the responding N-Port. 

If a collision occurs, such that N-Port (A) has 
transmitted a PLOGI to N-Port (B) and N-Port 
(A) receives a PLOGI from N-Port (B) before 
receiving the ACC from N-Port (B), N-Port (A) 
shall respond as though its PLOGI had never 
been transmitted. There shall be no special 

processing required. 
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Table 96 - Responses to PLOGI frame - N-Port Login (Fabric present) 

Response1 D-ID S-ID Indication N-Port Action 
Reply Seq. 

1 .R_RDY N/A 

2.ACK_1 X 

3.ACC X 

4.F_BSY X 

5. F_RJT X 

6. P_BSY X 

7.P_RJT X 

8.LS_RJT X 

9. None 

N/A 

Y 

Y 

Y 

Y 

Y 

Y 

Y 

- Class ~(SOFCI) 
- Class 2 or 3 only 
- successful frame 

delivery to F-Port 

- PLOGI frame has been 
received 

- OX ID = PLOGI OX-ID 
- Login complete 

- Fabric present 
- Fabric Busy 

- Fabric present 
- reason code 

= invalid D-ID 

= other 

- N-Port busy 

- reason code 
= Class not supported 
= other 

- reason code 
= invalid parameters 
= other 

- error 

- wait for frame 

- Wait for Reply 
Data frame Sequence 

- End 

- retry later 

- determine Port-ID for Y 
- reattempt Login 
- respond accordingly 

- retry later 

_ select next Class 
- respond accordingly 

- correct parameters 
- respond accordingly 

-perform ABTS after 
Sequence timeout 

23.4.2.2 Responses to N-Port Login (Fabric) 

See 23.3.2 for a description of the column 

meanings. The entries in table 96 are based on 
previous Login with a Fabric. Table 96 describes 
the set of possible responses during destination 
N-Port Login with a Fabric present. These 

responses are characterized by the following: 

- Response 1 is possible from a Fabric. 

- Response 2 is from the N-Port. The D-ID 
and S-ID values (in the N-Port response to 
the PLOGI frame) correspond to the values in 
the PLOGI fields, respectively, in the PLOGI 
frame (also for responses 6, 7, and 8). 

- Response 3 completes N-Port Login. 

- Response 4 indicates that the Fabric is 
busy. 

- Response 5 indicates a Fabric reject. The 
N-Port shall respond according to the reject 
reason code specified. 

- Response 6 indicates that the destination 
N-Port is busy. 

- Response 7 indicates an N-Port reject. 
The N-Port shall respond according to the 
action and reason code of the P_RJT. 

- Response 8 indicates that the Login 
request is being rejected for a reason speci- 
fied in the LS_RJT frame. The PLOGI request 
may be retried if the appropriate corrective 
action is taken. 

- Response 9 indicates that a Link error has 
occurred. 

23.4.2.3 No Fabric present (point-to-point) 

This procedure is based on the assumption that 
response 4 or 7 in table 94 was received during 
an attempted Fabric Login. The destination 

N-Port explicit Login procedure requires trans- 
mission of a Login (PLOGI) Link Service 
Sequence within an Exchange with an assigned 
OX-ID. 

Since the detection of a point-to-point topology 
was determined by reception of an ACC or 
FLOGI with Common Service Parameters indi- 
cating an N-Port is directly attached, 
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- the N-Port waits for a PLOGI 
other N-Port if its N-Port-Name is 

the attached N-Port-Name, or 

from the 

less than 

- the N-Port transmits a PLOGI with S-ID = 
X and D-ID = Y (X # Y) and no collision with 

PLOGI is anticipated if its N-Port-Name is 
greater than the attached N-Port-Name. 

defined in 23.6. The Common Service Parame- 

ters are specified for point-to-point N-Port Login. 

The Payload of this frame contains the Service 
Parameters of the N-Port originating the PLOGI 
Sequence. N-Port Service Parameters are 

The normal reply Sequence to a PLOGI Link 
Service frame by an N-Port is an Accept (ACC) 
Link Service Sequence with the OX-ID of the 
Login Sequence and the assigned RX-ID of the 
Responder. The Payload of the ACC contains 
the Service Parameters of the responding 

N-Port. 

Table 97 - Responses to PLOGI frame - N-Port Login (No Fabric, point to point) 

Response/ D-ID S-ID Indication N-Port Action 

Reply Seq. 

1 .R_RDY N/A N/A - Class 1 (SOFcl) - wait for frame 

- Class 2 or 3 only 

- successful frame 

delivery to N-Port 

2.ACK_1 X Y 

3. ACC X Y 

- PLOGI frame has been 

received 

- Login complete as X and Y 

- OX-ID = PLOGI OX-ID 

- Wait for Reply 

Data frame Sequence 

- End 

4.P_BSY X 

%P_RJT x 

G.LS_RJT X 

7.PLOGI R 

Y - N-Port busy 

Y -reason code 

= Class not supported 

= other 

Y - reason code 

= invalid parameters 

= other 

Z - Collision with other 

N-Port 

8. None - error 

- retry later 

- select next Class 

- respond accordingly 

- correct parameters 

- respond accordingly 

- compare 

N-Port-Names 
- if xmit P-Name > rec’d P-Name 

respond with LS_RJT, 

- if xmit P-Name < rec’d P-Name 

process PLOGI from N-Port 

respond with ACC or LS_RJT 

- perform ABTS after 

Sequence timeout 
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23.4.2.4 Responses to N-Port Login 
(point-to-point) 

See 23.3.2 for a description of the column 
meanings. Table 97 describes the set of pos- 

sible responses to destination N-Port Login for a 
point-to-point configuration. 

These responses are characterized by the fol- 
lowing: 

- Response 1 is possible from the N-Port. 

- Response 2 is from the N-Port. The D-ID 
and S-ID values correspond to the values in 
the PLOGI Sequence (also for responses 4 
and 5). 

- Response 3 completes N-Port Login. 

z - Response 4 indicates that the destination 
N-Port is busy. 

- Response 5 indicates an N-Port reject. 
The N-Port shall respond according to the 

- - --- action and reason code of the P_RJT. 

_ - - Response 6 indicates that the Login 
* request is being rejected for a reason speci- 

fied in the LS_RJT frame. The PLOGI request 
may be retried if the appropriate corrective 
action is taken. 

- Response 7 indicates that the other N-Port 
which is attached in a point-to-point attach- 

. ment has issued an N-Port Login. After com- 
‘paring N_Port_Names, the N-Port shall issue 
an LS_RJT (Login already in progress) and 
transmit N-Port Login (if not previously trans- 
mitted), or process the N-Port PLOGI. 

- Response 8 indicates that a Link error has 
occurred. 

Following reception of an ACC to FLOGI indi- 
cating an N-Port attached in a point-to-point 
topology, only one N-Port should be transmitting 
PLOGI. The S-ID and D-ID values of PLOGI 
shall be non-zero values which shall be used 
until implicit or explicit Logout. 

23.4.3 SOF delimiters 

Since the destination N-Port may support any of 

three Classes of Service, the PLOGI Sequence 
may require retransmission with a different SOF 

for each Class in the same manner described for 
Fabric Login (see 23.3.3.). Login is only valid for 
the class used to Login and all Classes with a 
higher numerical value (i.e., Class 1, 2, and 3). 

23.4.4 Frequency 

The frequency of destination N-Port Login is 
installation dependent based on the frequency of 
configuration changes which may alter the 
N-Port Identifiers within an installation. Service 
Parameters of other N-Ports are retained until 
the next destination N-Pot-t Login or until N-Pot-t 
Logout is performed. 

23.4.4.1 Login completion - Originator 

The Originator of the PLOGI request considers 
Login to have ended when 

a) in Class 1, the Originator has transmitted the 
ACK (EOFt or EOFdl) to the Accept, or 

b) in Class 2, the Originator has received the 
Accept and transmitted the ACK (EOFt) to the 
Accept, or 

c) in Class 3, the Originator has received the 
Accept. 

When N-Port Login is ended with a Fabric 
present, the value of end-to-end Credit is initial- 
ized. When N-Port Login is ended in a point-to- 
point topology, the values of buffer-to-buffer and 
end-to-end Credit are initialized. 

23.4.4.2 Login completion - Responder 

The Responder of the PLOGI request considers 
Login to have ended when 

a) in Class 1, the Responder has received the 
ACK (EOFt or EOFdt) to the Accept, or 

b) in Class 2, the Responder has received the 
ACK (EOFt) to the Accept, or 

c) in Class 3, the Responder has transmitted 
the Accept. 

When N-Port Login is ended with a Fabric 
present, the value of end-to-end Credit is initial- 
ized. When N-Port Login is ended in a point-to- 
point topology, the values of buffer-to-buffer and 
end-to-end Credit are initialized. 
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23.4.5 N-Port Login frame flow 

See annex P figures P.5, P.6, and P.7 for exam- 
ples of frame flow for destination N-Port Login 

for Classes 1, 2, and 3. 

23.5 Logout 

23.5.1 Introduction 

The destination Logout procedure provides a 
method for removing service between two 
N-Ports. Logout releases resources associated 
with maintaining Service with a destination 
N-Port. There is no explicit Logout procedure 
for the Fabric, however, implicit Logout may 
occur between an N-Port and the Fabric (see 
23.5.3). 
‘* 

NOTE - Explicit Fabric Logout is not needed since the 

Fabric has no resources dedicated to an N-Port which 

could be usefully made available. 

-, _ -- -- 
_ - 

Q.5.2 Explicit N-Port Logout 

Logout is accomplished by transmitting a Logout 
(LOGO) Link Service request Sequence to a des- 
tination N-Port. The Logout procedure is com- 
plete when the responding N-Port transmits an 
ACC Link Service reply Sequence. 

*If an N-Port desires to explicitly Logout, the initi- 
ating N-Port shall terminate other Active 
Sequences that it initiated with the destination 
N-Port prior to performing Logout, otherwise, the 
state of other Active Sequences is unpredictable. 
If an N-Port receives a Logout request while 
another Sequence is Active which was initiated 
from the requesting N-Port, it may reject the 
Logout request using an LS_RJT (Link Service 
Reject). 

After an explicit Logout is performed with an 
N-Port, the default Login Service Parameters 
specified in 21.1.1 shall be functional if Login 
was explicit. After an explicit Logout is per- 
formed with an N-Port, the implicit Login Service 
Parameters shall be functional if Login was 
implicit. 

23.53 Implicit Logout 

If an N-Port receives or transmits the NOS or 
OLS Primitive Sequence, it shall be implicitly 

logged out from the Fabric, if present, or 
attached N-Port in a point-to-point topology. 
Fabric Login shall be performed following 
implicit Logout. Communication with other 

N-Ports shall not be accepted until the Fabric 
Login procedure is complete. 

During reLogin with the Fabric, if an N-Port’s 
native Identifier has changed since the last 
Fabric Login, the N-Port shall not initiate or 
accept communication with other N-Ports until it 
has explicitly logged out with each N-Port and 
performed N-Port Login. 

During reLogin with the Fabric, if the N-Port 
detects that the F-Port-Name has changed since 
the last Fabric Login, the N-Port shall wait an 
R A TOV timeout period before initiating or -- 
accepting communication with other N-Ports 
(i.e., implicit N-Port Logout). The timeout period 
shall start when the N-Port detects the change 
in F-Port-Name. After waiting the timeout 

period, the N-Pot-t shall Logout and reLogin 
other N_Ports to which it had been previously 
Logged-In. 

If an N-Port receives OLS from the Fabric, the 
Fabric may be indicating configuration changes 
internal to the Fabric using the Online to Offline 
Protocol. 

NOTE - If an N Port is concerned that a partial Fabric 

Login may be% process using its link immediately 

preceding its attempted Fabric Login, it may wait an 

R_A_TOV in order to ensure that the response it 

receives from the F-Port during Fabric Login is asso- 

ciated with its Login request. 

23.6 N-Port Service Parameters 

The first 16 bytes of the Payload following the 
LS_Command Code shall specify Service Param- 
eters common to all three Classes. The next 

eight bytes shall contain the N_Port_Name of the 
N-Port transmitting the Service Parameters. The 
next eight bytes shall contain the Node-Name of 
the Node which controls the N-Pot-t. The next 48 
bytes of the Payload following the Node-Name 
shall specify three sets of Class Service Parame- 

ters as shown in figure 59. The first 16-byte 
group shall specify Service Parameters for Class 
I. The second 16-byte group shall specify the 
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Service Parameters for Class 2. The third Applicability 

16-byte group shall specify the Service Parame- Table 98 identifies fields within the N-Port 
ters for Class 3. The fourth 16-byte group is Common Service Parameters and specifies the 

reserved. The fifth 16-byte group specifies applicability of those Parameters to N-Port Login 

Vendor Version Level. and F-Port Login. 

23.6.1 N-Port Common Service 
Parameters 

N-Port Common Service Parameters represent 

Parameters which are common across all 

Classes supported by an N-Port. 

‘9 

_- 
- - 

_ - 

16 8 8 16 16 16 16 16 
Bytes Bytes Bytes Bytes Bytes Bytes Bytes Bytes 

Common Port Node/ Class 1 Class 2 Class 3 Reserved Vendor 
Service Name Fabric Service Service Service Version 

Parameters Name Parameters Parameters Parameters Level 

Figure 59 - FLOGI, PLOGI, or ACC Payload 

Table 98 - N-Port Common Service Parameter applicability 

N-Port Login Fabric Login 

Class Class 

Service Parameter Word Bits 1 2 3 1 2 3 

Notes 
1 “y” indicates yes, applicable; 
2 “n” indicates no, not applicable 
3 PTP indicates applicable only for Point-to-point 
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23.6.2 N-Port Common Service 
Parameters - Fabric Login 

N-Port Common Service Parameters used 
during Fabric Login are shown in figure 60. 

kord 

0 

‘* 

2 

-. -- -- 
_ - 3 

* 
L 

Bits 

I I 
31 0 

FC-PH Buffer-to-Buffer 
Version Credit 

HHHHHHHH LLLLLLLL BBBBBBBB BBBBBBBB 
I I 

31 0 
Common Features Buffer-to-Buffer 

Rev Data Field Size 
rrrNrrrr rrrrrrrr rrrrFFFF FFFFFFFF 

I I 

31 0 
Reserved Reserved 

rrrrrrrr rrrrrrrr rrrrrrrr rrrrrrrr 
I I 

31 0 
Reserved Reserved 

rrrrrrrr rrrrrrrr rrrrrrrr rrrrrrrr 
I I 

Figure 60 - N-Port Common Service Parameters 

(Fabric Login) 

23.6.2.1 FC-PH version 

-The FC-PH version field provides a method of 
determining the version of FC-PH which a Port 
shall be capable of supporting. The FC-PH field 
is divided into two one-byte fields. Table 99 indi- 
cates the hexadecimal values for the low and 
high FC-PH version levels in word 0 bits 31-16. 

Table 99 - FC-PH Version - N-Port 

Hex value I Version level 

00 

01 - 05 

None 

Reserved 

06 4.0 

07 4.1 

08 4.2 

09 4.3 

I others I Reserved I 

A version of FC-PH shall be assigned a new 
binary value when its implementation is not 

182 

compatible with the previous version specified. 

An N-Port shall support all versions between the 

lowest and the highest levels specified. 

l Word 0, Bits 31 - 24 - Highest version (H) 

The binary value of bits 31-24 are encoded to 
represent the highest or most recent version of 
FC-PH which the Port shall be capable of sup- 
porting. 

l Word 0, Bits 23 - 16 - Lowest version (L) 

The binary value of bits 23-16 are encoded to 
represent the lowest or earliest version of FC-PH 
that the Port shall be capable of supporting. 

Where there is overlap in the FC-PH versions 
supported, each Port shall operate in the highest 
FC-PH version mutually supported. 

23.6.2.2 Buffer-to-buffer Credit 

The buffer-to-buffer Credit (B) field (Word 0, bits 
15-O) specified shall be associated with the 
number of buffers available for holding Class 1 
connect-request, Class 2, or Class 3 frames 
received from the F-Port. 

The buffer-to-buffer Credit (B) shall be a single 
value which represents the total buffer-to-buffer 
Credit available for all Classes. An N-Port 
tracks buffer-to-buffer Credit as a single entity 
for all frames subject to buffer-to-buffer flow 
control (see clause 26). 

Values in the buffer-to-buffer Credit field have 
the same format as in Class end-to-end Credit 
Service Parameters. 

23.6.2.3 Common features 

l Word 1, Bit 28 - N_PorUF_Port (N) 

0 = N Port 
1 = FPort 

Word 1 bit 28 shall be set to zero. 

23.6.2.4 Buffer-to-buffer Data-Field size 

l Word 1, Bits 15-O Buffer-to-buffer Receive 

Size (F) 

The buffer-t&buffer Receive Data-Field Size is a 

binary value (bits 15-O) which specifies the 

largest Data-Field Size for an FT_l frame (17.4) 
that can be received by the N-Port supplying the 
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Service Parameters as a Sequence Recipient 
for: 

- a connect-request (SOFci), 

- a Class 2 Data frame, or 
- a Class 3 Data frame. 

Values less than 128 or greater than 2 112 are 
invalid. Values shall be a multiple of four bytes. 
An N-Port shall support a Data Field size of at 
least 128 bytes, however, a minimum of 256 
bytes is recommended. 

The buffer-to-buffer Receive Data-Field size is 
specified by FC-2. 

23.6.3 N-Port Common Service 
Parameters - N-Port Login - 

‘* N-Port Common Service Parameters used 
during N-Port Login are shown in figure 61. 

- - 

- - Word 
4- 

0 

1 
_ . 

2 

3 

Bits 

31 
FC-PH 

Version 
HHHHHHHH LLLLLLLL 

I 

31 
Common Features 

COVNrrrr rrrrrrrr 

31 
Total Concurrent 

Sequences 
rrrrrrrr TTTTTTTT 

31 

F 

I 

0 
Buffer-to-Buffer 
Credit (Pt to Pt) 
BBBBBBBB BBBBBBBB 

I 
Buffer-to-Buffer 
kv Data Field Size 
rrrrFFFF FFFFFFFF 

I 
Relative Offset by 

Info Category 
DDDDDDDD DDDDDDDD 

E D TOV 
(P&o-Pt) 

tttttttt tttttttt 1 tttttttt tttttttt 
I I I 

Figure 61 - N-Port Common Service Parameters 

(N-Port Login) 

23.6.3.1 FC-PH version 

The FC-PH version field provides a method of 
determining the version of FC-PH which an 

N-Port shall be capable of supporting. The 
FC-PH field is divided into two one-byte fields. 
Table 100 indicates the hexadecimal values for 
the low and high FC-PH version levels in word 0 

bits 31-24, and bits 23-16. 

ANSI X3.230-1994 

Table 100 - FC-PH Version level - N-Port 

Hex value Version level 

00 None 

01 - 05 Reserved 

06 4.0 

07 4.1 

08 4.2 

09 4.3 

others Reserved 

A version of FC-PH shall be assigned a new 
binary value when its implementation is not 
compatible with the previous version specified. 
An N-Port shall support all versions between the 
lowest and the highest levels specified. 

l Word 0, Bits 31 - 24 - Highest version sup- 

ported (H) 

The binary value of bits 31-24 are encoded to 
represent the highest or most recent version of 
FC-PH which the N-Port shall be capable of sup- 
porting. 

l Word 0, Bits 23 - 16 - Lowest version sup- 

ported (L) 

The binary value of bits 23-16 are encoded to 
represent the lowest or earliest version of FC-PH 
that the N-Port shall be capable of supporting. 

Where there is overlap in the FC-PH versions 
supported, each N-Port shall operate in the 
highest FC-PH version mutually supported. 

23.6.3.2 Buffer-to-buffer Credit 

Word 0, bits 15-O shall only be meaningful for an 
N-Port in a point-to-point topology during Login 
between two N_Ports. In a topology other than 
point-to-point, word 0, bits 15-O shall not be 
meaningful. The buffer-to-buffer Credit (B) field 
specified shall be associated with the number of 
buffers available for holding Class 1 connect- 
request, Class 2, or Class 3 frames received 
from the N-Pot-t. 

The buffer-to-buffer Credit (B) shall be a single 
value which represents the total buffer-to-buffer 
Credit available for all Classes. An N-Port 

tracks buffer-to-buffer Credit as a single entity 
for all frames subject to buffer-to-buffer flow 
control (see clause 26). 
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Values in the buffer-to-buffer Credit field have 

the same format as in the end-to-end Credit 
Class Service Parameters. 

23.6.3.3 Common features 

l Word 1, Bit 31 - Continuously Increasing 

Offset (C) 

0 = not supported 
1 = supported 

Word 1, bit 31 = 1 indicates that the N-Port sup- 
plying this parameter shall be capable of sup- 
porting Continuously Increasing Relative Offset, 
if present (F_CTL bit 3), within a Sequence on a 
frame by frame SEQ_CNT basis. Bit 31 shall 
only be applicable to those Information Catego- 
ries in which an N-Port supports Relative Offset 
(i.e., word 2, bits 15-O). See 3.1 and clause 27 for 
ah explanation of Continuously Increasing Rela- 
tive Offset. 

Word 1, bit 31 support shall be applicable as a 

-. . _&,guence Initiator as well as a Sequence Recip- 
^ - ient for all Classes of Service supported by the 

* 6i Port. However, support as a Sequence Initi- 
a?& shall not require that transmitted Sequences 
use Relative Offset, even if both N-Ports provide 
such support. 

l Word 1, Bit 30 - Random Relative Offset (0) 

0 = not supported 
1 = supported 

Word 1, bit 30 = 1 indicates that the N-Pot-t sup- 
plying this parameter shall be capable of sup- 
porting Random Relative Offset values, if present 
(F_CTL bit 3). Random values may increase, 
decrease, or otherwise fluctuate within a 
Sequence. Bit 30 shall only be applicable to 
those Information Categories in which an N-Port 
supports Relative Offset (i.e., word 2, bits 15-O). 
See 3.1 and clause 27 for an explanation of 
Random Relative Offset. 

Word 1, bit 30 support shall be applicable as a 
Sequence Initiator as well as a Sequence Recip- 
ient for all Classes of Service supported by the 
N-Port. However, support as a Sequence Initi- 
ator shall not require that transmitted Sequences 

use Relative Offset, even if both N-Ports provide 

such support. 

l Word 1, Bit 29 - Valid Vendor Version Level 

(V) 

0 = not valid 
1 = valid 

Word I, bit 29 = 1 indicates that the Vendor 
Version Level (fifth l&byte group) contains valid 
information. If Word 1, bit 29 = 0, it indicates 

. that the Vendor Version Level field is not mean- 
ingful. 

l Word 1, Bit 28 - N_PortfF_Port (N) 

0 = N-Port 
I = F-Pot-t 

Word 1 bit 28 shall be set = 0. 

23.6.3.4 Buffer-to-buffer Data-Field size 

l Word 1, Bits 15-O Buffer-to-buffer Receive 

Size (F) 

The buffer-to-buffer Receive Data-Field Size is a 
binary value (bits 15-O) which specifies the 
largest Data-Field Size for an FT_l frame (17.4) 
that can be received by the N-Port supplying the 
Service Parameters as a Sequence Recipient 
for: 

- a connect-request (SOFCI), 

- a Class 2 Data frame, or 
- a Class 3 Data frame. 

Values less than 128 or greater than 2 112 are 
invalid. Values shall be a multiple of four bytes. 
An N-Port shall support a Data Field size of at 
least 128 bytes, however, a minimum of 256 
bytes is recommended. 

The buffer-to-buffer Receive Data-Field size is 
specified by FC-2. 

23.6.3.5 Total Concurrent Sequences 

Total Concurrent Sequences is the total number 
of Concurrent Sequences for all 3 classes that 
an N-Port is capable of supporting as a Recip- 
ient. 
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l Word 2, Bits 23 - 16 - Total Concurrent 

Sequences (T) 

The Total Concurrent Sequences specified by an 
N-Port shall be less than or equal to the sum of 

the Concurrent Sequences supported on a Class 
by Class basis. As an example, an N-Port may 
specify that it is capable of supporting ten Con- 
current Sequences in Class 2 and ten Concur- 
rent Sequences in Class 3. However, the total 
number of Concurrent Sequences when both 
Class 2 and 3 are Active may be fifteen (T). 

23.6.3.6 Relative Offset by category 

Word 2, bits 15 - 0 shall indicate on a bit-position 
basis, whether or not Relative Offset shall be 
supported for the corresponding Information Cat- 

‘-egory. For example, if bit 14 = 1 and bit 2 = 1 
and others are = 0, then Information Category 
1110 and Information Category 0010 frames shall 
be capable of using Relative Offset as a 

- . -- - --6equence Recipient or a Sequence Initiator. 

. - 
23.6.3.7 Point-to-point E_D_TOV value 

Word 3 shall only be meaningful by an N-Port in 
a point-to-point topology. In a topology other 
than point-to-point, word 3 shall not be mean- 
ingful. The E D TOV value shall be specified as - - 
a count of 1 ms increments. Therefore, a value 
of hex ‘OOOOOOOA’ specifies a time period of 10 
ms. 

The E_D_TOV value in the Accept shall be 
greater than or equal to the value in the PLOGI. 
The E D TOV value in the Accept shall be the - - 
value used by each N-Port. R_A_TOV shall be a 
value twice the E D TOV value in a point-to- - - 
point topology. 

23.6.4 N-Port-Name 

The N-Port-Name is an eight b$e field which 
identities an N-Port for identification purposes, 
such as diagnostics, which may be independent 
and unrelated to network addressing. The 
format of the name is specified in 19.3. Each 
N-Port shall provide a unique N-Port-Name 
within the address domain of the Fabric. Bits 
63-60 specify the format of the name. The 
formats are summarized in tables 43 and 44 in 
19.3. 

23.6.5 Node-Name 

The Node-Name is an eight byte field which 
identifies a Node for identification purposes, 

such as diagnostics, which is independent and 
unrelated to network addressing. The format of 
the Node-Name is specified in 19.3. Each Node 
shall provide a unique Node-Name within the 
address domain of the Fabric. Bits 63-60 specify 
the format of the name. The formats are sum- 
marized in tables 43 and 44 in 19.3. 

23.6.6 N-Port Class Service Parameters 

Each group of sixteen byte Class Service Param- 
eters is divided into the categories as specified 
in figure 62. 

- Class Validity (V) 
- Service Options (E) 
- Initiator Control Flags (D) 
- Recipient Control Flags (C) 
- Receive Data Size (N) 
- Concurrent Sequences (L) 
- N-Port End-to-end Credit (M) 
- Open Sequences per Exchange (X) 

Word I I 
Bits 31 0 

Service Initiator 
0 Options Control 

VEEEEEEE EEEEEEEE DDDDDDDD DDDDDDDD 
I I 

31 0 
Recipient Receive 

1 Control Data Field Size 
cccccccc cccccccc rrrrNNNN NNNNNNNN 

I I 
I 

31 0 
Concurrent, _ N Port End-to-end 

2 Sequences Credit 
rrrrrrrr LLLLLLLL OMMMMMMM MMMMMMMM 

I I 

31 0 
Open Sequences- Reserved 

3 per Exchange 
rrrrrrrr XXXXXXXX rrrrrrrr rrrrrrrr 

I I 

Figure 62 - N-Port Class Service Parameters 

The parameters described are located in the 
Payload of the LOgin (LOGI) Link Service request 
as well as the Accept (ACC) Link Service reply 
Sequence sent in reply to the Login Link Service 
request. 
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Applicability 

Table 101 identifies N-Port Class Service Param- 

eter fields and specifies the applicability of those 

parameters for N-Port Login or Fabric Login by 

class. 

Table 101 - N-Port Class Service Parameter Applicability 

N-Port Login Fabric Login 
Class Class 

Service Parameter 1 Word 1 Bits 1 1 I 2 I 3 n 1 1 2 I 3 

Class Validity 0 

Valid = 1 0 31 Y Y Y Y Y Y 

Service Options 0 30-l 6 

Intermix Mode 0 30 Y n n Y n n 

Stacked Connect-Requests 0 29-28 n n n . Y n n 

Sequential delivery 

Initiator Ctl 

0 27 n n n 

0 15-O +--k 
X-ID reassignment 

Initial Responder 
_ Process_Associator 

ACK_O capable 

I ACK_N capable 

0 15-14 y Y n n n n 

0 13-12 y Y Y n n n 

0 11 Y Y n n n n 

0 IO Y Y n n n n 

Recipient Ctl 

ACK_O Capable 

ACK_N Capable 

1 31-16 

1 31 Y Y n n n n 

1 30 Y Y n n n n 

X-ID interlock 

Error policy support 

1 29 Y Y n 

1 28-27 y Y Y 

Categories per Sequence 

Reserved - Fabric Specific 

1 25-24 y Y Y 

1 IS-16 y Y Y 

Receive Data Field 
Size 

Concurrent Seauences 

1 15-O y n n 

2 31-16 v V V 

n In In 

n n n 

n In In 

n In In 

N-Port End-to-end Credit 2 14-O y Y n n n n 

Open Sequences per Exchange 3 31-16 y Y Y n n n 

Notes 

1 “y” indicates yes, applicable; 

2 “n” indicates no, not applicable 
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23.6.7 N-Port 
- Fabric Login 

Class Service Parameters 

23.6.7.1 Class validity (V) 

l Word 0, Bit 31 - Class validity 

0 = Invalid (Class not supported) 
1 = Valid (Class supported) 

The Class validity bit shall indicate whether this 
Class is supported. If the Class validity bit is 
zero, it indicates that this group or set of sixteen 
bytes shall be ignored. If the Class validity bit is 
one, it indicates that this Class shall be sup- 
ported. The Class shall be identified based on 
Class 1 = first sixteen-byte group, Class 2 = 
second sixteen-byte group, and Class 3 = third 

,* sixteen-byte group. 

NOTE - Service Parameter options specify FC-2 capa- 

bility. The Link Service may further limit values sup- 
plied during Login as specified by individual Upper 
Level Protocols. -- 

-- 
. - 

T3.6.7.2 Service options 

Service options (E) shall specify optional fea- 
tures of a Class of Service supported by the 
N-Port supplying the Service Parameters. 

dord,Bits Service Options (E) 

0,38-16 Cl ass Options 
0,30 Intermix Mode 
0,29-28 Stacked Connect-Requests 
0,27 Sequential de1 ivery 
0,26-16 Reserved 

Figure 63 - Service options 

_I 

l Word 0, Bit 30 - Intermix Mode 

0 = Intermix not requested 
1 = Intermix requested 

Class 1 

All N-Ports supporting Class 1 shall support 
Exclusive Connections. An N-Port supporting 
Exclusive Connections may only transmit and 
receive frames from the N-Port to which an 
existing Class 1 Connection is pending or estab- 
lished. Exclusive Connections require that the 
Fabric transmit an F_BSY frame in response to 
Class 2 frames and connect-request Data frames 
(SOFci) issued by a third N-Port targeted for one 
of the two N_Ports engaged in a Class 1 Con- 

nection. 

An Intermixed Dedicated Connection specifies 
that the Fabric may insert or extract Class 2 or 
Class 3 frames while a Class 1 Connection is 
established. Support for Intermix is optional by 
both an N-Port and a Fabric. When an N-Port 
performs Login with a Fabric, it shall request 

support for Intermix by specifying bit 30 = 1. If 
the Fabric supplies, bit 30 = 1 in the Accept 
reply Sequence, then Intermix shall be func- 
tional. 

The following set of values specifies 
meaning of the combination of Word 0, bit 30: 

the 

N-Port F-Port 
0 0 Neither supports 
0 1 Fabric is capable of supporting, 

Intermix not functional 
1 0 N-Port support requested, 

Fabric does not support 
1 1 N-Port requested, Fabric agrees, 

Intermix is functional 

See 22.4 for more discussion on Intermix. 

Class 2 and 3 

Word 0, bit 30 is reserved. 

l Word 0, Bits 29-28 - Stacked connect- 

requests 

Support for stacked connect-requests is optional 
in both a Fabric and an N-Port. Both an 

N-Port’s and F_Port’s behavior change if stacked 

connect-requests are functional. 
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Stacked connect-requests require Intermix mode 

support. Therefore, an N-Port shall only request 
support for stacked connect-requests if it also 

requests support for Intermix mode. Support for 
stacked connect-requests allows an N-Port to 
transmit one or more connect-requests (SOFcl) 
without regard as to whether a Connection is 
pending, established, or complete. 

Due to the timing relationships involved, there 
are two methods of implementing stacked 
connect-requests by a Fabric: 

a) transparent mode, or 
b) lock-down mode. 

In transparent mode, when the SOFcl Data frame 
is delivered to the destination N-Port, the return 
path of the bi-directional circuit is established in 
the same manner as Exclusive Dedicated Con- 
‘lections. This means that the destination N-Port 
of the SOFCI is able to transmit Data frames 
immediately following transmission of the ACK 
frame in response to the SOFCI frame. 

-_ _ _- -- 
_ In lock-down mode, when the SOFcl Data frame 

&delivered to the destination N-Port, the return 
path of the bi-directional circuit is not neces- 
sarily established to the source N-Port of the 
SOFcl. Therefore, the SOFCI Data frame shall 
also set F_CTL bit 8 = 1 (Unidirectional 
Transmit) in order to inhibit the destination 
N-Port of the SOFcl from sending any Data 

.frames after the ACK frame is transmitted in 
response to the connect-request (see 28.5.2 for 
more information on stacked connect-requests 
and 18.5 for more information on F_CTL bit 8). 

Bit 29 is a request by the N-Pot-t for transparent 
stacked connect-requests. Bit 28 is a request by 
the N-Port for lock-down stacked connect- 
requests. An N-Port may request either one or 
both modes. However, a Fabric shall support 
either transparent or lock-down or none. The 
Fabric shall not support both modes. 

Word 0, bit 29 Transparent 

connect-request 

mode - stacked 

0 = Transparent mode not requested 

1 = Transparent mode requested 

Class 1 

When an N-Port performs Login with a Fabric, it 

shall request support for transparent stacked 
connect-requests by specifying bit 29 = 1. Bit 
29 = 1 is only meaningful if Intermix has also 
been requested. If the Accept reply from the 
Fabric specifies bit 29 = 1, then both the N-Port 
and Fabric have agreed that transparent stacked 
connect-requests are functional. 

The following set of values specifies the 
meaning of the combination of Word 0, bit 29: 

N Port F-Port 
-0 0 Neither supports 

0 1 Fabric is capable of supporting, 
transparent mode stacked 
connect-requests not functional 

1 0 N-Port support requested, 
Fabric does not support 

1 1 N-Port requested, Fabric agrees, 
transparent mode stacked 
connect-requests are functional 

Class 2 and 3 

Word 0, bit 29 is reserved. 

Word 0, bit 28 

connect-request 

Lock-down mode - stacked 

0 = Lock-down mode not requested 
I = Lock-down mode requested 

Class 1 

When an N-Port performs Login with a Fabric, it 
shall request support for lock-down stacked 
connect-requests by specifying bit 28 = I. Bit 
28 = 1 is only meaningful if Intermix has also 
been requested. If the Accept reply from the 
Fabric specifies bit 28 = 1, then both the N-Port 
and Fabric have agreed that lock-down stacked 
connect-requests are functional. 

The following set of values specifies the 
meaning of the combination of Word 0, bit 28: 
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N Port F Port 
-0 -6 Neither supports 
6 1 Fabric is capable of supporting, 

lock-down mode stacked 
connect-requests not functional 

1 6 N-Port support requested, 
Fabric does not support 

1 1 N-Port requested, Fabric agrees, 
lock-down mode stacked 
connect-requests are functional 

Class 2 and 3 

Word 0, bit 28 is reserved. 

l Word 0, Bit 27 - Sequential delivery 

0 = Out of order delivery 
I = Sequential delivery requested 

‘* 

This bit is only meaningful in class 2 and 3. Out 
of order frame delivery in class 2 and 3 is the 
default function by a Fabric. 

- - -‘ii bit 27 is set to one by an N-Port, then it is 
_ -requesting that all frames delivered to the 

‘W_Pot-t requesting this function be delivered in 
the same order in which the frames were trans- 
mitted by the source N-Port. If bit 27 is set to 
one by the F-Port in the Accept reply Sequence, 
the F-Port is indicating that sequential delivery 
is functional. 

- A _ Fabric supporting the sequential delivery 
feature routes Class 2 and 3 frames via a fixed 
route through the Fabric to provide in-order 
frame delivery. This feature does not imply any 
other alteration to the normal class of service 
functions. For example, F_BSY responses are 
still possible in Class 2, and Class 3 frames may 
still be discarded by the Fabric based on normal 
Class 2 and 3 rules. 

Class 1 

Bit 27 has no meaning in Class 1 since the 
Fabric shall deliver frames in the order trans- 
mitted based on class of service. 

Class 2 

In Class 2, if bit 27 = 1, the Fabric guarantees 
the order of delivery of both Data and 
Link-Control frames to the N-Port requesting 
this feature in the same order in which the 
frames were transmitted. 

Class 3 

In Class 3, if bit 27 = I, the Fabric guarantees 
the order of delivery of Data frames to the 
N-Port requesting this feature in the same order 
in which the frames were transmitted. 

N Port F Port 
-0 -0 Neither supports 
8 1 Fabric is capable of supporting, 

Sequential delivery is functional 
1 8 N-Port support requested, 

Fabric does not support 
1 1 N-Port requested, Fabric agrees, 

Sequential delivery 
is functional 

23.6.7.3 Initiator control 

This field is not meaningful 

23.6.7.4 Recipient control 

This field is not meaningful 

during Fabric Login. 

during Fabric Login. 

23.6.7.5 Receive Data-Field Size 

This field is not meaningful during Fabric 

23.6.7.6 Concurrent Sequences 

This field is not meaningful during Fabric 

23.6.7.7 N-Port End-to-end Credit 

This field is not meaningful during Fabric 

23.6.7.8 Open Sequences per Exchange 

This field is not meaningful during Fabric 

Login. 

Login. 

Login. 

Login. 

189 

255 of 462



ANSI X3.230-1994 

23.6.8 N-Port Class Service Parameters 
- N-Port Login 

23.6.8.1 Class validity (V) 

l Word 0, Bit 31 - Class validity 

0 = Invalid (Class not supported) 
1 = Valid (Class supported) 

The Class validity bit shall indicate whether this 
Class is supported. If the Class validity bit is 
zero, it indicates that this set of sixteen bytes 
shall be ignored. If the Class validity bit is one, 
it shall indicate that this Class is supported. The 
Class shall be identified based on Class 1 = 
first sixteen-byte group, Class 2 = second 
sixteen-byte group, and Class 3 = third ?ixteen- 

byte group. 
‘* 

NOTE - Service Parameter options specify FC-2 capa- 
bility. The Link Service may further limit values sup- 

plied during Login as specified by individual Upper 

Level Protocols. 
-- -- -- 

. g.6.8.2 Service options 

Service Options (E) shall specify optional fea- 
tures of a Class of Service supported by the 
N-Pot-t supplying the Service Parameters. 

. . 
Word,Bits Service Options (E) 

0,30-16 Class Options 
B,30 Intermix Mode 
0,29-28 Stacked Connect-Requests 
0,27 Sequential delivery 
0,26--16 Reserved 

Figure 64 - Service options 

l Word 0, Bit 30 - Intermix mode 

0 = Intermix not functional 
1 = Intermix is functional 

Class 1 

When Word 0 bit 30 is set = 1 in N-Port Login 
with another N-Port, it indicates that Intermix is 
functional between the N-Port supplying this 
parameter and the Port to which it is attached. 
In a point-to-point topology if both N_Ports indi- 
cate Intermix support, then Intermix is functional. 
Otherwise, Class 1 Dedicated Connections shall 
be removed before transmission of Class 2 or 
Class 3 frames. 

Class 2 and 3 

Word 0, Bit 30 is reserved. 

l Word 0, Bits 29-28 - Stacked connect- 

requests 

Word 0, bits 29-28 
Login. 

are not meaningful in N-Port 

l Word 0, Bit 27 - Sequential delivery 

This bit is not meaningful in N-Port Login. 

23.6.8.3 Initiator control 

Initiator Control Flags (D) specify which proto- 
cols, policies, or functions the Sequence Initiator 
function in the N-Pot-t supplying the Service 
Parameters requests of the Recipient or is 
capable of as a Sequence Initiator. 

Word,Bits Initiator Ctl Flags (0) 

0, 15-14 X ID reassignment required 
0, 13-12 Initial Responder 

Process_Associator 
0, 11 ACK_O support 
0, 10 ACK_N support 

Figure 65 - Initiator Ctl flags (D) 
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l Word 0, Bits 15-14 - X-ID reassignment Header with an initial Responder 

0 0 = X-ID reassign----+ --+ -**m 
0 1 = X Ih -____:__ 

IO = F 

11 = X_t,*, 
(and 

~ll~t;lll ,IUL supported 
._IIJ reassignment supported 
?eserved 

’ In rnassignment required 
supported) 

Process_Associator value at certain Sequence 

boundaries, such as when it originates an 
Exchange (see 25.3.1). If an Initial 

Process_Associator is required or supported, 
then X-ID interlock also is required in Class 1 
and 2. 

X-ID reassignment required indicates that the 
N-Port supplying this parameter may reassign 
its X-ID value (either OX-ID or RX-ID) at certain 
Sequence boundaries (see 25.3.2) in Class 1 and 
2. If X-ID reassignment is required, an N-Port 
shall transmit an Association Header at the 
beginning of the Exchange and at X-ID reassign- 
ment points within the Exchange. An N-Port 
which only supports X-ID reassignment shall use 
the Association Header as described in 25.3.1 
when communicating with an N-Port which does 

‘* require X-ID reassignment. An N-Port which 
requires X-ID reassignment shall also be able to 
support an N-Port which requires X-ID reassign- 
ment. 

If the Responder N-Port to the PLOGI request 
requires an Initial Process_Associator and the 
Originator of the PLOGI request does not 
support an Initial Process_Associator, the 
Responder shall transmit an LS_RJT indicating 
the Initiator Control bits are in conflict. If the 
Responder N-Port to the PLOGI request does 
not support an Initial Process_Associator and the 
Originator of the PLOGI request has indicated 
that Initial Process_Associator is required, the 
Responder shall transmit an LS_RJT indicating 
the Initiator Control bits are in conflict. In either 
of these cases, the N_Ports are unable to com- 
municate. 

l Word 0, Bit 11 - ACK_O capability 

0 = ACK_O incapable 
1 = ACK_O capable 

-- - - 
. - If the Responder N-Port to the PLOGI request 

.+ requires X-ID reassignment and the Originator 
of the PLOGI request does not support X-ID 
reassignment, the Responder shall transmit an 
LS_RJT indicating the Initiator Control bits are in 

Bit 11 specifies that the N-Port supplying these 

conflict. If the Responder N-Port to the PLOGI 
Class Service Parameters is or is not capable of 

request does not support X-ID reassignment and 
support for ACK_O as a Sequence Initiator for 

the Originator of the PLOGI request has indi- 
acknowledgement of an entire Sequence in 

* cated that X-ID reasssignment is required, the 
either Discard or Process Exchange Error Poli- 

Responder shall transmit an LS_RJT indicating 
ties. As a Sequence Initiator an N-Port receives 

the Initiator Control bits are in conflict. In either 
and processes ACK frames in response to Data 

of these cases, the N-Ports are unable to com- 
frame transmission. ACK_O support is appli- 

municate. If X-ID reassignment is required or 
cable to Class 1 and 2, but not Class 3. ACK_l 

supported, then X-ID interlock is also required. 
support is mandatory, whereas support for the 
ACK_O form of ACK is optional. 

. Word 0, Bits 13-12 - Initial 

Process_Associator 

0 0 = Initial Process_Associator 
not supported 

0 1 = Initial Process_Associator 
supported 

1 0 = Reserved 
1 1 = Initial Process_Associator 

required (and supported) 

Initial Processs_Associator required indicates 
that the N-Port supplying this parameter 
requires an Association Header at certain 
Sequence boundaries (see 19.4) which contains 
a specific initial value in the Process Associator 
field. An N-Port which supports Initial 
Process_Associator shall supply an Association 

N Port A N Port B - - 

Word (3 Word 1 N Port A as 
Bit 11 Bit 31 Sequence Initiator: 

0 0 ACK_O not supported 
0 1 ACK_0 not supported 
1 0 ACK_O not supported 
1 1 ACK_0 supported 

If one N-Port (N-Port A, for example) is capable 
of receiving ACK_O as a Sequence Initiator 
(Word 0, Bit 11 = 1) and the other N-Port 

(N-Port B, for example) is capable of transmit- 
ting ACK_O as a Sequence Recipient (Word I, Bit 
31 = I), then ACK_O is supported when N-Port 
A is the Sequence Initiator and N-Pot-t B is the 
Sequence Recipient. Otherwise, ACK_O shall not 
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be supported while N-Port A is the Sequence 

Initiator and N-Port B is the Sequence Recipient. 
ACK_O usage shall take precedence over ACK_N 

and ACK_l. 

If ACK_O is supported, as indicated, N-Port A 
shall transmit Data frames to N-Port B with infi- 
nite buffering in effect and shall be able to 
receive ACK_O for Sequences transmitted. If 
ACK_O is supported, as indicated, N-Port B shall 
support infinite buffering and be capable of 
transmitting ACK_O to acknowledge an entire 
Sequence (see 20.3.2.2 and 26.4.3.1). 

ACK_O capability may be asymmetrical for a 

single N-Port. That is, an N-Port may be 
capable processing ACK_O as a Sequence Initi- 
ator, but not be capable of ACK_O transmission 
as a Sequence Recipient. Similarly, an N-Port 
‘t%ay be capable of generating ACK_O as a 
Sequence Recipient, but not be capable of 
ACK_O reception as a Sequence Initiator. 

-. _ - - -AGK_O may be used for all forms of Discard 
_ Error Policies for Exchanges. ACK_O support 

@all be required for Process Policy with infinite 
buffers Exchange Error Policy. However, any 
requirements regarding symmetrical or asym- 
metrical ACK_O support shall be specified by the 
FC-4 or upper level and is outside the scope of 
FC-PH. For example, if an FC-4 only transmitted 
Video-Data from N-Port A to N-Port B (a frame 

_ buffer), then N-Port A need only support ACK_O 
as a Sequence Initiator, whereas, N-Port B need 
only support ACK_O as a Sequence Recipient. 
See 23.684 for additional discussion regarding 
the use of ACK_O. 

l Word 0, Bit 10 - ACK_N capability 

0 = ACK_N incapable 
1 = ACK_N capable 

Bit 10 specifies that the N-Pot-t supplying these 
Class Service Parameters is or is not capable of 
support for ACK_N as a Sequence Initiator for 
acknowledgement of Data frames within a 
Sequence. As a Sequence Initiator an N-Port 
receives and processes ACK frames in response 
to Data frame transmission. ACK_N support is 
applicable to Class 1 and 2, but not Class 3. 

ACK_l support is mandatory, whereas 
for the ACK_N form of ACK is optional. 

support 

N-Port A N-Port B 

Word 6 Word 1 N-Port A as 
Bit 10 Bit 30 Sequence Initiator 
0 0 ACK_N not supported 
0 1 ACK_N not supported 
1 0 ACK_N not supported 
1 1 ACK_N supported 

If one N-Port (N-Port A, for example) is capable 
of receiving ACK_N as a Sequence Initiator 
(Word 0, Bit 10 = 1) and the other N-Port 
(N-Port B, for example) is capable of transmit- 
ting ACK_N as a Sequence Recipient (Word 1, 
Bit 30 = I), then ACK_N is supported when 
N-Port A is the Sequence Initiator and N-Port B 
is the Sequence Recipient (see 20.3.2.2 and 
26.4.3.3). Otherwise, ACK_N is not supported 
and shall not be used while N-Port A is the 
Sequence Initiator and N-Port B is the Sequence 
Recipient. ACK_N usage shall take precedence 
over ACK_l but ACK_O usage shall take preced- 
ence over ACK_N. 

ACK_N capability may be asymmetrical for a 
single N-Port. That is, an N-Port may be 
capable processing ACK_N as a Sequence Initi- 
ator, but not be capable of ACK_N transmission 
as a Sequence Recipient. Similarly, an N-Port 
may be capable of transmitting ACK_N as a 
Sequence Recipient, but not be capable of 
ACK_N reception as a Sequence Initiator. 
ACK_N may be supported for all forms of 
Discard Error Policies. ACK_N support shall not 
be used for Process Policy with infinite buffers 
Exchange Error Policy. See 23.6.8.4 for addi- 
tional discussion regarding the use of ACK_N. 

NOTE - Acknowledging more than one Data frame 

with ACK_N should only be used when multiple Data 

frames are ready to be acknowledged. ACK_N should 
be transmitted immediately when a single frame is 

ready to be acknowledged. An unnecessary delay in 

acknowledging frames may lead to timeout conditions 

in which the Sequence Initiator has no end-to-end 

Credit to transmit additional frames, while the 

Sequence Recipient is waiting for more frames before 

transmitting ACK_N. 

23.6.8.4 Recipient control 

Recipient Control Flags (C) shall specify which 
functions are supported by the N Port supplying 
the Service Parameters when- acting as a 
receiver of Data frames. Recipient Control Flags 
specify the Recipient functions supported by the 

N-Port. 
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lord,Bit: Recipient Ctl Flags (C) 

1,31 ACK_O support 
1,30 ACK_N support 
1,29 X_IO interlock 
1,28,27 Error policies supported 
1,26 Reserved 
1,25-24 Categories per Sequence 
1,23-20 Reserved 
1,19-16 Reserved for Fabric specific 

Figure 66 - Recipient Ctl flags (C) 

l Word 1, Bit 31 - ACK_O capability 

0 = ACK_O incapable 

1 = ACK_O capable 

'I Bit 31 specifies that the N-Port supplying these 
Class Service Parameters is or is not capable of 
support for ACK_O as a Sequence Recipient for 
acknowledgement of an entire Sequence in 

--either Discard or Process Exchange Error Poli- 
- - 

ties. As a Sequence Recipient an N-Port shall _ - 
support infinite buffering and be capable of 

*transmitting ACK_O frames in response to Data 
frame transmission. ACK_O support is appli- 
cable to Class 1 and 2, but not Class 3. ACK_l 
support is mandatory, whereas support for the 
ACK_O form of ACK is optional. 

. N,Port A N-Port B 

Word 0 Word 1 N Port B as 
Bit 11 Bit 31 Sequence Recipient: 

0 0 ACK_O not supported 
0 1 ACK_O not supported 
1 0 ACK_O not supported 
1 1 ACK_8 supported 

If one N-Pot-t (N-Port A, for example) is capable 
of receiving ACK_O as a Sequence Initiator 
(Word 0, Bit 11 = 1) and the other N-Port 
(N-Pot-t B, for example) is capable of transmit- 
ting ACK_O as a Sequence Recipient (Word 1, Bit 
31 = I), then ACK_O may be used when N-Port 
A is the Sequence Initiator and N-Port B is the 
Sequence Recipient. Otherwise, ACK_O shall not 
be supported while N-Port A is the Sequence 
Initiator and N-Port B is the Sequence Recipient. 
If ACK_O is supported, as indicated, N-Port A 
shall transmit Data frames to N-Port B with infi- 
nite buffering in effect and shall be able to 
receive ACK_O for Sequences transmitted. If 
ACK_O is supported, as indicated, N-Port B shall 
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support infinite buffering and be capable of 
transmitting ACK_O to acknowledge an entire 

Sequence (see 20.3.2.2 and 26.4.3.1). 

ACK_O capability may be asymmetrical for a 
single N-Pot-t. That is, an N-Port may be 
capable processing ACK_O as a Sequence Initi- 
ator, but not be capable of ACK_O transmission 
as a Sequence Recipient. Similarly, an N-Pot-t 
may be capable of generating ACK_O as a 
Sequence Recipient, but not be capable of 
ACK_O reception as a Sequence Initiator. If an 
N-Port sets both Word 0, bit 11 and Word 1, bit 
31 to one, then it is capable of ACK_O support as 
either a Sequence Initiator or a Sequence Recip- 
ient. 

ACK_O may be used for all forms of Discard 
Error Policies for Exchanges. ACK_O support 

shall be required for Process Policy with infinite 
buffers Exchange Error Policy. However, any 
requirements regarding symmetrical or 
assymmetrical ACK_O support shall be specified 
by the FC-4 or upper level and is outside the 
scope of FC-PH. For example, if an FC-4 only 
transmitted Video-Data from N-Port A to N-Port 
B (a frame buffer), then N-Pot-t A need only 
support ACK_O as a Sequence Initiator, whereas, 
N-Port B need only support ACK_O as a 
Sequence Recipient. See 23.6.8.4 for additional 
discussion regarding the use of ACK_O. 

However, even if ACK_O support is indicated by 
both N-Ports, a Sequence Recipient shall use 
ACK_l or ACK_N (ACK_CNT = 1) within an 
Exchange for a Sequence of more than one 
frame for three cases: 

a) X-ID interlock, 
b) in the response to a connect-request (SOFci), 

or 
c) setting the Abort Sequence Condition bits to 

a value other than 0 0. 

l Word 1, Bit 30 - ACK_N capability 

0 = ACK_N incapable 
1 = ACK_N capable 

Bit 30 specifies that the N-Port supplying these 
Class Service Parameters is or is not capable of 
support for ACK_N as a Sequence Recipient for 
acknowledgement of Data frames within a 
Sequence. As a Sequence Recipient an N-Port 
receives Data frames and transmits ACK_N 
frames in response to Data frame reception. 
ACK_N support is applicable to Class 1 and 2, 
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but not Class 3. 

whereas support 
optional. 

ACK_l support is mandatory, 
for the ACK_N form of ACK is 

N-Port A N-Port B 

Word 0 Mord 1 N-Port B as 
B.i t 10 Bit 36 Sequence Recipient: 

8 6 ACK_N not supported 
8 1 ACK_N not supported 
1 6 ACK_N not supported 
1 1 ACK_N supported 

If one N-Pot-t (N-Port A, for example) is capable 
of receiving ACK_N as a Sequence Initiator 
(Word 0, Bit 10 = 1) and the other N-Port 
(N-Port B, for example) is capable of transmit- 
ting ACK_N as a Sequence Recipient (Word 1, 
Bit 30 = I), then ACK_N shall be used when 
‘m_Port A is the Sequence Initiator and N-Port B 
is the Sequence Recipient (see 20.3.2.2 and 
26.4.3.3). Otherwise, ACK_N shall not be used 
while N-Port A is the Sequence Initiator and 

-. _&Port B is the Sequence Recipient. 
-- 

_ ACK_N capability may be asymmetrical for a 
&gle N-Port. That is, an N-Port may be 
capable processing ACK_N as a Sequence Initi- 
ator, but not be capable of ACK_N transmission 
as a Sequence Recipient. Similarly, an N-Port 
may be capable of transmitting ACK_N as a 
Sequence Recipient, but not be capable of 
ACK_N reception as a Sequence Initiator. If an 

*N-Port sets both Word 0, bit IO and Word 1, bit 
30 to one, then it is capable of ACK_N support 
as either a Sequence Initiator or a Sequence 
Recipient. 

ACK_N may be supported for all forms of 
Discard Error Policies. ACK_N support shall not 
be used for Process Policy with infinite buffers 
Exchange Error Policy. See 23.6.8.3 for addi- 
tional discussion regarding the use of ACK_N. 

NOTE - Acknowledging more than one Data frame 

with ACK_N should only be used when multiple Data 

frames are ready to be acknowledged. ACK_N should 

be transmitted immediately when a single frame is 

ready to be acknowledged. An unnecessary delay in 

acknowledging frames may lead to timeout conditions 

in which the Sequence Initiator has no end-to-end 

Credit to transmit additional frames, while the 

Sequence Recipient is waiting for more frames before 

transmitting ACK_N. 

l Word 1, Bit 29 - X-ID interlock 

0 = X-ID interlock not required 
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I = X ID interlock required 

X-ID interlock only applies to Class 1 and Class 
2. This bit indicates that the N-Port supplying 

this parameter requires that an interlock be used 
during X-ID assignment or reassignment in 
Class I and 2. In X-ID assignment or reassign- 
men? (see 25.3.2). the Sequence Ini?iator shall 
set the Recipient X-ID value to hex ‘FFFF’ in the 
first Data frame of a Sequence and the Recipient 
shall supply its X-ID in the ACK frame corre- 
sponding to the first Data frame of a Sequence. 
The Sequence Initiator shall not transmit addi- 
tional frames until the corresponding ACK is 
received. Following reception of the ACK, the 
Sequence Initiator continues transmission of the 
Sequence using both assigned X-ID values. 

l Word 1, Bits 28-27 - Error policy supported 

00 = 

Ol= 
IO= 
II = 

Only discard supported 
Reserved 
Both discard and process supported 
Reserved 

These bits are set to specify the types of support 
possible for missing frame conditions processed 
by the Receiver N-Port. The policy used for a 
given Exchange shall be specified as discard or 
process by the Exchange Originator (see Abort 
Sequence Condition bits in 18.5 and 29.6.1.1). 

In either Discard or Process policy, when a 
missing frame error is detected, the expected 
sequence count is saved in the Error SEQ_CNT 
field of the appropriate Sequence Status Block 
and a Sequence error is posted in the S-STAT 
field in the same Sequence Status Block for a 
given Exchange (OX-ID, RX-ID). Only the first 
error is saved. 

NOTE - The error status is reported by FC-2 to FC-4. 

Discard policy support specifies that the N-Port 
shall be able to discard Data frames received 
following detection of a missing frame error con- 
dition including the frame at which the error is 

detected. 

Except for Class 3, when the missing frame con- 
dition is detected, the Sequence Recipient shall 
noti@ the Sequence Initiator using the Abort 
Sequence Condition bits in F_CTL on the ACK 
corresponding to the frame on which the error 
was detected. All subsequent frames continue 
to be discarded and Abort Sequence indicated in 
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the ACK frame (see 24.3.10). In one Discard 

Policy, only a single Sequence shall be dis- 
carded, whereas in the other Discard Policy, 

multiple Sequences shall be discarded (see 
Abort Sequence Condition bits in 18.5 and 
29.6.1.1). 

Process policy support specifies that the N-Port 
is to able to continue processing valid Data 
frames following a detected missing frame error 
condition in the normal manner, including the 
frame at which the error is detected (see 
29.6.1.1). 

l Word 1, 

00 = 

Ol= 
‘. IO= 

II= 

Bits 2124 - Categories per Sequence 

1 Category/Sequence 
2 Categories/Sequence * 
Reserved 
More than 2 Categories/Sequence 

The setting of bits 25-24 shall specify that the 
Recipient is capable of processing one, two, or 

- - --more than two Information Categories (R_CTL 
. - bits 27-24) in a single Sequence. Bits 25-24 are 

%pplicable to each Class of Service since 
support for an individual Class may offer dif- 
ferent capabilities in the same N-Port. 

When an N-Port is acting as a Sequence Initi- 
ator, it shall restrict the number of Information 
Categories per Sequence based on the 

- Sequence Recipient’s capability as specified 
during N-Port Login. An N_Port’s capability for 
processing Information Categories in a single 
Sequence may prohibit that N-Port from commu- 
nicating in certain FC-4 protocols. 

Each FC-4 should allow the ability to communi- 
cate using only one Information Category per 
Sequence but always provide the ability to com- 
municate using multiple Information Categories 
per Sequence where possible, and when per- 
formance may be enhanced. 

23.6.8.5 Receive Data-Field Size 

l Word 1, Bits 15-O Receive Data-Field Size 

(N) 

The Receive Data-Field Size is a binary value 
(bits 15-O) which specifies the largest Data-Field 

Size for an FT_l frame (17.4) that can be 
received by the N-Port supplying the Service 
Parameters as a Sequence Recipient. Values 

less than 128 or greater than 2 112 are invalid. 

Values shall be a multiple of four bytes. An 

N-Port shall support a Data Field size of at least 
128 bytes, however, a minimum of 256 bytes is 
recommended. 

Class 1 

In Class 1 the Receive Data-Field size repres- 
ents the largest Data Field size that an N Port is - 
able to receive after a Dedicated Connection is 
established. (The connect-request Data-Field 
size is specified in the Buffer-to-Buffer Receive 
Data-Field size in Common Service Parameters.) 

Class 2 and 3 

The Receive Data-Field size for Class 2 and 3 
shall be equal to or less than the Buffer-to-Buffer 
Receive Data-Field size specified in the 
Common Service Parameters. 

The maximum Receive Data-Field Size is speci- 
fied by FC-2. 

23.6.8.6 Concurrent Sequences 

l Word 2, Bits 31-16 Concurrent Sequences 

(L) 

Concurrent Sequences shall specify the number 
of Sequence Status Blocks available in the 
N-Port supplying the Service Parameters for 
tracking the progress of a Sequence as a 
Sequence Recipient. The maximum number of 
Concurrent Sequences that can be specified is 
255 per N-Port as a Recipient which may be 
allocated across all three Classes. The total 
number of Concurrent Recipient Sequences 
which may be Open or Active across all three 
Classes by a single N-Port is specified in the 
Common Service Parameter field (see 23.6.3). 

Bits 
2222 1111 
3210 9876 

0000 0000 

0000 0001 

. . . . . . . 
1111 1111 

= Reserved 

= 1 Sequence Status 
Register 

= 255 Sequence Status 
Registers 

NOTE - If each N-Port specified 255 Concurrent 
Sequences, then the maximum number of Open 
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Sequences between the two N-Ports is 510 (255 as 

Recipient and 255 as Initiator, for each N-Port). 

Class 1 

The SEQ_ID values shall range from 0 to L, 
inclusively, where L is the value of the Concur- 
rent Sequence field. During a Class 1 Con- 
nection an N-Port shall support the maximum 
number of Concurrent Sequences specified 
during Login. 

Class 2 and 3 

The SEQ_ID values shall range from 0 to 255. In 
Class 2 an N-Port is allowed to respond with a 
P_BSY to a frame initiating a new Sequence if 
N-Port resources are not available. 

83.6.8.7 End-to-end Credit 

l Word 2, Bits 14-O End-to-end Credit (M) 

End-to-end Credit is the maximum number of 

- - -Data frames which can be transmitted by an 
_ N-Port without receipt of accompanying ACK or 

J.ink_Response frames. The minimum value of 
end-to-end Credit is one. The end-to-end Credit 
field specified is associated with the number of 
buffers available for holding the Data-Field of a 
frame and processing the contents of that 
Data-Field by the N-Port supplying the Service 
Parameters. End-to-end Credit is not applicable 

_to Class 3 since ACK frames are not used. 

NOTE - In order to ensure frame identification integ- 

rity, end-to-end Credit is defined as a 15 bit field while 

sequence count is a 16 bit field. This ensures that 

end-to-end Credit can never exceed one-half of the 

maximum sequence count. Bit 15 shall be set = 0. 

Values in the end-to-end Credit Field have the 
following meanings: 

Bits 
111 11 
432 1098 7654 3210 

000 0000 0000 0000 = Reserved 
000 0000 0000 0001 = 1 Buffer 
. . . . . 
111 1111 1111 1110 = 32 766 Buffers 
111 1111 1111 1111 = 32 767 Buffers 

23.6.8.8 Open Sequences per Exchange 

l Word 3, Bits 31-16 Open Sequences I 

Exchange (X) 

The value of Open Sequences per’ Exchange 
shall specify the maximum number of Sequences 
that can be Open at the Recipient at one time 
between a pair of N_Ports for one Exchange. 
The value of X+2 specifies the number of 
instances of Sequence Status that shall be main- 
tained by the Recipient for a single Exchange in 
the Exchange Status Block. This value is used 
for Exchange and Sequence tracking. The value 
of X limits the link facility resources required for 
error detection and recovery (see clause 29). 
The value of X is specified in bits 23-16. 

NOTE - The number of SSBs specified at X+2 to be 

retained in the ESB ensures that if Sequence 

streaming rules are followed, the ESB shall contain at 

least one “good” Sequence that ended normally. 

Another SSB position was allocated in order to allow 

for any race or timing conditions that might impact 

that “good” Sequence. 

23.6.9 Vendor Version Level 

Vendor Version Level is a 16-byte field which 
specifies FC-PH version levels for an N-Port 
which deviate in a Vendor-specific manner from 
the FC-PH version levels specified in the 
Common Service Parameters. If Word 1, bit 29 
= 1 in the Common Service Parameters, the 
Vendor Version Level field contains valid infor- 
mation. If Word 1, bit 29 = 0, the Vendor 
Version Level field is not meaningful. 

The first two bytes specify a code assigned to a 
specific vendor. The next 6 bytes specify one or 
more Vendor-specific versions supported by the 
N-Port supplying these Login Parameters. The 
levels may be encoded or bit-assigned. The last 
8 bytes are reserved for Vendor-specific use. 

23.7 F-Port Service Parameters 

The first sixteen bytes of the Payload following 
the LS_Command Code in the Accept Sequence 
shall specify F-Port Service Parameters common 
to all three Classes. The next eight bytes shall 
contain the F-Port-Name of the F-Port transmit- 

ting the Service Parameters. The next eight 

bytes shall contain the Fabric-Name of the 
Fabric which controls the F_Port.. The next 48 
bytes of the Payload following the Fabric-Name 
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shall specify three sets of Class Service Parame- 
ters as shown in figure 59. The first 16-byte 

group shall specify Service Parameters for Class 
1. The second 16-byte group shall specify the 

Service Parameters for Class 2. The third 
16-byte group shall specify the Service Parame- 

ters for Class 3. The fourth and fifth 16-byte 
groups shall be reserved. 

F-Port Service Parameters in the Accept Link 
Service Sequence have different interpretations 
than Login data supplied by an N-Port. 

23.7.1 F-Port Common Service 
Parameters 

F-Port Common Service Parameters represent 
Parameters which are common across all 

‘“Classes supported by an F-Port and are shown 
in figure 67. 

_a 
- - Bits 

- - Word 
4- 

0 

. 
4 

2 

3 

I 

L 

I I 
11 0 

FC-PH Buffer-to-Buffer 
Version Credit 

HHHHHHHH LLLLLLLL BBBBBBBB BBBBBBBB 
I I 

L ~~~ 0 
Common Features Buffer-to-Buffer 

Rev Data Field Size 

rrrNrrrr rrrrrrrr rrrrFFFF FFFFFFFF 
I I 

El 

l;;.;;..t~ttttt~~::..ttt~tttttt~ 
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23.7.1.1 FC-PH version 

The FC-PH version field provides a method of 
determining the version of FC-PH which an 

F-Pot-t shall be capable of supporting. The 

FC-PH field is divided into two one-byte fields. 
Table 102 indicates the hexadecimal values for 
the low and high FC-PH version levels in word 0 
bits 31-24, and bits 23-16. 

Table 102 - FC-PH Version - F-Port 

Hex value Version level 

00 None 

01 - 05 Reserved 

06 4.0 

07 4.1 

08 4.2 

09 4.3 

others Reserved 
* 

A version of FC-PH shall be assigned a new 
binary value when its implementation is not 
compatible with the previous version specified. 
An F-Port shall support all versions between the 
lowest and the highest levels specified. 

l Word 0, Bits 31 - 24 - Highest version sup- 

ported (H) 

The binary value of bits 31-24 are encoded to 
represent the highest or most recent version of 
FC-PH which the F-Port shall be capable of sup- 
porting. 

l Word 0, Bits 23 - 16 - Lowest version sup- 

ported (L) 

The binary value of bits 23-16 are encoded to 
represent the lowest or earliest version of FC-PH 
that the F-Port shall be capable of supporting. 

Where there is overlap in the FC-PH versions 
supported, each F-Port shall operate in the 
highest FC-PH version mutually supported. 

Figure 67 - F-Port Common Service Parameters 
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23.7.1.2 Buffer-to-buffer (F-Port) Credit 

The buffer-to-buffer Credit (B) field (Word 0, bits 
15-O) specified is associated with the number of 
buffers available for holding Class 1 connect- 
request, Class 2, or Class 3 frames received 

from the N-Port. 

The buffer-to-buffer Credit (B) shall be a single 
value which represents the total buffer-to-buffer 
Credit available for all Classes. An N-Port or 
F-Pot-t tracks buffer-to-buffer Credit as a single 
entity for all frames subject 
flow control (see clause 26). 

Values in the buffer-to-buffer 
the same format as in the 
Class Service Parameters. 

‘23.7.1.3 Common features 

to buffer-to-buffer 

Credit field have 
end-to-end Credit 

l Word 1, Bit 28 - N_Port/F_Port (N) 

0 = N-Port 
-- . -- -- 1 = F-Port 

. -Eord 1 bit 28 shall be set = 1. 

23.7.1.4 Buffer-to-buffer Data-Field size 

l Word 1, Bits 15-O Buffer-to-buffer Receive 

Size (F) 

The buffer-to-buffer Receive Data-Field Size is a 
- binary value (bits 15-O) which specifies the 

largest Data-Field Size for an FT_l frame (17.4) 
that can be received by the F-Port supplying the 
Service Parameters for: 

- a connect-request (SOFcl), 

- a Class 2 Data frame, or 
- a Class 3 Data frame. 

Values less than 128 or greater than 2 112 are 
invalid. Values shall be a multiple of four bytes. 
An F-Port shall support a Data Field size of at 
least 128 bytes, however, a minimum of 256 
bytes is recommended. 

23.7.1.5 E D TOV _- 

The E D TOV value shall be specified as a count - - 
of 1 ms increments. Therefore, a value of hex 
‘OOOOOOOA’ specifies a time period of 10 ms. 

23.7.1.6 R A TOV __ 

The R A TOV value shall be specified as a count -- 
of 1 ms increments. Therefore, a value of hex 
‘OOOOOOOA’ specifies a time period of 10 ms. 

23.7.2 F-Port-Name 

The F-Port-Name is an eight byte field. The 
format of the F-Port-Name is specified in 19.3. 
Each F-Port shall provide a unique F_Port_Name 
within the address domain of the Fabric and 
associated N-Ports. Bits 63-60 specify the 

format of the F_Port_Name. The formats are 
summarized in tables 43 and 44 in 19.3. 

23.7.3 Fabric-Name 

The Fabric-Name is an eight byte field. The 
format of the Fabric-Name is specified in 19.3. 
Each Fabric shall provide a unique Fabric-Name. 
Bits 63-60 specify the format of the Fabric-Name. 
The formats are summarized in tables 43 and 44 
in 19.3. 

23.7.4 F-Port Class Service Parameters 

The 48 bytes of the Payload following the 
Fabric-Name shall contain 48 bytes to specify 
three sets of Class Service Parameters as 
shown in figure 59. The first sixteen-byte group 
specifies Service Parameters for Class 1. The 
second sixteen-byte group specifies the Service 
Parameters for Class 2 and the third sixteen-byte 
group specifies the Service Parameters for Class 
3. 

Within each group of 16-byte F-Port Class 
Service Parameters, fields are identical to those 
shown in figure 62. 

23.7.4.1 Class validity (V) 

l Word 0, Bit 31 - Class validity 

0 = Invalid (Class not supported) 
1 = Valid (Class supported) 

The Class validity bit indicates whether this 
Class is supported. If the Class validity bit is 
zero, it indicates that this set of sixteen bytes 
shall be ignored. If the Class validity bit is one, 
it indicates that this Class is supported. The 
Class is identified based on Class 1 = first 
sixteen-byte group, Class 2 = second sixteen- 
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byte group, and Class 3 = third sixteen-byte Class 2 and 3 

group. Word 0 bit 30 is reserved for Class 2 and 3. 

23.7.4.2 Service options 
l Word 0, Bits 29-28 - Stacked connect- 

Service Options (E) shall specify Class of Service 
capabilities supported or required by the Fabric 
supplying the Service Parameters. 

l Word 0, Bit 30 - intermix mode 

0 = Intermix not supported 
1 = Intermix supported 

Class 1 

All Fabrics supporting Class 1 shall support 
Exclusive Connections. An N-Port supporting 

Exclusive Connections may only transmit and 
‘.. receive frames from the N-Port to which an 

existing Class 1 Connection is established. 
Exclusive Connections require that the Fabric 
transmit an F_BSY frame, as appropriate, in 
response to frames issued by a third N-Port tar- 

-- --geted for one of the two N-Ports engaged in a 
* - Class 1 Connection. 

&- 

An Intermixed Dedicated Connection specifies 
that the Fabric may insert or extract Class 2 or 
Class 3 frames while a Class 1 Connection is 
established. Support for Intermix is optional by 
both an N-Pot-t and a Fabric. If the N-Port sup- 
nnrtc intnrmivjnn ntCIass 2~anb 3 framesduring - WV’&_ 111tu1 lll,A “y “I 

4 a- Class 1 Connection, it shall request Fabric 
support for Intermix during Login with the Fabric. 
See 22.4 for more discussion on Intermix. 

If both the N-Port and the F-Port have indicated 
support for Intermix Connections, then Intermix 
mode shall be functional. 

N-Port F-Port 
0 0 Neither supports 
0 1 Fabric is capable of supporting 

Intermix not functional 
1 0 N-Port support requested, 

Fabric does not support 
1 1 N-Port requested, fabric agrees, 

Intermix is functional 

requests 

Support for stacked connect-requests is optional 
in both a Fabric and an N-Port. Both an 

N-Port’s and F_Port’s behavior change if stacked 
connect-requests are functional. 

Stacked connect-requests require Intermix mode 
support. Therefore, an F-Port shall only indicate 
support for either mode of stacked connect- 
requests if Intermix support has also been 
requested and is functional. Support for stacked 
connect-requests allows a Fabric to process that 
connect-request while an N-Port is Connected to 
another N-Port in order to reduce connect- 
request latency. 

Due to the timing relationships involved, there 
are two methods of implementing stacked 
connect-requests by a Fabric: 

a) transparent mode, or 
b) lock-down mode. 

In transparent mode, when the SOFCI Data frame 
is delivered to the destination N-Pot-t, the return 
path of the bi-directional circuit is established in 
the same manner as Exclusive Dedicated Con- 
nections. ‘This means that the clestination N-Port 
of the SOFci is able to transmit Data frames 
immediately following transmission of the ACK 
frame in response to the SOFcl frame. 

In lock-down mode, when the SOFIA Data frame 
is delivered to the destination N-Port, the return 
path of the bi-directional circuit is not neces- 
sarily established to the source N-Port of the 
SOFci. Therefore, the SOFcl Data frame shall 
also set F_CTL bit 8 = 1 (Unidirectional 
Transmit) in order to inhibit the destination 
N-Port of the SOFCI from sending any Data 
frames after the ACK frame is transmitted in 
response to the connect-request (see 28.5.2 for 
more information on stacked connect-requests 
and 18.5 for more information on F_CTL bit 8). 

Bit 29 is a request by the N-Port for transparent 
stacked connect-requests. Bit 28 is a request by 
the N-Pot-t for lock-down stacked connect- 
requests. An N-Port may request either one or 
both modes. The Fabric shall support trans- 
parent mode or lock-down mode but not both 
modes. 
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Word 0, bit 29 Transparent mode - stacked 

connect-request 

0 = Transparent mode 

1 = Transparent mode 

Class 1 

not supported 
functional 

When an N-Port performs Login with a Fabric, it 

shall request support for transparent stacked 
connect-requests by specifying bit 29 = 1. Bit 
29 = 1 is only meaningful if Intermix is func- 
tional. If the Accept reply from the Fabric speci- 
fies bit 29 = 1, then both the N-Port and Fabric 
have agreed that transparent stacked connect- 
requests are functional. 

T&e following set of values specifies the 

meaning of the combination of Word 0, bit 29: 

N-Port F-Port 
Neither supports 
Fabric is capable of supporting, 

transparent mode stacked 
connect-requests not functional 
N-Port support requested, 
Fabric does not support 
N-Port requested, Fabric agrees, 
transparent mode stacked 
connect-requests are supported 

0 

-. . -_A -- 
. - 

“1 

0 

1 

Cl 

Class 2 and 3 
_ _ 
Word 0, bit 29 

Word 0, bit 

is reserved. 

28 Lock-down mode - stacked 
connect-request 

0 = Lock-down mode not supported 
1 = Lock-down mode supported 

Class 1 

When an N-Port performs Login with a Fabric, it 
shall request support for lock-down stacked 
connect-requests by specifying bit 28 = 1. Bit 
28 = 1 is only meaningful if Intermix is func- 
tional. If the Accept reply from the Fabric speci- 
fies bit 28 = 1, then both the N-Port and Fabric 

have agreed that lock-down stacked connect- 
requests are functional. 

The following set of values specifies the 
meaning of the combination of Word 0, bit 28: 

N-Port F-Port 
Neither supports 
Fabric is capable of supporting, 
lock-down mode stacked 
connect-requests not functional 
N-Port support requested, 
Fabric does not support 
N-Port requested, Fabric agrees, 
lock-down mode stacked 
connect-requests are functional 

0 0 

0 1 

1 0 

1 1 

Class 2 and 3 

Word 0, bit 28 is reserved. 

l Word 0, Bit 27 - Sequential delivery 

0 = Out of order delivery 
1 = Sequential delivery functional 

If bit 27 is set to one by an N-Port, then it is 
requesting that all frames delivered to the 
N-Port requesting this function be delivered in 
the same order in which the frames were trans- 
mitted by the source N-Port. If bit 27 is set to 
one by the F-Port, then the F-Port is indicating 
that it shall deliver Class 2 and 3 frames in the 
same order as transmitted from any one N-Port. 

A Fabric supporting the sequential delivery 
feature routes Class 2 and 3 frames via a fixed 
route through the Fabric in order to provide in- 
order frame delivery. This feature does not 
imply any other alteration to the normal class of 
service functions such as F_BSY. 

If the N-Port has requested this support and the 
Fabric responds with bit 27 = 1, then in-order 
delivery is being supported by the Fabric. If the 
N-Port has not requested this support and the 
Fabric responds with bit 27 = 1, then in-order 
delivery is functional by the Fabric as default 
operation. 

Class 1 

Bit 27 has no meaning in Class 1 since the 
Fabric is required to deliver frames in the order 
transmitted based on class of service. 

200 266 of 462



ANSI X3.230-1994 

Class 2 23.7.4.8 Open Sequences per Exchange 

In Class 2, if bit 27 = 1, the Fabric guarantees This field is not meaningful. 

the order of delivery of both Data and 
Link-Control frames to correspond to the order 23.8 Procedure to estimate 
in which the frames are transmitted. end-to-end Credit 

Class 3 
23.8.1 Introduction 

In Class 3, if bit 27 = 1, the Fabric guarantees 
the order of delivery of Data frames to corre- An estimate of the minimum end-to-end Credit 

spond to the order in which the frames are between an N-Port pair for a given distance 

transmitted. helps achieve the maximum bandwidth utiliza- 
tion of the channel, by continuously streaming 

N-Port F-Port 
0 0 Neither supports 
0 1 Sequential delivery by the 

Fabric is functional 
I 1 0 N-Port support requested, 

Fabric does not support 
1 1 N-Port requested, Fabric agrees, 

Sequential delivery 
is functional 

data. The procedure to estimate end-to-end 
Credit is defined to accomplish this purpose. 

Link Service Sequences which support this pro- 
cedure are optional. This procedure shall be 
performed after Login between this N-Port pair. 
Login determines a number of Service Parame- 
ters such as the maximum frame size that can 
be received by each N-Port. 

- - 
. - 23.7.4.3 Initiator control 

.u- 

This field is not meaningful 

23.7.4.4 Recipient control 

Applicability 

The procedure is applicable to both Class 1 and 
Class 2. In Class 2, the procedure and the con- 
tinuous streaming function may also be limited 
by the buffer-to-buffer Credit. 

l Word 1, Bits 19-16 Reserved for Fabric spe- Users 
cific use The procedure shall be invoked by the Link 

_ 
These bits are reserved for specific use for 
Fabric features. 

23.7.4.5 Receive Data-Field Size 

This field is not meaningful. 

Service support of the source N-Port and 
responded to by the Link Service support of the 
destination N-Port. Since the Extended Link 
Service requests used to perform this procedure 
are optional, LS_RJT may be received to any 
request with a reason code of Command Not 
Supported 

23.7.4.6 Concurrent Sequences 

This field is not meaningful. 

23.7.4.7 N-Port End-to-end Credit 

Prerequisite 

To perform this procedure for Class 1 or Class 1 
Intermix, a Class 1 Connection shall have been 
established before the procedure is performed. 

This field is not meaningful. 
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23.8.2 Procedure steps 

This procedure is optional and consists of fol- 
lowing three request Sequences. 

a) Establish Streaming Sequence 

b) Estimate Credit Sequence 

d) Advise Credit Sequence 

The procedure is illustrated with these request 
Sequences and their respective reply Sequences 
in figure 68. 

The procedure shall be performed for Class 1 or 
Class 2 with respective delimiters, as defined in 
clause 22. 

N-Port A 

23.8.2.1 Establish Streaming Sequence 

This Sequence shall be used to obtain an 
end-to-end Credit large enough to perform con- 
tinuous streaming from a source N-Port to a 
destination N-Port. This Sequence provides an 
opportunity for the destination N-Port to commu- 
nicate the maximum end-to-end Credit it can 
provide for the purposes of streaming. This tem- 
porary allocation is termed Streaming Credit (L). 

This Sequence shall be used between an N-Port 
pair after the N-Pot-t pair have logged in with 
each other. This Sequence shall be initiated as 
a new Exchange. The Sequence shall be initi- 
ated by the Originator of the Exchange. 

N-Port B 

Request -. -- -- Sequence 1 Establish Streaming 
. - 

L .¶- 
Reply 
Sequence 

4 Accept (Streaming Credit = L) 

i 

Estimate Credit (SEQ_CNT = 0) 

Estimate Credit (SEQ_CNT = 1) 

c 
Request 1 

Sequence 2 
a00 

Estimote Credit (SEQ_CNT = M)_---- 
_--- ---- 

_--- c 

__--- 
_--- ---;;I (SEQ_CNT =0) 

Last Estimate Credit (SEQ_CNT = M+l) 

L 

Request Advise Credit (Estimoted Credit =M+l ) 

Sequence 3 4 

Reply 
4 

Sequence 
Accept (Revised Credit) 

M-t1 less than or equal to L 

Figure 68 - Procedure to estimate end-to-end Credit 
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a) The source shall transmit the Establish 
Streaming (ESTS) frame. 

b) The destination shall reply with an ACC 

frame. 

c) The Class Validity bit = I shall identify the 
Class which is requesting streaming Credit. 

d) The Payload of ACC shall have the same 
format as the Service Parameters for N-Port 
Login. The Payload shall contain Streaming 
Credit (L) allocated in the end-to-end Credit 
field of the appropriate Class of the Service 
Parameters for which the Estimate Credit pro- 
cedure is being performed (word 2, bits 14-O 
of each class group). The other fields shall be 
ignored by the receiver. 

23.8.2.2 Estimate Credit Sequence 
q 

This Sequence shall be performed immediately 
following the completion of the Establish 
Streaming Sequence. 

-- --a) The source N-Port shall stream Estimate 
. - Credit (ESTC) frames consecutively until it 

.u- receives the first ACK (ACK_l or ACK_N) from 
the destination N-Port which shall set the 
Abort Sequence bits (F_CTL bits 5-4) = 1 0. 
The source shall not exceed the Streaming 
Credit obtained during the Establish 
Streaming Sequence. 

b) If the source does not receive ACK (ACK_l ^ _ 
or ACK_N) after it has reached the limit 
imposed by the Streaming Credit value, it 
shall stop streaming and wait for the first ACK 
to be received with the Abort Sequence bits 
(F_CTL bits 5-4) = 1 0. 

c) The size of the Data Field of the ESTC frame 
shall be the normal size frames transmitted 
by an FC-4 based on the Service Parameters 
from N-Port Login. 

d) The Payload shall contain valid data bytes. 

e) The SEQ_CNT shall follow the normal rules 
for Sequence transmission. 

f) The destination N-Pot-t shall respond with 
ACK for Data frames received. 

g) If the highest SEQ_CNT transmitted by the 
source N-Port at the time it receives the first 
ACK is M, the number of outstanding frames 

(i.e., Credit estimated for continuous 

streaming) shall equal M+l. If ACK is 
received within the Streaming Credit limit (L > 

M), this value of M +I represents the 

minimum Credit required to utilize the 
maximum bandwidth of the Fibre. If the ACK 

is received after reaching the Streaming 
Credit limit (L), this value is less than the 
optimal Credit required to utilize the 

maximum bandwidth of the Fibre. 

h) The source N-Port shall follow all the rules in 
closing the Sequence, by sending the last 
Data frame of the Sequence and waiting for 
corresponding ACK to be received. 

23.8.2.3 Advise Credit Sequence 

This Sequence shall be performed immediately 
following completion of the Estimate Credit 
Sequence. The source N-Port which performed 
the Estimate Credit Sequence shall advise the 
destination N-Pot-t of the Estimated Credit in 
ADVC Data Field. The destination N-Port shall 
reply using an ACC frame, with a revised 
end-to-end Credit value in its Payload. This 
value is determined by the destination N-Port 
based on its buffering scheme, buffer manage- 
ment, buffer availability and N-Port processing 
time. This is the final value to be used by the 
source N-Port for revised end-to-end Credit. 

This Sequence provides a complementary func- 
tion to Login. In contrast to the Login frame, the 
ADVC frame contains the end-to-end Credit it 
would like to be allocated for continuous 
streaming. 

If the Estimated Credit (M +I) is less than or 
equal to the Streaming Credit (L), the destination 

may choose to reallocate the estimated 
end-to-end Credit. If the Streaming Credit (L) is 
smaller than needed for continuous streaming, 
the source N-Port is bound to run short of end- 
to-end Credit and the source N-Port may advise 
that value as the Estimated Credit. 

a) The source N-Port shall transmit Advise 
Credit frame with the Estimated Credit (M -I- 1). 

b) The Payload of the ADVC shall have the 
same format as the Service Parameters for 
Login. The Payload shall contain the Esti- 
mated Credit (M+l) in end-to-end Credit field 
of the appropriate Class of the Service Param- 
eters. The appropriate Class is identified by 
the Class Validity bit = 1. The other fields 
shall be ignored by the receiver. 

c) The destination N-Port shall determine the 
revised end-to-end Credit value. The destina- 
tion shall determine the value based on its 
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buffer management, buffer availability and 

port processing time and may add a factor to 
the Estimated Credit value. This is the final 
value to be used by the source N-Port for 

end-to-end Credit. 

d) The destination N-Port replies with an ACC 
frame which successfully completes the Pro- 

‘tocol. The ACC Sequence shall contain the 
end-to-end Credit allocated to the source 
N-Port. The Payload of ACC shall have the 
same format as the Service Parameters for 
Login. The Payload shall contain the final 
end-to-end Credit in end-to-end Credit field of 
the appropriate Class of the Service Parame- 
ters. The appropriate Class is identified by 
Class Validity bit = 1. The other fields shall 
be ignored by the receiver. 

&ymmetry 
Since the maximum frame size is permitted to 
be unequal in forward and reverse directions, 

the Estimate Credit procedure may be performed 

separately for each direction of transfer. Credit 
modification applies only to the direction of the 

transfer of Estimate Credit frames. 

Frequency 
The Estimate Credit procedure provides an 
approximation of the distance involved on a 
single path. If there are concerns that in a 

Fabric in which the length (and time) of the paths 
assigned can vary, the procedure may be 
repeated several times to improve the likelihood 
that the Estimated end-to-end Credit value is 
valid. 

Alternatively, a source may accept the Estimated 
end-to-end Credit value. If, at a later time, data 
transfers are unable to stream continuously, the 
source may re-initiate the Estimate Credit Proce- 
dure, or arbitrarily request an increase in Esti- 
mated end-to-end Credit by using an ADVC Link 
request Sequence. 
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24 Exchange, Sequence, and sequence count management 

24.1 Introduction 

An Exchange is the fundamental mechanism for 
coordinating the interchange of information and 
data between two N_Ports or nodes. All Data 
transmission shall be part of an Exchange. This 
clause discusses Exchanges between N-Ports. 
FC-PH does not address the means to manage 
Exchanges across multiple N-Potts within a 
Node. 

Data frame transfer 

Transfer of information between two N_Ports is 
based on transmission of a Data frame by a 
source N-Pot-t with an ACK response frame from 
the destination N-Port receiving the Data frame 
to acknowledge Data frame delivery as appro- 
priate (Class 1 and 2). 

Sequence 

A Sequence is a set of one or more related Data 
frames transmitted unidirectionally from one 
N-Port to another N-Port within an Exchange. In 
Class 1 and 2, an ACK_l frame is transmitted in 
response to each Data frame, an ACK_N frame 
is transmitted for N Data frames, or a single 
ACK_O is transmitted for all Data frames of a 
Sequence. A Sequence is assigned a SEQ_ID 
[Sequence-Identifier) by the Sequence Initiator. 
A Sequence shall only be initiated when an 
N-Port holds the Sequence Initiative for a given 
Exchange. 

Streamed Sequences 

FC-PH allows an N-Port to initiate a new 
Sequence for the same Exchange following 
transmission of the last Data frame of a 
Sequence before receiving the final ACK (EOFt, 

EOFdt) for the previous Sequence in Class 1 and 
2, or before R A TOV has expired for all frames - - 
of a Class 3 Sequence (i.e., streamed 

Sequences). See 18.6 for more information 
regarding the assignment of SEQ_IDs for addi- 
tional rules when streaming Sequences_ 

Sequence count 

Each frame within a Sequence 

X3.230-1994 

contains a 
sequence count (SEQ_CNT) which represents the 
sequential number of each Data frame within 
one or multiple Sequences transmitted by an 

Exchange Originator or Responder. An ACK 
response frame contains a sequence count 
which is set equal to the Data frame sequence 
count to which it is responding (Class 1 and 2). 

:change 

-> 

1st Sequence 
of Exchange 

Unidirectional 
Data frames 

> 
> 

. . . 
- 

2nd Sequence 

Unidirectional 
Data frames 

> 

or 
< 

- 

. . . 

Last Sequence 
of Exchange 

Unidirectional 
Data frames 

> 

or 

. . . indicates time delay 

Figure 69 - Exchange - Sequence relationship 
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Exchange 

An Exchange is a set of one or more related 
Sequences. Sequences for the same Exchange 
may flow in the same or opposite direction 
between a pair of N_Ports but not simultane- 
ously (i.e. Data flows in one direction at a time 
within an Exchange for a single N-Port pair). 
Therefore, an Exchange may be unidirectional or 
bidirectional. Within a single Exchange only one 
Sequence shall be Active at any given time for a 
single initiating N-Port. That is, a Sequence Ini- 
tiator shall complete transmission of Data 
frames for a Sequence of an Exchange before 
initiating another Sequence for the same 
Exchange. In Class 1, an Exchange may span 
multiple or successive Dedicated Connections at 
Sequence boundaries. 

An Exchange may utilize multiple Classes of 
‘Service. Separate Sequences for the same 
Exchange may be transmitted in both Class 1 
and 2. Class 3 Sequences shall not be trans- 
mitted in the same Exchange with Class 1 or 2 

-, . -Sequences. A Sequence Initiator shall not - - 
stream Sequences that are in different Classes . - 
of Service. 

Note - In Class 2, when Sequences are streamed, a 
Recipient N-Port may see multiple Active Sequences 
for the same Initiator because of out of order 
delivery. 

The Sequence Initiator shall use continuously 

- increasing SEQ_CNT if Sequences are streamed. 
If the Sequence Initiator does not stream 
Sequences, it may also use continuously 
increasing SEQ_CNT to allow the Sequence 
Recipient to track delivery order. 

In the Discard multiple Exchange Policy, the 
Sequence Recipient shall deliver consecutive 
Sequences within an Exchange in the order 
transmitted. The Sequence Recipient shall pre- 
serve transmission order from one Sequence to 
the next even if the Sequence Initiator does not 
use continuously increasing SEQ_CNT. Should 
frames arrive out of order, the Sequence Recip- 
ient may delay transmission of the last ACK until 
the order is re-established. 

An Exchange is assigned an Originator 
Exchange-ID (OX-ID) by the Originator and a 
Responder Exchange-ID (RX-ID) by the 
Responder facilities within the N-Ports specified 

by the N-Port Identifiers involved in the 
Exchange. When an Exchange is originated, 
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there is a binding of resources in both the Origi- 

nator and Responder. 

An Exchange Status Block exists throughout the 

life of an Exchange and is located by using one 
or more fields of the Sequence_Qualifier, such 
as an N-Port’s X-ID. Since an Exchange utilizes 
link resources, an N-Port may choose to invali- 
date and, subsequently, reassign its X-ID value 
at certain Sequence boundaries during an 
Exchange. An N-Port indicates its requirement 
to reassign X-ID values through a Service 
Parameter during Login. 

The procedure for invalidating and, subse- 
quently, reassigning an N_PotYs X-ID uses 
F_CTL bits in the Frame-Header. X-IDS may be 
invalidated at the end of a Sequence and new 
X-ID values reassigned at the start of the next 
Sequence according to the procedure discussed 
in 25.3.1 and 25.3.2. When the X-ID value has 
been invalidated, an N-Port locates its Exchange 
Status Block by using an Association Header 
(see 19.4) until a new X-ID is assigned. 

Sequence Initiative 

The Exchange Originator is the Initiator of the 
first Sequence of the Exchange and holds the ini- 
tiative to transmit Sequences. At the end of 
each Sequence of the Exchange, the Initiator of 
the Sequence may transfer the initiative to 
transmit the next Sequence to the other N-Port, 
or it may retain the initiative to transmit the next 
Sequence. 

24.2 Applicability 

Class 1 and 2: 

For Class 1 and 2, FC-2 manages: 

Activation and deactivation of Exchanges, 
Initiation and termination of Sequences, 
Assignment and reassignment of X-IDS, 
Sequence Initiative, 
Assignment of SEQ_IDs, 
Segmentation and Reassembly, 
Sequences, 
Sequence count of frames, 
Detection of frame Sequence errors, and 
Notification of frame Sequence errors. 

For Class 1, the Sequence Initiator shall assign 
SEQ_IDs from 0 to L where L is the number of 
Concurrent Sequences supplied by the Recipient 

N-Port. 
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NOTE - The Sequence Recipient may assign the 
SEQ_ID directly to a Recipient Sequence Status Block 
on an indexed basis. 

A Class 1 Sequence requires a Class 1 Dedi- 
cated Connection for the duration of the 
Sequence. When the Connection is terminated, 
all Open Class 1 Sequences are terminated. A 
Sequence which has been abnormally termi- 
nated is left in an indeterminate state at the 
Upper Level Protocol. 

For Class 2, the Sequence Initiator shall assign 
SEQ_IDs from 0 to 255. The Sequence Recipient 
assigns the SEQ_ID to an available Recipient 
Sequence Status Block. 

,. Class 3: 

For Class 3, the Sequence Initiator shall assign 
SEQ_IDs from 0 to 255. FC-2 manages the same 
functions as Class 1 and 2 excluding notification 

- - -<f frame Sequence errors to the Sequence Initi- 
. - ator. 

.u- 

24.3 Summary rules 

These rules summarize the guidelines for 
Exchange and Sequence management. The 
sections that follow elaborate on these summary 
rules and take precedence over these guide- 

. lines. 

24.3.1 Exchange management 

a) Over the life of an Exchange, the Sequence 
Recipient shall deliver Data to FC-4 or an 
upper level on a Sequence basis. 

b) In the Discard multiple Sequences Error 
Policy, each Sequence shall be delivered in 
the order in which the Sequence was trans- 
mitted relative to other Sequences transmitted 
for the Exchange. 

c) In the Discard multiple Sequences Error 
Policy, a Sequence shall be deliverable if the 
Sequence completes normally and the pre- 
vious Sequence, if any, is deliverable. 

d) In the Discard multiple Sequences with 
retransmission Error Policy, each Sequence 
shall be delivered in the order in which the 
Sequence was transmitted relative to other 
Sequences transmitted for the Exchange. 

e) In the Discard multiple Sequences with 

retransmission Error Policy, a Sequence shall 
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be deliverable if the Sequence completes 

normally and the previous Sequence, if any, is 
deliverable. 

f) In the Discard a single Sequence Error 
Policy, each Sequence shall be delivered in 
the order in which the Sequence was received 
relative to other Sequences received for the 
Exchange. 

g) In the Discard a single Sequence Error 
Policy, a Sequence shall be deliverable if the 
Sequence completes normally without regard 
to the deliverability of other Sequences within 
the same Exchange. 

h) In all Discard policies, a Sequence is com- 
plete with regard to Data content if all valid 
Data frames for the Sequence were received 
without rejectable errors being detected. 

i) In Process policy with infinite buffers, a 
Sequence is complete with regard to Data 
content if at least the first and last Data 
frames were received as valid frames without 
rejectable errors being detected. 

j) The ordering relationship and deliverability of 
Sequences between two separate Exchanges 
is outside the scope of FC-PH. Certain spe- 
cific cases of Basic Link Service and Extended 
Link Service do, however, specify collision 
cases such as FLOGI, PLOGI, ABTX, and RSI. 

24.3.2 Exchange origination 

a) An Exchange being originated for Extended 
Link Services before Login is complete or for 
the purpose of Login shall follow default Login 
parameters and special Extended Link Ser- 
vices rules specified in 21.1.1 and 21.1.2 as 
well as clause 23. 

b) A new Exchange, other than Extended Link 
Services, may be originated if three conditions 
are met: 

1) The originating N-Port has performed 
Login with the destination N-Port. 

2) The originating N-Pot-t has an 

Originator_Exchange_ldentifier (OX-ID) and 
Exchange resources available for use. 

3) The originating N-Port is able to initiate a 

new Sequence. 
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c) Each frame within the first Sequence of an 

Exchange shall set the First-Sequence F_CTL 
bit to one. 

d) The first frame of the first Sequence of the 
Exchange shall specify the Error Policy for the 
Exchange in F_CTL bits 5-4 of the 

, Frame-Header. The Exchange Error Policy 
shall be consistent with the error policies sup- 
ported by both the Originator and Responder. 

e) The Originator shall transmit the first Data 
frame of the Exchange with its assigned 
OX-ID and an unassigned RX-ID of hex ‘FFFF’. 

- If X-ID interlock is required by the 
Responder (Login), the Originator (and 
Sequence Initiator) shall not transmit addi- 
tional Data frames for this Exchacge until 
the ACK to the first frame of the Exchange 

‘. is received. The RX-ID in the ACK frame 
shall be used in subsequent frames of the 
Exchange. 

- If X-ID interlock is not required by the 
^. -- -- Responder (Login), the Originator may 

. - transmit additional frames of the Sequence. 

.u- In Class 1 and 2, the Responder shall 
return its X-ID no later than in the ACK cor- 
respondrng to the last Data frame of the 
Sequence. The next Sequence of the 
Exchange shall contain both the OX-ID and 
RX-ID assrgned in the previous Sequence. 

f) In Class 1 and 2, the Sequence Initiator shall 
* receive at least one ACK from the Recipient 

before the lnrtiator attempts to initiate subse- 
quent Sequences for the Exchange. 

g) The rules specified in Sequence initiation and 
termrnatlon specify the method for assigning 
X-IDS. 

h) The rules for reassigning X-IDS are specified 
in 263.2. 

24.3.3 Sequence delimiters 

For a more complete description of Data frame 
and Link-Control delimiters see table 48 and 
table 50. The following rules summarize the 
management of frame delimiters within a 

Sequence: 

a) A Sequence shall be initiated by transmitting 
the first frame with an SOFix, or SOFcl. 

b) Intermediate frames within a Sequence shall 
be transmitted with SOFnx and EOFn. 
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c) The Sequence shall be complete when an 

EOFt (or EOFdt) has been transmitted or 

received for the appropriate SEQ_ID and all 

previous Data frames and ACKs (if any) have 
been accounted for by the Initiator and Recip- 
ient, respectively. 

24.3.4 Sequence initiation 

a) A new Sequence may be initiated if three 
conditions are met: 

1) The initiating N-Port holds the initiative to 
transmit (Sequence Initiative). 

2) The initiating N-Port has a SEQ_ID avail- 
able for use. 

3) The total number of Active Sequences ini- 
tiated by the initiating N-Port with the 
Recipient N-Port does not exceed any of 
the following: 

- total concurrent Sequences (see 

23.6.3.5), 
- concurrent Sequences per Class (see 

23.6.8.6) 
- Open Sequences per Exchange (see 

23.6.8.8). 

b) The first Data frame of the Sequence shall be 
started by an SOFix (or an SOFcl for the first 
frame establishing a Class 1 Connection). 

c) The Sequence Initiator shall assign a SEQ_ID 
which is unique between the Initiator and 
Recipient N-Port Identifier pair while the 
Sequence is Open. The SEQID shall not 
match the last SEQ_ID transmitted by the 
Sequence Initiator for this Exchange for the 
current Sequence Initiative. 

For streamed Sequences for the same 
Exchange, the Sequence Initiator shall use 
X+1 different subsequent SEQ_IDs where X is 
the number of Open Sequences per Exchange 
so that the Exchange Status Block contains 
status of the last deliverable Sequence. 

d) The Sequence Initiator shall not initiate the 
(X+l)th streamed Sequence until the first 
Sequence status is known. For example, if 
X=3 and the Sequence Initiator transmits 
SEQ_ID = 3, then 4, then 7, it shall not initiate 
another Sequence for the same Exchange 
until it resolves the completion status of 
SEQ_ID = 3, regardless 

status of SEQ_ID = 4 or 7. 

of the completion 
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e) The Sequence_Qualifier shall be unique until 
an Open Sequence is ended normally or until 

the Recovery_Qualifier is determined by the 
Abort Sequence Protocol (ABTS). 

f) In Class 2 and 3 each Data frame of the 
Sequence shall be limited in size to the lesser 
of the F-Port and destination N-Port capabili- 
ties as specified by Login. 

g) In Class 1 the connect-request frame shall be 
limited in size to the lesser of the F-Port and 
destination N-Pot-t capabilities as specified by 

Login. 

h) The Sequence Recipient shall supply the 
status of the Sequence in the format of the 
Sequence Status Block defined in 24.8.2 in 
response to a Read Sequence Status 
Extended Link Service request while the 
Sequence is Active. Sequence status shall be 
associated with the Exchange in which the 
Sequence is being transmitted. 

i) Frame transmission shall follow Flow Control 
I 

- - -- Rules as specified in clause 26 
. - 

nection rules as specified in clause 
.u- 

and Con- 
28. 

24.3.5 Sequence management 

The Sequence Recipient and the Sequence Initi- 
ator should verify that frames received for a 
Sequence adhere to the items listed. If the 

. Sequence Recipient determines that one of the 
following conditions is not met in Class 1 or 
Class 2, it shall transmit a P_RJT. If the 
Sequence Initiator determines that one of the fol- 
lowing conditions is not met, it shall abort the 
Sequence (Abort Sequence Protocol). 

a) Each frame shall contain the assigned 
SEQ_ID and assigned or reassigned OX-ID 
and RX-ID values. 

b) Hex ‘FFFF’ shall be used for unassigned X-ID 

values. 

c) Each frame shall indicate the Exchange 

Context. 

d) Each frame shall indicate the Sequence 
Context. 

e) Each frame shall contain a SEQ_CNT which 
follows the Sequence Count rules as defined 

(see 24.3.6). 

f) Frame transmission shall follow Flow Control 
Rules as specified in clause 26. 
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g) The Data Field size of each frame of the 

Sequence shall be less than or equal to: 

1) the maximum size specified by the Fabric 

(SOFCI, Class 2, or 3), if present, or 

2) the maximum size specified by the desti- 
nation N-Port in the Service Parameters 
defined during Login, whichever is smaller. 

h) A Sequence shall be transmitted in one 

Class. 

i) Each Data frame in a Sequence shall be 
transmitted within an E D TOV timeout period - - 
of the previous Data frame transmitted within 
the same Sequence. Otherwise, a Sequence 
timeout shall be detected. 

24.3.6 Sequence count 

Within a Data frame Sequence, SEQ_CNT is used 
to identify each Data frame for verification of 
delivery and transmission order. The following 
rules specify the sequence count of each frame 
of a Sequence: 

a) The sequence count of the first Data frame of 
the first Sequence of the Exchange trans- 
mitted by either the Originator or Responder 
shall be binary zero. 

b) The sequence count of each subsequent Data 
frame within the Sequence shall be incre- 
mented by one from the previous Data frame. 

c) The sequence count of the first Data frame of 
a streamed Sequence shall be incremented 
by one from the last Data frame of the pre- 
vious Sequence. 

d) The sequence count of the first Data frame of 
a non-streamed Sequence may be incre- 
mented by one from the last Data frame of the 
previous Sequence or may be binary zero. 

e) The sequence count of each Link-Response 
shall be set to the sequence count of the Data 
frame to which it is responding (Class 1 and 

2). 

f) The sequence count of each ACK_l frame 
shall be set to the sequence count of the Data 
frame to which it is responding (Class 1 and 
2). See 26.4.3.2 for ACK_l rules. 

g) The sequence count of each ACK_N frame 
shall be set to the highest sequence count of 
a series of Data frames being acknowledged 
(Class 1 and 2). See 26.4.3.3 for ACK_N rules. 
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h) The sequence count of each ACK_O frame 
shall be set to the sequence count of the last 

Data frame transmitted (End-Sequence = 1) 
for the Sequence (Class 1 and 2). See 26.4.3.1 

for ACK_O rules. 

i) If infinite buffers and ACK_O are being used 
for Sequences in which the SEQ_CNT is 
allowed to wrap, frame uniqueness is not 
being ensured (see 23.6.8.7 and 26.4.3.1 for 

ACK_O rules). 

j) The sequence count shall only wrap to (but 
not including) an unacknowledged frame in 

Class 2. 

24.3.7 Normal ACK processing 

a) Based on N-Port Login parameters (Initiator 
‘a support indicated in Initiator Control and 

Recipient support in Recipient Control in 
Class Service Parameters), if both N-Ports 
support multiple ACK forms, ACK_O usage 
shall take precedence over ACK_N and 

-- --ACK_N usage shall take precedence over 
. - 

ACK_l. ACK_l shall be the default if no other 
e ACK form is supported. ACK_O or ACK_N use 

may be asymmetrical between two N-Ports 
(see 23.6.8.3 and 23.6.8.4). 

b) Mixing ACK forms in a Sequence is not 
allowed. 

c) ACK_O may be used for both Discard and 
* Process Error Policies. A single ACK_O per 

Sequence shall be used to indicate successful 
Sequence delivery or to set Abort Sequence 
Condition bits to a value other than 0 0. An 
additional ACK_O shall be used within a 
Sequence to 

1) perform X-ID interlock or 
2) respond a connect-request 

ACK_O shall not participate in end-to-end 
Credit management. 

d) ACK frames may be transmitted in the order 
in which the Data frames are processed and 
need not be transmitted in SEQ_CNT order, 
however, the History bit (bit 16) of the Param- 
eter Field shall indicate transmission status of 
previous ACK frame transmission for the 

current Sequence. 

e) The final ACK (EOFt) of a Sequence shall be 
transmitted according to the 
Sequence completion (see 
absence of detected errors. 

rules for normal 

24.3.8) in the 
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f) ACK_N frames should be transmitted in order 

to acknowledge the processing of multiple 
frames in the same contiguous SEQ_CNT 
range as soon as the processing is complete. 
Accumulating information and delaying trans- 

mission of an ACK_N frame exposes the 
Sequence Initiator to loss of end-to-end 
Credit. 

g) ACK_N or ACK_l frames with an ACK_CNT 
of 1 shall be transmitted during X-ID interlock 
(see 25.3.1 and 24.5.4), and in response to a 
connect-request (see 28.4.1). 

h) If a Sequence Recipient receives a Data 
frame in Class 2 which falls within the 
SEQ_CNT range of a Recovery_Qualifier, it 
shall discard the Data Field of the frame and 
shall not deliver the Payload. The Sequence 
Recipient may transmit an ACK for the corre- 
sponding Data frame. 

i) If a Sequence Initiator receives an ACK for a 
Data frame in Class 2 which falls within the 
SEQ_CNT range of a Recovery_Qualifier, it 
shall discard and ignore the ACK frame. 

j) See 26.4.3.2, 26.4.3.3, and 26.4.3.1 for the role 
of acknowledgement frames (ACK) in flow 
control. 

k) Each ACK shall be transmitted within an 
E D TOV timeout period of the event which - - 
prompts the initiative to transmit an ACK 
frame. For example, when using ACK_l, it 
shall be transmitted within E D TOV of the - - 
Data frame reception. Whereas, when using 
ACK_O, it shall be transmitted within E D TOV -- 
of receiving the last Data frame of the 
Sequence. 

24.3.8 Normal Sequence completion 

a) The Last Data frame of a Sequence shall be 
indicated by setting the F_CTL End-Sequence 
bit (F_CTL Bit 19) to one. 

b) An Exchange Event shall be defined when the 
End-Sequence bit (Bit 19) is set = 1, and any 
of the following F_CTL bits are set as indi- 
cated: 

- Sequence Initiative (Bit 16) = 1, 
- Continue Sequence Condition (Bits 7-6) 
= 1 1, 

- Invalidate X-ID (Bit 14) = 1, 
- Last Sequence (Bit 20) = 1, 
- Chained Sequence (Bit 17) = 1, or 
- End-Connection (Bit 18) = 1. 
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c) A Sequence Event shall be defined when the 

End-Sequence bit (Bit 19) is set = 1, and the 
Continue Sequence Condition bits (Bits 7-6) in 
F_CTL are set to 0 0, 0 1, or 1 0 in the 
absence of an Exchange Event. 

d) In Class 1 the Sequence Initiator shall con- 
sider a Sequence as deliverabi,e and complete 
when it receives the final ACK for the 
Sequence (ACK with EOFt or EOFdt delimiter). 

e) In Class 2 the Sequence Initiator shall con- 
sider a Sequence as deliverable (to the ULP) 
and complete when it receives the final ACK 
for the Sequence (ACK with EOFt delimiter). 
However, the Sequence Initiator shall account 
for all ACKs before reusing the SEQ_ID for 
this Exchange. 

f) In Class 3 a Sequence Initiator shall consider _ 
a Sequence as deliverable and complete only 
if it has received a Basic Accept in reply to an 
ABTS frame or if it has received an Accept to 
a Read Exchange Status request which con- 

-- firms the deliverability. 

- In Discard a single Sequence Error 
Policy, the Sequence is deliverable when 
all preceding ACK frames have been trans- 

mitted without regard to a previous 
Sequence. 

j) In Class 2, if the last Data frame 
(End-Sequence = 1) transmitted is the last 
Data frame received for the Sequence, or if 
the last Data frame (End-Sequence = 1) 
received indicates an Exchange event (item 
b), the Sequence Recipient shall operate in 
the same manner as in Class 1 as specified in 
item i. 

k) In Class 2, if the last Data frame 
(End-Sequence = 1) transmitted is not the 
last Data frame received and the last Data 
frame (End-Sequence = 1) transmitted indi- 
cates a Sequence Event, the Sequence Recip- 
ient may either: 

- - g) A Class 1 or 2 Sequence shall be considered 
4- complete by the Sequence Recipient if 

- all Data frames are received, 

- withhold transmission of the ACK corre- 
sponding to the last Data frame transmitted 
until all previous ACKs have been trans- 
mitted and the Sequence is deliverable, or 

- save the value of End-Sequence (Bit 19) 
and Continue Sequence Condition (Bits 
7-6), and transmit the ACK corresponding 

- no Sequence errors are detected, and to the last Data frame with EOFn with 

h) A Class 3 Sequence shall be considered 

- acknowledgements, if any, prior to 

complete by the Sequence Recipient if 

acknowledgment of the last Data frame 
received have been transmitted. 

- all Data frames are received, 

. _ 

- no Sequence errors are detected, and 

- the last Data frame is terminated by an 
EOFt 

End-Sequence and Continue Sequence bits 

Recipient shall transmit an ACK with EOFt 

with the value of End-Sequence and Con- 

set to zeros. When the last missing Data 

tinue Sequence Condition bits saved from 

frame of the Sequence is received and the 

the 

Sequence is deliverable, the Sequence 

Data frame containing the 
End-Sequence bit = 1 with the SEQ_CNT 
and other fields which match the corre- 
sponding Data frame. 

i) For a normally completed Sequence in Class 
1, the Sequence Recipient shall transmit an 
ACK frame (ACK_1, ACK_N, or ACK_O) with 
EOFt (or EOFdl) in response to the last Data 
frame of the Sequence (End-Sequence bit in 
F_CTL = 1) when the Sequence is deliver- 
able. The End-Sequence bit in F_CTL of the 

ACK shall be set to one. 

- In Discard multiple Sequences Error 
Policy, the Sequence is deliverable when 
all preceding ACK frames have been trans- 
mitted and the previous Sequence, if any, is 

NOTE - When Sequences are being streamed in 
Class 2 with out of order delivery, transmission of 

ACK (EOFn) in response to the last Data frame of 
the Sequence (End-Sequence = 1) avoids costing 
the Initiator an extra Credit of one for the last Data 

frame of the Sequence while the Sequence Recip- 

ient waits for the last frame to be delivered. 

I) In Class 1 or 2 the Sequence Initiator shall 

transmit the last Data frame with an EOFn. 

m) In Class 3 the Sequence Initiator shall 

transmit the last Data frame with an EOFc 

deliverable. n) In the last Data frame of a Sequence with the 
Sequence Initiative held, the Sequence Initi- 
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ator may set the Continue Sequence bits in 

F_CTL to indicate that the next Sequence will 

be transmitted immediately (0 l), soon (1 0), 
or delayed (1 1). If Continue Sequence bits 

are set to 1 1, then the Sequence Initiator 
shall wait until the final ACK (EOFt) is 
received before initiating a new Sequence for 

. this Exchange. 

o) In the last Data frame of a Sequence, the 
Sequence Initiator shall set the 

- Sequence Initiative bit in F_CTL to 0 to 
hold Sequence Initiative. 
- Sequence Initiative bit in F_CTL to 1 to 
transfer Sequence Initiative. 

In Class 1 and 2, the Sequence Initiative is 
considered to be passed to the Sequence 
Recipient when the Sequence Initiator 

‘. receives the final ACK (EOFt) of the Sequence 
with the Sequence Initiative bit = 1. 

p) In the last Data frame of a Class 1 Sequence, 
the Sequence Initiator may indicate its desire 

-, . 4 end the Dedicated Connection by setting -- 
_ _ the End-Connection (bit 18) = 1 in order to 

&&begin the procedure to remove the Dedicated 
Connection (see 28.7.2). 

q) In the last Data frame of a Class 1 Sequence, 
the Sequence Initiator may indicate that it 
requires a reply Sequence be transmitted 
within the existing Dedicated Connection by 
setting the Sequence Initiative bit to one and 

- Chained-Sequence bit to one in F_CTL. 

r) Additional information regarding X-ID reas- 
signment may also occur on the last Data 
frame of a Sequence (see 25.3.1). 

s) After a Sequence is complete, the Sequence 
Recipient shall supply the status of the 
Sequence in the format of the Exchange 
Status Block defined in 24.8.1 in response to a 
Read Exchange Status Link Service command. 
Sequence status in the Exchange Status Block 
is available until X+2 Sequences have been 
completed (where X is the number of Open 
Sequences per Exchange supported by the 
Sequence Recipient as specified during Login) 
or the Exchange is terminated. 

24.3.9 Detection of missing frames 

The following methods of detecting missing 
frames apply to a non-streamed Sequence or 

multiple streamed Sequences with continuously 
increasing SEQ_CNT. 

a) In Class 1 a missing Data frame error is 
detected if a frame is received with a 
SEQ_CNT that is not one greater than the pre- 
viously received frame, except when a 

SEQ_CNT wrap to zero occurs (e.g., SEQ_CNT 
= 3 received, then SEQ_CNT = 5 received; a 
missing frame error (SEQ_CNT = 4) is 
detected). 

b) In Class 1 a missing Data frame error due to 
timeout is detected by the Sequence Recipient 
if a partial Sequence has been received and 
the next expected Data frame (current 
SEQ_CNT+ 1, except when a wrap to zero 
occurs) is not received within an E D TOV -- 
timeout period. 

c) In Class 2 and 3, with out of order delivery, a 
potentially missing Data frame is detected if a 
frame is received with a SEQ_CNT that is not 
one greater than the previously received 
frame, except when a SEQ_CNT wrap to zero 
occurs. If the potentially missing Data frame 
is not received within the E D TOV timeout - - 
period, a missing frame error is detected. 

d) In Class 2, with in order delivery, a poten- 
tially missing Data frame is detected if a 
frame is received with a SEQ_CNT that is not 
one greater than the previously received 
frame, except when a SEQ_CNT wrap to zero 
occurs. If the potentially missing Data frame 
is not received within the E D TOV timeout 
period, a missing frame error L detected. 

NOTE - With in order delivery, a Class 2 frame may 

be delivered with its SEQ_CNT that is not one 

greater than the previously received frame, if a 

Class 2 frame which was transmitted earlier has 

been issued F BSY or F_RJT. This frame is poten- 
tially missing, since it may be retransmitted. 

e) In Class 3, with in order delivery, a missing 
Data frame is detected if a frame is received 
with a SEQ_CNT that is not one greater than 
the previously received frame, except when a 
SEQ_CNT wrap to zero occurs. 

f) A Sequence Recipient may also detect 
missing Class 2 or 3 Data frames through the 

use of a missing frame window. The size of 
the missing frame window, W, is set by the 
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Sequence Recipient and is not specified by 

FC-PH. A frame is considered missing by a 
Sequence Recipient if its SEQ_CNT is less 
than the highest SEQ_CNT received for that 
Sequence minus W. It is suggested that W be 

at least equal to End-to-end Credit. 

NOTE - Fabric characteristics should be taken into 

account when attempting to establish a missing frame 
window - W. Too small a value may give false errors, 
whereas too large a value may create out of Credit 
conditions. 

24.3.10 Sequence errors - Class 1 and 2 

Errors within a Sequence may be detected by 
either the Sequence Initiator or the Sequence 
Recipient. 

‘. 

24.3.10.1 Rules common to all Discard policies 

In discard policy, the Recipient shall discard the 
--“Data Field portion of Data frames (FC-2 Header 

- - is processed) received after the point at which 
e-the error is detected and including the frame in 

which the error was detected. In all cases 
except the Stop Sequence condition, the 
Sequence Recipient shall discard the entire 
Sequence. The following rules apply. 

a) The types of Sequence errors that shall be 
detected by an N-Port include: 

_ * 

- detection of a missing frame based on 
SEQ_CNT, 
- detection of a missing frame based on a 
timeout (E D - - TOV), 
- detection of an error within a frame 

U’_RJT), 
- reception of a Reject frame (F_RJT or 
P_RJT) or 
- detection of an internal malfunction. 

b) If a Recipient receives a Data frame for a 
Sequence which the Recipient ULP wishes to 
stop receiving, the Recipient shall indicate the 
Stop Sequence condition to the Initiator by 
using the Abort Sequence Condition bits (1 0) 
in F_CTL. See 29.7.2. 

c) If a Recipient detects an error within a valid 
frame of a Sequence, it shall indicate that 
error to the Initiator by transmitting a P_RJT 

with a reason code. 

d) If a Recipient receives a Data frame for an 
Active Sequence which has previously had 

one or more Data frames rejected, the Recip- 

ient shall indicate that previous error to the 
Initiator on subsequent ACK frames using the 
Abort Sequence Condition bits (0 1) in F_CTL 

in the same manner as it would if a missing 
frame were detected. 

e) If the Recipient has transmitted an ACK with 
the Abort Sequence Condition bits set, or a 
P_RJT in response to a Data frame, it shall 
post that information in the Sequence Status. 

f) If an Initiator receives an ACK with the Abort 
Sequence Condition bits in F_CTL requesting 
Stop Sequence (1 0), it shall end the 
Sequence by transmitting the End-Sequence 
bit set to 1 in the next Data frame. If the last 
Data frame has already been transmitted, the 
Sequence Initiator shall not respond to the 
Stop Sequence request but shall notify the 
FC-4. 

g) If an Initiator detects a missing frame, 
internal error, or receives an ACK with a 
detected rejectable condition, it shall abort the 
Sequence by transmitting an Abort Sequence 
(ABTS) Basic Link Service command (see 
21.2.2). 

h) If an Initiator receives an ACK with the Abort 
Sequence Condition bits (0 1) in F_CTL 
requesting that the Sequence be aborted, it 
shall abort the Sequence by transmitting an 
Abort Sequence (ABTS) Basic Link Service 
command (see 21.2.2). 

i) If an Initiator receives a Reject frame (F_RJT, 
or P_RJT), it shall abort the Sequence by 
transmitting an Abort Sequence (ABTS) Basic 
Link Service command (see 21.2.2) if the 
Sequence has not been terminated by the 
Sequence Recipient or Fabric using an EOFt 

(EOFdt) on the RJT. 

j) In Class 1, if the Sequence Initiator detects a 
Sequence timeout (see 29.2.4), it shall: 

- abort the Sequence using ABTS if end- 
to-end Credit is available, 

- perform the Link Reset Protocol if all 
Active Sequences have timed out or no 
end-to-end Credit is available, or 

- read status from the Recipient if the 
current state of a Sequence is uncertain in 
order to determine the existence of an 
error condition. 

k) In Class 2, if the Sequence Initiator detects a 

Sequence timeout (see 29.2.4), it shall: 
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- transmit Link Credit Reset to the Recip- 

ient if no end-to-end Credit is available, 

- abort the Sequence using ABTS when 

end-to-end Credit is available, or 

- read status from the Recipient if the 
current state of a Sequence is uncertain in 
order to determine the existence of an 
error condition. 

24.3.10.2 Discard multiple Sequences Error 
Policy 

These rules apply to Discard multiple Sequences 
Error Policy and Discard multiple Sequences 
with Retransmission Error Policy. 

a) In Class 1, if a Sequence Recipient detects a 
missing frame error, or detects an “internal 

,. malfunction for a Sequence within an 
Exchange which requested Discard multiple 
Sequences Error Policy, it shall request that 
the Sequence be aborted by setting the Abort 
Sequence Condition bits (0 1) in F_CTL on the 

-. _ -- -ACK corresponding to the Data frame during 
_ - which the missing frame error was detected. 

+ For errors detected other than missing frame, 
the Abort Sequence Condition bits (0 1) in 
F_CTL shall be transmitted for any subsequent 
ACKs transmitted. The Sequence Recipient 
may conttnue to transmit ACKs for subse- 
quent frames of the Sequence and any subse- 
quent streamed Sequences until the ABTS 

_ frame IS received. If an ACK is transmitted 
for the last Data frame of a Sequence, F_CTL 
bits 19. 18, 17, 16, and 14 settings on the Data 
frame shall be ignored and those bits shall be 
set to zero in the ACK frame in addition to 
bits 5-4 (0 1). See 29.7.1. 

b) In Class 1, if a Sequence Recipient detects a 
missing frame error, or detects an internal 
malfunction for a Sequence within an 
Exchange which requested Discard multiple 
Sequences with Retransmission Error Policy, 
it requests that the Sequence be aborted and 
immediately retransmitted by setting the Abort 
Sequence Condition bits (1 1) in F_CTL on the 
ACK corresponding to the Data frame during 
which the missing frame error was detected. 

If the Sequence Recipient is unable to 
transmit an ACK with the same SEQ_ID as the 

Sequence which requires retransmission, the 
Sequence Recipient shall follow the rules for 
Discard multiple Sequences Error Policy (bits 

5-4 set to 0 1). 

For errors detected other than missing frame, 
the Abort Sequence Condition bits (1 1) in 

F_CTL shall be transmitted for any subsequent 
ACKs transmitted. The Sequence Recipient 

may continue to transmit ACKs for subse- 
quent frames of the Sequence and any subse- 
quent streamed Sequences until it receives a 
new Sequence (SOFix) with the F_CTL 
Retransmission bit set = 1, or an ABTS frame 
is received. If an ACK is transmitted for the 
last Data frame of a Sequence, F_CTL bits 19, 
18, 17, 16, and 14 settings on the Data frame 
shall be ignored and those bits shall be set to 
zero in the ACK frame in addition to bits 5-4 (1 

1). 

If the Sequence Recipient is unable to support 
Discard multiple Sequences with 

Retransmission Error Policy, it shall follow the 
rules for Discard multiple Sequences Error 
Policy (bits 5-4 set to 0 1). If the Sequence Ini- 
tiator is unable to determine the correct 
Sequence boundary to begin retransmission, 
it shall either transmit the ABTS frame or 
Read Exchange Status (RES). See 29.7.1. 

c) In Class 2, if a Sequence Recipient detects a 
missing frame error, transmits a P_RJT, or 
detects an internal malfunction for a 

Sequence within an Exchange which 

requested Discard multiple Sequences Error 
Policy, it shall request that the Sequence be 
aborted by setting the Abort Sequence Condi- 
tion bits (0 1) in F_CTL on the ACK corre- 
sponding to the Data frame during which the 
missing frame error was detected. For 

detected errors other than missing frame, the 
Abort Sequence Condition bits (0 1) in F_CTL 
shall be transmitted for any subsequent ACKs 
transmitted. The Sequence Recipient may 
continue to transmit ACKs for subsequent 
frames of the Sequence and any subsequent 
streamed Sequences until the ABTS frame is 
received. Any ACKs transmitted for frames in 
this Sequence or any subsequent Sequences 
shall continue to set the Abort Sequence Con- 
dition bits to (0 1) (see 29.7.1). The last ACK 
for the Sequence in error shall be transmitted 
as described under normal Sequence com- 
pletion. 

d) In Class 1, if a Sequence Initiator receives an 
ACK with the Abort Sequence Condition bits 

(1 1) in F_CTL requesting that the Sequence 
be retransmitted, it shall begin retransmission 
of the first non-deliverable Sequence by 
starting a new Sequence and setting the 
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F_CTL Retransmission bit (F_CTL bit 9) set to 

1 until it has received at least one ACK which 

indicates that the retransmitted Sequence has 
been successfully initiated by the Recipient. If 
the Sequence Initiator is unable to determine 
the correct Sequence boundary to begin 
retransmission, it shall either transmit the 
ABTS frame to abort the Sequence or Read 
Exchange Status using the RES Extended Link 
Services request. See 29.7.1.2. 

same manner as defined under Discard a 

single Sequence Error Policy. 

NOTE - Missing last Data frame is detected by the 
Sequence timeout. 

b) If a Sequence Recipient detects an error 
within a valid frame of a Sequence, it shall 
indicate that error to the initiator by transmit- 
ting a P_RJT with a reason code. 

24.3.10.3 Discard a single Sequence Error Policy 24.3.11 Sequence errors - Class 3 

a) In Class 1 and 2, if a Sequence Recipient 
detects a missing frame error, or detects an 
internal malfunction for a Sequence within an 
Exchange which requested Discard a single 
Sequence Error Policy, it shall request that 

. the Sequence be aborted by setting the Abort 
Sequence Condition bits (0 1) in F_CTL on the 
ACK corresponding to the Data frame during 
which the missing frame error was detected. 
For errors detected other than missing frame, 

- - -- the Abort Sequence Condition bits (0 1) in 

Errors within a Sequence may only be detected 
by the Sequence Recipient. In both Discard poli- 
cies, the Sequence Recipient shall discard 
Sequences in the same manner as in Class 1 
and 2 with the exception that an ACK indication 
of Abort Sequence shall not be transmitted. In 
discard policy, the Recipient shall discard 
frames received after the point at which the 
error is detected. Individual FC-4s or upper 
levels may recover the entire Sequence or only 
that portion after which the error is detected. 

_ - F_CTL shall be transmitted for any subsequent 
ACKs transmitted for this Sequence. 

a) The types of errors that shall be detected by 
&- 

an N-Port include: 

The Sequence Recipient may continue to 
transmit ACKs for subsequent frames of the 
Sequence until the ABTS frame is received. 
However, it shall not continue to set the Abort 
Sequence Condition bits in any subsequent 

_ _ streamed Sequences. If the final ACK (EOFQ 
to the Sequence is transmitted, F_CTL bits 19, 
18, 17, 16, and 14 settings on the Data frame 
shall be ignored and those bits shall be set to 
zero in the ACK frame in addition to bits 5-4 (0 
1) (see 29.7.1). 

24.3.10.4 Process with infinite buffers Error 
Policy 

In process policy, the Recipient shall ignore 
errors detected on intermediate frames, or 
timeout errors such that ABTS is not requested. 
However, such errors shall be reported to an 
upper level. 

a) If a Recipient detects an internal error 
related to a Sequence, or it detects that the 
first or last frame of a Sequence is missing, it 

shall request that the Sequence be aborted by 
setting the Abort Sequence Condition bits (0 
1) in F_CTL on subsequent ACK frames. The 
Recipient shall continue to respond in the 

- detection of a missing frame based on 
timeout, or 
- detection of an internal malfunction. 

b) If a Recipient detects an internal error, it 
shall abnormally terminate the Sequence, 
post the appropriate status, and notify the 
FC-4 or upper level. One or more Sequences 
shall not be delivered based on single or mul- 
tiple Sequence discard Error Policy. 

c) If a Recipient detects a missing frame, it 
shall abnormally terminate the Sequence, 
post the appropriate status, and notify the 
FC-4 or upper level. One or more Sequences 
shall not be delivered based on single or mul- 
tiple Sequence discard Error Policy. 

d) In the Discard multiple Sequences Error 
Policy in Class 3, the Sequence Recipient 
shall not be required to utilize a timeout value 
of R_A_TOV following detection of a missing 
frame. Therefore, frames may be discarded 
for an Exchange forever if other detection 
mechanisms are not utilized by the Sequence 

Initiator. 

e) Notification of the Sequence error condition 
to the Initiator is the responsibility of the FC-4 
or upper level. 
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24.3.12 Sequence Status Rules 

The following rules summarize handling of 

Sequence Status Block processing: 

a) A Sequence shall be considered Open and 
Active by the Sequence Initiator after trans- 
mission of the first frame of the Sequence. 
The Sequence shall remain Active until the 
Sequence Initiator has transmitted the last 
frame of the Sequence. The Sequence Initi- 

ator shall consider the Sequence Open until 

- it receives the ACK (EOFt), 
- Basic Accept is received to an ABTS 
frame, 
- A Read Sequence Status or Read, 
Exchange Status indicates normal or 
abnormal completion, 

‘I - the Link Reset Primitive Sequence is 
received or transmitted during a Dedicated 
Connection, 
- the Exchange is aborted using the ABTX 
Link Service request, or 

- - - - a Logout Link Service request is com- 
. - pleted. 

%‘, A Sequence shall be considered Open and 
Active, and an SSB Opened, by the Sequence 
Recipient when any frame in a Sequence is 
received for the first Sequence of a new 
Exchange as indicated in F_CTL bit 21. An 
Exchange Status Block is Opened at the same 
time and the Exchange becomes Active. 

- * 
c) A Sequence shall be considered Open and 

Active, and an SSB Opened, by the Sequence 
Recipient when any frame in a Sequence is 
received for an Open Exchange. 

d) If the Sequence Recipient transmits an ACK 
frame with the Abort Sequence Condition bits 
other than 0 0, it shall post that status in the 
Sequence Status Block status. 

e) If a Sequence completes normally and is 
deliverable, its status shall be posted in the 
Sequence Status Block. 

f) If a Sequence completes abnormally by the 
Abort Sequence Protocol, its status shall be 
posted in the Sequence Status Block. 

g) The Exchange Status Block shall be updated 
with Sequence Status information when the 
Sequence becomes abnormally complete, or 

normally complete. 

24.3.13 Exchange termination 

a) The last Sequence of the Exchange shall be 
indicated by setting the F_CTL Last-Sequence 
bit = 1 in the last Data frame of a Sequence. 
The Last-Sequence bit may be set to 1 prior 
to the last Data frame; once it has been set = 
1, it shall remain set for the remainder of the 
Sequence. 

b) The Exchange shall be terminated when the 

last Sequence is completed by normal 
Sequence completion rules. 

c) An Exchange may be abnormally terminated 
using the ABTX Extended Link Services 
request. A Recovery_Qualifier range timeout 
may be required in Class 2 and 3. 

d) An Exchange shall be abnormally terminated 
following Logout with the other N-Port 
involved in the Exchange (either Originator or 
Responder). A Recovery_Qualifier range 
timeout may be required in Class 2 and 3. 

24.3.14 Exchange Status Rules 

The following rules summarize handling of 
Exchange Status Block processing: 

a) An Exchange shall be considered Active, and 
an ESB Opened, by the Originator after trans- 
mission of the first frame of the first 
Sequence. 

b) An Exchange shall be considered Active, and 
an ESB Opened, by the Sequence Recipient 
when any frame in the first Sequence is 
received. 

c) An Exchange shall be remain Open until 

- the last Sequence of the Exchange com- 
pletes normally, 

- a timeout period of E D TOV has elapsed -- 
since the last Sequence of the Exchange 
completed abnormally, or 

- the Exchange is successfully aborted with 
ABTX (which includes a Recovery_Qualifier 
timeout, if necessary). 

d) When an Exchange is no longer Open, it shall 
be complete and the Exchange resources 
associated with the Exchange, including the 

Exchange Status Block, are available for 

reuse. An upper level may choose to com- 
plete an Exchange with an interlocked pro- 

tocol in order to ensure that both the 
Originator and Responder agree that the 
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Exchange is complete. Such a protocol is 

outside the scope of FC-PH. 

e) The contents of an Exchange Status Block 
may be made available (RES request) until the 
resource is allocated to another Exchange. 

24.4 Exchange management 

An Exchange is managed as a series of 
unidirectional Data frame Sequences. The initial 
Sequence shall be transmitted by the Originator 
of the Exchange. Control and intermixing of 
Sequences within an Exchange are identified by 
F_CTL bits within the Frame Header. 

Following the initial Sequence, subsequent 
Sequences may be transmitted by either the 

‘. Originator or the Responder facilities based on 
which facility holds the Sequence Initiative. 

24.5 Exchange origination 

-- --The key facilities, functions, and events involved 
_ - in the origination of an Exchange by both the 

*Originator and Responder are diagrammed in 
figure 70. An Exchange for Data transfer may be 
originated with a destination N-Port following 
destination N-Port Login. Login provides infor- 
mation necessary for managing an Exchange 
and Sequences such as: Class, the number of 
Concurrent Sequences, Credit, and Receive Data 

* _ 

ORIGINATOR 

Exchange 

Origination -> assign OX-ID (RX ID = FFFF) 

L_:______,,,,, 
.SISB 

V r---- 
Sequence Initiator -> assigns SEQ_ID 

First Sequence of Exchange 

Field Size. Login and Service Parameters are 
discussed in 23.6. An Exchange is originated 
through the initiation of a Sequence. The rules 

in 24.3.2 specify the requirements for originating 
an Exchange. 

24.51 Exchange Originator 

When an Exchange is originated by an N-Port, 
that N-Pot-t shall assign an Originator 
Exchange-ID (OX-ID) unique to that N-Port Iden- 
tifier. An Originator Exchange Status Block 
associated with the OX-ID is allocated and 
bound to the Exchange and other link facilities in 
that N-Port for the duration of the Exchange. All 
frames associated with that Exchange contain 
the assigned OX-ID except during OX-ID reas- 
signment (when OX-ID is hex ‘FFFF’). The status 
of the Exchange shall be tracked by the Origi- 
nator in the Originator Exchange Status Block. 
See 24.6.2 for more information on unique 
Sequence_Qualifiers. 

Each frame within the Exchange transmitted by 
the Originator shall be identified with an F_CTL 
bit designating the frame as Originator gener- 
ated (Exchange Context). The Originator 
Exchange-ID provides the mechanism for 
tracking Sequences for multiple concurrent 
Exchanges 
time. 

which may be Active at the same 

OESB= 

RESB= 

SISB- 

SRSR= 

L > RESPONDER 

First Frame of Sequence 

to Exchange 

-, assigns RX-ID based on 

I 
S_IDIIOX ID 

I- 

Originator Exchange Status Block 

Responder Exchange Status Block 

Sequence Initiator Status Block 

Sequence Recipient Status Block 

I L---_____.,REs~ 

r---- 
-->SRSB 

V 

Sequence Recipient -> associates SEQ_ID 

I 
ACK_1 / ACK_M 

< 

OX-10 = original value 

Rx ID = assigned value 

I- 
OES~<-----__--__J 

update RX-ID 

Figure 70 - Exchange origination 
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NOTE - Since the Originator assigns the OX ID, 

assignment may be organized to provide efficient 

processing within the N-Port. 

24.5.2 Exchange Responder 

The destination N-Port shall be designated as 
the Responder for the duration of the Exchange. 
When the destination N-Port receives the first 
Sequence of the Exchange, that N-Port shall 
assign a Responder Exchange-ID (RX-ID) to the 
newly established Exchange. This RX-ID is 
associated with the OX-ID from a given S-ID to a 
Responder Exchange Status Block (S_lDllOX_lD). 
See 24.6.2 for more information on unique 
Sequence_Qualifiers. 

,l$ Class 1 and 2, the assigned RX-ID shall be 
transmitted to the Originator on the ACK frame 
responding to the last Data frame of the 
Sequence or earlier, if possible. In a Class 3 
bidirectional Exchange, the assigned RX-ID shall 

- - - -be transmitted to the Originator in the first Data 
_ frame transmitted by the Responder. If X-ID 

i@erlock has been specified during Login by the 
Sequence Recipient, the RX-ID shall be 
assigned in the ACK to the first Data frame of 
the Sequence. The Originator shall withhold 
additional frame transmission for the Exchange 
until the ACK is received. The Responder 
Exchange-ID provides the mechanism for 

-tracking Sequences for multiple concurrent 
Exchanges from multiple S-IDS or the same 
S-ID. 

NOTE - Since the Responder assigns the RX-ID, 

assignment may be organized to provide efficient 

processing within the N-Port. 

Each frame within the Exchange transmitted by 
the Responder is identified with an F_CTL bit 
designating the frame as Responder generated 
(Exchange Context). Each frame within the 
Exchange transmitted by the Responder is iden- 
tified with the assigned RX-ID except during 
RX-ID reassignment (when the RX-ID is hex 
‘FFFF’). The status of the Exchange shall be 
tracked by the Responder in the Responder 
Exchange Status Block. 

24.5.3 X-ID assignment 

In the first frame of an Exchange, the Originator 

shall set the OX-ID to an assigned value and the 
RX-ID value to hex ‘FFFF’ (unassigned). When 
the Responder receives the first Sequence of an 
Exchange, it shall assign an RX-ID and shall 
return the RX-ID in the ACK frame sent in 
response to the last Data frame in the Sequence, 
or in an earlier ACK (Class 1 and 2). In a Class 
3 bidirectional Exchange, the Responder shall 
assign an RX-ID in the first Data frame trans- 
mitted. 

If the Responder N-Port has indicated during 
Login that an X-ID interlock is required at X-ID 
assignment and reassignment transitions, then 
the Originator shall not transmit subsequent 
frames of the Exchange until the corresponding 
ACK has been received with an assigned X-ID 
for the Exchange Responder. The Originator 
shall set the RX-ID to Hex ‘FFFF’ until the 
assigned RX-ID is received. When the Origi- 
nator receives the assigned RX-ID, it shall set 
the RX-ID field to the assigned value for all sub- 
sequent frames. 

For all remaining frames within the Exchange, 
OX-ID and RX-ID fields retain these assigned 
values unless either the Originator or the 
Responder invalidates its X-ID value at the end 
of a Sequence (see 24.5.4, 253.1, and 25.3.2 for 
X-ID reassignment). 

24.5.4 X-ID interlock 

X-ID interlock is only applicable to Classes 1 
and 2. When an N-Port initiates a Sequence 
with an N-Port which has specified during Login 
that X-ID interlock is required and the Recipi- 
ent’s X-ID is invalid or unassigned, the initiating 
N-Port shall transmit the first frame of the 
Sequence with the Recipient’s X-ID set to hex 
‘FFFF’ and shall withhold transmission of addi- 
tional frames until the corresponding ACK with 
an assigned X-ID has been received from the 
Recipient. The assigned X-ID is then used in all 
subsequent frames in the Sequence. 
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24.6 Sequence management 

24.6.1 Active and Open Sequence 

From the standpoint of the Sequence Initiator, a 
Sequence is Active for the period of time from 
the transmission of the Data frame initiating the 
Sequence until the end of the last Data frame of 

the Sequence is transmitted. In Class 1, the 
Sequence Initiator considers the Sequence Open 
until the ACK with EOFt (EOFdt) is received, the 
Sequence is aborted by performing the ABTS 
Protocol, or the Sequence is abnormally termi- 
nated. In Class 2, the Sequence Initiator con- 
siders the Sequence Open until the ACK with 
EOFt is received, the Sequence is a_borted by 
performing the ABTS Protocol, or the Sequence 

‘- is abnormally terminated. In Class 3, the 
Sequence Initiator considers the Sequence 
Active until the EOFt is transmitted. In Class 3, 
the Sequence Initiator considers the Sequence 
Open until the deliverability is confirmed or an 

- - --R A TOV timeout period has expired. - - 
. - 

.u- In Class 1 and 2, from the standpoint of the 
Sequence Recipient, a Sequence is Active and 
Open from the time any Data frame is received 
until the EOFt (EOFdt) is transmitted in the ACK 
to the last Data frame, or abnormal termination 
of the Sequence. In Class 3, from the standpoint 
of the Sequence Recipient, a Sequence is Active 
and Open from the time the initiating Data frame 
is received until all Data frames up to the frame 
contarnrng EOFt have been received. 

See 24 6 2 for more information regarding reuse 
of SEQ_ID and Sequence_Qualifiers. 

24.6.2 Sequence_Qualifier management 

The Sequence Initiator assigns a SEQ_ID which 
is unique between the N-Port pair of the Initiator 
and the Recipient at the time it is assigned and 
until the Sequence is complete. When the 
Sequence completes normally or abnormally, the 
SEQ_ID is reusable by the Sequence Initiator for 
any Sequence_Qualifier, including the same 
Recipient and Exchange providing that Sequence 
rules are followed (see 24.3.4). If a Sequence is 

aborted using the Abort Sequence Protocol or 
the ABTX Link Service request, a 
Recovery_Qualifier range may be specified by 

the Sequence Recipient (see 29.7.1.1), however, 
SEQ_ID shall not be included in the 
Recovery_Qualifier. 

24.6.3 Sequence initiative and 
termination 

When a Sequence is terminated in a normal 
manner, the last Data frame transmitted by the 
Sequence initiator is used to identify two condi- 
tions: 

a) Sequence initiative, and 
b) Sequence termination. 

24.6.4 Transfer of Sequence Initiative 

The Sequence Initiator controls which N-Port 
shall be allowed to initiate the next Sequence for 
the Exchange. The Sequence Initiator may hold 
the initiative to transmit the next Sequence of 
the Exchange or the Sequence Initiator may 
transfer the initiative to transmit the next 
Sequence of the Exchange. The decision to hold 
or transfer initiative shall be indicated by 
Sequence-Initiative bit in F_CTL. 

In Class 1 and 2, the Sequence Recipient shall 
not consider Sequence Initiative to have been 
passed until the Sequence which passes the 
Sequence Initiative is completed successfully 
and the ACK (EOFt) has been transmitted with 
the Sequence Initiative bit (F_CTL bit 16) = 1. 

In Class 1 and 2, when a Sequence Initiator 
detects a Data frame from the Recipient for an 
Exchange in which it holds the Sequence Initi- 
ative, it shall transmit a P_RJT with a reason 
code of Exchange error (excluding the ABTS 
frame). In Class 3, when a Sequence Initiator 
detects a Data frame (excluding the ABTS frame) 
from the Recipient for an Exchange in which it 
holds the Sequence Initiative, it shall abnormally 
terminate the Exchange and discard all frames 
for the Exchange. 

End-Sequence 

When the Sequence Initiator is ending the 
current Sequence, it shall set the End-Sequence 
bit in F_CTL to one on the last Data frame of the 
Sequence. 
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24.6.5 Sequence termination Class 3 

The last Data frame transmitted by the Sequence 

initiator is indicated by setting the 

End-Sequence bit in F_CTL to one. The 

Sequence is terminated by either the Initiator or 
the Recipient transmitting a frame terminated by 
EOFt. The Sequence Initiator is in control of ter- 
minating the Sequence. Transmission of the 

EOFt may occur in two ways: 

- In Class 1 and 2, the Sequence Recipient 
transmits an ACK frame of ACK_l, ACK_N, or 
ACK_O with EOFt in response to the last Data 
frame received for the Sequence. 

- In Class 3, the Sequence Initiator transmits 
m-m !ast Data frame of the Sequence with 
EOFt. 

Class 1 

When EOFt has been transmitted or received by 
each N-Port, the appropriate Exchange Status 

_&&k associated with the Sequence shall be 
- - updated in each N-Pot-I to indicate that the 

* Sequence was completed and whether the Origi- 
nitor or Responder facility holds the Sequence 
Initiative. Link facilities associated with the 
Sequence (including Sequence Status Block) are 
released and available for other use. 

Class 2 

‘Since Class 2 frames may be delivered out of 
order, Sequence processing is only completed 
after all frames (both Data and ACK) have been 
received, accounted for, and processed by the 
respective N-Ports. 

When the Sequence is completed by each 
N-Port, the appropriate Exchange Status Block 
associated with the Sequence shall be updated 
in each N-Port to indicate that the Sequence 
was completed and whether the Originator or 
Responder facility holds the Sequence Initiative. 
Link facilities associated with the Sequence 
(including the Sequence Status Block) are 
released and available for other use. 

The Sequence Initiator shall terminate the last 
Data frame of the Sequence with EOFt. Acknowl- 
edgment of Sequence completion is the respon- 
sibility of the Upper Level Protocol. 

When the Sequence is completed by each 
N-Port, the appropriate Exchange Status Block 
associated with the Sequence shall be updated 
in each N-Port to indicate that the Sequence 
was completed and whether the Originator or 
Responder facility holds the Sequence initiative. 
Link facilities associated with the Sequence 
(including Sequence Status Block) are released 
and available for other use. 

Continue Sequence Condition 

When an N-Port terminates a Sequence yet 
holds the Sequence Initiative, the N-Port may 
include additional information regarding the 
timing of the next Sequence. The N-Port uses 
the Continue Sequence Condition bits in F_CTL 
to indicate that the next Sequence is being 
transmitted immediately (0 1), soon (1 0), or 
delayed (1 1). The estimate of time is based on 
the time to remove and reestablish a Class 1 
Connection, regardless of which Class of Service 
is being used. This allows the destination 
N-Port to Invalidate its X-ID if it chooses to real- 
locate resources for a delayed Sequence. 

Chained-Sequence (C-S) 

Certain existing system architectures require 
immediate feedback during specific phases of an 
I/O operation. The Chained-Sequence (C-S) bit 
in F_CTL may be set to one on the last Data 
frame of a Sequence when the Sequence Initi- 
ative is being transferred to indicate that a reply 
Sequence is required from the Sequence Recip- 
ient before a Dedicated Connection is removed. 
The presence of the C-S bit, End-Sequence bit, 
and transfer of Sequence Initiative overrides the 
E-C bit if previously set by the Sequence Recip- 
ient (see 28.7.1 and 28.7.2). 

NOTE - Since ACKs may arrive out of order, the 
Sequence Initiator may receive the ACK which con- 
tains EOFt before ACKs for the same Sequence. The 
Sequence initiator shall not consider the Sequence 
normally terminated until it has received the final 
ACK (see 29.7.3). 

End-Sequence 

When the Sequence Initiator is ending the 
current Sequence, it shall set the End-Sequence 
bit in F_CTL to one on the last Data frame of the 

Sequence. 
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24.7 Exchange termination 

24.7.1 Normal termination 

An Exchange may be terminated by either the 
Originator or the Responder. The facility termi- 
nating the Exchange shall indicate Exchange ter- 
mination on the the last Sequence of the 
Exchange by setting the Last-Sequence bit in 
F_CTL on the last frame, or earlier, if possible, of 

the last Sequence of the Exchange. 

The Sequence shall be terminated according to 
normal Sequence termination rules. When the 
last Sequence of the Exchange is terminated 
normally, the Exchange shall also be terminated. 

* The OX-ID and RX-ID and associated Exchange 
Status Blocks are released and available for 

reuse. 

___24.7.2 Abnormal termination 
- - 

. - 
*An Exchange may be abnormally terminated by 

either the Originator or the Responder by using 
the Abort Exchange Protocol or Sequence 
timeout of the last Sequence of the Exchange. In 
general, reception of a reject frame with an 
action code of 2 is not recoverable at the 
Sequence level and aborting of the Exchange is 
probable. Other reasons to abort an Exchange 

* 
a‘re FC-4 protocol dependent and not defined 
within FC-PH. 

24.8 Status blocks 

24.8.1 Exchange Status Block 

An Exchange Status Block is a logical construct 
used to associate the OX-ID, RX-ID, D-ID and 
S-ID of an Exchange. The Status Block is used 
throughout the Exchange to track the progress of 
the Exchange and identify which N-Port holds 
the initiative to transmit Sequences. The 

Exchange Status Block shall continue to exist 
even following X-ID invalidation, since the 
Operation_Associator is used to locate the ESB 
(use of a Process_Associator may also be 

required). 

The Exchange Status Block shall record 

Exchange status information and Sequence 

Status for a number of Sequences received as a 
Sequence Recipient which is supplied in the RES 
Link Services request. Equivalent information to 
track transmitted Sequences is required by the 

Sequence Initiator for internal tracking of 
Exchange progress but is not required to be sup- 
plied to any other N-Port. The Sequence Status 
is stored in the Exchange Status Block in the 
oldest to newest order. The oldest Sequence is 
dropped out of the ESB when new Sequence 
status is added. 

Table 103 - Exchange Status Block 

Item 
Size 

-Bytes 

OX-ID 2 

RX ID 2 

Originator Address Identifier (High 
order bvte - reserved) I 

4 

Responder Address Identifier (High 
order byte - reserved) 

4 

E-STAT I 4 

reserved 4 

Service Parameters 112 

Oldest Sequence Status (SSB 

format-first 8 bytes) I 
8 

Intermediate Sequence Status (SSB 

format-first 8 bvtes) I 
Xx8 

Newest Sequence Status (SSB 

format-first 8 bytes) I 
8 

E-STAT 

Bit 31 - ESB owner 

0 = Originator 
1 = Responder 

Bit 30 - Sequence initiative 

0 = Other Port holds initiative 
1 = This Port holds initiative 

Bit 29 - Completion 

0 = Open 
1 = complete 

Bit 28 - Ending Condition 

0 = normal 
1 = abnormal 

Bit 27 - Error type 

0 = Exchange aborted with ABTX 
1 = Exchange abnormally terminated 
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Error type is only valid when bit 28 is set to 

one. 

Bit 26 - Recovery_Qualifier 

0 = none 

1 = Active 

Bits 25-24 - Exchange Error Policy 

0 0 = Abort, Discard multiple Sequences 
0 1 = Abort, Discard a single Sequence 
1 0 = Process with infinite buffers 
1 1 = Discard multiple Sequences with 
immediate retransmission 

Bit 23 - Originator X-ID invalid 

0 = Originator X-ID valid 
1 = Originator X-ID invalid 

X-ID validity status reflects the completion 
‘. condition of the newest Sequence Status 

Block contained in the ESB. 

Bit 22 - Responder X-ID invalid 

0 = Responder X-ID valid 
-- -- 1 = Responder X-ID invalid 

_ - 
+X-ID validity status reflects the completion 

condition of the newest Sequence Status 
Block contained in the ESB. 

Bits 21-O - Reserved 

24.8.2 Sequence Status Block 

‘A Sequence Status Block is a logical construct 
used to track the progress of a single Sequence 
by an N-Port on a frame by frame basis. A 
Sequence Status Block shall be Opened and 
maintained by the Sequence Recipient for each 
Sequence received in order to support the RSS 
Link Service request. Information equivalent to 
an SSB is required for the Sequence Initiator to 
track Sequence progress internally, but is not 
required to be supplied to any other N-Port. 

I Table 164 - Sequence Status Block I 

Item 
Size I I -Bytes 

Highest SEQ_CNT I 2 I 

S-STAT 

Error SEQ_CNT 

2 

2 

OX-ID 2 

RX-ID 2 

I- ~~ reserved I 2 I 

S-STAT 

Bit 15 - Sequence context 

0 = Initiator 
1 = Recipient 

Bit 14 - Open 

0 = not Open 
1 = Open 

Bit 13 - Active 

0 = not Active 
1 = Active 

Bit 12 - Ending Condition 

0 = normal 
1 = abnormal 

Bits 11 - 7 clarify the reason for an abnormal 
ending condition. 

Bits 11 - 10 ACK, Abort Sequence condition 

0 0 = continue 
0 1 = Abort Sequence requested 
1 0 = Stop Sequence requested 
1 1 = Abort with Retransmission requested 

Bit 9 - ABTS protocol performed 

0 = ABTS not completed 
1 = ABTS completed by Recipient 

Bit 8 - Retransmission performed 

0 = Retransmission not completed 
1 = Retransmission completed by Recip- 
ient 

Bit 7 - Sequence time-out 

0 = Sequence not timed-out 
1 = Sequence timed-out by Recipient 
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Bit 6 - P_RJT transmitted 

0 = P_RJT not transmitted 
1 = P_RJT transmitted 

Bits 6-4 Class 

0 0 = resewed 

ANSI X3.230-1994 

0 1 = Class 1 

1 0 = Class 2 

1 1 = Class 3 

Bit 3 - ACK (EOFt) transmitted 

0 = ACK (EOFt) not transmitted 
1 = ACK (EOFt or EOFdt) transmitted 

Bits 2-O - Reserved 
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25 Association Header management and usage 

25.1 Introduction 

FC_PH provides the Exchange facility as the fun- 
damental mechanism for coordinating the inter- 
change of information and data between two 
N-Ports or nodes. All Data transmission shall 
be part of an Exchange. Certain system archi- 
tectures may use an Association Header to 
provide two additional, but separate, functions. 

A Process_Associator may be used to provide 
one or more of the following functions: 

- provide a method to direct an Exchange to 
a single system image where multiple system 

,~ images share an N-Port facility, 
- provide a method to direct an Exchange to 
a single process where multiple processes 
share an N-Port facility, 
- identify a source or destination process, or 

^ _ _-Q source or destination system image which 

. - shall be retained beyond the life of an 
*Exchange for certain FC-4s. In this instance, 

the Process_Associator in combination with 
the N-Port Identifier is used to identify a 
process or image related to a previous 
Exchange. 

An Operation_Associator may be used to 
provide one or more of the following functions: 

i provide a method to manage an I/O Opera- 
tion consisting of more than one simultane- 
ously active Exchange, 
- provide a method to map or relate an 
Exchange to existing system control blocks or 
structures used by an I/O subsystem, or 
- provide a method to limit the number of 
Exchange management facilities (such as 
X-IDS) in use at any given time. 

There are two N-Port Login options which may 
be required, supported, or not supported by an 
N-Port in Class 1 and 2 

- Initial Process_Associator, and 
- X-ID reassignment. 

Login only completes successfully (Accept) if 
each N-Port’s requirements are satisfied. If an 
N-Port either supports or requires an Initial 
Process_Associator or X-ID reassignment, then 
it shall also require X-ID interlock (Class 1 and 
2), as specified in Login. The following list spec- 
ifies the need for an Association Header for a 

specific Exchange: 
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If neither N-Port requires an Initial 

Process_Associator or X-ID reassignment, 
-no Association Header is required. 

If either N-Port requires X-ID reassignment, 
-an Association Header is required. 

If both N_Ports require an Initial 
Process_Associator, 
-an Association Header is required. 

If only one N-Port requires an Initial 
Process_Associator and the other N-Port sup- 
ports it, 
-an Association Header may be required. 

25.2 Establishing the final 
Association Header 

The rules which specify the procedures for Asso- 
ciation Header management are in addition to all 
the rules and behavior described in other 
clauses of FC_PH. The Association Header is 
composed of information from the Originator and 
from the Responder. The method by which this 
composite information is obtained is by trans- 
mission of a first Association Header by the 
Originator which is followed by transmission of 
the final Association Header by the Responder in 
a later Sequence to reflect one or both of the 
Responder Associators. The procedure is sim- 
plified by following the first and final Association 
Header rules. The procedure begins with the 
origination of the Exchange. The content of the 
Association Header is specified in 19.4. 

25.2.1 Exchange Origination 

If either N-Port requires X-ID reassignment or 
the Responder requires an Initial 
Process_Associator, the Originator of an 
Exchange shall transmit an Association Header 
in the first Data frame of the Exchange. 

If neither N-Port requires X-ID reassignment and 
the Responder does not require an Initial 

Process_Associator, then an Association Header 
is not required for the Exchange. 
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Meaningful values (validity byte in Word 0 of 

Association Header) are implementation 

dependent and have no constraints placed on 
their values other than those defined in 19.4. 

g) The Responder shall not invalidate its X-ID 

until it has confirmed that the final Association 
Header has been transferred (see 252.3). 

h) If the Responder does not require an 
Operation_Associator, the first Association 

The Association Header to be transmitted by the Header transmitted by the Originator shall be 

Originator shall be composed as follows: the final Association Header. 

- the Originator Process_Associator shall be 
set to 
a) a meaningful value if the Originator 

requires an Initial Process_Associator, or 
b) validity indicated as not meaningful. 

- the Originator Operation_Associator shall 
be set to 
a) a meaningful value if the Originator 

requires X-ID reassignment, or 
b) validity indicated as not meaningful. 

- the Responder Process_Associator shall be 
set to 
a) a meaningful value if the Responder 

requires an Initial Process_Associator 
(obtained from a Name-Server or by other 
means outside the scope of FC_PH), or 

b) validity indicated as not meaningful. 
- the Responder Operation_Associator shall 
be set to 
a) validity indicated as not meaningful. 

25.2.3 Responder Sequence Initiative 

When the Exchange Responder receives the 
Sequence Initiative for the first time during an 
Exchange, if ever, which contained an Associ- 
ation Header in the first Data frame of the 
Exchange, the Exchange Responder shall 
transmit an Association Header on the first Data 
frame transmitted if the Responder requires a 
Responder Operation_Associator. The final 
Association Header shall be composed as 
follows: 

- the Originator Process_Associator shall be 
set to 
a) the value received in the first Association 

Header. 
- the Originator Operation_Associator shall 
be set to 
a) the value received in the first Association 

Header. 
- the Responder Process_Associator shall be 
set to 

25.2.2 First transfer rules 

The following rules apply to the transmission of 
. the first Association Header transmitted by the 

Originator: 

a) the Originator shall assign a value to OX-ID 
and set RX-ID to hex ‘FFFF’ and include the 
Association Header on the first Data frame of 
the Exchange. 

b) X-ID interlock is required on the first Data 

a) the value received in the first Association 
Header if the Responder requires an Initial 
Process_Associator, or 

b) validity indicated as not meaningful. 
- the Responder Operation_Associator shall 
be set to 
a) a meaningful value if the Responder 

requires X-ID reassignment. 

frame of the Exchange. 
c) the RX-ID shall be specified in the ACK to 

the first Data frame of the Exchange. 
d) the first Association Header transfer is con- 

firmed by receiving the ACK to the first Data 
frame of the Exchange. 

e) after the Originator has confirmed Associ- 
ation Header transfer, it may invalidate its 
X-ID if it requires X-ID reassignment (see 
25.3.1) according to the rules for X-ID invali- 

dation. 
f) if the first Association Header transfer is not 

confirmed, the Originator shall transmit an 
ABTS frame to either Abort the Sequence or 

25.2.4 Final transfer rules 

The Association Header transmitted by the 
Responder becomes the final Association 
Header for the Exchange. That is, whenever an 
Association Header is required to be transferred, 
the Association Header designated as final shall 
be transferred. The Association Header shall 
not change its content throughout the remainder 
of the Exchange. 

The following rules apply to the Association 
Header transmitted by the Responder. 

confirm transfer. 
a) the Responder shall use the RX-ID value 

assigned when the Exchange was originated. 
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b) if the OX-ID is valid, the Responder shall use which an N-Pot-t may invalidate its X-ID (OX-ID 

that value. for Originator, RX-ID for Responder). Either the 

c) if the OX-ID was previously invalidated, the Originator or Responder may be the Sequence 

Responder shall set OX-ID = hex ‘FFFF’. Initiator or Recipient in the following rules. 

Since X-ID interlock is required, the 
Responder shall wait for the ACK to the first 

Data frame before transmitting any subse- 

a) In the last Data frame of a Sequence, the 
Sequence Initiator shall set the 

1 quent Data frames ior the Exchange. - Invalidate X_lD bit in F_CTL to 0 to retain 
d) the fin& Ass~ation~~Hea~~~transferis-eon;~~~ ~~~ ~~~~~~ X iD assigrjment;~~~_~~~~ 

firmed by receiving an ACK to the first Data -I- Invalidate X ID bit in F_CTL to 1 to inval- 
frame of the first Sequence Initiative trans- idate its current X-ID. 
mitted by the Responder, or by confirming 
that the first Data frame was successfully 
received. 

e) after the Responder has confirmed final 
Association Header transfer, it may invalidate 
its X-ID if it requires X-ID reassignment (see 
253.1) according to the rules for X-ID invali- 
dation. 

b) In the last Data frame of a Sequence with the 
Sequence lnitiative held, the Sequence Initi- 
ator may set the Continue Sequence bits in 
F_CTL to indicate that the next Sequence will 
be delayed (1 1). If Continue Sequence bits 
are set to 1 1, then the Sequence Recipient 
shall set the 

‘“f) if the final A ssociation Header transfer is not 
confirmed, the Responder shall transmit an 
ABTS frame to either Abort the Sequence or 
confirm transfer. 

- Invalidate X-ID bit in F_CTL to 0 to retain 
its X-ID assignment in the ACK response. 
- Invalidate X-ID bit in F_CTL to 1 to inval- 
idate its current X-ID in the ACK response. 

-, . -4) the Responder shall not invalidate its X-ID -- 
until it has confirmed that the final Association 

c) If the last Data frame of a Sequence has the 
_ - 

~_ Header has been transferred. 
Invalidate X-ID bit set to one, the Sequence 

h) both the Originator and Responder shall use 
Recipient shall set the 

the final Association Header whenever an 
Association Header is required to be trans- 
mitted for the duration of the Exchange. 

25.3 Association Header Usage 

*Aft& the first and final Association Headers have 
been transferred, the Association Header is used 
when the destination N-Port has invalidated its 
X-ID. The Association Header associated with 
an Exchange shall also be included in the 
Payload of certain Extended Link Service com- 
mands (see 25.3.3) when the commands refer- 
ence that Exchange. 

- Invalidate X-ID bit in F_CTL to 0 to retain 
its X-ID assignment in the ACK response. 
- Invalidate X-ID bit in F_CTL to 1 to inval- 
idate its current X_lD in the ACK response. 

d) If the last Data frame of a Sequence transfers 
Sequence Initiative, the Sequence Recipient 
shall set the 

- Invalidate X-ID bit in F_CTL to 0 to retain 
its X-ID assignment in the ACK response. 
- Invalidate X-ID bit in F_CTL to 1 to inval- 
idate its current X-ID in the ACK response. 

25.3.2 X-ID reassignment 

An example of a system using X-ID Invalidation 
is included in annex R. 

25.3.1 X-ID Invalidation 

X-ID invalidation shall only be performed in 
Class 1 and 2. An N-Port shall only invalidate 
its X-ID if it had previously indicated in Login 
that it required X-ID reassignment. An X-ID 

shall not be invalidated under conditions other 
than those specified in the following rules. The 
following rules specify the conditions under 

When an N-Port initiates a Sequence, there are 
five cases to consider relative to X-ID reassign- 
ment: 

- Case 1. Originator as Sequence Initiator, 
RX-ID previously invalidated, OX-ID valid or 

previously invalidated. 

- Case 2. Responder as Sequence Initiator, 
OX-ID previously invalidated, RX-ID valid or 
previously invalidated. 

- Case 3. Originator as Sequence Initiator, 
OX-ID previously invalidated, RX-ID valid. 
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- Case 4. Responder as Sequence Initiator, 
RX-ID previously invalidated, OX-ID valid. 

- Case 5. Either Originator or Responder as 
Sequence Initiator, both OX-ID and RX-ID 
valid. 

1 Case 1 and Case 2 require transmission of the 
Association Header. The other cases do not 
require transmission of the Association Header. 

25.3.2.1 Case 1 

If the Originator of an Exchange initiates a 
Sequence (Sequence Initiator) with the 
Responder (Sequence Recipient) and the 
Responder has previously invalidated its X-ID, 
the Originator shall 

e 

-- 
- - 

. - 

44 

- transmit the final Association Header, 
- transmit the RX-ID = FFFF (X-ID interlock 
required), and 
- either set OX-ID to its current value, or 
- set OX-ID to a new value if the Originator 
had invalidated its X-ID in the previous 
Sequence. 

Reassignment rules 

a) an Originator or Responder shall only reas- 
sign its X-ID value if its X-ID had been previ- 
ously invalidated. 

^ TV) if the Originator reassigns its OX-ID to a new 
value, it shall set the X-ID reassigned bit 
(F_CTL bit 15) = 1 on the first Data frame of 
the Sequence. 

c) the Responder shall assign an RX-ID value 
and set the X-ID reassigned bit = 1 in the 
ACK to the first Data frame of the Sequence. 

d) the Originator shall update the RX-ID to its 
reassigned value in Data frames transmitted 
in the Sequence after the ACK frame is 
received which has the X-ID reassigned bit 

- e reassigned nX tD shalt be used 
until the Responder invalidates its X-ID, if 
ever. 

r\\ c. \-, &#-I the-0:iginator and Responde: shalt 
update the Exchange Status Block with a reas- 
signed OX-ID, if any, and the reassigned 
KA IIJ. - 

f) the X-ID invalidation status shall be updated 
to reflect the current X-ID status in the 

Exchange Status Block when the Sequence 
completes. 

25.3.2.2 Case 2 

If the Responder of an Exchange initiates a 
Sequence (Sequence Initiator) with the Origi- 
nator (Sequence Recipient) and the Originator 
has previously invalidated its X-ID, the 
Responder shall 

- transmit the final Association Header, if 
established, or 
- transmit the first Association Header with 
updates to the Responder Associators as 
specified in 25.2.4, 
- transmit the OX-ID = FFFF (X-ID interlock 
required), and 
- either set RX-ID to its current value, or 
- set RX-ID to a new value if the Responder 
had invalidated 
Sequence. 

Reassignment rules 

its X-ID in the previous 

a) an Originator or Responder shall only reas- 
sign its X-ID value if the X-ID had been previ- 
ously invalidated. 

b) if the Responder reassigns its RX-ID to a 
new value, it shall set the X-ID reassigned bit 
!F_CTL ~bit_lS) =~ ? on ?he firs? ~Data frame-of 
the Sequence. 

c) the Originator shall assign an OX-ID value 
and set the X-ID reassigned bit = 1 in the 
ACK to the first Data frame of the Sequence. 

d) the Responder shall update the OX-ID to its 
reassigned value in Data frames transmitted 
in the Sequence after an ACK frame is 
received which has the X-ID reassigned bit 
set = 1. The reassigned OX-ID shall be used 
until the Originator invalidates its X-ID, if 
ever. 

e) both the Originator and Responder shali 
update the Exchange Status Block with a reas- 
signed RX-ID, if any, and the reassigned 
QX~ ID; ~~~~ ~~ 

- 

f) the X-ID invalidation status shall be updated 
to reflect the current X-ID status in the 

Exchange Status Block when the Sequence 
completes. 
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25.3.2.3 Case 3 of X-ID validity may be unknown by the N-Port 

transmitting the request. 

If the Originator initiates a Sequence and the 
RX-ID is valid, the Originator shall not transmit 
an Association Header. The Originator shall set 
its OX-ID to a new value and it shall set the X-ID 

reassigned bit (F_CTL bit 15) = 1 on the first 
Data frame of the Sequence and each subse- 
quent Data frame until an ACK is received with 
the OX-ID = reassigned value. If it does not 
detect confirmation of the reassigned OX-ID, it 
shall perform the Abort Sequence Protocol. If 
the Abort Sequence Protocol is unsuccessful 
(BA_RJT), it shall read the Exchange Status 
Block. 

25.3.2.4 Case 4 

If the Responder initiates a Sequence and the 
‘6X-10 is valid, the Responder shall not transmit 
an Association Header. The Responder shall set 
its RX-ID to a new value and it shall set the X-ID 
reassigned bit (F_CTL bit 15) = 1 on the first 

-Data frame of the Sequence and each subse- - - 
quent Data frame until an ACK is received with 

. the RX ID = reassigned value. If it does not 
detect confirmation of the reassigned RX-ID, it 
shall perform the Abort Sequence Protocol. If 
the Abort Sequence Protocol is unsuccessful 
(BA_RJT), it shall read the Exchange Status 
Block. 

25.3.2.5 Case 5 

If both X-IDS are valid, the Association Header 
and the X-ID reassigned bit (F_CTL bit 15) shall 
not be used. 

25.3.3 Extended Link Services 

If an N-Port performs any of the following 
Extended Link Service requests relating to an 
Exchange which has an Association Header, the 
Payload shall contain the current (first or final) 
Association Header. 

Abort Exchange (ABTX) 
Read Exchange Status (RES) 
Reinstate Recovery Qualifier (RRQ) 
Request Sequence Initiative (RSI) 

The Association Header may be required to 

locate the Exchange Status Block since the state 

25.4 Error Recovery and other 
effects 

When an N-Port uses a Process_Associator or 
Operation_Associator in order to better manage 
Exchange facilities, there are instances which 
restrict that management 

a) unidirectional Exchanges do not allow the 
Responder (or Sequence Recipient) to invali- 
date and reassign its X-ID since it is unable to 
transmit an Association Header. 

b) a Sequence Recipient is limited under the 
conditions in which it may invalidate its X-ID 
since the Sequence Initiator may not be able 
or willing to convey information such as a 
delay before the next Sequence will be initi- 
ated. 

c) the Sequence Recipient is unable to invali- 
date its X-ID until it has received Sequence 
Initiative and transmitted the final Association 

Header. 
d) in the Abort Sequence Protocol, a 

Recovery_Qualifier may be specified by the 
Recipient in the Basic Accept. The X-ID 

values in that Recovery_Qualifier shall be 
retired by both N_Ports for a timeout period of 
R A TOV in Class 2 and 3. -- 

Additional factors in error recovery are intro- 
duced as a result of use of the Association 
Header. The additional factors arise from two 
different aspects of the Association Header pro- 
cedure and protocol. 

a) confirmation of Association Header transfer, 
and 

b) confirmation of X-ID invalidation. 

Both the confirmation of Association Header 
transfer and the confirmation of X-ID invalidation 
may be handled by performing the Abort 
Sequence Protocol. If the ABTS is rejected 

(BA_RJT) for an Invalid RX-ID-OX-ID combina- 
tion, the N-Port transmitting the ABTS frame 
shall perform a Read Exchange Status request in 
order to determine the status of the X-IDS for the 
Exchange identified by the Association Header. 
If the ABTS is accepted, recovery proceeds 

normally. 
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25.5 Special F_CTL bits 

The following F_CTL bits (15, 14) are explicitly 

used for X-ID reassignment and are only mean- 
ingful if X-ID reassignment and the Association 
Header are being used. 

* Bit 15 - X-ID reassigned 

The X-ID reassigned bit shall be used at the 
beginning of a Sequence to indicate that either 

~ ~ the Sequence initiator, Recipient, or both are 
assigning new X-ID fields. 

When the Sequence Initiator is reassigning its 
X-ID, it shall set this bit to one on the first Data 
frame of a Sequence and each successive Data 
frame transmitted until the first ACK for the 
Sequence has been received. 

‘* When the Sequence Recipient is reassigning its 
X-ID, X-ID interlock is required and it shall set 
this bit to one on the ACK to the first Data frame 
of the Sequence. A new X-ID shall only be 

-- ---assigned at the beginning of a Sequence. If the 

. - X-ID reassigned bit is set to zero by either the 
4L Initiator or Recipient, it indicates that its current 

X-ID assignment is valid. 

NOTE - The X-10 reassigned bit is present so that an 

N-Port is able to determine that a change in X-ID 

value is taking place at a time other than the first 

Sequenceof_an E~.ha~~_whjch~is~pr_edictahle.~~Othr 

erwise, the N Port could P RJT the frame. - 
^ * 

Bit 14 - Invalidate X-ID 

Invalidate X-ID may be indicated by either the 

Sequence Initiator or Recipient if X-ID reassign- 
ment is identified as required in its Login param- 
eters. An N-Port shall not invalidate its X-ID 
until it has confirmed successful transmission of 
its Operation_Associator in an Association 
Header. 

~lnvalidate X-ID may only be indicated by the 
Sequence Initiator in the last Data frame of a 
Sequence (End-Sequence = 1). When the 
Sequence Initiator indicates that the current X-ID 
is being invalidated, or the Continue Sequence 
Condition bits are set to 1 1, the Sequence 
Recipient may also unassign its X-ID by setting 
the Invalidate X-ID bit to 1 in the ACK frame cor- 
responding to the last Data frame of the 
Sequence. 

If Sequence Initiative is passed, the Sequence 
Recipient may invalidate its X-ID by setting the 
Invalidate X-ID bit to 1 in the corresponding ACK 
frame. X-ID invalidation shall only occur at the 
end of a Sequence and shall not require transfer 
of Sequence Initiative at the same time. 

X-ID invalidation by an N-Port shall require 
of an Association Header as described in 
and 25.3.1. 

use 
19.4 
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26 Flow control 

26.1 Introduction 26.2 Physical flow control model 

ilow control is the FC-2 control process to pace The physical flow control model is illustrated in 
figure 71. The model consists of following phys- 
ical components: 

management 

the flow of frames between N-Ports and between 
an N-Port and the Fabric to prevent overrun at 
the receiver. Flow control is managed using 
end-to-end Credit, end-to-end Credit_CNT, ACK 
(ACK_1 or ACK_N), buffer-to-buffer Credit, buffer- 
to-buffer Credit_CNT, and R_RDY along with 
other frames. 

Flow control is managed between N_Ports (end- 
to-end) and between N-Port and F-Port (buffer- 
to-buffer). Flow control management has 
variations dependent upon the Class of Service. 

Applicability 
Class 1 frames use end-to-end flow control. 

- -‘Zeiss l/SOFcl frame and Class 2 frames use 
. both end-to-end and buffer-to-buffer flow con- 

Wols. Class 3 uses only buffer-to-buffer flow 
control. Table 105 shows the applicability of the 
flow control mechanisms to each Class. 

N-Port 

Class 1 & 

Class 2 / 

Class 3 

Receive 

Buffers 

I 
” 

u 

- Each N-Pot-t with Class 1 and 
Connectionless receive buffers. 

- Each F-Port to which an N-Port is 
attached, with its receive buffers for 
Connectionless service. (Class 1 buffers 
internal to Fabric used for Class 1 service and 
Intermix are transparent to FC-2 flow control.) 

Buffer participation 
Buffering and transmission of Class 1 frames 
through the Fabric is transparent to FC-2. Class 
1 buffering requirements during Intermix are 
specified in 22.4. The use of Class 1 buffers by 
the Fabric during Intermix is transparent to flow 
control. Connectionless buffers shall be shared 
by Class 2, Class 3 and Class l/SOFcl frames. 
Table 106 summarizes the use of buffers for end- 
to-end and buffer-to-buffer flow controls. 

F-Port F-Port 

-cl 1 R 

'i 
Class 1 

SOFcl/ 

Class 21 

Class 3 

Receive 

buffers 

Class 1 

SOFcl/ 

Class 2 

Class 3 

Receive 

Buffers 

I 
” 

u 

L!L 

/ 

N-Port 

n i 
Class 1 & 

Class 2 / 

Class 3 

Receive 

Buffers 

Figure 71 - Physical flow control model 
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Table 105 - Flow control applicability 

Flow Control methodology and mechanism 
Class 1 
without 
SOFcl 

Connect 
request 

frame with 
SOFcl 

Class 2 Class 3 

End-to-end Yes Yes Yes No 

Buffer-to-buffer No Yes Yes Yes 

ACK_l or ACK_N Yes Yes Yes No 

ACK_O 
One per 

Yes 
One per 

Sequence Sequence 
No 

R_RDY No Yes Yes Yes 

F_BSY (DF) No Yes Yes No 

F_BSY (LC) No No Yes No 

F_RJT * No Yes Yes No 

P_BSY No Yes Yes No 

P_RJT Yes Yes Yes No 

Note: 
F_BSY (DF) indicates F_BSY response to a Data frame 
I- DF” I, P\ : echmtes F_BSY response to a Link_Control frameexcept P_BSY - 

Table 106 - Buffer participation 

Participating buffers 
End to 

end flow 

control 

Buffer to 
buffer 
flow 

control 

Class 1 buffers 1) 
I 

Class 1 

frames I 

Class 2, 
Class 3 

Connectlonless buffers 
I 

Class 2 and 
frames Class 

1 ISOFcl 
frames 

Note: 1) Participation of Class 1 buffers in the 
+abm~dumrg Merfrrkis transparent to fiow 

control. 

26.3 Credit and Credit-Count 

Credit is the number of receive buffers allocated 

to a transmitting Port (an N-Port or an F-Port). 
Two types of Credits used in flow control are: 

a) End-to-end Credit (EE_Credit) 
b) Buffer-to-buffer Credit (BB_Credit) 

The Credit-Count is managed by the Sequence 

Initiator. 

Credit-Count management 

The Credit-Count management is internal to a 

Port and is transparent to the other Port. The 
Credit-Count may therefore be managed by the 
Port either by increasing or decreasing starting 
with an appropriate value. 

Management by increasing the Credit-Count 

This is the method specified in FC-PH. In this 
method, the Credit-Count is initialized to a 0 
(zero) value and increased by a specified value 
(see tables 107, 108, and 109) to a maximum 
value given by the Credit. The Credit-Count in 
this case represents the number of outstanding 
Data frames which have not been acknowledged 
by the Sequence Recipient. The Credit-Count is 
a positive integer and shall not exceed the value 
of Credit to avoid the possibility of o\ierf!ow at 
the receiver. The Credit-Count shall not be 
decreased below 0 (zero). 

Management by decreasing the Credit-Count 

This method is not specified in this document but 
may be used in a given implementation. In this 
method, the Credit-Count is initialized to the 
value of the Credit and decreased to the 
minimum value of 0 (zero). The Credit-Count in 
this case represents the number of Data frames 
that may be sent without the possibility of 

causing overflow at the receiver. The 

Credit-Count is a positive integer and shall not 
be decreased below 0 (zero). 

231 

297 of 462



ANSI X3.230-1994 

Credit-Count types 

Corresponding to two types of Credits listed 

above, two types of Credit-Counts used are: 

a) End-to-end Credit-Count (EE_Credit_CNT) 
b) Buffer-to-buffer Credit-Count (BB_Credit 

_CNT) 

Usage 

The N-Port transmitting Class 1 or Class 2 Data 
frames shall use the end-to-end Credit allocated 
by the receiving N-Port for end-to-end flow 
control and manage the corresponding 
end-to-end Credit-Count. Class 3 Data frames 
do not participate in end-to-end flow control. 
When a Port (an N-Port or an F-Port) is trans- 
mitting Data frames or Link-Control frames to 
the attached Port, the transmitting Port shall use 
BB_Credit allocated by the receiving Port for 

<buffer-to-buffer flow control and manage the cor- 
responding BB_Credit_Count. 

26.4 End-to-end flow control 

- -%Td-to-end flow control is an FC-2 control 
. process to pace the flow of frames between 

~_Ports. End-to-end flow control is used by an 
N-Port pair in Class 1 or Class 2. 

End-to-end flow control is performed with 
EE_Credit_CNT with EE_Credit as the controlling 
parameter. 

* 2614.1 End-to-end management rules 
summary 

End-to-end management rules are summarized 
for error free functioning. Management of 
EE_Credit_CNT is summarized in table 107. The 
EE_Credit recovery is specified in 26.4.9. 

26.4.2 Sequence Initiator 

a) The Sequence Initiator is responsible for 
managing EE_Credit_CNT across all active 
Sequences. 

b) The Sequence Initiator shall not transmit a 
Data frame unless the allocated EE_Credit is 
greater than zero and the EE_Credit_CNT is 
less than this EE_Credit. 

c) In Class 1 or Class 2, the value of the 
EE_Credit_CNT is set to zero (0) at the end of 

N-Port Login, N-Port re-Login, or Link Credit 

Reset (see 20.3.4). 
d) In Class 1, the EE_Credit_CNT is set to one 

(I), on transmitting Class l/SOFci frame. It is 
incremented by one (1) for each subsequent 
Class 1 Data frame transmitted. In the case of 
ACK_O usage, EE_Credit_CNT management is 
not applicable. 

e) The EE_Credit_CNT is incremented by one (1) 
for each Class 2 Data frame transmitted. In 
the case of ACK_O usage, EE_Credit_CNT 
management is not applicable. 

f) The Sequence Initiator decrements the 
EE_Credit_CNT by a value of one for each 
ACK_l (parameter field: History bit = 1, 
ACK_CNT = I), F_BSY(DF), F_RJT, P_BSY, or 
P_RJT received. 

g) For an ACK_l (parameter field: History bit = 
0, ACK_CNT = 1) received, the Sequence Ini- 
tiator decrements the EE_Credit_CNT by a 
value of one for the current SEQ_CNT in the 
ACK_l plus all unacknowledged’ Data frames 
with lower SEQ_CNTs. If any of these ACKs 
with lower SEQ_CNT is received later, it is 
ignored and Credit-Count is not decremented. 

h) For an ACK_N (parameter field: History bit = 
1, ACK_CNT = N) received, the Sequence Ini- 
tiator decrements the EE_Credit_CNT by a 
value of N. 

i) For an ACK_N (parameter field: History bit = 
0, ACK_CNT = N) received, the Sequence Ini- 
tiator decrements the EE_Credit_CNT by a 
value of N plus all unacknowledged Data 
frames with lower SEQ_CNTs. If any of these 
ACKs with lower SEQ_CNT is received later, it 
is ignored and Credit-Count is not decre- 
mented. 

j) For an ACK_O (parameter field: History bit = 
0, ACK_CNT = 0) received, the Sequence Ini- 
tiator recognizes that the Sequence has been 
received successfully or unsuccessfully, or 
that the interlock is being completed (see 
20.3.2 and 20.3.2.2) but does not perform any 
EE_Credit_CNT management. 

k) For an ACK_l or ACK_N with EOFt or EOFdt 
received, even if the History bit contains a 
value of 1, the Sequence Initiator shall 
recover the Credit for the Sequence by decre- 
menting the EE_Credit_CNT by an additional 
value equal to all unacknowledged Data 
frames with lower SEQ_CNT of the Sequence. 
If any of these ACKs with lower SEQ_CNT is 
received later, it is ignored and Credit-Count 

is not decremented. 
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26.4.3 Sequence Recipient 

a) The Sequence Recipient is responsible for 
acknowledging valid Data frames received 

(see 20.3.2.2). 

b) The Sequence Recipient is allowed to use 
ACK_O, ,ACK_?, -or P.CI(~ L 2s de?ermined 
during N-Port Login (see 23.6). The Sequence 
Recipient rules for using ACK_O, ACK_1, or 
ACK_N are different and are listed for a non- 
streamed Sequence first, followed by addi- 
tional rules for streamed Sequences. 

26.4.3.1 ACK_O 

If ACK_O is used (see 20.3.2 and 20.3.2.2), the fol- 
lowing rules apply to the Sequence Recipient: 

‘e a CK 0 shag not participate in end-to-end 
flow control. 

b) A single ACK_O per Sequence shall be used 
to indicate successful or unsuccessful 

-- . -. -- Sequence delivery at the end of the Sequence 

. - except under specified conditions (see 20.3.2 
_+ and 20.3.2.2). 

c) Both the History bit and the ACK_CNT of the 
Parameter field shall be set to 0 (see 20.3.2.2). 

d) The ACK_O used at the end of a Sequence 
shall have the End-Sequence bit set to 1. The 
ACK_O used at the end of a Sequence shall be 
ended with EOFt or EOFdt in Class 1 and with ^ . 
EOFt in Class 2. 

26.4.3.2 ACK_l 

If ACK_l is used, the following rules apply to the 
Sequence Recipient: 

a) For each valid Data frame acknowledged an 
ACK_l shall be sent with ACK_CNT set to 1. 

b) The History bit of the Parameter field shall be 
set to 1 if at least one ACK is pending for a 
previous SEQ_CNT for the Sequence, or shall 
be set to 0 if no ACK is pending for any pre- 
vious SEQ_CNT for the Sequence (see 
20.3.2.2). 

c) In Class 1, the Sequence Recipient shall 
withhold transmission of the last ACK_l until 
all preceding ACK_ls corresponding to all 
Data frames with previous SEQ_CNTs have 
been transmitted. The last ACK_l in Class 1 
shall have the End-Sequence bit set to 1, 
History bit set to 0 and shall contain EOFt or 

EOFdt. 

d) In Class 2, the last ACK_l shall be issued by 
the Sequence Recipient in one of the two 

ways specified. 

1) In Class 2 the Sequence Recipient shall 
withhold transmission of the last ACK_l 

until all preceding Data frames with lower 
SEqCNTs have been received, processed, 
and corresponding ACK_ls transmitted 
(see 24.3.10). In this case, the last ACK_l 
transmitted by the Sequence Recipient 
shall have the End-Sequence bit set to 1, 
History bit set to 0 and shall contain EOFt. 

2) InCtass2Jn~ response-to-the -last Data 
frame (End-Sequence bit = 1) transmitted 
by the Sequence Initiator, if any of the Data 
frame is pending for the Sequence, the 
Sequence Recipient is allowed to transmit 
ACK_l [with End-Sequence bit set to 0) but 
with EOFn in lieu of EOFt. In this case, the 
last ACK_l transmitted by the Sequence 
Recipient shall have the End-Sequence bit 
set to 1, History bit set to 1 and shall 
contain EOFt. 

26.4.3.3 ACK_N 

If ACK_N is used, the following rules apply to the 
Sequence Recipient: 

a) Each ACK_N shall specify the number of con- 
secutive Data frames acknowledged collec- 
tively (N) in ACK_CNT of the Parameter field. 
The History bit of Parameter field shall be set 
to 1, if at least one ACK is pending for a 
frame with a lower SEQ_CNT than any of the 
frames being acknowledged or shall be set to 
0 if no ACK is pending for a frame with a 
lower SEQ_CNT than any of the frames being 
acknowledged (see 20.3.2.2). 

b) The value of ACK_CNT for each ACK_N is 
implementation dependent. 

c) Each ACK_N shall specify in SEQ_CNT 
the highest SEQ_CNT of the consecutive 
frames ,being acknowledged. 

d) An ACK_N shall be sent on detection 
missing Data frame to acknowledge 
frames received with SEQ_CNTs lower 
the SEQ_CNT of the missing frame. 

e) In Class 1, the Sequence Recipient 

field, 
Data 

of a 
Data 
than 

shall 

withhold transmission of the last ACK_N until 
all preceding ACK_Ns corresponding to all 
Data frames with lower SEQ_CNTs have been 
transmitted. The last ACK_N in Class 1 shall 
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have the End-Sequence bit set to 1, History 
bit set to 0 and shall contain EOFt or EOFdt. 

f) In Class 2, the last ACK_N shall be issued by 
the Sequence Recipient in one of the two 

ways specified. 

‘. 

-- 
-- 

. - 

e- 

1) In Class 2 the Sequence Recipient shall 
withhold transmission of the last ACK_N 
until all Data frames with SEQ_CNTs lower 
than those which are acknowledged in the 
last ACK_N, have been received, proc- 
essed, and corresponding ACK_Ns trans- 
mitted (see 24.3.10). In this case, the last 
ACK_N transmitted by the Sequence Recip- 
ient shall have the End-Sequence bit set to 
1, History bit set to 0 and shall contain 
EOFt. 

2) In Class 2, in response to the last Data 
frame (End-Sequence bit = 1) transmitted 
by the Sequence Initiator, if any of the Data 
frame is pending for the Sequence, the 
Sequence Recipient is allowed to transmit 
ACK_N (with End-Sequence bit set to 0) but 
with EOFn in lieu of EOFt. In this case, the 
last ACK_N transmitted by the Sequence 
Recipient shall have the End-Sequence bit 
set to 1, History bit set to 1 and shall 
contain EOFt. 

g) ACK_N is used for functions other than flow 
control. These functions are listed in 20.3.2.2. 

h) The maximum value for ACK_CNT (the 
largest number of consecutive frames 
acknowledged collectively) chosen by the 
Sequence Recipient shall be less than the 
EE_Credit. 

NOTE - If the maximum value for N and the 
EE_Credit are equal and a frame is lost, the 
receiver will be waiting for the frame and the 
sender will be waiting for the ACK resulting in the 
Sequence timeout condition. Keeping N less than 
Credit helps prevent the Sequence timeout condi- 
tion unless multiple frames (greater than Credit 
minus N) are lost. Implementers are cautioned 
that keeping N less than Credit does not help the 
elimination of the Sequence timeout condition if 
Credit is collectively managed for all active 
Sequences. The Sequence timeout condition is 
detected through timeout and rectified through 
Credit recovery (see 29.2.4 and 26.4.9). 

(See ACK_N usage examples in annex 0.) 

26.4.3.4 Last ACK timeout 

If a Sequence error is detected or the E D TOV - - 
expires when the Sequence Recipient is with- 
holding the last ACK for a Sequence and waiting 
to send other ACKs for that Sequence, the 
Sequence Recipient supporting discard policy 
shall set Abort Sequence bits and transmit the 
last ACK (see 24.65). The Sequence Recipient 
supporting the Process Policy shall transmit the 
last ACK without setting the Abort Sequence bits 
(see 24.3.10.4). 

26.4.3.6 Streamed Sequences 

a) Each of the streamed Sequences shall follow 
all the rules for a non-streamed Sequence. 

b) In addition, in the case of multiple Sequence 
discard policy, the last ACK for the suc- 
ceeding Sequence shall be withheld until all 
the previous Sequences are complete and 
deliverable. This additional withholding, for 
previous Sequences to complete and be deliv- 
erable, is not applicable to the case of Single 
Sequence discard policy. 

26.4.4 EE_Credit 

EE_Credit is the number of receive buffers in the 
Sequence Recipient that have been allocated to 
a given Sequence Initiator. EE_Credit represents 
the maximum number of unacknowledged or out- 
standing frames that can be transmitted without 
the possibility of overrunning the receiver at the 
Sequence Recipient. EE_Credit is defined per 
Class per Sequence Recipient and managed by 
the Sequence Initiator. Class 1 EE_Credit 
represents the number of Class 1 receive buffers 
and Class 2 EE_Credit represents the number of 
Class 2 buffers allocated to the Sequence Initi- 
ator. EE_Credit is not applicable to Class 3. The 
value of EE_Credit allocated to the Sequence Ini- 
tiator is conveyed to this N-Pot-t through the 
EE_Credit field of the Service Parameters. The 
minimum or default value of EE_Credit is one (1). 

EE_Credit is used as a controlling parameter in 
end-to-end flow control. 
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26.4.5 EE_Credit_Count 

EE_Credit_CNT is defined as the number of 
unacknowledged or outstanding frames awaiting 

a response and represents the number of 
receive buffers that are occupied at the 
Sequence Recipient. To track the number of 
frames transmitted and outstanding, the 
Sequence Initiator uses the above variable. 

26.4.6 EE_Credit management 

EE_Credit management involves an N-Port 
establishing and revising EE_Credit with the 
other N-Port it intends to communicate with, for 
Class 1 or Class 2 or both. 

,_ N-Port Login is used to establish and optionally 
revise these EE_Credit values. The Estimate 
Credit procedure may be used to estimate and 
revise End-to-End Credit for streaming. The 
Advise Credit Sequence and associated Accept 

-. -- -“Sequence may also be used as a stand alone 
_ - procedure to revise the EE_Credit (see 22.4). 

*The Service Parameters interchanged during 
N-Port Login provide the Class 1 or Class 2 
EE_Credit separately in their respective Credit 
fields. 

EE_Credit is obtained by a Sequence Initiator 
during N-Port Login from the N-Pot-t to which it 

_ is logging in. EE_Credit allocated by the 
Sequence Recipient forms the maximum limit for 
the EE_Credit_CNT value. The EE_Credit_CNT 
value is set at zero (0), at the end of initializa- 
tion, Login or re-Login. The EE_Credit_CNT is 
incremented, decremented or left unaltered as 
specified by the flow control management rules 

(see 26.4.i). The EEICredit_CNT shall -RO? 

exceed the EE_Credit value to avoid possible 
overflow at the receiver. 

The Sequence Initiator shall allocate the total 
N-Port Credit associated with a Sequence Recip- 
ient among all active Sequences associated with 

that Sequence Recipient. The Sequence Initiator 

function may dynamically alter the Credit associ- 

ANSI X3.230-1994 

ated with each active Sequence as long as the 

total N-Port Credit specified for the Sequence 
Recipient is not exceeded. In the event of an 
abnormal termination of a Sequence using the 
Abort Sequence Protocol, the Sequence Initiator 
may reclaim the Sequence Credit allocation 
when the Accept response has been received to 
the Abort Sequence frame. 

The N-Port is responsible for managing 
EE_Credit_CNT using EE_Credit as the upper 
bound on a per N-Pot-t basis. 

26.4.7 End-to-end flow control model 

The end-to-end flow control model is illustrated 
in figure 72. The model includes flow control 
parameters, control variables and resources for 
a Data frame from a Sequence Initiator and 
ACK_l or ACK_N or BSY/RJT in response from 
the Sequence Recipient. 

- The Sequence Recipient provides a 
number of Class 1 and/or Class 2 receive 
buffers. 

- The Sequence Initiator obtains the allo- 
cation of Class 1 and/or Class 2 receive 
buffers, as Class 1 and Class 2 EE_Credits, 
respectively. That allocation is distributed 
among all the active Sequences for a specific 
Sequence Recipient. 

- The Sequence Initiator manages the end- 
to-end flow by managing Class 1 and Class 2 
end-to-end Credit-CNT(s). (That management 
is distributed among all the active Sequences 
for a specific Sequence Recipient.) 

The model illustrates all possible replies to the 
Data frame. The EE_Credit_CNT is decremented 
by one or N depending upon the type of 
Link-Control frame received. 
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Figure 72 - End-to-end flow control model 

26.4.8 End-to-end Class dependency 

Allocation of EE_Credit and management of 
EE_Credit_CNT have some variations dependent 

- updn Class of Service. 

End-to-end Credit allocation 

- Each Sequence Recipient may allocate the 
same Class 1 N-Port Credit value to each 
N-Port it is logging into. This Class 1 Credit 
value may be the maximum supportable by 
the Sequence Recipient. 

- Each Sequence Recipient allocates some 
number of its receive buffers for Class 2 
Service to N-Ports it is logging into. The sum 
of allocated Class 2 buffers may exceed the 
total number of Class 2 buffers supported at 
the Sequence Recipient. This excess buffer 
allocation shall not result in overrun. Class 2 
EE_Credit allocation depends upon system 
requirements which are outside the scope of 

FC-PH. 

EE_Credit_CNT management 

- Since Class 2 supports demultiplexing to 

multiple Sequence Recipient, the Sequence 
Initiator manages a Connectionless 

EE_Credit_CNT for each Sequence Recipient 
currently active, with that Sequence Recipi- 
ent’s EE_Credit as the upper bound. 

- A Class 3 N-Port does not perform 
EE_Credit_CNT management. 

26.4.9 EE_Credit recovery 

a) In Class 1 and Class 2, EE_Credit can be 
recovered by Sequence Initiator when a 
Sequence is terminated, by the number of 
unacknowledged Data frames associated with 
the Sequence being terminated. Termination 
may be normal or abnormal. 

b) In Class 1 and Class 2, EE_Credit may be 
recovered by the Sequence Initiator within the 
Sequence by detection of SEQ_CNT disconti- 
nuity in ACK, if the ACK received contains 
zero in the History bit of the Parameter field. 
Otherwise, EE_Credit can be recovered by the 
Sequence Initiator at the termination of the 
Sequence. 

If an ACK is received which contains a zero in 
the History bit of the parameter field, then 
EE_Credit for any outstanding ACK with lower 
SEQ_CNT shall be reclaimed. If any of these 
outstanding ACKs arrive later due to misor- 
dering, they shall not affect the 
EE_Credit_Count. 

c) Class 1 EE_Credit is also recovered when a 
Dedicated Connection is removed by either 
EOFdt or by the Link Reset Protocol. 

d) In Class 1 and Class 2, EE_Credit may also 
be recovered by an N-Port through re-Login. 

e) Class 2 EE_Credit may also be reinitialized to 
N-Port Login value using Link Credit Reset 
(see 20.3.4). 

26.5 Buffer-to-buffer flow control 

Buffer-to-buffer flow control is an FC-2 staged 
control process to pace the flow of frames. The 
buffer-to-buffer control occurs in both directions 
between 

- Sequence Initiator and local F-Port 

- remote F-Pot-t and Sequence Recipient 
N-Port 
- Sequence Initiator and Sequence Recipient 
N-Ports in point-to-point topology 
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26.51 Buffer-to-buffer management 
rules summary 

Buffer-to-buffer flow co&-ol ruks are summa- 

rized. Managing BB_Credit_CNT at an N-Port or 
an F-Port is summarized in table 108. 

a) Each Port (N-Port or F-Port) is responsible 
for managing the BB_Credit_CNT. 

b) The sending N-Pot-t or F-Port shall not 
-_-_^ .. m - ‘ias.-2, Ciass 3, or C/ass $lSoFeq~ 

frame unless the allocated BB_Credit is 
greater than zero and the BB_Credit_CNT is 
less than this BB_Credit. To avoid possible 
overrun at the receiver, each port manages 

BB_Credit_CNT less than BB_Credit. 
c) Each Port sets BB_Credit_CNT value to zero 

(0) at the end of Fabric Login, o?’ Fabric re- 

‘* Login. 
d) Each Port increments BB_Credit_CNT by one 

(1) for each Class 2, Class 3, or Class l/SOFcl 
frame transmitted and decrements by one (1) 
for each R_RDY received. 

- - -_ e) Each Port issues an R_RDY for each Class 2, 
. - Class 3, or Class 1 frame with SOFcl received 

4~ (see 20.3.2.1). 

26.5.2 BB_Credit 

BB_CredIt represents the number of receive 
buffers supported by a Port (N-Port or F-Port) 
for recelvlng Class l/SOFci, Class 2, or Class 3 

_ 
frames BB_Credit values of the attached ports 
are mutually conveyed to each other during the 
Fabric Login through the Credit field of common 
SetvIce Parameters (see 23.6). The minimum or 
default value of BB_Credit is one (1). 

BB_Credlt is used as the controlling parameter 
in buffer-to-buffer flow control. 

26.5.3 BB_Credit_Count 

26.5.4 BB_Credit management 

BB_Credit management involves a Port 
receiving the BB_Credit value from the Port to 

which it is directly attached. Fabric Login is 
used to accomplish this. The common Service 
Parameters interchanged during Fabric Login 
provide these values (see 23.6 and 23.7). 

~The transmitti_ngPort is responsible tom-manage 
BB_Credit_CNT with BB_Credit as its upper 
bound. 

26.5.5 Buffer-to-buffer-flows control 
model 

The Buffer-to-buffer flow control model is illus- 
trated in figure 73. The model includes flow 
control parameters, control variables for a Class 
2, Class 3, or Class l/SOFd frame and R_RDY 
as its response, and the resources for 
Connectionless service. All possible responses 
to a Class 2 or Class 3 Data frame are illus- 
trated. 

- Each N-Pot-t and F-Port provides a number 
of receive buffers for Connectionless service. 

- Each N-Port obtains the allocation of 
receive buffers from the F-Port (or N-Port in 
case of point-to-point topology) to which it is 
attached, as BB_Credit. Each F-Port obtains 
the allocation of receive buffers from the 
N-Port to which it is attached, as total 
BB_Credit for Connectionless service. 

- Each Port manages the buffer-to-buffer flow 
by managing the BB_Credit_CNT for the 
Connectionless service, with BB_Credit as the 
upper limit. 

26.5.6 Buffer-to-buffer Class 
dependency 

BB_Credit_CNT is defined as the number of 
unacknowledged or outstanding frames awaiting 
R_RDY responses from the directly attached 
port. It represents the number of receive buffers 
that are occupied at the attached port. To track 
the number of frames transmitted for which 
R_RDY responses are outstanding, the transmit- 
ting Port uses the above variable. 

Allocation of BB_Credit and management of 
BB_Credit_CNT for Connectionless service are 
described. 

BB_Credit allocation 

Each Port allocates the total number of 
Connectionless buffers to the Port to which it is 
directly attached. 

BB_Credit_CNT management 

A Port manages the BB_Credit_CNT with 
BB_Credit as the upper bound. 
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Figure 73 - Buffer-to-buffer flow control model 

26.5.7 Class dependent frame flow 

The Class dependent flow of frames accom- 
- plishing buffer-to-buffer flow control for the fol- 

lowing cases are illustrated: 

- Class l/SOFci frame with delivery or non- 
delivery to the Fabric (see figure 74). 

- Possible responses from the F-Port or 
an N-Port within the Fabric to a Class 
l/SOFci frame are illustrated. 

- Class l/SOFci frame with delivery or non- 
delivery to an N-Port (see figure 75). 

- Possible responses from the F-Port and 
the destination N-Port to a Class l/SOFcl 

frame are illustrated. 

- Class 2 with delivery or non-delivery to the 

Fabric (see figure 76). 
- Possible responses from the F-Port or 
an N-Port within the Fabric to a Class 2 are 

illustrated. 
- Class 2 with delivery or non-delivery to an 

N-Port (see figure 77). 
- Possible responses from the F-Port and 
the destination N-Port to a Class 2 Data 
frame are illustrated. 

- Class 3 (see figure 78). 
- Possible responses from the F-Port and 
the destination N-Port to a Class 3 Data 
frame are illustrated. 

FObrk !bquma 

aa 1 iah 

WC1 

\ 

Rmf 

/ 

F-w 

F-M / 

Figure 74 - ClassllSOFcl frame flow with 

delivery or non-delivery to the 

Fabric 
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26.5.8 R_RDY 

R_RDY is the pacing mechanism exclusively 
used for buffer-to-buffer flow control. For any 
Class 2, Class 3, or Class l/SOFcl frame 
received at an F-Port or at an N-Port, each Port 
issues an R_RDY primitive. 

26.5.9 BB_Credit_Count reset 

BB_Credit_Count is reinitialized to login value 
for both N-Port and F-Port on Fabric re-Login or 
after the Link Reset Protocol has been per- 

formed. 

26.6 BSY / RJT in flow control 

In Class 1 end-to-end flow control, neither 
r_BSY, F_RJT, nor P_BSY occurs, except for a 
Class l/SOFcl. In Class 2 end-to-end flow 
control, F_BSY, F_RJT, P_BSY or P_RJT may 
occur for any Data frame. Each of these 

Lesonses contributes to end-to-end and buffer- 
- - to-buffer flow controls. 

. - 

Ed-to-end Class 2 buffers at- the Sequence 
Recipient N-Port are shared by multiple source 
N_Ports which may be multiplexing Data frames. 
This Class 2 multiplexing requires the distrib- 
ution of Class 2 Credit to each source N-Port to 
be honored to prevent BSY or RJT. Unless an 
adequate number of end-to-end Class 2 buffers 
‘is available and Credit distribution is honored, a 
BSY or RJT may occur in Class 2. If buffer-to- 
buffer flow control rules are not obeyed by the 
transmitter, the results are unpredictable e.g., if 
a Class 2 frame is received without Credit and 
the receiver does not have a buffer to receive it, 
the receiver may discard the frame without 
issuing a P_BSY or P_RJT. 

26.7 LCR in flow control 

LCR does not need EE_Credit and does not par- 
ticipate in end-to-end flow control. LCR partic- 

ipates only in buffer-to-buffer flow control as 
Class 2. (see figure 79). In response to an LCR, 
the Fabric shall issue an R_RDY and may issue 
a F_BSY or F_RJT. The destination N-Port shall 
issue an R_RDY and may issue a P_RJT (see 
20.3.4). The destination N-Port shall not issue a 
P_BSY to an LCR. 

F_RJT / 

\ 
R-RW 

P_RJT 

/ 

\ 
R-RW 

RwApknt 

R_RW 

\ 

Figure 79 - LCR frame flow and possible 
responses 

Flow control model for an LCR frame is illus- 
trated in figure 80 which covers the buffer-to- 
buffer flow control for all possible responses to 
an LCR. 

EE_Credit recovery 
After issuing the LCR, the Sequence Initiator 
shall reinitialize its EE_Credit to N-Port Login 
value for the destination N-Port. The Sequence 
Initiator shall not wait for any response before 
reinitializing this Credit (see 20.3.4). 
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Figure 80 - LCR flow control model 
N = number of valid frames acknowledged collectively 

26.8 Integrated Class 2 flow control Figure 81 - Integrated Class 2 flow control 

26.9 Intermix integrated buffer-to-buffer and end-to-end flow 
controls applicable to Class 2 is illustrated in 
figure 81 for a Data frame from the Sequence Ini- 
tiator and its response from the Sequence Recip- 
ient. 

The flow control model for Intermix is repres- 
ented by the superposition of end-to-end and 
Buffer-to-buffer flow controls (figures 72 and 73). 

Management 

integrated Class 2 flow control management is 
summarized in table 109. 

26.10 Point-to-point topology 

All the flow control models specified above in 
this clause apply to Fabric topology. The flow 
control model for Point-to-point topology is 
represented by the corresponding model for the 
Fabric topology, without the flow of F_BSY(DF), 
F_BSY( LC), and F_RJT. 
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Table 107 - End-to-end flow control management 

Activity 
EE_Credit_CNT 

(N-Port only) 

the destination N-Port to its Login value. 

N-Port receives ACK_l 

(Parameter field: History bit = 0, ACK_CNT = 1) 

-N 

N-Port receives ACK_N 

(Parameter field: History bit = 0, ACK_CNT = N) and also subtract all unacknowledged 

-Port receives ACK_O 

N-Port transmits a Class 3 Data frame 

N-Port transmits P_BSY or P_RJT 

N-Port transmits ACK 

Note: NA - Not Applicable 

N - number of valid frames acknowledged collectively 

* On receipt of LCR, the Sequence Recipient resets buffer (see 20.3.4) 

NA 

NA 

NA 

Table 108 - Buffer-to-buffer flow control management 

Activity I/ BB_Credit_CNT 

(N-Port or 

F-Port) 

N-Port or F-Port transmits any Class 2, Class 3, Class 1 frame with SOFcl (including 11 

F_BSY(DF), F_BSY(LC), F_RJT, P_BSY, P_RJT or LCR) 
! 

I, r I 

N-Port or F-Port receives R_RDY ’ II -1 

N-Port or F-Port receives any Class 2, Class 3, or Class 1 frame with SOFcl (including 

F_BSY(DF), F_BSY(LC), F_RJT, P_BSY, P_RJT or LCR) II 
NA 

N-Port or F-Port transmits R_RDY 
II 

NA 

Note: NA - Not Applicable 
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Table 109 - Integrated Class 2 flow control management 

Activity 
EE Credit CNT 

Port transmits an LCR 

Port receives ACK 1 

subtract 1 for current 

(Parameter field: History bit = 0, ACK_CNT= 1) 

Port receives ACK N 

(Parameter field: History bit = 0, ACK_CNT= N) 

Note: NA - Not Applicable 

N - number of valid frames acknowledged collectively 

* On receipt of LCR, the Sequence Recipient resets buffer (see 20.3.4) 
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