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Overview of CRD Presentation

e Petitioners’ reliance on Host LUN Mapping in their combination fails —
Host LUN Mapping does not map hosts, it maps host channels

e Chase admits CRD cannot identify multiple hosts
on one channel

e Chase concedes CRD’s
channel

access control granularity" is only per

* Petitioners’ assertion that channel allocation of storage is per host
mapping fails
* The patent claims are directed to mapping hosts NOT channels

» Petitioners’ allegations that the Tachyon interface passes host
information to the CRD CPU fails

¢ Chase contradicted their combination from the start



Petitioners’ Reliance on Host LUN
Mapping in their Combination Fails —

Host LUN Mapping Does Not Map
Hosts, it Maps Host Channels




Petitioners’ Combination Utilizes CRD-5500's Host LUN Mapping

Petitioners’ asserted combination alleges that the existing Host LUN
Mapping will automatically be able to “cross-reference” a host
identification.

UNITED STATES PATENT AND TRA

The Tachyon chip passes the host device

BEFORE TIE PATENT TRIAL AND

1dentity, as well as the SCSI payload, to the CRD-5500 controller processor,

Crracle Corporation,

MNetApp Inc. and . . . . .

et where the host device information is cross-referenced with the “Host LUN
Petitioners,

Mapping” maintained by the CRD-5500 controller to identify a redundancy

Crossroads Systems, It

maome - oroup of the RAID array corresponding to the host device’s virtual storage
[PR2014- address. (]d at ﬂﬂ 42, 45)
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1207 Pet. at 18-19

cited in 1207 POR at 38 O



Petitioners Go Further to Allege that the Host LUN Mapping as

it Existed Mapped Between Hosts and Storage

UNITED STATES PATENT AND TRARDEMARK OFFICT,

The “Host LUN Mapping” 1s used by
the CRD-5500 to map between LLUNSs assigned to a host device and RAID

redundancy groups each representing a physical storage drive. (1d.)

Crasst
i
[PR2014- l
LS. Patent No. 7,051,147

1207 Pet. at 21

cited in 1207 POR at 46 O



Contrary to Petitioners’ Assertion, Both Experts Agree that

“Host LUN Mapping” Does Not Map to Hosts

Dr. Levy testified that Host LUN Mapping Cannot Distinguish Between Specific Hosts.

The Host LUN Mapping lacks any

information about the hosts and, lacking such, cannot distinguish access between
UNITED STATES 1 ) . ) . .

specific hosts. Unlike the claimed apparatus, the CRD-5500 is incapable of
BEFORE THE PA

providing different storage access to different hosts connected to the CRD-5500 by

ORACLE CO
HUAWEI

a common communications link. Ex. 2053 (Levy Decl.) 1 226

CROSSROADS SYSTEMS, INC.

Patent Owner.

None of the

L-Nalal

information in this “Host LUN Mapping” table identifies a particular host. In fact,

DECLARATIC

there is no requirement that a host actually be attached to a host channel at the time

redundancy groups are assigned to LUNSs for that host channel.
Ex. 2053 (Levy Decl.) 9 218

cited in 1207 POR at 43, 47-48 7



Host LUN Mapping Contains No Identification of any Host

Channel Number

LL”“ Monitor Utility 02-09-96
HOST LUN MAPPING 13:14:00
Channel 0

to-mm— - e + T et +
Host LUN | Redundancy Group | | Host LUN | Redundancy Group |
————————— mm e m ooy e T it
0 0 16 16
1 1 17 17
2 - 18 18
3 - 15 19
4 5 20 20
5 - 21 21
5 5 22 22
7 7 23 23
8 8 24 24
9 9 25 25
10 10 26 26
11 11 27 27
12 12 28 28
13 13 29 29
14 14 20 20
15 15 21 21

e R e + e et +

ARROW KEYS: MOVE CURSOR : NEXT CH | P: PREV CH | ENTER: SELECT | CTRL-%Z: EXIT

Redundancy Group Number Ex. 2053 (Levy Decl.) ] 217-218

.
cited in 1207 POR at 43



Contrary to Petitioners’ Assertion Both Experts Agree that “Host

LUN Mapping” Does Not Map to Hosts

Professor Chase agrees that Host LUN Mapping does not map to hosts

And if vou in fact attached multiple hoztz to the

oo comorenien, s e BAIE NOBL channel, then the CRD-5E00 would not

eeeeee

UNITED STATES PATENT AND TRF

erommsmme . digCinguish between them with respect to the access

CASE NO. IPR2014-01207, IPR2014-C
PATENT 7,015,147 B2; ¢

----------------- controls and LUN mappings in the host LUN mapping

ORACLE CORPORATION, NETAPP INC.,
HUAWEI TECHNCOLOGIES CO., LTD.,

table. Ex. 2055 (Chase Depo.) at 424:8-12

CROSSROADS SYSTEMS, INC.,

Patent Owner.

et sovts o 8 Q. And that would be true if multiple hosts
L aeciaped deponit were connected to that same host channel bus for host
co;néél for the Patent ;wner in t
reore oo e s CRADDEL 0, correct?
the State of North Careclina, take
muko Ton, 3001 Coneren Souieval A. That would be correct. And in that case it

the proceedings being taken down
ween mcerr, and wansorived w18 Lrue that the access control granularity in the

ALPHA DEPO
(888) 667-DEPC

CRD-5500 is per host channel. Ex. 2055 (Chase Depo.) at 414:10-15
. ________________________________

cited in 1207 POR at 46, 47-48 9



“Host LUN Mapping™ Cannot Allocate Storage to Particular
Hosts on the Same Channel Because it Assigns Storage to

Channels, not Hosts

e “Host LUN Mapping” Assigns Storage to Channels, Not
Hosts. Ex. 2053 (Levy Decl.) 9 203

 Any Host on a Channel Has Access to All Storage
Assigned to the Channel via “Host LUN Mapping”
Ex. 2053 (Levy Decl.) 9 228

* There is no way the “Host LUN Mapping” table can
Allocate Storage to Specific Hosts on a Channel because
it Neither Receives Nor Contains any Host Identity
Information. Ex. 2053 (Levy Decl.) 919 219, 229

cited in 1207 POR at 41-44 10



Petitioners’ Reliance on the Host LUN Mapping in their
Combination Fails —the Host LUN Mapping Does Not Map

Hosts, it Maps Host Channels

e Chase admits CRD cannot identify multiple hosts
on one channel

* Chase concedes CRD’s “access control
granularity” is only per channel

11



Petitioners’ Assertion that

Channel Allocation of Storage is
Per Host Mapping Fails

12



Petitioners Rely on Channel ID As a Substitute for Host ID in a

Single Host Per Channel Configuration

Petitioners’ Reply Relies on a Single Host Per Channel Configuration
(“[E]ach channel is associated with only one host and thus the channel ID
uniquely identifies each host device.”) Reply at 3.

Hos Host Hos

I
= i

I
=l s

I

=y
=

= i *

'O Card 1o
Tachyon EI Tachyon
IfQ Card # ¢ Ii /0 Card

1207 Pet. at 18
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Using Channel Numbers as Substitutes for Host |dentification

Never Enables Allocation of Storage to Particular Hosts

e Even if only one host is attached to a channel, the
channel number cannot serve as a proxy or
substitute for the specific host identity.

e Patents are about control at the host/device level
not at the channel/controller level.

cited in 1207 POR at 41-45, 48-49 14



The Invention is Directed Toward Mapping Storage Space to

Each Host

The invention requires the capability to map different storage to
different hosts on the same transport medium (i.e., a common
communications link):

UNITED STATES PATENT AND TRADEMARK OFFICE STORAGE
FIBRE / T RouteR [*%
CHANNEL 52 : :
BEFORE THE PATENT TRIAL AND APPEAL BOARD WORKSTATION ! [AAGENENT | !

0l STATION

ORACLE CORPORATION, 58 58 76
NETAPP INC. and
HUAWEI TECHNOLOGIES CO., LTD. /
Petitioner 50
FIG. 3

CROSSROADS SYSTEMS, INC,
I

1 In Figure 3, workstations 58 are

Case
Pa

interconnected with storage router 56 by the same Fibre Channel high speed serial

PATENT OWNER'S RESPO
PURSUAN]

transport. Ex. 1001, 4:13-17.. ..

The storage router associates each particular workstation on the first transport
medium (Fibre Channel transport 52) with storage in order to allocate such storage

to the particular workstations in the map. /d. at 9:11-17

1209 POR at 3-7 (citing Ex. 2053 (Levy Decl.) 99 51-53)
1207 POR at 2, 41



The Claimed Map Includes a Device

Not a Channel (i.e. First Controller)

14. An apparatus for providing virtual local storage on a
remote storage device to a device operating according 1o a
Fibre C hannel protocol, comprising:

a first contraller operable to connect to and interface with

a ﬁl‘bf transport medium, wherein the first transport
medium 1s operable according to the Fibre Channel
protocol;

a second controller operable to connect to and interface
with a second transport medium, wherein the second
transport medium is operable according to the Fibre
Channel protocol; and

a supervisor unit coupled to the first controller and the
second controller, the supervisor unit operable to con-
trol access from the device connected to the first
transport medium to the remote storage device con-
nected to the second transport medium using native low
level, block protocols according to a map between the
device and the remote storage device.

Claim 14, ‘147 Patent

Host
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Host

Host
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CRD-5500

Tachyon
1O Card

I |

Tachyon
1/G Card

Tachyon
110 Card

Tachyon

1/0 Card

Tachyon

170 Card

=y

1207 Pet. at 18-20; 1207 POR at 37, 41-47
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The Claimed Map Includes a Device

Not a Channel (i.e. First Controller)

< 2‘
g% =
; 21 | =
. o _ &b le 2
14. An apparatus for providing virtual local storage on a = =
remote storage device to a device operating according 1o a = . m% -
Fibre C hannel protocol, comprising: gl O~ 2
a first contraller operable to connect to and interface with . =
a ﬁl‘bf transport medium, wherein the first transport = 5
pre)
medium 1s operable according to the Fibre Channel = o o3l &
protocol; | =
a second controller operable to connect to and interface - 24 =
with a second transport medium, wherein the second =3 =E
transport medium is operable according to the Fibre %) §r§ =& 7
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second controller, the supervisor unit operable to con- 83 ) ©Q 3
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1207 Pet. at 18-20; 1207 POR at 37, 41-47,
Claim 14, ‘147 Patent 1209 POR at 8-9 (citing Ex. 2053 (Levy Decl.) 99 58-59) 17



The Claimed Map Includes a Device

Not a Channel (i.e. First Controller)

14. An apparatus for providing virtual local storage on a
remote storage device to a device operating according 1o a
Fibre C hannel protocol, comprising:

a first contraller operable to connect to and interface with

a ﬁl‘bf transport medium, wherein the first transport

STORAGE DEVICE

medium 1s operable according to the Fibre Channel 3 % k0w 65 5
protocol; s | e

a second controller operable to connect to and interface om0t _?‘-?s%.
with a second transport medium, wherein the second i | % | o
transport medium is operable according to the Fibre e |-

Channel protocol; and 5 % 7%

a supervisor unit coupled to the first controller and the e oG o
second controller, the supervisor unit operable to con- ric. 3 ] [P N
trol access from the device connected to the first
transport medium to the remote storage device con-

nected to the second transport medium using native low
level, block protocols according to a map between the
device and the remote storage device.

1207 Pet. at 18-20; 1207 POR at 37, 41-47;
Claim 14, ‘147 Patent 1209 POR at 8-9 (citing Ex. 2053 (Levy DeCL) 11 58'59) 18



The Claimed Map Includes a Device

Not a Channel (i.e. First Controller)

_ a first transport medium  device connected to the first transport medium

Host Host Host Host
0
= ¢ Tl o OB [0 [0 o
WORKSTATION | [ woRKkSTATION | [ WORKSTATION P A , ,
A B C ]
T X 5CSl STORAGE DEVICE J
STORAGE | BUS WORKSTATION| 1-66 Tachyon
~ FIBRE / ™ ROUTER [ \ A STORAGE
CHANNEL 52 ! ! ] 5% | [worksTaTION) 168 CRO-5500
WORKSTATION| [WORKSTATION| { | MANAGEMENT |_ | B STORAGE
D E STATION WORKSTATION 1O Card
- C STORAGE P\‘-?O Tachyen || Tachycn Tachyon | | Tachyon
5{{’; 5% ?!é WORKSTATION 110 Card |[ 10 Card ||| 10 Card | | vO card
| D STORAGE | }-72
"--.._.______._._-“
56‘ STORAGE DEVICE
64 WORKSTATION
FIG. 38 £ STORAGE | [~74

1207 Pet. at 18-20, 1207 POR at 37, 41-47
1209 POR at 8-9 (citing Ex. 2053 (Levy Decl.) 19 58-59) 19



Petitioners Attempt to Overcome the Fact
that Host LUN Mapping Does Not Map to

Hosts by Mischaracterizing the Testimony
of Dr. Levy Related to Fibre Channel ID

20



Petitioners Attempt to Support Their Channel Argument

Through Dr. Levy

Petitioners assert that Dr. Levy “concedes that a host channel ID (a Fibre
Channel ID in the CRD combined system) is sufficient to identify the host
device ... where there is only a single host on each host or fibre channel.”
Reply at 3 (citing Ex. 1218 (Levy Depo.) at 56:19-57:24)

e Dr. Levy actually says: “Well, on the host side of the map, all that's required in
the map is an identifier sufficient to distinguish between multiple hosts on the
first transport medium. So a fibre channel ID of some kind would be one
example of something that could distinguish between such hosts.” Ex. 1218
(Levy Depo.) at 57:19-24

e Further, it is clear in context that Dr. Levy was indicating that a fibre channel ID

(e.g., AL_PA or World Wide Name) similar to a SCSI ID would be sufficient to
distinguish between host devices on a first transport medium.

cited in 1207 PO Mot. Exclude at 2 (FRE 106) 21



Petitioners Attempt to Support Their Channel Argument

Through Dr. Levy

3 A. Well, given that an entire storage device is what
- 4 needs to be represented in the map and that there is only
5 one SCSI bus and that SCSI IDs are unique on that SCSI
wronr e e mos 6 bus, which they must be, then in that case a SCSI ID could
: fiéiﬁi?%g%gf g 7 be sufficient to identify the mapped storage.
i Femiriemess, § I 8 Q. Okay. So let's discuss the parallel concept on
va. S
S E 9 the fibre channel side.
: IW‘MMHJWW. % 10 In the circumstance where there is only a single
- oroe. saro vioscrares N 11 host device on a fibre channel, is the fibre channel ID
% cwnxmmgghﬁéﬁi 1z sufficient to identify the host device?
: I _____________________________________
R e Well, on the host side of the map, all that's
j§ =0 required in the map is an identifier sufficient to
i R : 21 distinguish between multiple hosts on the first transport

TR Reporire Wotme HY 22 medium. So a fibre channel ID of some kind would be one

=3 example of something that could distinguish between such

24
gosts: Ex. 1218 (Levy Depo.) at 57:3-12, 19-24

-
cited in 1207 PO Mot. Exclude at 2 (FRE 106) 22



Petitioners Attempt to Support Their Channel Argument

Through Dr. Levy

Moreover, Petitioners’ only citation for the meaning of “fiber channel ID”
confirms Dr. Levy’s use in his testimony:

To the contrary. the “147 patent itself discusses fiber channel identifiers.
“Fibre Channel devices within a fabric are addressed by a unique port identifier.
This identifier 1s assigned to a port during certain well defined states of the FC

protocol.” Ex. 1001 at 8:1-2.

1207 Pet. Opp. to Mot. to Exclude at 2
" —

23



Fibre Channel ID is not the Same Thing as Channel Number

e Petitioners concede that a Fibre Channel identifier is a unique host
identifier, but assert for the first time in their Reply that it is the same
as a “host channel ID” (Pet. Reply at 3)

e But a “Fibre Channel ID” cannot be the same thing as Channel
Number, because Channel Numbers cannot distinguish between
multiple hosts on the same channel:

220. There 1s nothing in the CRD-5500 Manual that indicates that the

CRD-5500 can distinguish between devices attached to a host channel.

Ex. 2053 (Levy Decl.) 9 220
. _____________________________________________

aAnd if vou in fact attached multiple hosztz to the
same host channel, then the CED-EEOI0 would not
diztinguish between them with rezpect to the accezz

controlzs and LUN mappings in the host LUN mapping

table. Ex. 2055 (Chase Depo.) at 424:8-12

© (itedin 1207 POR at 46,54 24



The Combination uses Channel Numbers

msssssssssss———————————————————————————————————————
The combination’s “Host LUN Mapping” only uses the Channel Number

UNITED STATES PATEN 203. The Host LUN Mapping feature is used to assign redundancy groups

BEFORE THE PATENT®

(i.e.. storage) to channels rather than hosts. See Ex. 1003 at 4-5 (the Host LUN

ORACLE CORPOR{

HUAWEI TECHI Mapping feature “may be used to map LUNs on each host channel to a particular
Pe
redundancy group.”): see also 4-10: 6-9: 6-10: 6-11; 6-20. Channels are mternal
CROSSROAL
Pate
slots of the CRD-5500, not hosts.
Case TP
Cage IP
Patcoig A host channel 1s the mechanism the CRD-5500 uses to communicate
with hosts over a SCSI bus. However. a host channel does not identify in any way
DECLARATION OF

a particular host connected to that host channel. Ex. 2053 (Levy Decl.) 1 203

—

So if Petitioners’ “Fibre Channel ID” is not a Channel Number, it is not
used in the combination

cited in 1207 POR at 42 25



Petitioners’ Assertion that Channel Allocation of Storage is Per

Host Mapping Fails

* The patent claims mapping hosts NOT channels.

e Dr. Levy’s testimony supports the fact that the CRD
allocates storage per channel and does not map
hosts to storage space.

26



Petitioners’ Combination Requiring

the Tachyon Chip to
Pass Host ID Fails

27



There Has Never Been Any Support for Petitioners” Claim that
the Tachyon Passes Host Device |dentity

for “Host LUN Mapping” Cross-Referencing

Petition/Reply

The host device’s identity can be derived from the incoming message
(e.g., via FCP header or SCSI header) and/or from the channel of the
host module slot receiving the communication, if such is recognized. (7d.)
[citing Ex. 1010 at §9 42-43]. The Tachyon chip passes the host device
identity, as well as the SCSI payload, to the CRD-5500 controller processor,
where the host device information is cross-referenced with the “Host LUN
Mapping” maintained by the CRD-5500 controller to identify a redundancy
group of the RAID array corresponding to the host device’s virtual storage
address. (Id. at 1 42, 43)

1207 Reply at 6 (citing Pet. at 18-19) (emphasis in Reply)
" —"

Chase Declaration

(42.) Functionally the combined CRD-5500 controller supports
communications between the host devices and the storage devices in the following
manner. A read request may be initiated by a host device on a FC channel. Because
the host is transmitting the command via FC, a FC controller within the host
encapsulates the command in a FC header structure prior to transmitting the
command to the CRD-5500. The command is received via a host module slot of
the CRD-5500 controller and passed to the Tachyon logic for processing. The
Tachyon logic extracts the SCSI command embedded in the FC wrapper. It
forwards this information to the CRD-5500 CPU for processing. The CRD-5500
matches the combination of LUN and host identification (e.g., host channel or FC

unique identifier) in the SCSI command with a RAID redundancy group, and then
Ex. 1010 (Chase Decl.) 9 42

. _________________________________________________J
(45.) Asrecited by Claim 1[B], the combined system includes “a buffer
providing memory work space for the storage router”. The CRD-5500 controller

includes an onboard cache with “up to 512 megabytes of memory.” See Ex. 1003

at 1-4. Ex. 1010 (Chase Decl.) 91 45
.

cited in 1207 POR at 38 28



The Combination’s Tachyon Interface Card Does Not Pass

Host Identity to the CRD-5500 CPU

 FCP maps SCSI commands into Fibre Channel Information Units used
to transport SCSI commands in the payload of a Fibre Channel frame.
Ex. 2053 (Levy Decl.) 99 30-31.

e All host information is embedded in the Fibre Channel frame-the SCSI

commands do not contain any host information.
Ex. 2053 (Levy Decl.) 919 31, 199, 201

* Because the extracted SCSI command does not contain any host
information, in the proposed combination, host information is never
sent to the CRD-5500 CPU.

cited in 1207 POR at 39-40 29



SCSI Commands Do Not Contain Host Identifiers

Table 13 - FCP_CMND payload

Field Name Description Size
FCP_LUN Logical Unit Number 8 bytes
FCP_CNTL | Control Field 4 bytes
FCP_CDB SCS| command descriptor block | 16 bytes
FCP_DL Data Length 4 bytes

Nothing in the FCP_CMND IU identifies a host.

l——-]

There 1s no host information 1n the SCSI command.

. _____________________________________________________________J
Ex. 2053 (Levy Decl.) T 201

cited in 1207 POR at 39 30



The Combination’s Tachyon Interface Card Does Not Pass

Host Identity to the CRD

e Petitioners argue that because “the sending host would be
identifiable” at the Tachyon chip, the combination does not rely
on channel numbers. Reply at 7 (citing Ex. 1232 (Levy Depo.) at
119:4-25)

e But the Tachyon never passes the host identity information to the
CRD-5500 CPU for use in mapping or access controls.

1207 POR at 39-40 31



Both Experts State that the Tachyon

Only Sends SCSI Commands to the CRD CPU, Not Host ID

Chase:

The command is received via a host module slot of
the CRD-5500 controller and passed to the Tachyon logic for processing. The
Tachyon logic extracts the SCSI command embedded in the FC wrapper. It
forwards this information to the CRD-5500 CPU for processing.

Ex. 1010 (Chase Decl.) 9 42

Levy:

Thus, the SCSI commands forwarded by the Tachyon chip (in the
hypothetical case where someone made a host channel adapter using a Tachyon
chip) do not include host identity information. Thus, there 1s no way the CRD-
5500 controller can determine which host on a Fibre Channel link sent a command

from the SCSI command forwarded by the Tachyon. Id.

Ex. 2053 (Levy Decl.) 9 201

cited in 1207 POR at 38-39 32



The CRD-5500 Cannot “Cross-Reference”

“Host Device Information” it Never Receives

The CRD-5500 controller cannot “cross-reference” or identify the particular
host which sent the command because it never receives the host identity.

There 1s no host information in the SCSI command. Thus, the SCSI

commands forwarded by the Tachyon (in the hypothetical case where someone

BEFORE THE P4

OR

o Made a host channel adapter using a Tachyon chip) do not include host identity
@ information. Thus, using the SCSI command, there is no way the CRD-5500

controller can determine which host on a Fibre Channel link sent a command from

PATENT OWNER’S RE
PURS

the SCSI command forwarded by the Tachyon.

'—

Ex. 2053 (Levy Decl.) 9 201

cited in 1207 POR at 40 33



Petitioners” Allegations that the Tachyon Interface Card Passes

Host Information to the CRD CPU Fails

e Chase contradicted their combination from the start

* |n fact, both experts agree that the Tachyon chip
does not pass host information

34



Petitioners Have Failed to Prove Unpatentability on any

CRD Related Ground

e Petitioners’ reliance on Host LUN Mapping in their combination fails —
Host LUN Mapping does not map hosts, it maps host channels

e Chase admits CRD cannot identify multiple hosts
on one channel

e Chase concedes CRD’s
channel

access control granularity" is only per

* Petitioners’ assertion that channel allocation of storage is per host
mapping fails
* The patent claims are directed to mapping hosts NOT channels

» Petitioners’ allegations that the Tachyon interface passes host
information to the CRD CPU fails

¢ Chase contradicted their combination from the start

35



Petitioners’ Motivations to
Combine Have Nothing to Do with

the Claimed Access Controls
or Mapping

36



Petitioners” Motivations to Combine

 Enhance the communication and storage options of
a host device on a FC transport medium

e Benefit from the “Host LUN Mapping” feature of
the CRD-5500 controller

e Avail the host computing device of ubiquitous mass
storage applications (e.g., RAID)

cited in 1207 POR at 53-54 3/



The Motivations only Relate to Adding Fibre Channel

Capability to the CRD-5500

 Petitioners’ cited motivations relate only to enhancing the
existing CRD-5500 capabilities with the capabilities of the
Fibre Channel transport medium

e Petitioners present no motivation to modify the CRD-5500's
internal capabilities to add the claimed access controls

e Petitioners never explain how to modify the CRD-5500’s
internal capabilities to add the claimed access controls

e Petitioners rely on “Host LUN Mapping” which contains no
concept of the host connected to a channel, regardless of
whether that information may be available

cited in 1207 POR at 53-54 38



BERGSTEN-HIRAI

(IPR2014-01197, -1207, -1209)

39



Overview of Bergsten-Hirai

The combination fails because Hirai is at the file system level, not the claimed block level

* The evidence demonstrates that Petitioners’ combination ignores the fact that Hirai was
at the file system level

* Petitioners concede this in their Reply and try to get this Board to ignore the expert
evidence and teachings of Hirai to conclude that Hirai uses block level permissions

Petitioners’ original combination could not map to hosts because it failed to pass Host ID to
their alleged map

* Both experts agree the emulation drivers of Bergsten strip host identity before the
alleged mapping occurs

* Petitioners actually conceded this point as they walked away from their original
combination and assert a brand new combination in one sentence in their Reply

Petitioners’ combination fails because access controls will fail at the logical device level of
Bergsten, where Petitioners place them

* Petitioners conceded this argument by not even providing a response in
their Reply

40



The Combination Fails Because Hirai

is at the File System Level, Not the
Claimed Block Level

41



Petitioners” Use of Hirai Fails

* Petitioners assert that Bergsten would use Hirai’s
access rights to supply the missing access controls
(1197 Pet. at 47)

e Petitioners did not even mention block level
permissions associated with Hirai in their Petition

e But, as the evidence shows, Hirai’s access rights
only apply to high level file system access, not
NLLBP

42



Petitioners Attempt to Turn Hirali

into Something it is Not

Recognizing their original error, Petitioners now assert that Hirai is
at a block or partition level in their Reply:

Accordingly, one skilled in the art would
understand that Hirai’s access controls are applied at the block or partition level, as

Professor Chase explained in his declaration. Ex. 1010 at 99 144-46.

1197 Replyat5 43



Dr. Chase’s Citation to Hirai

while providing the connected

computers access at a low-level (block not file) basis. See, e.g., 1008 at [0011].
Ex. 1010 (Chase Decl.) 9 145

[0011]
An access request from the personal computers 1, 2, ---to the magnetic disk devices 8-12

is notified to the magnetic disk controlling mechanism 6 through the magnetic disk interface
boards 4, 5, -+, and 1t is converted to an access request to a virtual magnetic disk device that
extends over the magnetic disk devices 8-12 in the magnetic disk controlling mechanism 6.
Through the process above, the magnetic disk devices 8-12 can be handled from the personal
computer main body as 1 virtual magnetic disk device with all of the memory regions of the

magnetic disk devices 8-12 as its own [memory] region.
Ex. 1008 at [0011]

cited in 1207 PORat9 44



Despite Petitioners’ Protestations, Hirai Is Just a Traditional

Network File Level Storage System

 Hirai explicitly provides access controls by command
where the permissible commands are: READ, WRITE,
CREATE, DELETE, and EXECUTE.

Partition Computer name Access right
Partition 1 Personal computer 1 RWCX
Personal computer 2 RWCX
Personal computer 3 RWCX

Partition 2 Personal computer 1 RW
Personal computer 3 R
Partition 3 Personal computer 1 R

Personal computer 2 R

Partition n

(R: Readable. W: Writable. C: Creatable, X: Executable)
Figure 2

Ex. 1008 Figure 2, see also [0012]

e ——
cited in 1197 POR at 19 45



Dr. Chase Conceded that Execute is

Only a File System Command

I will allow

~ that execute permission is a permission that is

Oracle Corporat
a/a/2915

wwm typically associated with files and not with
~ == other kinds of objects.

URACLE CCREURAT

s e Ex.2055 (Chase Depo.) at 318:3-6

Feritl
Ve,
CROSSROADS SYSTEMS, INC., .

Patent Quner.

JEFFREY 3. CEASE, Ph. 3.
Zaturday, Rpril 4, 2015
VOLIME II
VideoLaped depogilion of CEFFREY $. CHASE,

Ph.D., a witnegs herein, called for examinatcion by
counsel for the Patent Owner in the above-entitled
matter, pursuant to notice, the witness aZfirming
belore MAREN FAWCETT, KPR, NolLary Public in and Cor
the State of North Carolina, taken ac the Waghington
Duke Inn, 3001 Cameron Boulevard, Durnam, MNorth
Carolina at 9:17 a.m., on Saturday, April 4, Z01S,
and Lhe procsedings being Laken down by SLenolyps oy
MAREM FAWCETT, and transcribed under nher direction.

ALDHA DEPO CROSSROADS EXHIBIT 2055
N - racle Corp. ef al v. Crossroads Systems, Inc.
! 667-DERC P ysteimns,
(eii;mis' EEO IPR2014-01187

cited in 1197 POR at 20 46



Dr. Chase Conceded that READ, WRITE, CREATE,DELETE, and

EXECUTE also are FILE Level Commands

Q. Read, write and execute are file
permissions; 1s that correct?
A. Read, write and execute could be file

permissions.

Qracle Corporation, et al, va.
a/4/2015

UNITED STATES BATENT I Q. And are they the standard UNIX file

EZFORE THE FATENT TRIAL

CAESE NO. IPR2Z014-01207, IBR2ZD

PATENT 7,815,147 R permiSSiOI‘lS?

OURACLE CCRPURATION, NETAPE IM

HUWET TECENOLOGISS CO., L. A. They are standard UNIX file permissions.

Petiticner,

cxseance sxorms, ool Ex.2054 (Chase Depo.) at 42:15-21

_______ ““ 0. All right. Create -- 1is create a known
m%amxiii§§§ file system command or file system operation?
%,m A. Create is a known file system command.
o o oo il £ 2055 (Chase Depo.) at 309:18-20

MAREN FAWCETT, and transcribe

o5y g Q. Is delete a known file system command?

—~ A, Yes.
Ex.2055 (Chase Depo.) at 310:8-9

 Gtedin1197PORat24 47



Dr. Levy Also Agrees that READ, WRITE, CREATE, DELETE, and

EXECUTE are File Level Permissions

89. When viewimng them collectively. one of ordinary skill in the art would
understand that Hirai’s access rights are file system access rights. not low level
~ block permissions. Hirai’s access rights are consistent with the access permissions

of common network servers at the time. In fact. all of the five “access rights
UNITED STATES PATEN

disclosed in Hirai had express equivalents in the Network File System (NFS) of

ORACLE CORPOR
HUAWEL TECHD

* Sun Microsystems. Inc. (now part of Petitioner Oracle):

CROSSROAT
Pate

_________ The following aceess permissions may be requested:

ce ACCESS3_READ Read data from file or read a directory.
,,,,,, ACCESS3_LOOKUP Look up a name in a directory (no meaning for non-directory objects).
ACCESS3_MODIFY Rewrite existing file data or modify existing directory entries.
BECLARATION (F
ACCESS3_EXTEND Write new data or add directory entries.
ACCESS3_DELETE Delete an existing directory entry.
ACCESS3 EXECUTE Execute file (no meaning for a directory).

Ex. 2048 at 28-29. Ex. 2053 (Levy Decl.) 9 89

e R’

cited in 1197 POR at 16, 18, 21, 26
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Petitioners in their Reply Attempt to Turn CREATE and DELETE

into Partition Level Permissions

Petitioners assert that “an administrator could
use the ‘create’ and ‘delete’ commands to control
the formation and removal of partitions.” 1197
Reply at 5.

49



But, Dr. Chase Testified that CREATE Would Not be Applied as a

Block Level Permission in Hirai

Q. So you cannot -- you cannot answer the
question how a create permission could be verified at
a low-level block protocol level by the magnetic disk

sharing device?

THE WITNESS: Hirai includes no disclosure
about how create permission is to be interpreted
or how Hirail understands the role of this create

permission within this device.
Ex. 2055 (Chase Depo.) at 326:14-22 (objection omitted)

And with all of that said, yes, it's true that I
can't answer how create permission would --

might be applied in this particular disclosure

of Hirai. Ex. 2055 (Chase Depo.) at 327:10-13

e —
cited in 1197 POR at 25 D0
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Petitioners Run From the Evidence in their Reply

The Evidence:

e All five of the access rights in Hirai correspond to the access rights in NFS

* Dr. Levy says all five access rights cited by Hirai are at least file level
commands

* Dr. Chase conceded that all five commands cited by Hirai are at least file
level commands

Petitioners Ignore that Evidence:

* Petitioners, however, insist that the access rights are block level, claiming
that Hirai doesn’t understand his own invention: “Moreover, “execute”
would be nonsensical...” (1197 Reply at 5,

* Not supported by Chase or any evidence

* An attorney saying the other side’s position is “nonsensical” is not evidence.

52



Patent Owner and Both Experts Agree That All Five Commands

Are High Level File System

Patent o
Command S Chase Petitioners
e Owner/Lev = =
m NLLBP/HLFS NLLBP/HLFS NLLBP/HLFS
WRITE NLLBP/HLFS NLLBP/HLFS NLLBP/HLFS
CREATE HLFS HLFS Partition
DELETE HLFS HLFS Partition
EXECUTE HLFS HLFS lgnore
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Patent Owner and Both Experts Agree That All Five Commands

Are High Level File System

Patent

Command S Chase Petitioners

e Owner/Lev = =
m NLLBP/HLFS NLLBP/HLFS NLLBP/HLFS

WRITE NLLBP/HLFS NLLBP/HLFS NLLBP/HLFS

CREATE HLFS HLFS p@on

DELETE HLFS HLFS Partition

EXECUTE HLFS HLFS ®e

Chase testified that:

e CREATE made no sense at the Partition Level in Hirai,
and

e EXECUTE is a file system permission

54



Hirai’s Access Requests are Converted from High Level File

System Protocols to NLLBP, Just Like the Prior Art

* Hirai’s Access Requests Are Converted to NLLBP

[0011]

An access request from the personal computers 1, 2, ---to the magnetic disk devices 8-12
is notified to the magnetic disk controlling mechanism 6 through the magnetic disk interface
boards 4, 5, ---, and 1t 1s converted to an access request to a virtual magnetic disk device that
extends over the magnetic disk devices 8-12 in the magnetic disk controlling mechanism 6.
Through the process above, the magnetic disk devices 8-12 can be handled from the personal

computer main body as 1 virtual magnetic disk device with all of the memory regions of the

magnetic disk devices 8-12 as its own [memory] region.

Ex. 1008 at [0011]

cited in 1197 POR at 22 55



Hirai Operates at High Level File System Level

e To find Hirai operates at high level file system level, the
Board can accept the testimony of both experts and the
full teachings of Hirai

e To find that Hirai provides access rights at the NLLBP
level, the Board must:

» lgnore the testimony of Levy saying all commands would be
understood to be file level commands

» lgnore the testimony of Chase stating that EXECUTE is a file
level command

» lgnore Hirai’s own use of EXECUTE

» lgnore Chase stating that CREATE as a block level permission
in Hirai makes no sense 56



Petitioners Concede Hirai is Not at Block Level

in their Access Control Arguments

Petition

An artisan skilled in network storage during the relevant timeframe would
combine the Bergsten and Hirai teachings in the above-described manner in order
to provide additional levels of granularity to the access controls of the Bergsten
system based on the mapping-based access controls of Hirai.

1197 Pet. at 48

Reply

An artisan skilled in network storage during the relevant timeframe would
combine the Bergsten and Hirai teachings in the above-described manner in order
to provide additional levels of granularity to the block-level access controls of the

Bergsten system using the mapping-based access controls of Hirai.

1197 Reply at 7
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The Combination Fails Because Hirai is at the File System Level,

Not the Claimed Block Level

e The evidence demonstrates that Petitioners’

combination ignores the fact that Hirai was at a file
system level

e Petitioners concede this in their reply and try to get
this Board to ignore the expert evidence and
teachings of Hirai to conclude that Hirai uses block
level permissions

e Hirai is nothing more than the applicant-admitted
prior art
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Petitioners’ Original Combination Could Not

Map to Hosts Because it Failed to Pass
Host ID to their Alleged Map

59



The Original Combination’s Access Controls are Implemented at

the OS, Downstream of the Emulation Drivers

Petition
As explained by Bergsten, the Removes FC Address
emulation drivers 21 convert host Specific Info Mapping
commands ‘into a format recognized
by the OS’ of the storage controller... | SomeEcowRUER TS
1197 Pet. at 46 i NENORY i
ir M 1 8 i
The emulation drivers 21... provide the TOFAoM 4—:'i> E'ﬁ*ﬁiﬁ'a‘%”H i P"ﬁ%%% | SL%’HEE:%ME%“EE
command to the processing system of ! 3 i
the storage controller. The storage i COMMNCATN |
controller, in turn, maps the host ! ﬂ |
address ... matches the access controls ittt %f-g ——————————— :
specified for the host device for the OESEE’%%E G 4

particular logical storage location.

1197 Pet. at 47

cited in 1197 POR at 37-38 60



In Support of the Petition, Dr. Chase Testified that Access

Controls were Implemented in the OS 20

“In the combined system, the supervisor unit resides in the operating system
of Bergsten . ... the supervisor unit is operable to ‘map between devices’ . ...
the supervisor unit ‘implements access controls’ for storage space on the
Storage devices’ ... .” Ex 1010 (Chase Decl.) 9 156-158

Removes FC Address
Specific Info Mapping

T STORAGECONTROLLER — / ~ |
3

|

|

| MEMORY
I 24
!

!

|

|

EMULATION
TOFFROM 4—,—{7—> DAVERS |le—
HOST 2

-~
il
- o
@

B3
'Y
I

| DRIVERS LOCAL EXTERNAL
STORAGE DEVICES

'

COMMUNICATION
DRIVERS
23

| %—g Supervisor Unit

|
[
[
[
[
[
[
PHYSICAL ' TO/FRGM
|
|
|
|
|
[
|
|

TOFROM
OTHER STORAGE
GONTROLLERS FlG. 4

1197 POR at 38
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The Original Combination’s Emulation Drivers Strip Host Identity

Before Commands are Passed to OS 20

123. The form and content of host identity information is protocol
dependent. Therefore, a person of ordinary skill in the art would understand that
the read and write commands passed from the emulation drivers to the OS in
Bergsten’s storage controller would not contain host identity information. Indeed,

UNITED STATES PATENT ANI

any protocol-specific information associated with transporting the requests

BEFORE THE PATENT TRIAL

ORACLE CORPORATION between the host and the storage controller would be removed. Thus, as shown in
Paiond
CRossRoP:‘z?:s;::I annotated Figure 4 below, in a system of Bergsten which uses Fibre Channel as the
E:::nl';ff‘?_‘: connection medium 7 to the host, the specific information used to identify a
DECLARATION OF DR particular sending device (i.e., identifier of a particular sending host computer in a

Fibre Channel frame) is removed by the emulation driver 21 hefore the command

is processed by the OS 20 to perform the mappings of Bergsten.

_

1 of 102

Ex. 2053 (Levy Decl.) 9 123

cited in 1197 POR at 37-38 62



Petitioners Agree that the Emulation Drivers Would Only Send a

SCSI Command to the OS

. In the resulting system, a host computer sends a FCP

Mb_ (NLLBP) message containing a SCSI command along a FC transport medium to

Oracle
NetA

"t the storage controller. (Ex. 1010 at 49 147-151) The emulation drivers 21

Crossroal

=  described in Bergsten de-encapsulate the SCSI command from the FCP message

1R

wsmeand provide the command to the processing system of the storage controller.

PETITION FOR £

—

1197 Pet. at 47

cited in 1197 POR at 37-39 63



Dr. Chase Testified Further that the Emulation Drivers Would
Strip the Host Information and

Pass Only the SCSI Command to the OS

“... that conversion would involve primarily
deencapsulating the commands and transmitting
- the commands to the operating system without the
= framing and various other information that's

TS necessary to transmit those commands reliably
« ot aCross the network.”

Ex. 2055 (Chase Depo.) at 234:5-10

cited in 1197 POR at 38

Petitioners concede that Host

counsel [or Lhe Patenl O =
matter, pursuant to notl irming . . .
before MARREN FAWCEIT, RFR, Fetary Public in and for I D IS O n Iy I n t h e fra m I n g:
the State of North Carslina, take f the Washington
uke n, 3091 Camercn Sgplea Tea e
aro or . - . . .
nd The host device’s identity can be derived from
MAREX nse
ELE)

EEEEE

1197 Pet. at 12

. .
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In the Original Combination, No Host Identification Ever Makes

it to Where the Alleged Access Controls are Implemented

Petition

The emulation drivers 21... provide

the command to the processing Removes FC Address
Specific Info Mapping

system of the storage controller.

The storage controller, in turn, maps

the host address ... matches the r___"____gTEHA_GFG?ﬁHELfEﬂ_ _________

access controls specified for the

|
: [
| MEMORY :
. . . | 24
host device for the particular logical | | 1 I
. I7 ] 8 |
storage location. 6 [ emuLarion - PHYSIAL ! TOFAOM
TO/FROM DRNERS [«— 57  [®—— DAVERS LOGAL EXTERNAL
1197 Pet. at 47 HOST | 21 2 : STORAGE DEVICES
. ' |
In the combined system, the ! v !
supervisor unit resides in the ! e |
. 23
operating system of Bergsten . . .. I |
. - I i S J
the supervisor unit is operable to ;&ﬁ
‘map between devices’ . ... the OTHER STORGE
CONTROLLERS FIG. 4

supervisor unit ‘implements
access controls’ for storage space
on the storage devices’ . ...

Ex. 1010 (Chase Decl.) 9 156-58
cited in 1197 Pet. at 51-52; 1197 PORat 38 65



In their Reply Petitioners Concede their Error While

Impermissibly Attempting to Fix that Error

Reply

Remf)ves FC Address
Specific Info Mapping
In the proposed
S Y A combination,
:_ STORAGE CONTROLLER | ,
! ? ! Bergsten’s block-
I MEMORY | .
| u | level emulation
Y | q
|7 y s drivers are
N T D R R TN G ) fied to |
ost 1 b Qg [¢| ORVER | soewexeanAl - modified to include
! ) | access controls.
: COMMUNICATION :
I DRIVERS | 1197 Reply at 1
[ @ |
o %:_9 ___________ ]
TOFROM
OTHER STORAGE
CONTROLLERS FIG' 4

cited in 1197 POR at 38 66



In their Reply Petitioners Impermissibly Attempt to Fix their

Glaring Error

Petition
In the combined system, the supervisor
unit resides in the operating system of
Bergsten . ... the supervisor unit is
operable to ‘map between devices’ . ...
the supervisor unit ‘implements access
controls’ for storage space on the storage

. ’
devices’ . ... Ex. 1010 (Chase Decl.) 9 156-58
Removes FC Address
Specific Info Mapping
I—‘__ T T T STORAGECONTROLLER /|
3
l |
| ] |
3 |
7 X
EMULATION PHYSICAL ! TOIFAOM
TOFROM o ! DRVERS [«—»| 5 |&——»| DRVERS 4—(7—l-> LOGAL EXTERNAL
HOST i 21 2 : STORAGE DEVICES
i
i H I
i COMMUNICATION '
| DRIVERS |
I = |
L I:J:_g ___________ !
TOFROM
OTHER STORAGE
COTERS FIG. 4

Reply
In the proposed combination,
Bergsten’s block-level emulation
drivers are modified to include
access controls.

1197 Reply at 1

Removes FC Address
Specific Info Mapping
P 7 T sTomMGECONTROLLER S

s
A\
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HOST STORAGE DEVICES

EMULATION PHYSICAL 5 TOFAOM
TOFAOM ¢—|'—5—> DAIVERS |« > DRIVERS LOCAL EXTERNAL
|

I

1

I

| COMMUNICATION
| DRIVERS
I

I

TOFROM
OTHER STORAGE
CONTROLLERS
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Petitioners” Original Combination Could Not Map to Hosts

Because it Failed to Pass Host ID to their Alleged Map

e Both experts agree that the emulation drivers of
Bergsten strip host identity before the alleged
mapping occurs

e Petitioners conceded this point by walking away
from their original combination and asserting a
brand new combination in one sentence in their

Reply
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The Combination Fails Because
Access Controls Will Fail at the Logical

Device Level of Bergsten as the
Petitioners Assert

69



Petitioners” Combination Cannot Workably Provide “Per Host”

Access Rights At The Logical Device Level

131. Petitioners argue that the access rights of Hirai would be applied to
the logical storage locations of Bergsten. See Pet. at 51. Specifically, according to
Dr. Chase’s deposition testimony, in Petitioners’ proposed combined system, the
Hirai Partition Control Table would be utilized between the two mapping stages of

Bergsten, or, in other words, in the logical addressing space.

DECLARATION OF DE. JOHN LEVY, PILD.

Ex. 2053 (Levy Decl.) 9 131

cited in 1197 POR at 41-42 70



But as Dr. Levy Explained, Hosts Would Be Unaware of Access

Controls Applied at the Logical Device Level

133. The hosts store files to the virtual device of Bergsten. Ex. 1007, 5:27-
30. Generally, a host’s file system can store a file anywhere on a (virtual) disk.
Because the hosts are not aware of the “access rights™ that Petitioners allege would
be applied at the logical device (LD) level, the hosts could choose to store file data
in available blocks anywhere on the virtual disk, with no regard to the access rights

applied at the logical addressing level that correspond to such virtual blocks.

DECLARATION OF DE. JOHN LEVY, PILD.

Ex. 2053 (Levy Decl.) 9 133

cited in 1197 PORat 42 71



Dr. Levy Specifically Explains the Problem

R
If hosts are denied access due to rights they cannot see at the logical address

level, they have no logic to reformulate their requests to clear the access rights
hurdle

For example, with reference to the diagram above, if PC1 wants to store a
document, PC1 is only aware of the virtual device (that all PCs see) and has no

1dea of the access rights applied at the logical device level. Thus, PC1 will “write”

UNITED STATES PATENT AND TRADEMAR

BEFORE THEPATENTTRIALANDAPPEAL - the document to available space on the Virtual Device without regard to the logical

ORACLE CORPORATION,
NETAPP INC. and

nawsecvoLoaisco.it - devices that make up the Virtual Device. Levy § 134....

Petitioner

In this scenario, there is no access control on the document—every PC has
CROSSROADS SYSTEMS, INC.
Patent Crwier

Case IPR2014-01197 access. /d.

Patent 6,425,035

PATENT OWNER'S RESPONSE AND OFPOSTT However, if the same document was, instead, stored by PC1 in Area 2 as the
PURSUANT TO 37 C.F.R. § 42.120

next available location, then only PC1 and PC 3 could read the file (because Area 2

1s mapped to LD1 and only PC1 and PC3 have read access to LD1). Levy § 135.

Again, the result 1s uncontrolled and unpredictable. See also Levy
9136.
_'—'

1197 POR at 43 72



As Patent Owner States in its Response, Access Controls at the

Logical Device Level are not Workable

The foregoing problems with the combination show that providing “per
host™ access rights at the logical address level, per the asserted combination, could

not successfully apply access controls in any useful manner, even assuming it had

UNITE

BEFC

none of the flaws previously discussed. Accordingly, there is no reasonable

expectation of success. /d. at 9§ 137.

P

Case IPR2014-01197
Patent 6,425,035

PATENT OWNER'S RESPONSE AND OPPOSITION TO PETITION
PURSUANT TO 37 C.F.R. § 42.120

1197 POR at 44
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The Logical Device Layer of Bergsten

PC1RW
PC3 R

PC1RW
PC2Z RW

1197 POR at 42
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The Virtual Device Seen by the PCs

PC1RW
PC3 R

PC1RW
PC2Z RW

1197 POR at 42
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The Combination Fails Because Access Controls Will Fail at the

Logical Device Level of Bergsten as the Petitioners Assert

Petitioners conceded this argument by not even
providing a response in their Reply
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Petitioners Have Failed to Prove Unpatentability on any

Asserted Grounds Based on Bergsten-Hirai

* The combination fails because Hirai is at the file system level, not the claimed block level

* The evidence demonstrates that Petitioners’ combination ignores the fact that Hirai was
at the file system level

* Petitioners concede this in their Reply and try to get this Board to ignore the expert
evidence and teachings of Hirai to conclude that Hirai uses block level permissions

* Petitioners’ original combination could not map to hosts because it failed to pass Host ID to
their alleged map

* Both experts agree the emulation drivers of Bergsten strip host identity before the
alleged mapping occurs

* Petitioners actually conceded this point as they walked away from their original
combination and assert a brand new combination in one sentence in their Reply

* Petitioners’ combination fails because access controls will fail at the logical device level of
Bergsten, where Petitioners place them

* Petitioners conceded this argument by not even providing a response in
their Reply

77



NO MOTIVATION TO COMBINE

78



Petitioners” Motivation Analysis is Defective

Petitioners’ only reason to include access controls is to further Bergsten’s
goal of “data protection.”

UNITED STATES PATENT AND TRADEMAREK OFFICE

BEF

Read in context, the objective of providing multiple host computers access to
all data 1s subordinate to Bergsten’s primary goals of data protection and high
availability. These primary goals are furthered by access controls that provide an

additional layer of data protection.

—'

PETITIONERS® REPLY IN SUPPORT OF THE PETITION

1197 Reply at 7
79



There is No Basis to Read Any Motivation to Limit Access to

Data into Bergsten’s Goal of Data Protection

Bergsten is an open access system designed to “allow recovery from many possible
failure modes” by ensuring that all copies of data can be accessed by any host:

The remote data access, data mirroring, and path redun-
dancy provided by the present invention allow recovery
from many possible failure modes, such as failure of com-
munication mcdium, failurc a host computcr, or failurc of a
storage device. Ex. 1007 at 5:48-52

T —

Multiple copies of data are main-
tained in storage arrays that are geographically remote to
each other, such that any copy can be accessed by any host.

Ex. 1007 Abstract
-

cited in 1197 POR at 45 80



There is No Basis to Read Any Motivation to Limit Access to

Data into Bergsten’s Goal of Data Protection

Bergsten is an open access system designed to “allow recovery from many possible
failure modes” by ensuring that all copies of data can be accessed by any host:

Moreover, the Chase Declaration cuts off
Bergsten’s description of the problem, which is “to ensure that valuable data is
adequately protected against loss or damage.” /d. at 19-21. Bergsten simply does
not suggest that there is a problem solved by controlling a specific computer’s
access to data. Indeed, Bergsten suggests the opposite, that it is desirable to allow
all computers to access any copy of the data. Ex. 1007, 3:1-4, 4:7-9, 4:39-47,
15:36-38. Accordingly, Dr. Chase’s alleged motivation is not supported by

Bergsten.
Ex. 2053 (Levy Decl.) 9 119

cited in 1197 POR at 45 81



Petitioners” Motivations to Combine Are Circular and Infected

with Hindsight Reasoning

e Petitioners ori%inally cited as a motivation “to provide additional
levels of granularity to the access controls of the Bergsten
system based on the mapping-based access controls of Hirai.”
1197 Pet. at 48.

* In Reply, Petitioners now cite the motivation was to “provide
additional levels of granularity to block-level access controls of
the Bergsten system using the mapping-based access controls of
Hirai.” 1197 Reply at 7 (emphasis added).

e Petitioners fail to explain why one of skill in the art would want
to ”prolvide additional levels of granularity” to Bergsten’s access
controls.

e Petitioners never explain why one would want access controls in
an open access system designed to “allow multiple host
computers at different locations to access any copy of stored
data.” Ex. 1007 at 1:40-42 (emphasis added).
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THE COMBINATION DOESN'T HAVE A
MAP IDENTIFYING THE PARTICULAR

HOST

83



Petitioners Allege that Bergsten Identifies a Particular Host in a

Single Host Device Per Host Interface Combination

Petitioners cite Ex. 1010 (Chase Decl.) 4 45-46 to support their “single host
device per interface” argument.

UNITED STATES PATENT AND TRADEMAREK OFFICE

BET

Dr. Chase similarly explains that in Bergsfen and in the
combined Bergsten-Hirai system each host 1s 1dentitied because, among other

things, each host interface 1s coupled to a single host device. Ex. 1010 at 99 45-46.

Case IPR2014-01197

U.S. Patent No. 6,425,035

PETITIONERS® REPLY IN SUPPORT OF THE PETITION

1197 Reply at 5
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Petitioners’ Evidence Does Not Support Its Assertion

Ex. 1010 9 45-46 Does Not Relate to Bergsten/Hirai, but to the CRD-5500

(45.) Asrecited by Claim 1[B], the combined system includes “a buffer
providing memory work space for the storage router”. The CRD-5500 controller
includes an onboard cache with “up to 512 megabytes of memory.” See Ex. 1003
at 1-4.

(46.) Asin Claim 1[C], the combined system includes “a first controller”
created through the incorporation of the Tachyon chip into a FC host interface
module designed for installation in a host I/O slot of the CRD-5500 controller, as
detailed above. The “first controller” is “operable to interface with a first transport
medium” (FC transport medium). As illustrated in Fig. 8 of Smith (reproduced
below), for example, the Tachyon logic of the host interface module would

interface with the FC transport medium (illustrated as the “Link™). See Ex. 1005 at

8. Ex. 1010 (Chase Decl.) 9 4 45 - 46

e —
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Even if One Host Per Interface Were Relevant to the Claims, the

Combination Does Not Have the Claimed Map

* The claimed inventions use access controls to limit

a host’s access to storage according to a map.
1197 POR at 8, 11.

 The host interface ID, like the channel number in

the CRD, does not identify the host.
1197 POR at 34-36.

e Even though the messages may go back to the right
host in a one host per interface embodiment, it is
not achieving this using the claimed invention.
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BERGSTEN-KIKUCH|

IPR2014-1207, -12095
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Overview of Bergsten-Kikuchi

The Bergsten-Kikuchi combination does not have the claimed access controls
* Access controls require limiting a host’s access to a specified storage space
* Kikuchi’s offsets do not specify storage space
e Kikuchi cannot limit access to specified storage

Just like in the Bergsten-Hirai combination, Petitioners place the emulation drivers of
Bergsten before the alleged map — rendering it impossible to map to hosts

* Unlike in Hirai, where Petitioners asserted a new combination, here Petitioners fail to respond to
Patent Owner’s argument at all

* Both experts agree that the emulation drivers of Bergsten strip ALL host identification, so
nothing is left to map against

One of ordinary skill in the art would not have combined Kikuchi and Bergsten
as Petitioners assert

e |f a combination would have been made at all, it would have been made without the complicated
changes suggested by Dr. Chase

* That combination would not practice the claimed invention
* The complicated changes Dr. Chase proposes could only come from hindsight

Patent Owner created its invention before Kikuchi
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The Bergsten-Kikuchi Combination Does

Not Have the Claimed Access Controls

89



Petitioners Rely on the Alleged Access Controls of Kikuchi for

their Combination

At the storage controller, Kikuchi's address verification unit

wren - provides host-level access controls, denying any host device not registered in the

BEFOR

system via the address registration unit access to the storage array

o |

Crossroads Systems, Ine.

Patent Owner,

IPR2014-

U.S. Patent No, 7,051,147

PETITION FOR INTER PARTES REVIEW

1209 Pet. at 33-34
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The Invention is Directed Toward Mapping

Each Host to Specified Storage Space

The invention requires the capability to map different storage to
different hosts on the same transport medium (i.e., a common
communications link):

58 98 58

56

STORAGE

~FIBRE 7 1 ¥ Rrouter [*F

CHANNEL : :

. I |
MANAGEMENT

“* “stanion [+

1209 POR at 5

cited in 1209 POR at 3-7 (citing Ex. 2053 (Levy Decl.) 919 51-53 91



So That Each Host Will Only See and
Have Access to its Designated Storage

In Figure 3, each workstation 58 connected to the storage router on Fibre

Channel interconnect 52 sees, and therefore has access to, different storage. As

shown below, for example, because Work

Workstation A 1s “shown” storage subset 66 by the storage router.

1209 POR at 8 (citing Levy Decl (Ex. 2053)) 9 59
T — .
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“Access Controls” Limitations

“The claimed access controls/controlling access limitations . . . are device specific in
that the storage router controls what storage access is available to specified hosts
so that different hosts can be provided different storage access.”

an United States Patent an) Patent
Hoese et al.

As shown 1n FIG. 3, for example, storage device 60 can

[54) STORAGE ROUTER AND METTD FOR (56)
PROVIDING VIRTUAL LOCAL STORAGE

e be configured to provide global data 65 which can be

: Geuffoey B, Huese, Austio, TX (LS) 52,
Jeffiy T, Russell, Cibalo, TX (US) ::ﬂi;z A

LASRANS A

R accessed by all workstations 58. Storage device 62 can be

ok configured to provide partitioned subsets 66, 68, 70 and 72,
i | where each partition is allocated to one of the workstations
" e i TR 58 (workstations A, B, C and D). These subsets 66, 68, 70

= ' %5 and 72 can only be accessed by the associated workstation
58 and appear to the associated workstation 58 as local
storage accessed using native low level, block protocols.
Similarly, storage device 64 can be allocated as storage for
the remaining workstation 58 (workstation E).

‘147 Patent at 4:35-38
citedin 1207 POR at 2-3,47 93



Kikuchi is Directed to the Sharing of a Single Large Volume Disk

Between Several Hosts

Kikuchi teaches that “disk apparatus 1197 can connect host computers to a

UNITED STATES PATENT AND TRADEMARK OFT

physical disk where all of the hosts can see and make requests for any location on

BEFORE THE PATENT TRIAL AND APPEAL BOA

AT that physical disk. Ex. 1006, 7:42-8:9; Levy Y 144. Kikuchi recognizes that

OSOADS Y conventional disk apparatuses of the time had difficulty with multiple hosts

Cr FRA0L401200 accessing large volume physical disks. Ex. 1006 at 1:58-63. To address this,

DR D R Aok e Kikuchi’s disk apparatus applies an “address offset” from a “correlation chart” to
the block address in a host’s read or write command; this offset redirects host
access requests to block addresses on the physical disk different than the originally

requested addresses. Ex. 1006, 3:24-32, 7:58-83; Levy § 149-50.

1209 POR at 32 94



Kikuchi’s Correlation Chart Does Not Map Storage to Hosts

In contrast, Kikuchi’s “correlation chart™ mcludes no mformation identifying
any particular storage device, nor does it associate a “representation of storage™
.. with a representation of the host (e.g., an offset of “100” does not 1dentify any

particular storage). Levy § 152. The correlation chart provides only an integer

value to be added to a requested block address.

Case [PR2014-01209 '
Patent 7,051,147

PATENT OWNER'S RESPONSE AND OPPOSITION TO PETITION
PURSUANT TO 37 C.F.R. §42.120

1209 POR at 35
95



Kikuchi’s Correlation Chart Does Not Map Storage to Hosts

152. The use of offsets as described in Kikuchi has partition-like aspects,
but does not associate representations of hosts with representations of storage as

described in the 147 Patent. As explained above in paragraphs 57-59, the 147

Patent describes a system where each workstation can only see and make access

BEFORE TH

ORACL

A0 requests to the subset(s) of storage to which it has been associated in the map. Ex.
¢ 1001, 4:48-54. The Correlation Chart in Kikuchi does not contain representations

of storage and is not itself a representation of storage (e.g., an offset of “100” does

3 not identify any particular storage). Thus, it cannot associate representations of

hosts with representations of storage. Accordingly, the Correlation Chart of

Kikuchi 1s not a “map” as claimed in the ‘147 Patent.
Ex. 2053 (Levy Decl.) 9 152

'_‘

cited in 1209 at 34 96



Kikuchi Does Not Utilize Host Identification to Permit or Limit
Access to Particular Storage Space but Instead Merely Uses

Offsets

FI1G.5

from a host device. The command interpretation and execu-
| tion unit 120 extracts a host address trom any disk read/write

advance 1n the address offsct information conversion unit
121, and the host address input from the command inter-

pretation and execution unit 120 is converted to this offset
P mformation.

1 0 65 -~ DATA STORAGE
UNIT

Lo e Ai-——--—-- - 1 command sent from a host device and oulputs it to an
| address offset information conversion unit 121, and also
! 120~ COMMAND l: outputs a disk partition address extracted from the read/write
| Iﬂ}gﬂggggf&? - | command to an actual partition address conversion unit 122.
i UNIT | i The technique used by the command interpretation and
: e i 1 22 ' cxccution unit 120 for cxtracting a host address is as was
[ / % ! outlined for the first embodiment. 'The host address output
i \ - from the command interpretation and execution unit 120 is
I %&&Oﬂﬁ'{ gégTRlééé Egﬂgé{l}gﬂ mput into the address offset information conversion unit
! CONVERSION UNIT UNIT 121. Offset information which indicates a disk partition
| corresponding to each host device, has been stored in
|

|

|
|
el
|

Ex. 1006, 7:46-63

cited in 1209 POR 35-36 97



Offsets Are Just an Integer and Cannot ldentify Storage Space

Offsets were well known 1n the art at the time of Kikuchi, for SCSI

commands, an offset is simply an integer added to the block address in the

command. Levy Y 146; see also Ex. 2054 at 125:25-126:20, 107:10-16. The offset

is added to the block address number requested by the host in the read or write

command. Ex. 1006, 3:24-32: 7:47-53; 7:58-83; Levy 9§ 150.

1209 POR at 33

Disk Partition Actual Disk
Address Partition Address
Read 50 Blocks @[10] =~ Read 50 Blocks @
Host 2
Correlation Chart
Host Offset
1 0 /"“\\
< 100 | b
3 200
4 300 Actual Partition Address
Address Offset Conversion Unit
Information

Conversion Unit

Ex. 2053 (Levy Decl.) 9 150
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Offsets Are Just an Integer and Cannot ldentify Storage Space

Dr. Chase agreed that an offset is merely an added number:

Q. Is "offset" a term of art in the computer
field?
A. Yes, and its meaning is broadly the plain

meaning of the word. The term is typically used to
refer to a displacement, if you will, or a number of
bytes or a number of blocks from some base and this

is context of storage systems.

Ex. 2054 (Chase Depo.) at 107:10-16
.

cited in 1209 POR at 33 99



Kikuchi’s Correlation Chart Does Not Limit a Host’s Visibility or

Access to Storage Allocated in the Map

The Correlation Chart in Kikuchi does not contain representations
of storage and is not itself a representation of storage (e.g., an offset of “100™ does
~  not identify any particular storage). Thus, it cannot associate representations of

mmenstareseatent o ial - hosts with representations of storage.

BEFORE THE PATENT TRIAL AND.

Ex. 2053 (Levy Decl.) 9 152

ORACLE CORPORATION, NET/
LTIUAWLL TECIINCLOGILS C

Petitioners,

Therefore, the host

CROSSROADS SYSTEMS
Patent Owner,

computers using the Kikuchi disk apparatus can see the entire drive regardless of

Case TPR2014-01209
Case IPR2014-01207
Patent No, 7,031,147

the offset. Accordingly, each host must, through some type of coordination which

DECLARATION OF DR, JOLIN

would be external to Kikuchi, be instructed that less than the entire capacity is
available for its use. In fact, Kikuchi expressly indicates that coordination with

hosts should occur. Ex. 1006, 3:19-21. Kikuchi explains that the “the various host

1of 171 |:‘;

addresses and the offset information for each partition are coordinated

beforehand.” Ex. 1006, 3:19-21. ° Ex. 2053 (Levy Decl.) 4 153

e ——
cited in 1209 POR at 35 100



Access Controls Limit a Host Computer’s Access to a Specific
Subset of Storage Devices or Section of a Single Storage Device

According to a Map

-] (14

Thus, applying Kikuchi’s “correlation chart” (instead of the map described in
the ‘147 Patent) to Workstations A-D in Figure 3 of the “147 Patent no longer
results in each workstation only being able to access the storage “associated” with
the workstation. Id. If a host attempts (intentionally or unintentionally) to make a
request that exceeds the allocated “partition,” the correlation chart cannot prevent
it from doing so and would, in fact, allow that access to occur. /d. 9§ 154. See

Section [V.B.1. 1209 POR at 36

Disk Partition Actual Disk
Address Partition Address

Read 50 Blocks @ > Read 50 Blocks @
Host 2 '

Carrelation Chart

Host Offset ¢
1 0 N
2 [100 | y t

v .
3 200

4 300 Actual Partition Address
Address Offset Conversion Unit
Information
Conversion Unit Ex. 2053 (Levy DecI.) 1_| 150

1209 PORatg FICG. 3
D 101




The Bergsten-Kikuchi Combination Does Not Have

the Claimed Access Controls

e Access controls require limiting a host’s access to a
specified storage space

e Kikuchi’s offsets do not specify storage space

e Kikuchi cannot limit access to specified storage

102



Just Like in the Bergsten-Hirai
Combination, Petitioners Place the
Emulation Drivers of Bergsten Before the

Alleged Map — Rendering It Impossible to
Map to Hosts

103



The Combination Incorporates Bergsten’s Emulation Drivers

Petitioners incorporate Bergsten’s emulation drivers into Kikuchi.

A combined system architecture is illustrated below, incorporating
features of the Bergsten disclosure into the cumulative Kikuchi architecture as

described by the Kikuchi disclosure. In the combined system, the data storage

UNITED STATES PATENT AND TRADEMARK OFFICE

apparatus of Kikuchi is enhanced with the Bergsten emulation drivers at the host

BEFORE THE PATENT TRIAL AND APPEAL BOARD

device interface of Kikuchi and the Bergsten physical drivers at the disk interface

kau h.. Oracle Corporation,
© ! o EX. 1010 (chase DEC|.) ﬂ 143 NetApp Inc. and

Huawei Technologies Co , Lid.,
: Pctitioners,

the Computer Science Department. | have studied and practiced in the field of
R e B e S e, e e G S £ Bk ¥
since 1493,

(2 1 reasived my Doctar of Pilasoghy (Ph. D3 degtoe i e fiekd of In the combined system, the limitation of a “first [I'C| controller” is met by
Computer Seience from the University of Washinglon in 1995, T received my
eSS (M) desree n Compuiereience fiom e ey of the emulation drivers 21 described in Bergsten, which are included within the
Washington and my Tachelor of Arts {73 A } degree in Mathematics and Computer
Seienee [rom Dartmouth College,

£ Byt Ty atel e dxi host device interface described Kikuchi and which are coupled to I'C, a serial

engineer at Digital Equipment Corporation, developing operating system kemel

functionality for storage systems and network storage. During the period 1985-

transport media. 1209 Pet. at 36

PSP —— T —"

S1-

cited in 1209 POR 47 104



Petitioners’ Combination Expressly Incorporates Bergsten’s
Emulation Drivers at the Host Device Interface Well Before

Commands Reach the Correlation Chart

Kikuchi
Host Device Interface
Bergsien
Emulation
-3 Drivers
A
UNITED STATES PATENT AND TRADEMARK
! Address Address Command
Reagistration |- - erification e =1 Interpratation and
Unit Unit Execution Unit
BEFORE THE PATENT TRIAL AND APPEAL E t Y
Bergsten-modified
Bergsten-
Oracle Corporation, R Address Offset
EEmslEitEm Information
NetApp Inc. and Chart Conversion Unit
Huawei Technologies Co., Lud.
. Bergsten-modified Kikuchi
REART Actual Partition Data
) Address Storage
V. . M
Convearsion Unit Apparatus
Crossroads Svstems, Inc.
Patent Owner. P
Bergstaen
Communication
IPR2014- Drivers
U.S. Patent No. 7,051,147 Kilctroki
Storage N Disk Interface :

PETITION FOR INTER PARTES REVIE

1209 Pet. at 33
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Petitioners Agree that the Emulation Drivers

Would Only Provide the SCSI Command

In the resulting system, a host computer sends a FCP

(NLLBP) message containing a SCSI command along a FC transport medium to

the storage controller. (Ex. 1010 at 99 147-151) The emulation drivers 21

UNL

= described in Bergsten de-encapsulate the SCSI command from the FCP message

and provide the command to the processing system of the storage controller.

1197 Pet. at 47

P‘

IPR2014-01187

U.S. Palent No. 6,425,035

PETITION FOR INTER PARTES REVIEW

cited in 1197 POR at 37-39 106



Dr. Chase Testifies that the Emulation Drivers Would Strip the

Host Information and Pass Only the SCSI Command

“... that conversion would involve primarily
deencapsulating the commands and transmitting
- the commands to the operating system without the
== framing and various other information that's

v e . qCLOSS the network.” e 2055 (chase Depo.) at 234:5-10;
Fectiionsg 1209 Ex. 2053 (Levy Decl.) § 122

Petitioners concede that Host ID is only in the framing.

Videotaped depositicn of JEFFREY S. CHASE,

The host device’s identity can be derived from

e weers, e o the incoming message (e.g., via FCP header or SCSI header) and/or from the

12009 Pet. at 18

—

cited at 1209 POR at 22, 47-48 107



Because the Emulation Drivers Strip Host Information,

the Combination Does Not Work

The emulation drivers remove the Host
Identifier (e.g., host identity information) before passing the command to the
command interpretation and execution unit that is supposed to extract the Host
Identifier and pass it to the address offset information conversion unit (where the
Host Identifier is purportedly used in the mapping tables of the “enhanced

correlation chart™). Levy ¥ 182; Ex. 2055 at 233:15-234:10, 290:2-291:10.
S mmome

The emulation drivers 21 described in
Bergsten de-encapsulate the SCSI command from the FCP request and provide the
command to the processing system of the storage controller. (Id. at 9 139, 247,

254) 1209 Pet. at 48

e —

cited in 1209 POR 47-48 108



Just Like in the Bergsten-Hirai Combination, Petitioners Place
the Emulation Drivers of Bergsten Before the Alleged Map —

Rendering it Impossible to Map to Hosts

e Unlike in Hirai, where Petitioners asserted a new
combination, here Petitioners fail to respond to
Patent Owner’s argument at all

* Both experts agree that the emulation drivers of
Bergsten strip ALL host identification, so nothing
is left to map against

109



One of Ordinary Skill in the Art Would Not

Have Combined Kikuchi and Bergsten
as Petitioners Assert

110



Petitioners Propose Changes to Both Kikuchi and Bergsten to

Get the Alleged “Enhanced” Correlation Chart

Petitioners “enhance” Kikuchi’s correlation chart and dispense with
Bergsten’s mapping tree.

such, rather than hosts mapping to address offsets as in Kikuchi, the mapping table

INTHE UNITED STATES PATENT AND TR
PATENT TRIAL & APPEAL B

is enhanced with the teachings of Bergsten to map a host address to a logical

In re Patent oft  Geoffrey B. Hoese er al.
U.S. Patent No.: 6,425,035

lssue Date: July 23, 2002
Fing Due. St 27,201 address (e.g., using a modified version of the address offset information conversion
Title: Storage Router and Method for Proy

PACARATION OF PROFISsOR el
L P Iofey S. Chase A D, docae s oA unit that maps from the host address to a logical address), then map the logical
1. Background and Qualifications

(1.) My name is Jeffrey 5. Chase. | am a Profe;

the Computer Science Department. | have studied and p EX. 1010 (Chase Decl.) 1] 144

computer science for over 30 years, and have taught
since 1995,

(2.} Ireceived my Doctor of Philosophy (Ph.I}
Computer Science from the University of Washington i
v orsamee i) e ncomersis— Therefore, the tree mapping may be collapsed into a simple mapping table
Washington and my Bachelor of Arts (B.A.) degree in |
Science from Dartmouth College,

o) s msame el ok construct, similar to the simple mapping table construct taught in Kikuchi (a

engineer at Digital Equi Ci

functionality for storage systems and network storage. 1
“correlation chart of host devices and offset information™).

3 Ex. 1010 (Chase Decl.) 9 145
" ——"

cited in 1209 POR at 37-38 111



When Dr. Chase Was Asked How to “Enhance” the Correlation
Chart to Permit Access to Specific Storage He Testified to a

Complex Modification Process

e Developing and Programming an Algorithm for a “Virtual to Logical” table based on
the requested block number in the incoming read/write command

* Replacing Bergsten’s mapping tree with a separate “virtual to logical” mapping table
for each host;

e Creating new, additional “logical to physical” tables for the hosts to map to
physical addresses;

* Developing and programming an algorithm for the “logical to physical” table based
on logical block number

* Determine the logical block number for a requested block by determining the range
into which the requested block falls, subtracting the base of the range and adding the
difference to the logical block

e Based on the logical block number calculated, determine the physical block number
by determining the range into which the requested block falls, subtracting the base
of the range, and adding the difference to the physical block;

e Perform each series of steps multiple times to account for all of the blocks in
the request

1209 POR at 38-39 (citing Ex. 2054 (Chase Depo) at 180:17-182:18, 195:4-196:10, 198:8-200:25, 211:21-213:4)
112



As No Person of Skill'in the Art Would Create Such Complex
Changes, Petitioners” Modifications to Kikuchi and Bergsten are

Clearly Based on Hindsight Reconstruction

Bergsten and Kikuchi do not suggest to a POSITA Petitioners’ “enhanced”
correlation chart or Chase’s complex modifications.

Even if a person of ordinary skill in the art were determined to
combine Kikuchi and Bergsten for some reason, there would be no motivation to

UNLITED STALES 127

woemumy  combine them in the manner described in the Petition and Declaration of Dr.
Tt Chase. Kikuchi contemplates the use of a disk storage unit. Ex. 1006, 5:30-36.
% Bergsten “emulates a local storage array for the host computer system which it

¢ services.” Ex. 1007, 3:14-17. At best, a person of ordinary skill might use

seamane  Bergsten as a data storage unit for Kikuchi.
Ex. 2053 (Levy Decl.) 9 165

—

MBI (| armmns

cited in 1209 POR at46 113



The References Do Not Suggest Petitioners” Modifications

which Require Development of Significant New Functionality

Kikuchi:

e Partitioning scheme designed for the case where a single disk has more
storage than is needed or usable by a single host.
Ex. 2053 (Levy Decl.) § 137

* |s concerned with simplicity, speed, efficiency and conservation of
limited resources. Ex. 2053 (Levy Decl.) 9 170 (citing Kikuchi Ex. 1006 at
6:38-40, 6:48-50, 8:34-36; 8:40-45)

» Uses offsets precisely because they are fast and simple.
Ex. 2053 (Levy Decl.) 9 170

* Must only modify the starting block number in a request, regardless of
how many consecutive blocks are requested, saving time.
Ex. 2053 (Levy Decl.) 9 178

cited in 1209 POR at 39, 41-42,51 114



The References Do Not Suggest Petitioners” Modifications

which Require Development of Significant New Functionality

Bergsten:

 Emulates a local storage array for the host computer system which it
services. Ex. 2053 (Levy Decl.) 9 165

e Uses a plurality of storage controllers to achieve its goal of providing
“multiple back-up copies of data in geographically separate locations,
while still permitting quick and easy access by a host computer.”

Ex. 2053 (Levy Decl.) 9 168

e Solves the problem of data reliability and availability by using multiple
storage controllers. Ex. 2053 (Levy Decl.) 9 168

e Uses two-step virtualization mapping precisely because there are multiple
storage controllers. Ex. 2053 (Levy Decl.) 9 169

cited in 1209 POR at 42-44 115



Petitioners’ Modifications Are Complex and Not a Simple Design

Choice as Petitioners Assert in their Reply

» Petitioners’ Reply states that “alternating between
a mapping tree and a mapping chart” was a
“routine design choice” (1209 Reply at 12)

* Petitioners’ Modifications Are Not Limited to
“Alternating Between a Mapping Tree and a
Mapping Chart”

e The References Provide No Reason to Make Such
Modifications

116



If Made at All, a Combination of Kikuchi and Bergsten Would
Combine the Original Kikuchi Correlation Chart with the Virtual

Storage of Bergsten, But Would Not Practice the Invention

FIG.5 165. Even if a person of ordinary skill in the art were determined to
119 : DISK APPARATUS ; . o
r(__./ | combine Kikuchi and Bergsten for some reason, there would be no motivation to
‘i combine them in the manner described in the Petition and Declaration of Dr.
| 120-~_{ _ COMMAND - | |
INTERPRETATION [ Chase. Kikuchi contemplates the use of a disk storage unit. Ex. 1006, 5:30-36.
| - AND EXECUTION
| il Bergsten “emulates a local storage array for the host computer system which it
! [}
' 121 122
| ! // / services.” Ex. 1007, 3:14-17. At best, a person of ordinary skill might use
ADIDI?FEC?RSMAO{IZSIF AG%TREQE Eém%{fgm Bergsten as a data storage unif for Kikuchi. Whatever benefits could be had from a
CONVERSION UNIT UNIT _ o . _ _ . _
theoretical combination could be achieved in this manner without making the
|

1

i

i

i 105 — _| DATA STORAGE complicated modifications suggested by Petitioners. However, if a person of
i UNIT
L

ordinary skill in the art were to combine Bergsten and Kikuchi in this manner, both

references would be unchanged.
Ex. 2053 (Levy Decl.) 9 165
. _______________________________________________________________________J

cited in 1209 POR at 44-46 117



A Combination of Kikuchi and Bergsten Would Utilize the
Original Kikuchi Correlation Chart with the Virtual Storage of

Bergsten

Kikuchi Bergsten

1} 9 : DISK APPARATUS

|

| " 207 LreRpRETATION i 8 | :
| MO L ooumhotien 2 1] wso | fwso k| wso |,
| UNIT 1 a1 1 411 [ 412 RE
| 121 ‘ 122 | | |

1 | | 41,
[ rommess orser | [ sctunt parrmion : [ e
| INFORMATION
| CONVERSION UNIT UNIT | EX. 2053 (Levy Decl.) § 166
1 |
i 1 :
| 1 05— DATA STORAGE
i UNIT |
I ]

The storage controller of Bergsten with its virtualization map would be connected via
its SCSI connection between command interpretation unit and execution unit 120 in
data storage unit 105 of the Kikuchi disk apparatus which could be replaced by mass

storage devices of Bergsten 4-1-1 to 4-1-N. Ex. 2053 (Levy Decl.) 9 166 118



A Combination of Kikuchi and Bergsten Would Utilize the
Original Kikuchi Correlation Chart with the Virtual Storage of

Bergsten

Kikuchi

119 : DISK APPARATUS
S

| i
? 20—

| AND EXECUTION !
i UNIT |
o Tonl
| i
. | ADDRESS OFFSET ACTUAL PARTITION STORAGE | ,
i INFORMATION ADDRESS CONVERSION |  [“TEo“=4 |
| CONVERSION UNIT UNIT -
l |
i Y |
| 106~ .
| u| |
L _

The storage controller of Bergsten with its virtualization map would be connected via
its SCSI connection between command interpretation unit and execution unit 120 in
data storage unit 105 of the Kikuchi disk apparatus which could be replaced by mass

storage devices of Bergsten 4-1-1 to 4-1-N. Ex. 2053 (Levy Decl.) 9 166 110



A Combination of Kikuchi and Bergsten Would Utilize the
Original Kikuchi Correlation Chart with the Virtual Storage of

Bergsten

Kikuchi

119 : DISK APPARATUS
S

| |
? 120~ comun

| AND EXECUTION [* !
i UNIT |
L o
i |
' | ADDRESS OFFSET ACTUAL PARTITION STORAGE | |
i INFORMATION ADDRESS CONVERSION | [PONTROLLER( |
|| CONVERSION UNIT UNIT X
l |
} Y i
i L

Assuming there is motivation to combine, one of skill in the art would combine the
references in this straightforward manner without Dr. Chase’s complex modifications.

The resulting system would still not possess the claimed map or access controls.

cited in 1209 POR at 44-46 120



One of Ordinary Skill in the Art Would Not Have Combined

Kikuchi and Bergsten as Petitioners Assert

If a combination would have been made at all, it
would have been made without the complicated
changes suggested by Dr. Chase, and that
combination would not practice the claimed
invention

The complicated changes Dr. Chase proposes
could only come from hindsight

121



Patent Owner Created its

Invention Before Kikuchi

122



The Invention was Conceived Before Kikuchi

e Kikuchi — Filed August 18, 1997

e Draft Patent Application —July 11, 1997 (Ex. 2303)

123



Patent Owner was Developing a Foundational Product

* Petitioners argue that Patent Owner “opted to omit the access controls from
the Verrazano product to accelerate commercial introduction of that
product” because it “would delay the commercial launch of the product.”
Reply at 5-6.

* Verrazano—without access controls—was Crossroad’s first storage bridge
product, and was not commercially launched until after the diligence period
ended on December 31, 1997. Ex. 2305 (Middleton Decl.) § 2; Ex. 2043
(Bianchi Decl.) 9 3; Ex. 1220 (Middleton Depo.) at 73:9-12 (cited in 1209 PO
Motion to Exclude at 8).

e Even if Crossroads could have added access controls to Verrazano, it would
not have been reduced to practice before the critical period ended

124



Access Controls Could Not Be Tested

Until Verrazano Was Completed

e Ex. 1220 (Middleton Depo.) at 52:3-12: “Q. So are you aware of a reason that
the Verrazano software could not have been tested on the testbed? . .. |
can't tell you the specific reason, but | know that we couldn't do that
because, if we could have, we would have gone down a whole different
development path, I think.”

e Ex. 1220 (Middleton Depo.) at 113:7-18: “l don't believe it's possible to
implement a testbed to fully test the bridge. Q. (BY MR. GARDELLA) Okay.
How about to partially test the access control software? A. To the best of my
knowledge, that would not have been possible.”

e Ex. 1220 (Middleton Depo.) at 115:14-17 “Q. (BY MR. GARDELLA) Could the
access controls which were ultimately included in the 4100 with access
controls have been simulated completely in software? A. Completely, no.”

cited in 1209 PO Motion to Exclude at 7 (FRE 106) 125



Constant Work is Not Required for Diligence

* Proof of reasonable diligence does not require constant work on the invention

e Crossroads showed reasonable diligence throughout the critical period
Crossroads had
approximately 10 technical employees (in other words, those that would be
involved in designing and building working products). During that time, all of
those personnel, including myself, were dedicated to work on the Verrazano

project—ithat is, creating a functional, working product. Ex. 2305 (Middleton Decl) 4 3

Based on my own
experience at Crossroads working on the “Verrazano” project, and my
understanding of the workload of the involved employees in the fall of 1997, it
does not surprise me to see that a draft patent application from counsel was

received in July 1997 and finally filed at the end of December 1997.
Ex. 2324 (Bianchi Decl.) 9 3
"

cited in 1209 POR at 27-32 126



Patent Owner Created its Invention

Before Kikuchi

* Patent owner was in the process of developing
product during the critical period

e Patent owner not only created products which
made it to the market but also pursued patents on
the inventions intended for those products

* The undisputed evidence demonstrates diligence

127



Petitioners Have Failed to Prove Unpatentability on any

Asserted Grounds Based on Bergsten-Kikuchi

 The Bergsten-Kikuchi combination does not have the claimed access controls
* Access controls require limiting a host’s access to a specified storage space
* Kikuchi’s offsets do not specify storage space
e Kikuchi cannot limit access to specified storage

e Just like in the Bergsten-Hirai combination, Petitioners place the emulation drivers of
Bergsten before the alleged map — rendering it impossible to map to hosts

* Unlike in Hirai, where Petitioners asserted a new combination, here Petitioners fail to respond to
Patent Owner’s argument at all

* Both experts agree that the emulation drivers of Bergsten strip ALL host identification, so
nothing is left to map against

* One of ordinary skill in the art would not have combined Kikuchi and Bergsten
as Petitioners assert

e |f a combination would have been made at all, it would have been made without the complicated
changes suggested by Dr. Chase

* That combination would not practice the claimed invention
* The complicated changes Dr. Chase proposes could only come from hindsight

e Patent Owner created its invention before Kikuchi
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Each of Petitioners’ Combinations Fail

for Similar Reasons

None of the combinations proposed by Petitioners pass host
identification to the controller that does the alleged
mapping and access control

e Tachyon or emulation drivers strip that information, as Petitioners’
expert testified from the beginning

CRD only allocates storage to channels, not hosts
e CRD cannot identify hosts

Bergsten is an open access system that does not allocate
storage to hosts

Hirai is at a file system level
e Patent Owner, BOTH experts and Hirai agree

Kikuchi does not have the claimed access control

e Offset is not storage space
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None of the Combinations Provide the Claimed Map and/or

Claimed Access Control

The Basic Function of the Patents is to Allow Host
Access to Remote Storage using NLLBP, while
Controlling Access to Specific Storage Space by Specific
Hosts Through Use of a Map of Hosts to Storage Space

58 58 58 >
h-.___-_-_'_'_...r'

]
SCs| S DEVICE
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CLAIM TERMS
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“Map” Limitations

The “map” of the ['035 Patent/‘147 Patent] associates
specific representations of hosts on one side of the
storage router with representations of storage on the
other side of the storage router in order to define
what storage is available to each specific host.

1197 POR at 7; 1207 POR at 2, 1209 POR at 3-4
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“Map” Limitations

The specification requires the claimed map/mapping to specifically identify the
host and its associated storage in order to allocate storage to particular hosts.

Storage router 36 allows the con-
-ued  figuration and modification of the storage allocated to each
~wm  attached workstation S8 through the use of mapping tables
. or other mapping techniques.
L As shown 1n FIG. 3, for example, storage device 60 can
. be configured to provide global data 65 which can be
“wnaccessed by all workstations 58. Storage device 62 can be
“#=  configured to provide partitioned subsets 66, 68, 70 and 72,
x5, where each partition is allocated to one of the workstations
© 58 (workstations A, B, C and D).

The storage router can use
tables to map, for each initiator, what storage access is
~ available and what partition 1s being addressed by a par-

ticular request.

B ——————————————————————————————————————————————
‘147 Patent at 4:26-35, 9:11-14 cited in 1207 PORat 2-3 135



“Map” Limitations

Petitioners and Petitioners’ expert agree:

Petitioners’ expert agrees that storage is allocated to ‘particular hosts’:

“The storage router may implement access controls to control a computer device’s
access to only those storage regions allocated to the particular computer device.” Ex.
1010 (Chase Decl.) 91 18 (1209 POR at 6).

Petitioners unequivocally stated in the underlying litigation that “mapping”
requires an association between the particular host devices an storage:

“One of ordinary skill in the art therefore would understand from the plain language
and context of the claims that ‘map[ping]’ requires specifying a particular
configuration—namely, the association between a particular workstation and a
particular remote storage device.” Ex. 2032 at 3 (1209 POR at 6)

See 1209 POR at 3-7
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ACCESS CONTROLS
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“Access Controls” Limitations

“The claimed access controls/controlling access
limitations . . . are device specific in that the storage
router controls what storage access is available to
specified hosts so that different hosts can be provided
different storage access.”

1207 POR at 47; see also 1209 POR at 7
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“Access Controls” Limitations

Centralized access controls are provided by controlling what virtual local
storage each host sees.

un United States Patent an Patent Ne.: US 7,051,147 B2
Hoese et al. {441 Diate of Patent: *May 23, 2006

[54) STORAGE ROUTER AND METTD FOR (56) References Cited

- Storage router 56 provides centralized control of what
t each workstation 58 sees as 1ts local drive, as well as what
2z, data it sees as global data accessible by other workstations

58. Consequently, the storage space considered by the
i workstation 58 to be its local storage 1s actually a partition
=% (i.e., logical storage definition) of a physically remote stor-
== age device 60, 62 or 64 connected through storage router 56.

‘147 Patent at 4:60-66

cited in 1207 POR at3 139



SECONDARY CONSIDERATIONS /

OBJECTIVE EVIDENCE
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Patent Owner Presented Evidence of Commercial Success

e Patent Owner’s Evidence Shows Commercial Success is Due to
the Claimed Features of Access Controls

e Objective evidence of Non-obviousness Need Only Be
Reasonably Commensurate with the Scope of the Claims
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Crossroads’ Sales Records Show Routers with Access Controls

Were Preferred Over Bridges Without Access Controls

[ am using the term

bridge herein to mean a storage appliance that provides one or more host

wepsesusaan. - computers virtual local storage on remote storage devices using native, low-level

BITORT, TITR PATTENT TRTAT. A

aosomssisr DlOCK protocols, but without access controls. I am using the term router herein to

Pulent Owa.

Patent Nos, 6,42
703

mean a storage appliance with the same features as a bridge, but with the additional

793

feature of access controls. By access controls I mean the ability to control (allow or

DECLARATION OF BRI

deny) access from a host computer to the same storage available to another host

computer.

Ex. 2043 (Bianchi Decl.) 9 2

cited in 1209 POR at 55-5642



Crossroads’ Sales Records Show Routers with Access Controls

Were Preferred Over Bridges Without Access Controls

CROSSROADS
BRIDGE AND ROUTER REVENUE
Product Bridge or
Name/Description _|Router EY'05 ] EY'07 Eyos |  Fvos EY'10
4100 Bridge 0 2,070 0 0 0 0
4150 Router 0 0 0 0 0 0
4200 Bridge 0 0 0 0 0 0
4250 Router 2,000 0 0 0 0 0
4350 Router 0 0 0 0 0 0
4400 Bridge 0 0 0 0 0 0 CROSSROADS
2950 Router 5 5 3000 5 5 o BRIDGE AND ROUTER SHIPMENTS
6000 Product Bridge or
5000-Router Router 3,413,703 1,589,403 842,064 677,220 488,720 229531 Name/Description |Router - — S Ev10
6000-b Bridge 0 15,360 12,800 2,560 2,560 0 2100 e o T 5
9
240 4150 Router 0 0 0 0
6240-Router Router 195,226 142,596 106,332 84,081 42,023 16007 1550 Bridge 5 5 5 5
6240-b Bridge 0 0 16,800 16,800 0 0 550 e " 5 5 5
240F DgtaMUver Router G,995 0 0 0 0 0 2350 Router 0 0 0 0
EBrumbies Router 0 (1,185) 0 0 0 0 2200 Bridge 0 0 0 0
[Embedded Routers__|Router 2213825 3,295,862 1,240,680 0 0 0 2750 o > 5 5 5
8000 Router 0 0 0 0 0 0 5000
10000 Router 2,806,505 878,851 0 0 8474 0 AT S = = = 7
Server Attach Router 230,531 160,218 226,940 69,400 58,762 71300 —o0oh Bridae - - - 5
Ranger in a box (RIE) 5240
7120-Router Router 0 644,394 1,053,079 588,907 182,009 74568 YT — > = > 3
7120-b Bridge 0 0 14,550 2.910 0 2910 YT Bridge 2 2 5 5
Achenar Router 5,080,141 2.177,395 (106,590) 0 0 0 T TTereye— = 5 5 5 5
;Rr:gn:rer Router 0 1,660,600 2,243,520 1,999,560 776.910 514910 B R 5 o 5 5
No Access Controls  |Bridge 2,091,800 1,568200| 2075500 782,570 404,490 62550 Embedded Routers _|Router 211 0 0 0
Voyager 8000 Router 0 0 0
with Access Controls  |Router 865,400 631,400 1,180,221 1,120,749 846,403 615457 10000 Router 0 0 2 0
Server Attach Router 48 18 12 15
Total 516,006,126 | $12.775.254 | 56,014,796 | _ 55.453.757 | _ $2.610,351 |  $1.667,233 Ranger in a box (RIB)
Total Bridges $2,001800 |  $1,575630 | $2119650 | _ $804,840 | _ $407.050 $65.460 7120-Router Router 443 02 82 2
Total Routers 14,814,326 | $11,199,624 | 56,795,146 | _ 54,648,917 | $2.403.301 | _ $1,621.773 7120-b Bridge 5 1 0 1
Achenar Router (187) o] o] o]
Ranger Router 3936 3,508 1,363 1,118
. i Voyager
No Access Controls Bridge 2,422 535 183 (261)
Voyager
with Access Controls  |Router 543 591 399 351
Total 7,642 5134 2,221 1,304
Total Bridges 2,436 541 184 (260)
Total Routers 5,206 4,593 2,037 1,564

T ——
Ex. 2044 (Bianchi Decl.) at 3,5 cited in 1209 POR at 55-56 143



The Nexus Requirement Does Not Require Patent Licenses to

Recite Claim Limitations

e Petitioners’ Position Effectively Requires Licenses to Recite
Particular Claims or Claim Limitations (1209 Reply at 22)

e Crossroads’ Licenses Specify the Patent Family at Issue

e Requiring Licenses to Recite Claims instead of Patents or Families
lgnores the Real World and Would Mean Licenses Can Never Be
Used as Objective Evidence

e Crossroads’ Licensing Program as a Whole, Including
Non-Litigation Related Licenses, indicates the Invention
was Non-Obvious

cited in 1207 POR at 58-60 144



Claim 1 U.S. Patent Number 6,425,035 B2

o United States Patent o
Hocse et al. w5 1

(5] STORAGE ROUTFR AND METHON FOR
PROVIDING VIRTUAL LOCAL STORAGE

() laveosors. Geolfrey B, Hoese. Austia. Jeffry T.
Russell, Cibolo, both of TX {US)

gEE

F

(73] Asigees: Urovameds Systems, Ine., Aastia, TX
s)

143

1) App. No: BRSNS
(1) Fied  Sep. 27, 2080

737 o
-

Relster] U5 Agplication Data

£ 3

ol % ch 5, =13,
THVIG-38, 105, 100=101, 176=131, 701/H0, et
[TENTE T et
L [E13
(6 Hetereaces Cied e

1. A storage router for providing virtual local storage on
remote storage devices to devices, comprising;:

a buffer providing memory work space for the storage
router;

a first controller operable to connect to and interface with
a first transport medium;

a second controller operable to connect to and interface
with a second transport medium; and

a supervisor unit coupled to the first controller, the second
controller and the buffer, the supervisor unit operable to
map between devices connected to the first transport
medium and the storage devices, to implement access
controls for storage space on the storage devices and to
process data in the buffer to interface between the first
controller and the second controller to allow access
from devices connected to the first transport medium to
the storage devices using native low level, block pro-
tocols.

145



Claim 2 U.S. Patent Number 6,425,035 B2

o United States Patent
Hoese et al.

(5] STORAGE ROUTFR AND METHON FOR
PROVIDING VIRTUAL LOCAL STORAGE

() laveosors. Geolfrey B, Hoese. Austia. Jeffry T.
Russell, Cibolo, both of TX {US)

(73] Asigece: Crosreds Systems, Ine., Austin, TX
s)

uuuuuu

Filed

nt.

2. The storage router of claim 1, wherein the supervisor
unit maintains an allocation of subsets of storage space to
associated devices connected to the first transport medium,
wherein each subset 1s only accessible by the associated
device connected to the first transport medium.

gEE
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Claim 8 U.S. Patent Number 6,425,035 B2

W
o }il;i‘t:dd?ilales Patent ::::::
cmemmeene = 8. The storage network of claim 7, wherein the access

() laveosors. Geolfrey B, Hoese. Austia. Jeffry T. bt
Russell, Cibolo, both of TX {US)

o e e controls include an allocation of subsets of storage space to

(%) Mesicet  Subject o smy dscluimes, the term of ths

”"‘“1‘*’"“ assocmted workstations, wherein each subset is only acces-
o i 51ble by the associated workstation.
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Claim 11 U.S. Patent Number 6,425,035 B2

o United States Patent o
Hoese et al. sl

54

131

STORAGE ROUTER AND METHON FOR
PROVIDING VIRTUAL LOCAL STORAGE

L itRiiesshns

¥

=1

H
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11. A method for providing virtual local storage on remote
storage devices connected to one ftransport medium to
devices connected to another transport medium, comprising;:

interfacing with a first transport medium;
interfacing with a second transport medium;

mapping between devices connected to the first transport
medium and the storage devices and that implements
access controls for storage space on the storage
devices; and
allowing access from devices connected to the first
transport medium to the storage devices using native
low level, block protocols.
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Claim 12 U.S. Patent Number 6,425,035 B2

~12. The method of claim 11, wherein mapping between

_ mm  devices connected to the first transport medium and the
DTS storage devices includes allocating subsets of storage space
o D g to associated devices connected to the first transport
medium, wherein each subset 1s only accessible by the

associated device connected to the first transport medium.

54

gEE

(73] Asigece: Crosreds Systems, Ine., Austin, TX
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Claim 1 U.S. Patent Number 7,051,147 B2

an United States Patent

Hoese el al.

1. A storage router for providing virtual local storage on
remote storage devices to a device, comprising:
a buffer providing memory work space for the storage
router;
a first Fibre Channel controller operable to connect to and
o ram interface with a first Fibre Channel transport medium:

{511 STORAGE ROUTER ANT METTIOD FOR
PROVIDING VIRTUAL LOCAL STORAGE

£ luventozs, Geatfvey B, Hoese. Sustn. TX 1US)
Jefley I Rusell Ciselo. LY (U85

(B Asignes
(41 aiise:
pete
L 1540k by & dags.
Tuis paterct is subeet 0 0 temiinal da-
claitzen

Q201 Appl Ko /658,163
Sep. 9. 2003

a second Fibre Channel controller operable to connect to

and interface with a second Fibre Channel transport

medium; and

4 a supervisor unit coupled to the first and second Fibre

‘ Channel controllers and the buffer, the supervisor unit

operable:

to maintain a configuration for remote storage devices
connected to the second Fibre Channel transport
medium that maps between the device and the
remote storage devices and that implements access
controls for storage space on the remote storage -
devices; and

to process data in the buffer to interface between the
first Fibre Channel controller and the second Fibre
Channel controller to allow access from Fibre Chan-
nel initiator devices to the remote storage devices -
using native low level, block protocol in accordance
with the configuration.
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Claim 2 U.S. Patent Number 7,051,147 B2

an United States Patent

Hoese el al.

2. The storage router of claim 1, wherein the configuration
- maintained by the supervisor unit includes an allocation of
subsets of storage space to associated Fibre Channel
devices, wherein each subset is only accessible by the

flvi Patent
145y Date of
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Claim 7 U.S. Patent Number 7,051,147 B2

an United States Patent

7. The storage network of claim 6. wherein the access
- controls include an allocation of subsets of storage space to
"W associated workstations, wherein each subset is only acces-
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Claim 10 U.S. Patent Number 7,051,147 B2

10. A method for providing virtual local storage on remote
storage devices to Fibre Channel devices, comprising:

interfacing with a first Fibre Channel transport medium:

interfacing with a second Fibre Channel transport
medium;

maintaining a configuration for remote storage devices
connected to the second Fibre Channel transport
medium that maps between Fibre Channel devices and
the remote storage devices and that implements access
controls for storage space on the remote storage
devices; and

allowing access from Fibre Channel imtiator devices to
the remote storage devices using native low level,
block protocol in accordance with the configuration.

an United States Patent (161 Patent
Hoese el al. (5 Date ol
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Claim 11 U.S. Patent Number 7,051,147 B2

11. The method of claim 10, wherein maintaining the
configuration includes allocating subsets of storage space to
associated Fibre Channel devices, wherein each subset 1s
only accessible by the associated Fibre Channel device.

an United States Patent (161 Patent
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Claim 14 U.S. Patent Number 7,051,147 B2

14. An apparatus for providing virtual local storage on a
remote storage device to a device operating according to a
- Fibre Channel protocol, comprising:

mm a first controller operable to connect to and interface with
| a first transport medium, wherein the first transport
medium is operable according to the Fibre Channel

protocol;

a second controller operable to connect to and interface
with a second transport medium, wherein the second
transport medium is operable according to the Fibre
Channel protocol; and

a supervisor unit coupled to the first controller and the
second controller, the supervisor unit operable to con-
trol access from the device connected to the first
transport medium to the remote storage device con-
nected to the second transport medium using native low
level, block protocols according to a map between the
device and the remote storage device.

. 155




Claim 21 U.S. Patent Number 7,051,147 B2

21. A system for providing virtual local storage on remote
storage devices, comprising:
a first controller operable to connect to and interface with
1 a first transport medium operable according to a Fibre
(AN Channel Pmtﬂﬂﬂl;
B a second controller operable to connect to and interface
' - with a second transport medium operable according to
the Fibre Channel protocol;
at least one device connected to the first transport
medium;
at least one storage device connected to the second
transport medium; and
an access control device coupled to the first controller and
the second controller, the access control device oper-
able to:
map between the at least one device and a storage space
on the at least one storage device; and
control access from the at least one device to the at least
4 one storage device using native low level, block
protocol in accordance with the map.
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Claim 28 U.S. Patent Number 7,051,147 B2

28. A method for providing virtual local storage on remote
storage devices, comprising:

- mapping between a device connected to a first transport
— medium and a storage device connected to a second
it M S transport medium, wherein the first transport medium
! and the second transport medium operate according to

a Fibre Channel protocol:
implementing access controls for storage space on the

storage device: and

allowing access from the device connected to the first
transport medium to the storage device using native

low level, block protocols.
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Claim 34 U.S. Patent Number 7,051,147 B2

34. A system for providing virtual local storage, compris-
ing:
a host device;
amnl a storage devi-;?e remote from the host device, wherein the
o storage device has a storage space;
B "m“n‘m ISHZ!:";B:‘;“.L a first controller;
: a second controller
a first transport medium operable according to a Fibre
Channel protocol. wherein the first transport medium
connects the host device to the first controller;
a second transport medium operable according to the
Fibre Channel protocol, wherein the second transport
medium connects the second controller to the storage
device;
a supervisor unit coupled to the first controller and the
second controller, the supervisor unit operable to:
maintain a configuration that maps between the host
device and at least a portion of the storage space on
the storage device; and

implement access controls according to the configura-
tion for the storage space on the storage device using
native low level, block protocol.
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Kikuchi Does Not Have Access Controls

139. Kikuchi discloses several apparatuses that are directed towards sharing The command interpretation and exccution unit 102 first
receives a command from a host device, extracts the host
address from the command and outputs it to the address
verification unit 103. The address verification unit 103 reads
the host addresses stored in the address registration unit 104

control of an entire storage device among several hosts. Host devices send storage

commands to a disk apparatus. In one of the apparatuses (the “first apparatus™),

depending on whether the host is authorized, a command will either be executed for the purpose of determining access authorization and
verifies the host address sent from the command interpre-
(e.g., sent to data storage unit 105) or discarded. Ex. 1006, 4:17-34. In another tation and exccution unit 102. The access authorization

information generated as a result of this verificalion process

is then relayed back to the command interpretation and
execution unit 102 by the address verification unit 103.

In those cases where access is authorized, the command

used to identify the host device issuing the command. interpretation and execution unit 102 sends the command

Ex. 2053 (Levy Decl.) 9 139 received from the host device to the data storage unit 105,

and the disk apparatus command, such as a data read/write

—- command, is carried out in the same manner as for conven-

tional disks.

described apparatus (the “fourth apparatus™), read and write commands may also

be altered prior to execution. In both of these apparatuses, the Host Identifier is

Ex. 1006, 4:17-34
e —

85 of 171

cited in 1209 POR at 33-36 159



Kikuchi Only Blocks Access From Hosts to the Entire Device

The command interpretation and execution unit 102 first
receives a command from a host device, extracts the host

FIG.1 add.ress .from Fhe- command and outputs .it to t.he address
. verification unit 103. The address verification unit 103 reads
} 01: DISK AFPARATUS ' the host addresses stored in the address registration unit 104
e B } ------------- 9 [or the purpose of determining access authorization and
: 112 : verifies the host address sent from the command interpre-
| \_ HOST DEVICE | tation and execution unit 102. The access authorization
INTERFACE .
| 106 : CONTROL DEVICE L :
I os os T oz |
| ya e /A I
i | ADDRESS . VEF?IDFDIR[FASTSION o .| COMMAND INTERPRETATION | | | The command interpretation and execution unit 102
b REGIEH#”ON UNIT AND EXECUTION UNIT b incorporatcs an authorization pending function, so that on
o * ' ! receipt of a command from a host device, the command is
i e e e r ---------- 4 interpreted and executed only after access is authorized by
105 the address verification unit 103.
—\ DATA STORAGE
! ’ ! .
L e |

In those cases where access 1s authorized, the command
mnlerpretation and execulion unit 102 sends the command
received from the host device to the data storage unit 108,
and the disk apparatus command, such as a data read/write
Ex. 1006 figure 1, column 4:17-24, 12-16, 28-34 command, 1s carried out in the same manner as for conven-
tional disks.

cited in 1209 POR at 33-36, Ex. 2053 9 139 160



Kikuchi Does Not Utilize Host Identification to Permit or Limit

Access to Particular Storage Space

156. The Correlation Chart of Kikuchi and, more specifically, the address offsets do not prevent a
host from accessing storage that has not been allocated to that specific host. ...For example, by
simply sending in a command requesting logical block 110, Workstation A would be able to access
physical block 110 on the disk (based on its offset of 0). However, physical block 110 is storage
intended for Workstation B, based on Workstation B’s offset of 100. The address offset would do
nothing to prevent Workstation A from making those requests. Thus, the Correlation Chart of
Kikuchi does not provide “access controls” as claimed in the “147 Patent.

Ex. 2053 (Levy Decl.) § 156-57

P‘

CROSSROADS SYSTEMS, INC,
Patent Cramer,

o o The Correlation Chart in Kikuchi does not contain representations
Patent No. 7,051,

eammovormse OF storage and 1s not itself a representation of storage (e.g., an offset of “100” does

not identify any particular storage). Ex. 2053 (Levy Decl.) § 152

cited in 1209 POR 35-3¢ 161



Petitioners Inaccurately Claim

that Kikuchi’s Correlation Chart Blocks Access

The
combined system identifies a requesting host address, and subsequently, if the
host is authorized, the requesting host address is allowed to access allocated
storage space matching an address supplied by the host device; if no match exists
in the correlation chart, the host is not allowed to access stored data using the

requested address. (Ex. [006 af 3:21-35, 8:37-45; Ex. 1010 at 9| 154)

1209 Pet. at 38
-

The offset
mmlormation generation unit then uses a correlation chart ol
host devices and offset information which has been stored in
advance, and generates offset information which corre-
sponds Lo the particular host device and sends this inlorma-
tion to the actual partition address generation unit. The
actual partition address generation unit combines the theo-
retical disk address included in the command [rom the host
device and the offset information, and generates an actual
disk partition address.

Ex. 1006 at 3:24-32

cited in 1207 POR at 32-33 (citing Ex. 2053 (Levy Decl.) 9 149-50) 162
.



Even if One Host Per Interface Were Relevant to the Claims,
the Combination Does Not Implement

Access Controls According to a Map

Dr. Levy stated that identifying a host interface would be sufficient to
route messages to the appropriate host, but it would not identify the host.

Q. (BY MR. GARDELLA) Given that there is only a single host identified to
each host interface, why, again, for routing purposes, is it not sufficient
to identify the host interface?

A. Well, if by "routing purposes" you mean to be sure that the response to
a command goes back to the correct host, then responding on this
correct interface would be responding to the correct host.

Q. Okay. So in that context and for that purpose, it would be sufficient to

identify the host interface?

A. -- | still disagree with identifying the host because it doesn't actually

identify the host. Ex. 1218 (Levy Depo.) at 94:23-95:12

cited in 1197 PO Motion to Exclude Evidence at 2-3 (FRE 106) 163



A Combination of Kikuchi and Bergsten Would Not Result in

Creating a Claimed Map

FIG.5

11,9 :DISK APPARATIS 1 The actual partition address conversion unit 122 combines
L e J'[ -------------- —=  the disk partition address output from the command inter-
'i ' pretation and execution unit 120 with the offset information
i " 20T yrERPRETATION output from the address offset information conversion unit
| — - . o o
: AND EXECUTION 121, and generates an actual disk partition address which it
! I then outputs to the command interpretation and execution
| 121 122 . : . ) :
| I 7 unit 120. The command interpretation and execution unit

INFORMATION ADDRESS CONVERSION 105 bascd on thc actual disk partition addrcss. The data
CONVERSION IMLT UNTT storage unit 105 cxccutecs thc command output from the
actual partition address conversion unit 122 by, for example,
reading out data to the host device, or receiving and storing
data from the host device.

|

1 05—~ _4{ DATA STORAGE
UNIT

:
|
i
i
ORESS OFFSET P — | 120 outputs a read/write command to the data storage unit
|
|
i
i

e

Ex. 1006 7:64-8:9
e —
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Petitioners’ Asserted Motivations to Combine Does Not Support

or Suggest the Asserted Modifications

e “toincrease both the number of storage
devices accessible to hosts connecting to the
disk apparatus and the storage and the

- storage address range available within the

o TR combined system”

* To benefit from “increased restructuring

capabilities because an administrator could
con 1 replace or update equipment and reassign
host storage regions without requiring host-
side involvement”

CROSSROADS SYSTEMS, INC.

e These reasons do not suggest the complex
modifications required of both references

1209 Reply at 13
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Petitioners” Motivations are Conclusory and Unsupported

 Why would one of skill in the art modify Kikuchi to increase the storage
available when Kikuchi already had an excess of storage?

 Why would one of skill in the art add the complex and time consuming
modified Bergsten mapping to Kikuchi when it was designed for simple
and fast operation?

e Petitioners cite nothing showing how the combination possesses
“increased restructuring capabilities” over Bergsten or Kikuchi.

 None of the motivations suggest the complex modifications required by
Petitioners’ combination.

1209 POR at 51-52 166



