a5 AO 120 (Rev. 2/99)

TO:  Mail Stop 8 REPORT ON THE
Director of the U.S. Patent & Trademark Office FILING OR DETERMINATION OF AN
P.O. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK
In Compliance with 35 § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court Northern California on the following X Patents or O Trademarks:
DOCKET NO. DATE FILED U.S. DISTRICT COURT
CV 14-01 727 MEJ 4/15/2014 450 Golden Gate Avenue, San Francisco, CA 94102
PLAINTIFF DEFENDANT
NETAPP, INC. CROSSROADS SYSTEMS, INC
PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
- )
1,051, (47
27,9¥7,3/
3 Pleasc See Attached.
4
5
In the above—entitled case, the following patent(s) have been included:
DATE INCLUDED INCLUDED BY
[0 Amendment O Answer [ Cross Bill [ Other Pleading
PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
1
2
3
4
5
In the above—entitled case, the following decision has been rendered or judgement issued:
DECISION/JUDGEMENT
CLERK (BY) DEPUTY CLERK DATE
Richard W. Wieking Hilary Jackson April 17,2014

Copy 1—Upon initiation of action, mail this copy to Commissioner

Copy 2—Upon filing document adding

Copy 3—Upon termination of action,
patent(s), mail this copy to Commissioner

mail this copy to Commissioner
Copy 4—Case file copy
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DUANE MORRIS LLP

Karineh Khachatourian (CA SBN 202634)
kkhachatourian@duanemorris.com
Patrick S. Salceda (CA SBN 247978)
psalceda@duanemorris.com

David T. Xue, Ph.D. (CA SBN 256668)
dtxue@duanemorris.com

2475 Hanover Street

Palo Alto, CA 94304-1134

Telephone: 650.847.4150

Facsimile: 650.847.4151

Attorneys for Plaintiff
NETAPP, INC.

UNITED STATES DISTRICT COURT

NORTHERN DISTRICT OF CALIFORNIA
SAN JOSE DIVISION

NETAPP, INC,, Case No.

Plaintift,

v COMPLAINT FOR DECLARATORY
CROSSROADS SYSTEMS, INC. JUDGMENT
DEMAND FOR JURY TRIAL
Defendant

COMPLAINT FOR DECLARATORY JUDGMENT AND DEMAND FOR JURY TRIAL
DM214870591.3 G1309/00003
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Plaintiff NetApp, Inc. (“NetApp” or “Plaintiff), by its attorneys, alleges as follows:
NATURE OF THE ACTION

This is an action by Plaintiff for Declaratory Judgment against Defendant Crossroads
Systems, Inc. (“Crossroads” or “Defendant”). NetApp seeks declaratory relief pursuant to 28 U.S.C.
§§ 2201 and 2202, declaring United States Patent Nos. 7,051,147 (“the *147 Patent”) and 7,987,311
(“the *311 Patent”) (collectively the “patents-in-suit”) to be not infringed.

THE PARTIES

1. Plaintiff NetApp, Inc. is a Delaware corporation with its principal place of business at
495 East Java Drive, Sunnyvale, California 94089.

2. Defendant Crossroads is a corporation incorporated under the laws of the State of
Delaware and has its principal place of business at 11000 North MoPac Expressway, Austin, Texas,
78759.

BACKGROUND STATEMENT

3. NetApp brings this declaratory judgment action in response to accusations of
infringement involving the *147 and 311 Patents levied against NetApp by Crossroads for products
referenced in its “Concise Statement of Infringement” filed on April 9,2014 in Civil Action No.
1:14-cv-149-SS currently pending in the Western District of Texas and attached hereto as Exhibit A.
Neither the 147 nor the *311 Patents were asserted in Crossroads’ Original Complaint, nor has
Crossroads sought to amend its Original Complaint to include these patents.

4. Accordingly, NetApp brings this Declaratory Judgment action because an actual
allegation of infringement has been made by Crossroads related to the patents-in-suit.

JURISDICTION AND VENUE

5. This Court has subject matter jurisdiction over NetApp’s request for a declaratory
judgment under 28 U.S.C. §§ 2201 and 2202. This action arises under the patent laws of the United
States, 35 U.S.C. §§ 100 et seq., which are within the subject matter jurisdiction of this Court under
28 U.S.C. §§ 1331 and 1338(a).

6. Crossroads’ allegations threaten actual and imminent injury to NetApp that can be

redressed by judicial relief and that injury is of sufficient immediacy and reality to warrant the
-1-
COMPLAINT FOR DECLARATORY JUDGMENT AND DEMAND FOR JURY TRIAL
DM2\4870591.3 G1309/00003
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issuance of a declaratory judgment. Absent a declaration of non-infringement, Crossroads’
continued wrongful assertions of infringement related to NetApp’s products will cause NetApp
harm.

7. This Court has general and specific personal jurisdiction over Crossroads because of
its purposeful, systematic, and continuous contacts with California. Crossroads sells products and
services in California, including its StrongBox® product line and actively solicits customers in
California by presenting at conferences such as Createasphere’s Digital Asset Management
Conference in Beverly Hills, California and the Hollywood Post Alliance Tech Retreat in Indian
Wells, California. Moreover, Crossroads maintains sales personnel in California and conducts
business in this district. This Court has personal jurisdiction over Crossroads for another reason:
Crossroads has purposefully directed into California its enforcement activities regarding the patents-
in-suit. On information and belief, Crossroads’s licensing and enforcement efforts in California
have generated substantial revenues.

8. Venue is proper in this district pursuant to 28 U.S.C. § 1391(b) because, inter alia, a
substantial part of the events and omissions giving rise to the claims occurred here and because
Crossroads is subject to personal jurisdiction in this district.

INTRADISTRICT ASSIGNMENT

9. Division assignment to the San Jose Division of the United States District Court for
the Northern District of California is proper pursuant to Civil Local Rule 3-2(¢) because this is both
an Intellectual Property Action that arose in, among other places, Santa Clara County, and because a
substantial part of the events giving rise to the claims occurred in Santa Clara County.

FACTUAL ALLEGATIONS

10.  Crossroads purports to be the owner of the *147 Patent. The *147 Patent is entitled
“Storage router and method for providing virtual local storage” and issued on May 23,2006. A copy|
of the *147 Patent is attached hereto as Exhibit B.

11.  Crossroads purports to be the owner of the 311 Patent. The *311 Patent is also
entitled “Storage router and method for providing virtual local storage” and issued on July 26, 2011.
A copy of the 311 Patent is attached hereto as Exhibit C.

2-
COMPLAINT FOR DECLARATORY JUDGMENT AND DEMAND FOR JURY TRIAL
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FIRST CLAIM FOR RELIEF

(Declaratory Judgment of Non-Infringement of the ’147 Patent)

12.  NetApp incorporates by reference each of the allegations in the preceding paragraphs
of this Complaint as if fully set forth herein.

13.  No claim of the *147 Patent has been or is infringed, either directly or indirectly, by
NetApp or the purchasers of NetApp’s products.

14.  Asaresult of the acts described in the foregoing paragraphs, there exists a substantial
controversy of sufficient immediacy and reality between Crossroads and NetApp to warrant the
issuance of a declaratory judgment that NetApp has not infringed, and does not infringe, directly or
indirectly, any claim of the >147 Patent.

SECOND CLAIM FOR RELIEF

(Declaratory Judgment of Non-Infringement of the ’311 Patent)

15.  NetApp incorporates by reference each of the allegations in the preceding paragraphs
of this Complaint as if fully set forth herein.

16.  No claim of the 311 Patent has been or is infringed, either directly or indirectly, by
NetApp or the purchasers of NetApp’s products.

17.  As aresult of the acts described in the foregoing paragraphs, there exists a substantial
controversy of sufficient immediacy and reality between Crossroads and NetApp to warrant the
issuance of a declaratory judgment that NetApp has not infringed, and does not infringe, directly or
indirectly, any claim of the >311 Patent.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff prays for judgment as follows:

1. For entry of a declaration that NetApp products have not infringed and are not
infringing, either directly or indirectly, any claim of the 147 or *311 Patents;

2. An order that Crossroads and each of its officers, employees, agents, attorneys, and
any and all persons acting in concert or participation with them are restrained and enjoined from
further prosecuting or instituting any action against NetApp claiming that the *147, and 311 Patents
are infringed or from representing that NetApp’s products or their use by the purchasers of those

3-

COMPLAINT FOR DECLARATORY JUDGMENT AND DEMAND FOR JURY TRIAL
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products infringe the 147, and *311 Patents;

3. A declaration that this is an exceptional case under 35 U.S.C. § 285;
4, An award to NetApp of its costs and attorneys’ fees incurred herein; and
5. For such other relief as the Court deems just and proper.

JURY DEMAND

NetApp demands a trial by jury on all issues so triable.

DUANE MORRIS LLP

Dated: April 15,2014 By: /s/ Karineh Khachatourian
Karineh Khachatourian
Patrick S. Salceda
David T. Xue

Attorneys for Plaintiff
NETAPP, INC.

-4-
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DM214870591.3 G1309/00003

Oracle-Huawei-NetApp Ex. 1002, pg. 6




AOQ 120 (Rev. 08/10)

TO:

Mail Stop 8

P.O. Box 1450

Alexandria, VA 22313-1450

REPORT ON THE

Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

ACTION REGARDING A PATENT OR
TRADEMARK

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the U.S. District Court
[ Trademarks or [ Patents.

Western District of Texas, Austin Division on the following

( [ the patent action involves 35 U.S.C. § 292.):

DOCKET NO.
1:13-cv-1025-SS

DATE FILED
11/26/2013

U.S. DISTRICT COURT
Western District of Texas, Austin Division

PLAINTIFF

Crossroads Systems, Inc.

DEFENDANT

Huawei Technologies Co. Ltd., Huawei Enterprise USA
Inc. and Huawei Technologies USA Inc.

PATENT OR
TRADEMARK NO.

DATE OF PATENT
OR TRADEMARK

HOLDER OF PATENT OR TRADEMARK

1 see attached

2 (0,435,035

39,739,041

47,056,147

5

In the above—entitled case, the following patent(s)/ trademark(s) have been included:
DATE INCLUDED INCLUDED BY
O Amendment ] Answer O Cross Bill [ Other Pleading
TR R, D o DTMARK HOLDER OF PATENT OR TRADEMARK

1

2

3

4

5

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

CLERK
William G. Putnicki

(BY)

UTY CLERK DATE

ﬁgm \SrQ : [ 11/27/2013
-

Copy 1—Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director Copy 4—Case file copy
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H. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the *041 Patent;

L That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on Defendants’
willful infringement of the 041 Patent;

J. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
’041 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

K. That Defendants have infringed the *147 Patent;

L. That such infringement of the *147 Patent by Defendants has been willful;

M. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the *147 Patent;

N. That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on Defendants’
willful infringement of the *147 Patent;

0. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
’147 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

P. That Defendants pay Crossroads all of Crossroads’ reasonable attorneys’
fees and expenses;

Q. That costs be awarded to Crossroads;

Oracle-Huawei-NetApp Ex. 1002, pg. 8
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R. That Defendants, Defendants’ agents, employees, representatives,
successors and assigns, and those acting in privity or in concert with
Defendants, be preliminary and permanently enjoined from further
infringement of the *035 Patent;

S. That Defendant, Defendants’ agents, employees, representatives,
successors and assigns, and those acting in privity or in concert with
Defendants, be preliminary and permanently enjoined from further
infringement of the *041 Patent;

T. That Defendants, Defendants’ agents, employees, representatives,
successors and assigns, and those acting in privity or in concert with
Defendants, be preliminary and permanently enjoined from further
infringement of the *147 Patent;

U. That this is an exceptional case under 35 U.S.C. § 285; and

V. That Crossroads be granted such other and further relief as the Court may
deem just and proper under the circumstances.

DEMAND FOR JURY TRIAL

Crossroads hereby demands a trial by jury on all issues.

10
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Dated: November 26, 2013 Respectfully submitted,

By: __/s/ Steven Sprinkle
Steven Sprinkle
Texas Bar No. 00794962
Elizabeth J. Brown Fore
Texas Bar No. 24001795
Sprinkle IP Law Group, PC
1301 W. 25" Street, Suite 408
Austin, Texas 78705
Tel: 512-637-9220
Fax: 512-371-9088
ssprinkle@sprinklelaw.com
ebrownfore@sprinklelaw.com

Susan K. Knoll

Texas Bar No. 11616900
Russell T. Wong

Texas Bar No. 21884235

James H. Hall

Texas Bar No. 24041040
WONG, CABELLO, LUTSCH,
RUTHERFORD & BRUCCULERI, L.L.P.
20333 SH 249, Suite 600
Houston, TX 77070

Tel: 832-446-2400

Fax: 832-446-2424
sknoll@counselip.com
rwong@counselip.com
jhall@counselip.com

ATTORNEYS FOR PLAINTIFF
CROSSROADS SYSTEMS, INC.

11
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Case 1:13-6v-01025-SS Document 1 Filed 11/26/13 Page 1 of 11

IN THE UNITED STATES DISTRICT COURT
FOR THE WESTERN DISTRICT OF TEXAS
AUSTIN DIVISION

CROSSROADS SYSTEMS, INC,,

Plaintiff,
CIVIL ACTION NO. 1:13-CV-1025
V.
JURY DEMANDED
HUAWEI TECHNOLOGIES CO. LTD.,
HUAWEI ENTERPRISE USA INC.

HUAWEI TECHNOLOGIES USA INC.

L L LD LD LN U LN L LN L Ln

Defendants.

PLAINTIFF CROSSROADS SYSTEMS, INC.’S
COMPLAINT FOR PATENT INFRINGEMENT

THE PARTIES

1. Plaintiff Crossroads Systems, Inc. (“Crossroads”) is a corporation incorporated
under the laws of the State of Delaware and has its principal place of business at 11000 North
MoPac Expressway, Austin, Texas 78759.

2. Upon information and belief, Defendant Huawei Technologies Co. Ltd. (“Huawei
China”) is a corporation organized and existing under the laws of the People’s Republic of China
with its principal place of business in Huawei Industrial Base, Bantian, Longgang, Shenzshen,
Guangdong, P.R. China, 518129.

3. Upon information and belief, Defendant Huawei Enterprise USA Inc. (“Huawei
Enterprise”) is a California Corporation with its principal office at 3965 Freedom Circle, e
Floor, Santa Clara, CA 95054.

4. Upon information and belief, Defendant Huawei Technologies USA Inc. is a
Texas corporation with its principal office at 5700 Tennyson Parkway, Suite 500, Plano, TX

75024.

Oracle-Huawei-NetApp Ex. 1002, pg. 11



Case 1:13-cv-01025-SS Document 1 Filed 11/26/13 Page 2 of 11

JURISDICTION AND VENUE

s. This action arises under the laws of the United States, more specifically under 35
U.S.C. § 100, ef seq. Subject matter jurisdiction is proper in this Court pursuant to 28 US.C. §§
1331 and 1338.

6. Personal jurisdiction and venue are proper in this district under 28 U.S.C. §§ 1391
and 1400(b). Upon information and belief, Defendants Huawei China, Huawei Enterprise and
Huawei Technologies USA Inc. established minimum contacts with this forum such that the
exercise of jurisdiction over Defendants would not offend traditional notions of fair play and
substantial justice. Upon information and belief, Defendants regularly conduct business in the
State of Texas and in this judicial district and are subject to the jurisdiction of this Court. Upon
information and belief, Defendants have been doing business in Texas and this judicial district
by distributing, marketing, selling and/or offering for sale its products, including, but not limited
to, products that practice the subject matter claimed in the Patents-In-Suit, and/or regularly doing
or soliciting business and/or engaging in other persistent courses of conduct in and/or directed to
Texas and this judicial district.

COUNT 1: INFRINGEMENT OF U.S. PATENT NO. 6,425,035

7. Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

8. On July 23, 2002, United States Patent No. 6,425,035 (the “”035 Patent™) was
duly and legally issued. A true and correct copy of the *035 Patent is attached hereto as Exhibit
A. Crossroads is the assignee and the owner of all right, title, and interest in and to the *035

Patent. The *035 Patent is entitled to a presumption of validity.

Oracle-Huawei-NetApp Ex. 1002, pg. 12



Case 1:13-cv-01025-SS Document 1 Filed 11/26/13 Page 3 of 11

9. On information and belief, Defendants have directly infringed the *035 Patent.
On information and belief, Defendant continues to directly infringe the *035 Patent.

10.  Specifically, on information and belief, Defendants have directly infringed the
*035 Patent by making, using, offering for sale, selling and/or importing into the United States
certain of products including at least the following: OceanStor S2200T Storage System,
OceanStor S6800T Storage System, OceanStor T Series Unified Storage Systems (including the
OceanStor S2600T, OceanStor S5500T, OceanStor S5600T, OceanStor S5800T), OceanStor
HVS85T Storage Systems, OceanStor HVS88T Storage Systems, OceanStor VIS6600T Storage
Systems, OceanStor Dorado 2100 G2 Storage Systems, and OceanStor Dorado 5100 Storage
Systems.

11.  Further, on information and belief, Defendants have been and now are indirectly
infringing by way of inducing infringement of the *035 Patent with knowledge of the *035 Patent
by making, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction and/or advertising certain products, including the OceanStor
$2200T Storage System, OceanStor S6800T Storage System, OceanStor T Series Unified
Storage Systems (including the OceanStor S2600T, OceanStor S5500T, OceanStor S5600T,
OceanStor S5800T), OceanStor HVS85T Storage Systems, OceanStor HVS88T Storage
Systems, OceanStor VIS6600T Storage Systems, OceanStor Dorado 2100 G2 Storage Systems,
and OceanStor Dorado 5100 Storage Systems, and Defendants knew that these actions were
inducing end users to infringe the 035 Patent.

12. Further, on information and belief, Defendants have been and now are indirectly
infringing by way of contributing to the infringement by end users of the *035 Patent by selling,

offering to sell and/or importing into the United States components, including the OceanStor

Oracle-Huawei-NetApp Ex. 1002, pg. 13



Case 1:13-&-01025-88 Document 1 Filed 11/26/13 Page 4 of 11

$2200T Storage System, OceanStor S6800T Storage System, OceanStor T Series Unified
Storage Systems (including the OceanStor S2600T, OceanStor S5500T, OceanStor S5600T,
OceanStor $5800T) OceanStor HVS85T Storage Systems, OceanStor HVS88T Storage Systems,
OceanStor VIS6600T Storage Systems, OceanStor Dorado 2100 G2 Storage Systems, and
OceanStor Dorado 5100 Storage Systems, knowing the components to be especially made or
especially adapted for use in the infringement of the *035 Patent. Such components are not a
staple article or commodity of commerce suitable for substantial non-infringing uses.

13.  Defendants have been on constructive and/or actual notice of the 035 Patent
since at least as early as February 2012, and Defendants have not ceased their infringing
activities. The infringement of the *035 Patent by Defendants has been and continues to be
willful and deliberate.

14.  Crossroads has been irreparably harmed by Defendants’ acts of infringement of
the *035 Patent, and will continue to be harmed unless and until Defendants’ acts of infringement
are enjoined and restrained by order of this Court.

15. As a result of the acts of infringement of the *035 Patent by Defendants,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 2: INFRINGEMENT OF U.S. PATENT NO. 7,934,041

16.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

17. On April 26, 2011, United States Patent No. 7,934,041 (the “’041 Patent”) was
duly and legally issued. A true and correct copy of the *041 Patent is attached hereto as Exhibit
B. Crossroads is the assignee and the owner of all right, title, and interest in and to the *041

Patent. The *041 Patent is entitled to a presumption of validity.

Oracle-Huawei-NetApp Ex. 1002, pg. 14



Case 1:13-cv-01025-SS Document 1 Filed 11/26/13 Page 5 of 11

18.  On information and belief, Defendants have directly infringed the *041 Patent.
On information and belief, Defendants continue to directly infringe the *041 Patent.

19.  Specifically, on information and belief, Defendants have directly infringed the
*041 Patent by making, using, offering for sale, selling and/or importing into the United States
certain products including at least the following: OceanStor S2200T Storage System, OceanStor
S6800T Storage System, OceanStor T Series Unified Storage Systems (including the OceanStor
S2600T, OceanStor S5500T, OceanStor S5600T, OceanStor S5800T) OceanStor HVS85T
Storage Systems, OceanStor HVS88T Storage Systems, OceanStor VIS6600T Storage Systems,
OceanStor Dorado 2100 G2 Storage Systems, and OceanStor Dorado 5100 Storage Systems.

20.  Further, upon information and belief, Defendants have been and now are
indirectly infringing by way of inducing infringement of the *041 Patent with knowledge of the
’041 Patent by making, offering for sale, selling, importing into the United States, marketing,
supporting, providing product instruction and/or advertising certain products, including the
OceanStor $2200T Storage System, OceanStor S6800T Storage System, OceanStor T Series
Unified Storage Systems (including the OceanStor S2600T, OceanStor S5500T, OceanStor
S5600T, OceanStor S5800T), OceanStor HVS85T Storage Systems, OceanStor HVS88T Storage
Systems, OceanStor VIS6600T Storage Systems, OceanStor Dorado 2100 G2 Storage Systems,
and OceanStor Dorado 5100 Storage Systems, and Defendant knew that these actions were
inducing end users to infringe the 041 Patent.

21.  Further, upon information and belief, Defendants have been and now are
indirectly infringing by way of contributing to the infringement by end users of the *041 Patent
by selling, offering to sell and/or importing into the United States components, OceanStor

$2200T Storage System, OceanStor S6800T Storage System, OceanStor T Series Unified

Oracle-Huawei-NetApp Ex. 1002, pg. 15



Case 1:13-‘cv-01025-SS Document 1 Filed 11/26/13 Page 6 of 11

Storage Systems (including the OceanStor S2600T, OceanStor S5500T, OceanStor S5600T,
OceanStor S5800T), OceanStor HVS85T Storage Systems, OceanStor HVS88T Storage
Systems, OceanStor VIS6600T Storage Systems, OceanStor Dorado 2100 G2 Storage Systems,
and OceanStor Dorado 5100 Storage Systems, knowing the components to be especially made or
especially adapted for use in the infringement of the *041 Patent. Such components are not a
staple article or commodity of commerce suitable for substantial non-infringing uses.

22.  Defendants have been on constructive and/or actual notice of the *041 Patent
since at least as early as early as February 2012, and Defendants have not ceased the infringing
activities. The infringement of the 041 Patent by Defendants has been and continues to be
willful and deliberate.

23.  Crossroads has been irreparably harmed by Defendants’ acts of infringement of
the *041 Patent, and will continue to be harmed unless and until Defendants’ acts of infringement
are enjoined and restrained by order of this Court.

24.  As a result of the acts of infringement of the ’041 Patent by Defendants,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 3: INFRINGEMENT OF U.S. PATENT NO. 7,051,147

25.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

26. On May 23, 2006, United States Patent No. 7,051,147 (the ‘147 Patent™) was
duly and legally issued. A true and correct copy of the 147 Patent is attached hereto as Exhibit
C. Crossroads is the assignee and the owner of all right, title, and interest in and to the *147

Patent. The *147 Patent is entitled to a presumption of validity.

Oracle-Huawei-NetApp Ex. 1002, pg. 16



Case 1:13-6v-01025-88 Document 1 Filed 11/26/13 Page 7 of 11

27.  On information and belief, Defendants have directly infringed the *147 Patent.
On information and belief, Defendants continue to directly infringe the *147 Patent.

28.  Specifically, on information and belief, Defendants have directly infringed the
*147 Patent by making, using, offering for sale, selling and/or importing into the United States
certain products including at least the following: OceanStor S5600T Storage Systems,
OceanStor S5800T Storage Systems, OceanStor S6800T Storage Systems, OceanStor VIS6600T
Storage Systems.

29. Further, on information and belief, Defendants have been and now are indirectly
infringing by way of inducing infringement of the *147 Patent with knowledge of the *147 Patent
by making, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction and/or advertising certain products, including the OceanStor
S5600T Storage Systems, OceanStor S5800T Storage Systems, OceanStor S6800T Storage
Systems, OceanStor VIS6600T Storage Systems, and Defendants knew that these actions were
inducing end users to infringe the *147 Patent.

30. Further, on information and belief, Defendants have been and now are indirectly
infringing by way of contributing to the infringement by end users of the *147 Patent by selling,
offering to sell and/or importing into the United States components, including OceanStor
S5600T Storage Systems, OceanStor S5800T Storage Systems, OceanStor S6800T Storage
Systems, OceanStor VIS6600T Storage Systems, knowing the components to be especially made
or especially adapted for use in the infringement of the *147 Patent. Such components are not a
staple article or commodity of commerce suitable for substantial non-infringing uses.

31.  Defendants have been on constructive and/or actual notice of the *147 Patent

since at least as early as February 2012, and Defendants have not ceased the infringing activities.

Oracle-Huawei-NetApp Ex. 1002, pg. 17



Case 1:13-(cv-01025-SS Document 1 Filed 11/26/13 Page 8 of 11

The infringement of the *147 Patent by Defendants has been and continues to be willful and

deliberate.

32.  Crossroads has been irreparably harmed by Defendants’ acts of infringement of

the *147 Patent, and will continue to be harmed unless and until Defendants’ acts of infringement

are enjoined and restrained by order of this Court.

33.  As a result of the acts of infringement of the *147 Patent by Defendants,

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

PRAYER FOR RELIEF

WHEREFORE, Crossroads requests this Court enter judgment as follows:

A.

B.

That Defendants have infringed the *035 Patent;

That such infringement of the *035 Patent by Defendants has been willful;

That Defendants account for and pays to Crossroads all damages caused
by the infringement of the 035 Patent;

That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on Defendants’
willful infringement of the *035 Patent;

That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
’035 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

That Defendants have infringed the *041 Patent;

That such infringement of the *041 Patent by Defendants has been willful;
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REPORT ON THE

TO: Mail Stop 8
’ Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN
P.O. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK
In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court Western District of Texas, Austin Division on the following
[ Trademarks or [ Patents. ( [ the patent action involves 35 U.S.C. § 292.):
DOCKET NO. DATE FILED U.S. DISTRICT COURT
1:13-cv-895-SS 10/7/2013 Western District of Texas, Austin Division
PLAINTIFF DEFENDANT

Crossroads Systems, Inc.

Oracle Corporation

PATENT OR
TRADEMARK NO.

DATE OF PATENT
OR TRADEMARK

HOLDER OF PATENT OR TRADEMARK

1 see attached

24,725,035

27, 93¢ Y

‘9,05, 147

5

In the above—entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY
O Amendment O Answer [ Cross Bill [0 Other Pleading
TRABEMARR NO. D O P AARK HOLDER OF PATENT OR TRADEMARK

1

2

3

4

5

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

CLERK
William G. Putnicki

(BY)D

DATE
10/7/2013

Copy 1—Upoen initiation of action, mail this copy to Director

Copy 2—Upon filing document adding patent(s), mail this copy te Director

TY CLERK
O M
\ 7

Copy 3—Upon termination of action, mail this copy to Director

Copy 4—Case file copy
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F. That Defendant has infringed the 041 Patent;

G. That such infringement of the 041 Patent by Defendant has been willful;

H. That Defendant accounts for and pays to Crossroads all damages caused
by the infringement of the ’041 Patent;

L That Crossroads receive enhanced damages from Defendant in the form of
treble damages, pursuant to 35 U.S.C. § 284 based on Defendant’s willful
infriﬁgement of the 041 Patent;

L. Thati Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendant’s infringement of the
’041 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

K. That Defendant has infringed the *147 Patent;

L. That such infringement of the *147 Patent by Defendant has been willful;

M. That Defendant accounts for and pays to Crossroads all damages caused
by the infringement of the *147 Patent;

N. That Crossroads receive enhanced damages from Defendant in the form of
treble damages, pursuant to 35 U.S.C. § 284 based on Defendant’s willful
infringement of the ’147 Patent;

0. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendant’s infringement of the
’147 Patent, including pre-judgment and post-judgment interest on any

enhanced damages or attorneys’ fees award;

Oracle-Huawei-NetApp Ex. 1002, pg. 20




' Case 1:13-cv-00895-SS Document 1 Filed 10/07/13 Page 10 of 11

P.

That Defendant pay Crossroads all of Crossroads’ reasonable attorneys’
fees and expenses;

That costs be awarded to Crossroads;

That Defendant, its agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with it, be preliminary
and permanently enjoined from further infringement of the ’035 Patent;
That Defendant, its agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with it, be preliminary
and permanently enjoined from further infringement of the *041 Patent;
That Defendant, its agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with it, be preliminary
and permanently enjoined from further infringement of the *147 Patent;
That this is an exceptional case under 35 U.S.C. § 285; and

That Crossroads be granted such other and further relief as the Court may
deem just and proper under the circumstances.

DEMAND FOR JURY TRIAL

Crossroads hereby demands a trial by jury on all issues.

10
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Dated: October 7, 2013 Respectfully submitted,

By:
Steven/Sprinkle
Texas Bar No. 00794962
Elizabeth J. Brown Fore
Texas Bar No. 24001795
Sprinkle [P Law Group, PC
1301 W. 25" Street, Suite 408
Austin, Texas 78705
Tel: 512-637-9220
Fax: 512-371-9088 .
ssprinkle@sprinklelaw.com
ebrownfore@sprinklelaw.com

Susan K. Knoll

Texas Bar No. 11616900
Russell R. Wong

Texas Bar No. 21884235

James H. Hall

Texas Bar No. 24041040
WONG, CABELLO, LUTSCH,
RUTHERFORD & BRUCCULERI, L.L.P.
20333 SH 249, Suite 600
Houston, TX 77070

Tel: 832-446-2400

Fax: 832-446-2424 |
sknoll@counselip.co
rwong@counselip.co
jhall@counselip.com .

ATTORNEYS FOR PLAINTIFF
CROSSROADS SYSTEMS, INC.
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FILED
IN THE UNITED STATES DISTRICT COURT ILEE
FOR THE WESTERN DISTRICT OF TEXAS  78{30CT -7 PM 2:5 2

AUSTIN DIVISION el e
GESTERE OOTRICT br FEdAs
CROSSROADS SYSTEMS, INC,, §
Plaintiff, § I
§ CIVIL ACTION NO.
\2 §
§ JURY DEMANDED
ORACLE CORPORATION, § 0
: A13Ccv0895 ss
Defendant. §
PLAINTIFF CROSSROADS SYSTEMS, INC.’S
COMPLAINT FOR PATENT INFRINGEMENT
THE PARTIES
1. Plaintiff Crossroads Systems, Inc. (“Crossroads”) is a corporation incorporated

under the laws of the State of Delaware and has its principal place of business at 11000 North
MoPac Expressway, Austin, Texas 78759.

2. Upon information and belief, Defendant Oracle Corporaﬁon (“Defendant™) is a
Delaware corporation withja principal place of business of 500 Oracle Parkway, Redwood City,
CA 94065.

JURISDICTION AND VENUE

3. This action arises under the laws of the United States, more specifically under 35
U.S.C. § 100, et seq. Subject matter jurisdiction is proper in this Court pursuant to 28 U.S.C. §§
1331 and 1338.

4, Personal jurisdiction and venue are proper in this district under 28 U.S.C. §§ 1391
and 1400(b). Upon information and belief, Defendant Oracle has established minimum contacts
with this forum such that tl:‘ie exercise of jurisdiction over Defendant would not offend traditional

notions of fair play and sul:#stantial justice.

Oracle-Huawei-NetApp Ex. 1002, pg. 23




Case 1:13-cv-00895-SS Document 1 Filed 10/07/13 Page 2o0f11

5. This Court has personal jurisdiction over Oracle. Upon information and belief,
Oracle regularly conducts business in the State of Texas and in this judicial district and is subject
to the jurisdiction of this Court. Upon information and belief, Oracle has been doing business in
Texas and this judicial district by distributing, marketing, selling and/or offering for sale its
products, including, but not limited to, products that practice the subject matter claimed in the
Patents-In-Suit, and/or regularly doing or soliciting business and/or engaging in other persistent
courses of conduct in and/&lr directed to Texas and this judicial district. .:

COUNT 1: INFRINGEMENT OF U.S. PATENT NO. 6,425,035

6. Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

. On July 23, 2002, United States Patent No. 6,425,035 (the “’035 Patent”) was
duly and legally issued. A true and correct copy of the *035 Patent is attached hereto as Exhibit
A. Crossroads is the assignee and the owner of all right, title, and interest in and to the ’035
Patent. The *035 Patent is entitled to a presumption of validity.

8. On information and belief, Defendant has directly infringed the *035 Patent. On
information and belief, Defendant continues to directly infringe the *035 Patent.

9. Specifically, on information and belief, Defendant has directly infringed the *035
Patent by making, using, offering for sale, selling and/or importing into the United States certain
of its products including at least the following: Sun ZFS Storage 7120 Appliance, Sun ZFS
Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance, Oracle Servers with Solaris with
SCSI Target Mode Framework, Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar
Axiom 300 with iSCSI SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN

Slammer, Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI
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SAN Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun
Storage 2540-M2 Array.

10.  Further, on information and belief, Defendant has been and now is indirectly
infringing by way of inducing infringement of the *035 Patent with knowledge of the *035 Patent
by making, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction and/or advertising certain of its products, including the Sun ZFS
Storage 7120 Appliance, Sun ZFS Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance,
Oracle Servers with Solaris with SCSI Targét Mode Framework, Oracle Solaris with SCSI
Target Mode Framework, Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar Axiom
300 with iSCSI SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN Slammer,
Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI SAN
Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun Storage
2540-M2 Array, and Defendant knew that its actions were inducing end users to infringe the

‘035 Patent.

1}
1

11. Further, on!information and belief, Defendant has been and now is indirectly
infringing by way of contributing to the infringement by end users of the *035 Patent by selling,
offering to sell and/or importing into the United States components, including the Sun ZFS
Storage 7120 Appliance, Sun ZFS Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance,
Oracle Servers with Solaris with SCSI Target Mode Framework, Oracle Solaris with SCSI
Target Mode Framework,  Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar Axiom
300 with iSCSI SAN Slarnmer, Pillar Axiom 300 with Combination FC/iSCSI SAN Slammer,
Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI SAN

Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun Storage
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2540-M2 Array, knowing the components to be especially made or especially adapted for use in
the infringement of the *035 Patent. Such components are not a staple article or commodity of
commerce suitable for substantial non-infringing uses.

12.  Defendant has been on constructive and/or actual notice of the *035 Patent since
at least as early as November 2009, and Defendant has not ceased its infringing activities. The
infringement of the 035 Patent by Defendant has been and continues to be willful and deliberate.

13.  Crossroads has been irreparably harmed by Defendant’s acts of infringement of
the *035 Patent, and will continue to be harmed unless and until Defendant’s acts of infringement
are enjoined and restrained by order of this Court.

14. As a result of the acts of infringement of the ’035 Patent by Defendant,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 2: INFRINGEMENT OF U.S. PATENT NO. 7,934,041

15.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

16. On April 26, 2011, United States Patent No. 7,934,041 (the “’041 Patent”) was
duly and legally issued. A true and correct copy of the *041 Patent is attached hereto as Exhibit
B. Crossroads is the assignee and the owner of all right, title, and interest in and to the 041
Patent. The *041 Patent is entitled to a presumption of validity.

17.  On information and belief, Defendant has directly infringed the 041 Patent. On
information and belief, Defendant continues to directly infringe the *041 Patent.

18.  Specifically, on information and belief, Defendant has directly infringed the *041
Patent by making, using, offering for sale, selling and/or importing into the United States certain

of its products including at least the following: Sun ZFS Storage 7120 Appliance, Sun ZFS
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Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance, Oracle Servers with Solaris with
SCSI Target Mode Framework, Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar
Axiom 300 with iSCSI SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN
Slammer, Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI
SAN Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun
Storage 2540-M2 Array.

19.  Further, upan information and belief, Defendant has been and now is indirectly
infringing by way of inducing infringement of the *041 Patent with knowledge of the 041 Patent
by making, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction and/or advertising certain of its products, including the Sun ZFS
Storage 7120 Appliance, Sun ZFS Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance,
Oracle Servers with Solaris with SCSI Target Mode Framework, Oracle Solaris with SCSI
Target Mode Framework, Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar Axiom
300 with iSCSI SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN Slammer,
Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI SAN
Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun Storage
2540-M?2 Array, and Defendant knew that its actions were inducing end users to infringe the
’041 Patent.

20.  Further, upon information and belief, Defendant has been and now is indirectly
infringing by way of contributing to the infringement by end users of the >041 Patent by selling,
offering to sell and/or importing into the United States components, including the Sun ZFS
Storage 7120 Appliance, Sun ZFS Storage 7320 Appliance, Sun ZFS Storage 7420 Appliance,

Oracle Servers with Solaris with SCSI Target Mode Framework, Oracle Solaris with SCSI
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Target Mode Framework, Pillar Axiom 300 with Fibre Channel SAN Slammer, Pillar Axiom
300 with iSCSI SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN Slammer,
Pillar Axiom 600 with Fibre Channel SAN Slammer, Pillar Axiom 600 with iSCSI SAN
Slammer, Pillar Axiom 600 with Combination FC/iSCSI SAN Slammer, and Oracle Sun Storage
2540-M2 Array, knowing the components to be especially made or especially adapted for use in
the infringement of the *041 Patent. Such components are not a staple article or commodity of
commerce suitable for substantial non-infringing uses.

21.  Defendant has been on constructive and/or actual notice of the *041 Patent since
at least as early as May 2011, and Defendant has not ceased its infringing activities. The
infringement of the 041 Patent by Defendant has been and continues to be willful and deliberate.

22, Crossroads has been irreparably harmed by Defendant’s acts of infringement of
the 041 Patent, and will continue to be harmed unless and until Defendant’s acts of infringement
are enjoined and restrained by order of this Court.

23.  As a result of the acts of infringement of the 041 Patent by Defendant,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 3: INFRINGEMENT OF U.S. PATENT NO. 7,051,147

24.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

25. On May 23, 2006, United States Patent No. 7,051,147 (the “’147 Patent™) was
duly and legally issued. A true and correct copy of the *147 Patent is attached hereto as Exhibit
* C. Crossroads is the assignee and the owner of all right, title, and interest in and to the *147

Patent. The *147 Patent is entitled to a presumption of validity.
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26.  On information and belief, Defendant has directly infringed the *147 Patent. On
information and belief, Defendant continues to directly infringe the *147 Patent.

27.  Specifically, on information and belief, Defendant has directly infringed the ’147
Patent by making, using, offering for sale, selling and/or importing into the United States certain
of its products including at least the following: Pillar Axiom 300 with Fibre Channel SAN
Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN Slammer, Pillar Axiom 600 with
Fibre Channel SAN Slammer, and the Pillar Axiom 600 with Combination FC/iSCSI SAN
Slammer.

28. Further, on information and belief, Defendant has been and now is indirectly
infringing by way of inducing infringement of the *147 Patent with knowledge of the 147 Patent
by making, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction and/or advertising certain of its products, including the Pillar
Axiom 300 with Fibre Channel SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI
SAN Slammer, Pillar Axiom 600 with Fibre Channel SAN Slammer, and the Pillar Axiom 600
with Combination FC/iSCSI SAN Slammer, and Defendant knew that its actions were inducing
end users to infringe the ’147 Patent.

29. Further, on information and belief, Defendant has been and now is indirectly
infringing by way of contributing to the infringement by end users of the 147 Patent by selling,
offering to sell and/or importing into the United States components, including the Pillar Axiom
300 with Fibre Channel SAN Slammer, Pillar Axiom 300 with Combination FC/iSCSI SAN
Slammer, Pillar Axiom 600 with Fibre Channel SAN Slammer, and the Pillar Axiom 600 with

Combination FC/iSCSI SAN Slammer, knowing the components to be especially made or

i i |
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especially adapted for use in the infringement of the *147 Patent. Such components are not a
staple article or commodity of commerce suitable for substantial non-infringing uses.

30.  Defendant has been on constructive and/or actual notice of the ’147 Patent since
at least as early as November 2009, and Defendant has not ceased its infringing activities. The
infringement of the *147 Patent by Defendant has been and continues to be willful and deliberate.

31.  Crossroads has been irreparably harmed by Defendant’s acts of infringement of
the *147 Patent, and will continue to be harmed unless and until Defendant’s acts of infringement
are enjoined and restrained by order of this Court.

32.  As a result of the acts of infringement of the ’147 Patent by Defendant,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

PRAYER FOR RELIEF

WHEREFORE, Crossroads requests this Court enter judgment as follows:

A. That Defendant has infringed the 035 Patent;

B. That such infringement of the *035 Patent by Defendant has been willful,

C. That Defendant accounts for and pays to Crossroads all damages caused
by the infringement of tﬁe ’035 Patent,

D. That Crossroads receive enhanced damages from Defendant in the form of
treble damages, pursuant to 35 U.S.C. § 284 based on Defendant’s willful
infringement of the *035 Patent;

E. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendant’s infringement of the
’035 Patent, including pre-judgment and post-judgment interest on any

enhanced damages or attorneys’ fees award;
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TO: Mail Stop 8 REPORT ON THE
’ Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN
P.O. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court Western District of Texas, Austin Division on the following

[J Trademarks or [ Patents. ( [J the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
1:12-CV-104 SS 2/1/2012 Western District of Texas, Austin Division
PLAINTIFF DEFENDANT

Infortrend Corporation; Aberdeen LLC; Boost Systems,

Crossroads Systems, Inc.
Inc.; iXsystems, Inc.; and Storageflex, Inc.

PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

1 see attached

2 (o, 435, 035
37,051, 197
' 7,939, 04
7, 934, o0

In the above—entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY
[0 Amendment ] Answer [ Cross Bill [ Other Pleading
PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
V2. 937,34
2
3
4
5

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

CLERK (BY) DEPUTY CLERK DATE
William G. Putnicki M Cpored 21212012

AN :
Copy 1—Upon initiation of action, mail this copy to Director Copy 3—Upon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director ~Copy 4—Case file copy
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infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *147 Patent by users of Defendant Boost products, such as EonStor Fibre-to-Fibre RAID
Systems by, among other things, making, using, offering for sale, selling, importing into the
United States, marketing, supporting, providing product instruction, and/or advertising certain of
its products, including the EonStor Fibre-to-Fibre RAID Systems.

32.  Further, Defendant Storageflex has been and now is indirectly infringing the *147
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *147 Patent by users of Defendant Storageflex’s products, such as the FF1124 by, among
other things, making, using, offering for sale, selling, importing into the United States,
marketing, supporting, promoting, providing product instruction, and/or advertising certain of its
products and/or certain components for use with Storageflex’s products, including the FF1124
and/or components for use with same.

33.  Defendants Infortrend, Boost and Storageflex have been on notice of the *147
Patent since before this lawsuit through notification by letter (Boost, Storageflex), prior
involvement in litigation involving the *147 Patent (Infortrend), and/or purchase of a marked
product (Storageflex), and have not ceased their infringing activities. The infringement of the
’147 Patent by Defendants Infortrend, Boost and Storageflex has been and continues to be willful
and deliberate.

34.  Crossroads has been irreparably harmed by each of Defendant Infortrend’s,
Boost’s and Storageflex’s acts of infringement of the *147 Patent and will continue to be harmed
unless and until each of Defendant Infortrend’s, Boost’s and Storageflex’s acts of infringement

are enjoined and restrained by order of this Court.
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35.  As a result of the acts of infringement of the 147 Patent by Defendants
Infortrend, Boost and Storageflex, Crossroads has suffered and will continue to suffer damages
in an amount to be proven at trial.

COUNT 3: INFRINGEMENT OF U.S. PATENT NO. 7.934.041

36.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

37. On April 26, 2011, United States Patent No. 7,934,041 (the “’041 Patent”) was
duly and legally issued. A true and correct copy of the *041 Patent is attached hereto as Exhibit
C. Crossroads is the assignee and the owner of all right, title, and interest in and to the *041
Patent. The 041 Patent is entitled to a presumption of validity.

38.  Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have directly
infringed the >041 Patent. On information and belief, the Defendants continue to directly
infringe the 041 Patent.

39.  Specifically, each of the Defendants has directly infringed the 041 Patent by
making, using, offering for sale, selling and/or importing into the United States certain of their
products including at least the following: EonStor RAID Systems with Fibre Host Interface
and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host Series (Infortrend); XDAS
D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS
F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen);
EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS
RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and

10
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ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 with FC or iSCSI Host
Interfaces (Storageflex).

40.  Further, Defendant Aberdeen has been and now is indirectly infringing the *041
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the 041 Patent by users of Defendant Aberdeen’s products, such as XDAS D-Series RAID
Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series
RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things,
making, using, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction, and/or advertising certain of Defendant Aberdeen’s products,
including XDAS D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI ‘Series
RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P38 XDAS with Fibre Host
Interface.

41.  Further, Defendant Boost has been and now is indirectly infringing the *041
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *041 Patent by users of Defendant Boost’s products, such as EonStor RAID Systems with
Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host
Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series by
among other things, making, using, offering for sale, selling, importing into the United States,
marketing, supporting, providing product instruction, and/or advertising certain of Defendant

Boost’s products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI
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Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host
Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series.

42.  Further, Defendant iXsystems has been and now is indirectly infringing the *041
Patent, with knowledge of the patent, by way of contributing to the infringement of the *041
Patent by users of Defendant iXsystems’ products, such as Titan 316F, Titan 424F, ESVA iSCSI
Host Series, and ESVA Fibre Host Series by among other things, offering for sale, selling, and/or
importing into the United States certain of Defendant iXsystems’ products, including Titan 316F,
Titan 424F, ESVA iSCSI Host Series, and/or ESVA Fibre Host Series.

43.  Further, Defendant Storageflex has been and now is indirectly infringing the *041
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *041 Patent by users of Defendant Storageflex’s products, such as the FF1124 and
HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for
sale, selling, importing into the United States, marketing, supporting, promoting, providing
product instruction, and/or advertising certain of Defendant Storageflex’s products and/or
components for use with same, including, without limitation, the FF1124 and HA3969 with FC
or iSCSI Host Interfaces and/or components for use with same.

44, Defendants Aberdeen, Boost, iXsystems and Storageflex have been on notice of
the *041 Patent since before this lawsuit through notification by letter that their products,
including, but not limited to, the infringing products listed herein, have infringed and continue to
infringe the *041 Patent, and have not ceased their infringing activities. The infringement of the
’041 Patent by Defendants Aberdeen, Boost, iXsystems and Storageflex has been and continues

to be willful and deliberate.
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45.  Crossroads has been irreparably harmed by each of Defendant Infortrend’s,
Boost’s, Aberdeen’s, iXsystems’ and Storageflex’s acts of infringement of the 041 Patent, and
will continue to be harmed unless and until of Defendant Infortrend’s, Boost’s, Aberdeen’s,
iXsystems’ and Storageflex’s acts of infringement are enjoined and restrained by order of this
Court.

46. As a result of the acts of infringement of the 041 Patent by Defendants,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 4: INFRINGEMENT OF U.S. PATENT NO. 7,934,040

47.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

48. On April 26, 2011, United States Patent No. 7,934,040 (the “’040 Patent”) was
duly and legally issued. A true and correct copy of the 040 Patent is attached hereto as Exhibit
D. Crossroads is the assignee and the owner of all right, title, and interest in and to the *040
Patent. The *040 Patent is entitled to a presumption of validity.

49.  Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each
directly infringed the 040 Patent. On information and belief, each Defendant continues to
directly infringe the *040 Patent.

50. Specifically, each of the Defendants has directly infringed the *040 Patent by
making, using, offering for sale, selling and/or importing into the United States certain of their
products including at least the following: EonStor RAID Systems with Fibre Host Interface
and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host Series (Infortrend); XDAS

D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS
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F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen);
EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS
RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series
and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and
ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 FC or iSCSI Host Interfaces
(Storageftlex).

51.  Further, Defendant Aberdeen has been and now is indirectly infringing the *040
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the 040 Patent by users of Defendant Aberdeen’s products, such as XDAS D-Series RAID
Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series
RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things,
making, using, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction, and/or advertising certain of Defendant Aberdeen’s products,
including XDAS D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series
RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host
Interface.

52.  Further, Defendant Boost has been and now is indirectly infringing the 040
Patent, with knowledge of the patent and know!edge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *040 Patent by users of Defendant Boost’s products, such as EonStor RAID Systems with
Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host

Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series by
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among other things, méking, using, offering for sale, selling, importing into the United States,
marketing, supporting, providing product instruction, and/or advertising certain of Defendant
Boost’s products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host
Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series.

53.  Further, Defendant iXsystems has been and now is indirectly ihfringing the 040
Patent, with knowledge of the patent, by way of contributing to the infringement of the *040
Patent by users of Defendant iXsystems® products, such as the Titan 316F, Titan 424F, ESVA
iSCSI Host Series and ESVA Fibre Host Series by among other things, offering for sale, selling,
and/or importing into the United States certain of Defendant iXsystems’ products, including the
Titan 316F, Titan 424F, ESVA iSCSI Host Series and ESVA Fibre Host Series.

54.  Further, Defendant Storageflex has been and now is indirectly inffinging the *040
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the 040 Patent by users of Defendant Storageflex’s products, such as the FF1124 and
HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for
sale, selling, importing into the United States, marketing, supporting, promoting, providing
product instruction, and/or advertising certain of Defendant Storageflex’s products and/or
components for use with same, including, without limitation, the FF1124 and HA3969 with FC
or iSCSI Host Interfaces and/or components for use with same.

55.  Defendants Aberdeen, Boost, iXsystems and Storageflex have been on notice of
the ’040 Patent since before this lawsuit through notification by letter that their products,

including, but not limited to, the infringing products listed herein, have infringed and continued
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to infringe, and have not ceased their infringing activities. The infringement of the *040 Patent
by Defendants Aberdeen, Boost, iXsystems and Storageflex has been and continues to be willful
and deliberate.

56.  Crossroads has been irreparably harmed by each of Defendant Storageflex’s,
Aberdeen’s, iXsystems’, Boost’s and Infortrend’s acts of infringement of the *040 Patent, and
will continue to be harmed unless and until each of Defendant Storageflex’s, Aberdeen’s,
iXsystems’, Boost’s and Infortrend’s acts of infringement are enjoined and restrained by order of
this Court.

57.  As a result of the acts of infringement of the 040 Patent by Defendants,

Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 5: INFRINGEMENT OF U.S. PATENT NO. 7,987,311

58.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

59.  On July 26, 2011, United States Patent No. 7,987,311 (the “’311 Patent™) was
duly and legally issued. A true and correct copy of the *311 Patent is attached hereto as Exhibit
E. Crossroads is the assignee and the owner of all right, title, and interest in and to the *311
Patent. The >311 Patent is entitled to a presumption of validity.

60. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each
directly infringed the *311 Patent. On information and belief, each Defendant continues to
directly infringe the 311 Patent.

61.  Specifically, each of the Defendants has directly infringed the 311 Patent by
making, using, offering for sale, selling and/or importing into the United States certain of their

products including at least the following: EonStor RAID Systems with Fibre Host Interface
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and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Hos£ Interface and/or iSCSI
Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host Series (Infortrend); XDAS
D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS
F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen);
EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS
RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series
and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series and
ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 FC or iSCSI Host Interfaces
(Storageflex).

62.  Further, Defendant Boost has been and now is indirectly infringing the ’311
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *311 Patent by users of Defendant Boost’s products, such as EonStor RAID Systems with
Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host
Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series by
among other things, making, using, offering for sale, selling, importing into the United States,
marketing, supporting, providing product instruction, and/or advertising certain of Defendant
Boost’s products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host
Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series.

63.  Further, Defendant Storageflex has been and now is indirectly infringing the *311
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent

infringement, by way of actively inducing infringement and/or contributing to the infringement
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of the ’311 Patent by users of Defendant Storageflex’s products, such as the FF1124 and
HA3969 with FC or iSCSI Host Interfaces by among other things, making, using, offering for
sale, selling, importing into the United States, marketing, supporting, promoting, providing
product instruction, and/or advertising certain of Defendant Storageflex’s products and/or
components for use with same, including, without limitation, the FF1124 and HA3969 with FC
or iSCSI Host Interfaces and/or components for use with same.

64.  Defendants Boost and Storageflex have been on notice of the *311 Patent since
before this lawsuit through notification by letter that their products, including, but not limited to,
the infringing products listed herein, have infringed and continued to infringe, and have not
ceased their infringing activities. The infringement of the *311 Patent by Defendants Boost and
Storageflex has been and continues to be willful and deliberate.

65.  Crossroads has been irreparably harmed by each of Defendant Storageflex’s,
Aberdeen’s, iXsystems’, Boost’s and Infortrend’s acts of infringement of the *311 Patent, and
will continue to be harmed unless and until each of Defendant Storageflex’s, Aberdeen’s,
iXsystems’, Boost’s and Infortrend’s acts of infringement are enjoined and restrained by order of
this Court.

66. As a result of the acts of infringement of the 311 Patent by Defendants,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

PRAYER FOR RELIEF
WHEREFORE, Crossroads requests this Court enter judgment as follows:
A. That each of the Defendants has infringed the *035 Patent;

B. That such infringement of the *035 Patent by Defendants has been willful;
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IN THE UNITED STATES DISTRICT COURT
FOR THE WESTERN DISTRICT OF TEXAS
AUSTIN DIVISION

CROSSROADS SYSTEMS, INC,,

Plaintiff,
CIVIL ACTION NO. 1:12-CV-104
V.
JURY DEMANDED
(1) INFORTREND CORPORATION,
(2) ABERDEEN LLC,

(3) BOOST SYSTEMS, INC,,

(4) IXSYSTEMS, INC., and

(5) STORAGEFLEX, INC,,

CON LN L O U LN LN LN U O LOR U LN

Defendants.

PLAINTIFF CROSSROADS SYSTEMS, INC.’S
COMPLAINT FOR PATENT INFRINGEMENT

THE PARTIES

1. Plaintiff Crossroads Systems, Inc. (“Crossroads™) is a corporation incorporated
under the laws of the State of Delaware and has its principal place of business at 11000 North
MoPac Expressway, Austin, Texas 78759.

2. Upon information and belief, Defendant Infortrend Corporation (“Infortrend”) is a
California corporation with a principal place of business of 2200 Zanker Road, Suite 130, San
Jose, CA 95131.

3. Upon information and belief, Defendant Aberdeen lLLC (“Aberdeen”) is a
California company with a principal place of business of 10420 Pioneer Boulevard, Santa Fe
Springs, CA 90670.

4. Upon information and belief, Defendant Boost Systems, Inc. (“Boost”) is a
California corporation with a principal place of business of 11391 Sunrise Gold Circle, Suite

300, Rancho Cordova, CA 95742.
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C. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the 035 Patent;

D. That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on Defendants’
willful infringement of the 035 Patent;

E. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
°035 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

F. That Defendants Infortrend, Boost and Storageflex have infringed the *147
Patent;

G. That such infringement of the *147 Patént by Defendants Infortrend, Boost
and Storageflex has been willful;

H. That Defendants Infortrend, Boost and Storageflex account for and pay to
Crossroads all damages caused by the infringement of the * 147 Patent;

1. That Crossroads receive enhanced damages from Defendants Infortrend,
Boost and Storageflex in the form of treble damages, pursuant to 35
U.S.C. § 284 based on Defendants Infortrend, Boost and Storageflex’s
willful infringement of the *147 Patent;

J. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants Infortrend, Boost and
Storageflex’s infringement of the 147 Patent, including pre-judgment and

post-judgment interest on any enhanced damages or attorneys’ fees award;
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K. That each of the Defendants has infringed the 041 Patent;

L. That such infringement of the *041 Patent by Defendants Aberdeen, Boost,
iXsystems and Storageflex has been willful;

M. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the *041 Patent;

N. That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on each of
Defendants Aberdeen’s, Boost’s, iXsystems’ and Storageflex’s willful
infringement of the 041 Patent;

0. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
’041 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

P. That each of the Defendants has infringed the *040 Patent;

Q. That such infringement of the 040 Patent by Defendants Aberdeen, Boost,
iXsystems and Storageflex has been willful;

R. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the *040 Patent;

S. That Crossroads receive enhanced damages from Defendants in the form
of treble damages, pursuant to 35 U.S.C. § 284 based on each of
Defendants Aberdeen’s, Boost’s, iXsystems’ and Storageflex’s willful

infringement of the 040 Patent;
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T. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
’040 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

U. That each of the Defendants has infringed the *311 Patent;

V. That such infringement of the °311 Patent by Defendants Boost and
Storageflex has been willful;

W. That Defendants account for and pay to Crossroads all damages caused by
the infringement of the *311 Patent;

X. That Crossroads receive enhanced damages from Defendants Boost and
Storageflex in the form of treble damages, pursuant to 35 U.S.C. § 284
based on each of Defendants Boost’s and Storageflex’s willful
infringement of the 311 Patent;

Y. That Crossroads be granted pre-judgment and post-judgment interest on
the damages caused to it by reason of Defendants’ infringement of the
>311 Patent, including pre-judgment and post-judgment interest on any
enhanced damages or attorneys’ fees award;

Z. That Defendants pay Crossroads all of Crossroads’ reasonable attorneys’
fees and expenses;

AA. That costs be awarded to Crossroads;

BB. That Defendants, their agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with them, be preliminary

and permanently enjoined from further infringement of the *035 Patent;
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CC. That Defendants Infortrend, Boost and Storageflex, their agents,
employees, representatives, successors and assigns, and those acting in
privity or in concert with them, be preliminary and permanently enjoined
from further infringement of the *147 Patent;

DD. That Defendants, their agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with them, be preliminary
and permanently enjoined from further infringement of the *041 Patent;

EE. That Defendants, their agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with them, be preliminary
and permanently enjoined from further infringement of the *040 Patent;

FF.  That Defendants, their agents, employees, representatives, successors and
assigns, and those acting in privity or in concert with them, be preliminary
and permanently enjoined from further infringement of the *311 Patent;

GG. - That this is an exceptional case under 35 U.S.C. § 285; and

HH. That Crossroads be granted such other and further relief as the Court may
deem just and proper under the circumstances.

DEMAND FOR JURY TRIAL

Crossroads hereby demands a trial by jury on all issues.

Dated: February 1,2012 Respectfully submitted,

By: _ /s/ Elizabeth J. Brown Fore
Steven Sprinkle
State Bar No. 00794962
Elizabeth J. Brown Fore
State Bar No. 24001795
Sprinkle IP Law Group, PC
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1301 W. 25" Street, Suite 408
Austin, Texas 78705

Tel: (512) 637-9220

Fax: (512) 371-9088
ssprinklet@sprinklelaw.com
cbrownfore(@sprinklelaw.com
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5. Upon information and belief, Defendant iXsystems, Inc. (“iXsystems”) is a
Delaware corporation with a principal place of business of 2490 Kruse Drive, San Jose, CA
95131.

6. Upon information and belief, Defendant Storageflex, Inc. (“Storageflex”™) is an
Ontario corporation with a principal place of business of 3601 Highway 7, Suite 400, Markham,
Ontario L3R 0M3 Canada.

JURISDICTION AND VENUE

7. This action arises under the laws of the United States, more specifically under 35
U.S.C. § 100, ef seq. Subject matter jurisdiction is proper in this Court pursuant to 28 U.S.C. §§
1331 and 1338.

8. Personal jurisdiction and venue are proper in this district under 28 U.S.C. §§
1391(c) and 1400. Upon information and belief, each Defendant has established minimum
contacts with this forum such that the exercise of jurisdiction over each defendant would not
offend traditional notions of fair play and substantial justice.

9. This Court has personal jurisdiction over Infortrend. Upon information and belief,
Infortrend regularly conducts business in the State of Texas and in this judicial district and is
subject to the jurisdiction of this Court. Upon information and belief, Infortrend has been doing
business in Texas and this judicial district by distributing, marketing, selling and/or offering for
sale its products, including, but not limited to, products that practice the subject matter claimed
in the Patents-In-Suit, and/or regularly doing or soliciting business and/or engaging in other
persistent courses of conduct in and/or directed to Texas and this judicial district.

10.  This Court has personal jurisdiction over Aberdeen. Upon information and belief,

Aberdeen regularly conducts business in the State of Texas and in this judicial district and is
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subject to the jurisdiction of this Court. Upon information and belief, Aberdeen has been doing
business in Texas and this judicial district by distributing, marketing, selling and/or offering for
sale its products, and/or regularly doing or soliciting business and/or engaging in other persistent
courses of conduct in and/or directed to Texas and this judicial district.

11.  This Court has personal jurisdiction over Boost. Upon information and belief,
Boost regularly conducts business in the State of Texas and in this judicial district and is subject
to the jurisdiction of this Court. Upon information and belief, Boost has been doing business in
Texas and this judicial district by distributing, marketing, selling and/or offering for sale its
products, and/or regularly doing or soliciting business and/or engagiﬁg in other persistent courses
of conduct in and/or directed to Texas and this judicial district.

12.  This Court has personal jurisdiction over iXsystems. Upon information and
belief, iXsystems regularly conducts business in the State of Texas and in this judicial district
and is subject to the jurisdiction of this Court. Upon information and belief, iXsystems has been
doing business in Texas and this judicial district by distributing, marketing, selling and/or
offering for sale its products, and/or regularly doing or soliciting business and/or engaging in
other persistent courses of conduct in and/or directed to Texas and this judicial district.

13.  This Court has personal jurisdiction over Storageflex. Upon information and
belief, Storageflex regularly conducts business in the State of Texas and in this judicial district
and is subject to the jurisdiction of this Court. Upon information and belief, Storageflex has
been doing business in Texas and this judicial district by distributing, marketing, selling and/or
offering for sale its products, and/or regularly doing or soliciting business and/or engaging in
other persistent courses of conduct in and/or directed to Texas and this judicial district. Further,

Storageflex has engaged in activities in this judicial district relating to one or more products that

Oracle-Huawei-NetApp Ex. 1002, pg. 49



Case 1:12-cv-00104 Document 1 Filed 02/02/12 Page 4 of 23

practice the subject matter claimed by at least one of the Patents-In-Suit by purchasing one or
more products from this judicial district that were marked with at least one of the patents-in-suit.

COUNT 1: INFRINGEMENT OF U.S. PATENT NO. 6,425,035

14.  Crossroads incorporates by reference the allegations set forth in the preceding
paragraphs.

15. On July 23, 2002, United States Patent No. 6,425,035 (the “’035 Patent”) was
duly and legally issued. A true and correct copy of the *035 Patent is attached hereto as Exhibit
A. Crossroads is the assignee and the owner of all right, title, and interest in and to the 035
Patent. The *035 Patent is entitled to a presumption of validity.

16. Defendants Infortrend, Aberdeen, Boost, iXsystems and Storageflex have each
directly infringed the *035 Patent. On information and belief, each Defendant continues to
directly infringe the 035 Patent.

17.  Specifically, each of the Defendants has directly infringed the 035 Patent by
making, using, offering for sale, selling and/or importing into the United States certain of their
products including at least the following: EonStor RAID Systems with Fibre Host Interface
and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host Series (Infortrend); XDAS D-
Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS
F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface (Aberdeen);
EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS
RAID Systems with Fibre Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series

and ESVA Fibre Host Series (Boost); Titan 316F, Titan 424F, ESVA iSCSI Host Series, and
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ESVA Fibre Host Series (iXsystems); and FF1124 and HA3969 with FC or iSCSI Host
Interfaces (Storageflex).

18.  Further, Defendant Infortrend has been and now is indirectly infringing the *035
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *035 Patent by users of Defendant Infortrend’s products, such as EonStor RAID Systems
with Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre
Host Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series and ESVA Fibre Host
Series, by among other things, making, using, offering for sale, selling, importing into the United
States, marketing, supporting, promoting, providing product instruction, and/or advertising
certain of Defendant Infortrend’s products and/or Defendant Infortrend’s components for use
with same, including EonStor RAID Systems with Fibre Host Interface and/or iSCSI Host
Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host Interface,
ESVA iSCSI Host Series and ESVA Fibre Host Series and/or components for use with same.

19.  Further, Defendant Aberdeen has been and now is indirectly infringing the *035
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the 035 Patent by users of Defendant Aberdeen’s products, such as XDAS D-Series RAID
Systems with FC and/or iSCSI Host, XDAS iSCSI Series RAID Systems, XDAS F8 Series
RAID Systems and Aberdeen P8 XDAS with Fibre Host Interface by among other things,
making, using, offering for sale, selling, importing into the United States, marketing, supporting,
providing product instruction, and/or advertising certain of Defendant Aberdeen’s products,

including XDAS D-Series RAID Systems with FC and/or iSCSI Host, XDAS iSCSI Series
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RAID Systems, XDAS F8 Series RAID Systems and Aberdeen P8 XDAS with Fibre Host
Interface.

20.  Further, Defendant Boost has been and now is indirectly infringing the *035
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the 035 Patent by users of Defendant Boost’s products, such as EonStor RAID Systems with
Fibre Host Interface and/or iSCSI Host Interface, EonStor DS RAID Systems with Fibre Host
Interface and/or iSCSI Host Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series by
among other things, making, using, offering for sale, selling, importing into the United States,
marketing, supporting, providing product instruction, and/or advertising certain of Defendant
Boost’s products, including the EonStor RAID Systems with Fibre Host Interface and/or iSCSI
Host Interface, EonStor DS RAID Systems with Fibre Host Interface and/or iSCSI Host
Interface, ESVA iSCSI Host Series, and ESVA Fibre Host Series.

21.  Further, Defendant iXsystems has been and now is indirectly infringing the *035
Patent, with knowledge of the patent, by way of contributing to the infringement of the 035
Patent by users of Defendant iXsystems’ products, such as the Titan 316F, Titan 424F, ESVA
iSCSI Host Series and ESVA Fibre Host Series, by among other things, offering for sale, selling,
and/or importing into the United States certain of Defendant iXsystems’ products, including
Titan 316F, Titan 424F, ESVA iSCSI Host Series, and/or ESVA Fibre Host Series.

22.  Further, Defendant Storageflex has been and now is indirectly infringing the 035
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement

of the *035 Patent by users of Defendant Storageflex’s products, such as the FF1124 and
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HA3969 with FC or iSCSI Host Interfaces, by among other things, making, using, offering for
sale, selling, importing into the United States, marketing, supporting, promoting, providing
product instruction, and/or advertising certain of Defendant Storageflex’s products and/or
components for use with same, including the FF1124 and HA3969 with FC or iSCSI Host
Interfaces and/or components for use with same.

23.  Each Defendant has been on notice of the *035 Patent since before this lawsuit
through prior involvement in litigation involving the *035 Patent (Infortrend), the purchase of a
marked product (Storageflex) and/or through notification by letter that its products, including but
not limited to the infringing products listed herein, have infringed and continue to infringe
(Storageflex, Aberdeen, iXsystems, Boost), and no Defendant has ceased its infringing activities.
The infringement of the *035 Patent by each Defendant has been and continues to be willful and
deliberate.

24.  Crossroads has been irreparably harmed by each of Defendant Infortrend’s,
Storageflex’s, Aberdeen’s, Boost’s and iXsystems’ acts of infringement of the *035 Patent, and
will continue to be harmed unless and until each of Defendant Infortrend’s, Storageflex’s,
Aberdeen’s, Boost’s and iXsystems’ acts of infringement are enjoined and restrained by order of
this Court.

25. As a result of the acts of infringement of the *035 Patent by Defendants,
Crossroads has suffered and will continue to suffer damages in an amount to be proven at trial.

COUNT 2: INFRINGEMENT OF U.S. PATENT NO. 7,051,147

26.  Crossroads incorporates by reference the allegations set forth in the preceding

paragraphs.
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27. On May 23, 2006, United States Patent No. 7,051,147 (the “’147 Patent”) was
duly and legally issued. A true and correct copy of the 147 Patent is attached hereto as Exhibit
B. Crossroads is the assignee and the owner of all right, title, and interest in and to the *147
Patent. The *147 Patent is entitled to a presumption of validity.

28.  Defendants Infortrend, Boost and Storageflex have directly infringed the *147
Patent and, on information and belief, Defendants Infortrend, Boost and Storageflex continue to
directly infringe the 147 Patent.

29.  Specifically, Defendants Infortrend, Boost and Storageflex have directly infringed
the *147 Patent by making, using, offering for sale, selling and/or importing into the United
States certain of their products including at least the following: EonStor Fibre-to-Fibre RAID
Systems and EonStor DS Fibre-to-Fibre RAID Systems (Infortrend); EonStor Fibre-to-Fibre
RAID Systems (Boost); and FF1124 (Storageflex).

30.  Further, Defendant Infortrend has been and now is indirectly infringing the *147
Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
infringement, by way of actively inducing infringement and/or contributing to the infringement
of the *147 Patent by users of Defendant Infortrend’s products, such as EonStor Fibre-to-Fibre
RAID Systems and EonStor DS Fibre-to-Fibre RAID Systems by, among other things, making,
using, offering for sale, selling, importing into the United States, marketing, supporting,
promoting, providing product instruction, and/or advertising certain of its products and/or
Defendant Infortrend’s components for use with same, including EonStor Fibre-to-Fibre RAID
Systems, EonStor DS Fibre-to-Fibre RAID Systems and/or components for use with same.

31.  Further, Defendant Boost has been and now is indirectly infringing the 147

Patent, with knowledge of the patent and knowledge that its induced acts constitute patent
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% AD 120 (Rev. 3/04)

TO: Mail Stop 8 REPORT ON THE
) Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN
P.0. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK
[n Comptiance with 35 U.5.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court WIVTX, Austin Division on the following X Patents or O Trademarks:
DOCKET NC. DATE FILED U.S. DISTRICT COURT
1:09-cv-§79-58 December 7, 2009 Western District of 1exas, Austin Division
PLAINTIFF DEFENDANT
(1) Postvision, Inc., (2} Celeros Corporation
Crossroads Systems, Inc. {3} Digilink Technologies (4) Ciphermax, Inc.
(5) Intransa, Inc. (6) Rasilient Systems, Inc.
(7) Qlogic Corporation  (8) Overland Storage, Inc.
PATENT OR DATE OF PATENT L Ty AT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
I 6,435, 0%
2 7,050,147
3
4
5
In the above—entitled case, the following patent(s)/ trademark(s} have been included:
DATE INCLUDED INCLUDED BY
1 Amendment {0 Answer [ Cross Bill [[] Other Pieading
PATENT OR DATE OF PATENT . .
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
i
2
3
4
5
Tn the above—entitled case, the following decision has been rendered or judgement issued:
DECISION/JUDGEMENT
See attached Final Judgment
CLERK (BY) DEPUTY CLERK ) P DATE
Codp. fland
William G. Putnicki G e 12/23/2010

Copy 1—Upon initiation of action, mail this copy to Director  Copy 3—Upon termination of action, mail this copy te Director
Copy 2—Upoen filing document adding patent(s}), mail this copy to Director Copy 4—Case file copy
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IN THE UNITED STATES DISTRICT COURT F“_ED
FOR THE WESTERN DISTRICT OF TEXAS
AUSTIN DIVISION 0EC 2.5 2010
cT COURT
GLERK 31y R oF TEXAS
CROSSROADS SYSTEMS, INC., G =
Plaintiff, B EFUTY CLE
-vs- Case No. A-09-CA-879-88

POSTVISION, INC. d/b/a Archion; CELEROS
CORPORATION; DIGILINK TECHNOLOGY,
INC.; CIPHERMAX, INC.; INTRANSA, INC,;
RASILIENT SYSTEMS, INC.; QLOGIC
CORPORATION; and OVERLAND STORAGE,
INC,,

Defendants.

FINAL JUDGMENT

BE IT REMEMBERED on this day the Court entered its order granting a default judgment
on behalf of the plaintiffagainst CipherMax, Inc. The Court now enters the following final judgment
accounting for al} eight defendants in the casc:

IT IS ORDERED, ADJUDGED, and DECREED that all claims against Postvision,

Inc. d/b/a Archion, Celeros Corporation, Digilink Technology, Inc., Intransa, Inc., Rasilient

Systems, Inc., and Overland Storage, Inc. and all claims/counterclaims by the same are

DISMISSED WITHOUT PREJUDICE.

IT IS FURTHER ORDERED, ADJUDGED, and DECREED that all claims against

Qlogic Corporation and all claims/counterclaims by the same are DISMISSED WITH

PREJUDICE.

/
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IT IS FURTHER ORDERED, ADJUDGED, and DECREED that
1. CipherMax, Inc. has infringed United States Patent No. 6,425,035 (the **035 Patent”)
and United States Patent No. 7,051,147 (the “*147 Patent”);
2. CipherMax’s infringement of the ‘035 Patent and the ‘147 Patent was willful;
3 CipherMax shall pay Crossroads’ attomeys’ fees in the amount of THIRTEEN
THOUSAND, EIGHT HUNDRED, AND SIXTY FIVE DOLLARS ($13,365.00)
4, CipherMax, its agents, employees, representatives, successors and assigns, and those
acting in privity or in consort with CipherMax are permanently enjoined from further
infringement of the ‘035 Patent and the ‘147 Patent by making, using, offering to sell or
selling in the United States, or importing into the United States, any unlicensed products,
including, without limitation, the CM Family storage systems, (including the CM1800,
CM200T, CM200D, CM250, and CM 500 products} either alone or in combination with any
other product;
5. CipherMax is required to provide notice of the injunction herein to its officers,
directors, agents, servants, representatives, attorneys, employees, subsidiaries and affiliates,
and those persons in active consort or participation with them;
6. CipherMax is required to employ whatever means arc necessary or appropriate to
ensure compliance with this final judgment; and
1. This permanent injunction shall be in effect until the expiration of the ‘035 Patent and

the ‘147 Patent.
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ITIS FINALLY ORDERED, ADJUDGED, and DECREED that all costs of suit are

taxed against each party incurring the same.

o
SIGNED this the & &~day of December 2010.

WM/-
saf1SPARKS  {/
UNITED STATES DISTRICT JUDGE

879 final judgment.wpd -3-
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Case 1:08-cv-00861-S8 Document 2  Filed 11/25/08 Page 2 of 2

% AD 120 (Rev. 3/04)

DataDirect Networks, Inc., et al

TO: Mail Step 8 REPORT ON THE
" Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN
~ P.O.Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK
I Compliance with 35 U.S.C. § 250 andfor 15 U.S.C. § 1116 you arc hereby advised that 2 court action has been
filed in the U.S. District Court on the following O Patents or O Trademarks:

DOCKET NO. DATE FILED U.S. DISTRICT COURT

1:08-cv-861-S8 November 24, 2008 US District Court, Western District of Texas, Austin Division
[PLAINTIFF DEFENDANT

Crossroads Systems, Inc.

PATENT OR DATE OF PATENT -
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
L
|
1,
-/

3L/V9’S\, 0

I <

/7

. 4.% D?/'/I/'L

i} 5 Pt "' - - -
, ”
In the above—entitled case, the fotlowing patent(s)/ irademark(s) have been included:
DATE INCLUDED INCLUDED BY
] Amendment [ Answer {3 Cross Bill [ Other Pleading
PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK
1
2
3
4
5

In the above—entitled case, the following decision has been rendercd or judgement issued:

DECISION/JUDGEMENT

;%ZO%MPW

CLERK

William G. Putnicki

N~

(BY) DEPUTY CLERK %O
F

N

Copy 1—Upon initiation of action, mail this copy to Director Copy !dpon termination of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mai! this copy to Directer  Copy 4—Case file copy
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= AO 120 (Rev. 2/99)
TD: Mail Stop 8 REPORT ON THE
' Director of the U.S. Patent & Trademark Office FILING OR DETERMINATION OF AN
P.O. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK

In Compliance with 35 § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court __Northern District of California___on the following X Patents or [ Trademarks:

DOCKET NO. DATE FILED U.S. DISTRICT COURT
CV 08-05687 HRL 12/19/2008 280 North First St. Rm 2112, San Jose, CA 95121

PLAINTIFE DEFENDANT

SYMANTEC CORPORATION CROSSROADS SYSTEMS INC.

PATENT OR DATE OF PATENT
TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

17 s Pyt SEE ATTACHED COMPLAINT

2

3

4

5

In the above—entitled case, the following patent(s) have been included:

; DATE INCLUDED INCLUDED BY
; ] Amendment 3 Answer {71 Cross Bill {71 Other Pleading
| e TENT O o O TRADEMARK HOLDER OF PATENT OR TRADEMARK

1

2

3

4

5

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

CLERK (BY) DEPUTY CLERK DATE
Richard W. Wieking Betty Walton December 19, 2008

Copy 1—Upon initiation of action, mail this copy to Commissioner Copy 3—Upon termination of action, mail this copy to Commissioner
Copy 2—Upon filing document adding. patent(s), mail this copy to Commissioner Copy 4—Case file copy
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TTORNEES AT Law
105 ANGELES

LATHAM & WATKINS LLP
Mark A. Flagel (Bar No. 110635)
Yury Kapgan (Bar No. 218366)
355 South Grand Avenue
Los Angeles, California 90071-1560
Telephone: (213) 485-1234
Facsimile: (213) 891-8763

LATHAM & WATKINS LLP

5800 Sears Tower

Chicago, IL 60606
Telephone: (312) 876-7700
Facsimile (312)993-9767

Attorneys for Plaintiff
Symantec Corporation

12
13
14
15 | SYMANTEC CORPORATION,
16 a Delaware Corporation,
17 Plaintiff,
18 v
19 CROSSROADS SYSTEMS, INC.
a Texas Corporation

20 Defendant,
21 ‘
22
23

24
25
26 {alleges as follows:
27
28

waTkins§ COMPLAINT FOR
DECLATORY JUDGMENT

FAXED

David A. Nelson, pro hac vice pendj %g-*%
Jennifer Bauer, pro hac vice per@‘\ 1%

ORIGINAL
FILED

08DEC 19 PH 5: 00

RICHARD W. WIEKING
CLERK
U.S DISTRIC

by
"{)
MG, DS .

RICT COURT
AN

7%

£330 x@

~ SR

UNITED STATES DISTRICT COURT
NORTHERN DISTRICT OF CALIFORNIA

RL

SAN JOSE DIVISION
)
:

o
CO8-0n68'¢
) AINT FOR DECLARATORYY
3 JUDGMENT
%

) DEMAND FOR JURY TRIAL
)
COMPLAINT

Plaintiff Symantec Corporation (“Symantec”) hereby pleads the following claims

for Declaratory Judgment against Defendant Crossroads Systems, Inc. (“Crossroads™), and
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1 PARTIES
2 1. Plaintiff Symantec is a Delaware Corporation with.its principal place of
3 [ business at 20330 Stevens Creek Boulevard, Cupertino, California 95014-2132,
A 2. On information and belief, Defendant Crossroads is a Texas Corporation with
its principal place of business at 11000 MoPac Expressway, Austin, Texas, 78759.
JiJRISDICTION AND VENUE
3. The Court has subject matter jurisdiction over this action and the matter

pleaded herein under 28 U.S.C. §§ 1331 and 1338(a) because the action arises under the Federal

L R I . T V. T -

Declaratory Judgment Act, 28 U.S.C. § 2201 er seq., and the Patent Act of the United States, 35
10 | U.S.C. § 1, et seq. |

11 4. Venue is proper in the United States District Court for the Northern District
12 { of California pursuant to 28 U.S.C. § 1391(b)(2) in that a substantial part of the acts giving rise

13 | to the claim occurred in this District, and Crossroads is subject to personal jurisciction in this

14 # District, ;
15 INTRADISTRICT ASSIGNMENT
16 ‘ 5. This action for a declaratory judgment of non-infringement and invalidity of

17 | patents is assigned on a district-wide basis under Civil L.R. 3-2(c).
18 GENERAL ALLEGATIONS

19 : 6. This action involves U.S. Patent No. 5,941,972 (“the 972 patent™) attached
20 | hereto as Exhibit A, U.S. Patent No. 6,425,035 (“the 035 patent™), attached hereto as Exhibit B,
21 § U.S. Patent No. 6,421,753 (“the *753 patent™), attached hereto as Exhibit C, U.S. Patent No.

22 6,763,419 (“the *419 patent”), attached hereto as Exhibit D, U.S. Patent No. 6,738,854 (“the *854
23 | patent”), attached hereto as Exhibit E, U.S. Patent No. 6,789,152 (“the ’152 patent™), attached

24 I hereto as Exhibit F, and U.S. Patent No. 7,051,147 (“the *147 patent™), attached hereto as Exhibit-
25 1 G (collectively “the patents-in-suit™). The "035, 753, *419, °854, *152 and ’ 147 patents all c]aimA /
26 | priority to the 972 patent. : . }
27 7. On August 26, 2004, Crossroads sent a letter to Veritas Sofiware Corporation /
28 | {(“Veritas”) offering Veritas a license to the *972 and *035 patents in exchange, in part, f<?r “a |

LATHAM & WATKINS Y COMPLAINT FOR
ATTURNEYS AT v DECLARATORY JUDGMENT

L8 ANGRLES 2
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1 [ royalty rate as a percentage of the net sales of [Veritas] products covered by the ‘972 or ‘035
2 Patents.”
3 8. Veritas requested Crossroads to provide Veritas with the basis for
_ 4 | Crossroads’ assertions that any of the products or offerings of Veritas were covered by any
5 | claims of the ‘972 and/or ‘035 patents. Crossroads indicated that it could not provide such
6 I information to Veritas without a non-disclosure agreement in place. The parties discussed the
7 { non-disclosure agreement for a short period, but did not ultimately reach such an agreement.
g | Veritas again requested Crossroads’ basis for its claims. But the basis was never pl:ovided and
g | the parties had no further communication after the first quafter of 2005 unti! Crossroads suddenly
10 [ reappeared in December of 2008. In 2005, Symantec acquired Veritas.
1 9. On December 12, 2008, Crossroads sent a letter to Symantec offering a |
12 {license to the patents-in-suit for “any/all products, potentially including the various storage
13 | foundation products acquired from Veritas” in exchange, in part, for “a running royalty on the
14 §net sales of products using the patented access controls feature.”
15 10. Upon information and belief, Crossroads contends that one or more of
16 | Symantec’s products infringe one or more claims of the patents-in-suit and that those claims are
17 | valid, although it still has provided Symantéc with no basis for such contentions.
18 11. Symantec denies that any of its products infringe any claim of the patents-in-
19 | suit, and also denics that the patents-in-suit are valid.
20 FIRST CLAIM FOR RELIEF
21 Declaratory Relief Regarding Non-Infringement
22 12. Symantec incbrporates herein the allegations of paragraphs 1-11.
23 13. An actual and justiciable controversy exists between Plaintiff Symantec and
24 [ Defendant Crossroads as to the non-infringement of the patents-in-suit, which is evidenced by
25 { Crossroads’ allegations that Veritas’ products, later acquired by Symantec, as well as other
26 | Symantec products infringe valid claims of the patents-in-suit, and Symantec’s allegaﬁons
27 therein.
28
LATHAM & WATKINS | COMPLAINT FOR
arronners aTire | DECLARATORY JUDGMENT _ 3
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2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

19
20
21
22
23
24
25
26
27

28

LATHAM & WATKINS
ATTORNEYS AT LAW
LOS ANGELES

14, Pursuant to the Federal Declaratory Judgment Act, 28 U.S.C. § 2201 et segq.,
Symantec requests the declaration of the Court that Symantec does not infringe and kas ﬁot
infringed any claim of the patents-in-suit.

SECOND CLAIM FOR RELIEF
Declaratory Relief Regarding Invalidity

15. Symantec incorporates herein the allegations of paragraphs 1-11.

16. An actual and justiciable controversy exists between Plaintiff Symantec and
Defendant Crossroads as to the invalidity of the patents-in-suit, which is evidenced by
Crossroads’ allegations that Veritas’ products, later acquired by Symantec, as well as other
Symantec products infringe valid claims of the patents-in-suit, and Sﬁmte;’s aﬂt:gaﬁons
herein.

17. Pursuant to the Federal Declaratory Judgment Act, 28 U.S.C. § 2201 ef seq.,
Symantec requests the declaration of the Court that the patents-in-suit are invalid under the
Patent Act, 35 U.S.C. §§ 41 ef seq., including but not limited to sections 102, 103, and 112.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff Symantec respectfully requests that the Court enter
declaratory judgment as follows: '

1. That Symantec does not infringe and has not infringed, directly or indirectly,
any of the patents-in-suit;

2. That the patents-in-suit are invalid;

3. That Crossroads, and all persons acting on its behalf or in concert with it, be
permanently enjoined and restrained from charging, orally or in writing, that any of the patents-
in-suit is infringed by Symantec, directly or indirectly;

4. That Symantec be awarded its costs, expenses and reasonable attorney fees in
this action; and

5. That Symantec be awarded such other and further relief as the Court may deem

appropriate.

COMPLAINT FOR
DECLARATORY JUDGMENT
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1 DEMAND FOR JURY TRIAL
Plaintiff Symantec respectfully demands a jury trial in this action.
Dated: December 19, 2008 |

B LV N

LATHAM & WATKINS LLP

oy M d it

Mark A. Flagel U ™~
Attorneys for Plaintiff
SYMANTEC CORPORATION

o o ~J (= R )

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24 |
25
26
27
28

LATHAM & WATKINS || COMPLAINT. FOR
ATTORNEYS AT LAW DECLARATORY JUDGMENT

105 ANGELES 5
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

NOTIFICATION OF LARGE ENTITY STATUS

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313

Dear Sir:

Atty. Docket No.
CROSS1120-13
Applicant: Geoffrey B. Hoese, et al.
Application No. Filing Date:
10/658,163 09/09/2003
Patent No. Issue Date
7,051,147 05/23/2006
For:

Storage Router and Method for Providing Virtual

Local Storage

Group Art:
2182

Confirmation No.
5675

Certificate of Transmission Under 37 C.F.R. § 1.8

| hereby certify that this corre:

spondence is being deposited

electronically with the U.S. Patent and Trademark Office
using the United States Patent and Trademark Office’s
EFS-Web system on June <7 , 2008.

Janice Pampell b

On review of the file for this matter, it appears that all the proper fees have been paid.

While this notification may be redundant, we hereby submit this notification that the assignee of

the above-referenced patent is a large entity.

While Applicant does not believe any further fees are due and owing, the Commissioner

is hereby authorized to charge any fees or credit any overpayments to Deposit Account No. 50-

3183 of Sprinkle P Law Group.

Dated: June &, 2008

1301 W. 25" Street
Suite 408

Austin, TX 78705
Tel. 512-637-8220
Fax. 512-371-9088

Respectfully submitted,

Sprinkle IP Law Grou

ohn L. Adair
Reg. No. 48,828
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Electronic Acknowledgement Receipt

EFS ID: 3421245
Application Number: 10658163
International Application Number:
Confirmation Number: 5675

Title of Invention:

LOCAL STORAGE

STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL

First Named Inventor/Applicant Name:

Geoffrey B. Hoese

Customer Number:

44654

Filer:

John L. Adair/Janice Pampell

Filer Authorized By:

John L. Adair

Attorney Docket Number:

CROSS1120-13

Receipt Date: 09-JUN-2008
Filing Date: 09-SEP-2003
Time Stamp: 09:58:02

Application Type:

Utility under 35 USC 111(a)

Payment information:

Submitted with Payment

no

File Listing:

Document — . File Size(Bytes) Multi Pages
Number Document Description File Name /Message Digest| Part/.zip| (if appl.)
CROWSS1120-13_Notificati 26724
1 Miscellaneous Incoming Letter on_of Large_Entity Status.p no 1
df o1 3743818358
3a3ce97

Warnings:
Information:
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Total Files Size (in bytes)4 26724

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,
characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt
similar to a Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see
37 CFR 1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date
shown on this Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions
of 35 U.S.C. 371 and other applicable requirements a Form PCT/DO/E0O/903 indicating acceptance of the
application as a national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt,
in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary
components for an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the
International Application Number and of the International Filing Date (Form PCT/RO/105) will be issued in due
course, subject to prescriptions concerning national security, and the date shown on this Acknowledgement
Receipt will establish the international filing date of the application.
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03-(5-04 .,
,.,-’ . PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail  Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450
Alexandria, Virginia 22313-1450

or Fax (571) 273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if requu:edh Blocks 1 through 5 should be completed where
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for
maintenance fee notifications.

" CURRENT CORRESPONDENCE ADDRESS (Note: Use Block | for any change of address) Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying
gaper_s. Each additional paper, such as an assignment or formal drawing, must
ave its own certificate of mailing or transmission.
Ex E ress

Certificate of Mailing or Transmissio .

§ hereb cerligy that this Fee(g) Transmittal is being deposited with the United
Btates Postal Service with sufficient postage for class mail in an envelope
hddressed to the Mail Stop ISSUE FEE addréss above, or being facsimile
ansmitted to the USPTO (571) 273-2885, on the date indicated below.

E. Pato Alto, CA 94303-2248

44654 cy Sytton Kegrby ‘W“‘:'.'““"“)
Sprinkle IP Law Group b S
1301 W. 25th Street, Suite 408 March 14_ 2006 {Date)
Al =2 lasl 2030 T
R A | FIRST NAMED INVENTOR ATTORNEY DOCKET NO. | CONFIRMATION NO. |
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13 5675
TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE
I APPLN. TYPE l SMALL ENTITY l ISSUE FEE | PUBLICATION FEE I TOTAL FEE(S) DUE I DATE DUE
nonprovisional YES $700 $300 $1000 04/20/2006
[ EXAMINER [ ART UNIT | crass-suscLass |
SHIN, CHRISTOPHER B 2182 710-001000
I. Chanfe of correspondence address or indication of "Fee Address" (37 2. For printing on the patent front page, list S inkl
c 63). (1) the names of up to 3 registered patent attorneys 1 prin e IP Law
Change of correspondence address (or Change of Correspondence or agents OR, alternatively, Group
Adllress form PTO/SB/122) attached. (2) the name of a single firm (having as a member a 2
O "Fee Address" indication (or "Fee Address" Indication form registered attoney or agent) and the names of up to
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 2 registered patent attorneys or agents. If no name is 3
Number is required. listed, no name will be printed.

w

. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE oR U3 6306 BABRAHAZ 00000046 10658163
Crossroads Systems, Inc. Austin,og'lgggggf 300.00 op
Please check the appropriate assignee category or categories (will not be printed on the patent) : 1 Individual Co;poration or other private group entity D%mrggent
4a. The following fee(s) are enclosed: 4b. Payment of Fee(s):
Issue Fee ﬂv'Ancheck in the amount of the fee(s) is enclosed.
[J Publication Fee {No small entity discount permitted) 0 Payment by credit card. For;n PTO-2038 is attached.
Advance Order - # of Copies 1 The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to
Deposit Account Number 5§ _31 8 (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)
(I PY Applicant claims SMALL ENTITY status. See 37 CFR 1.27. Ob. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2).

The Director of the USPTO is requested to a_gp]y the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above.
NOTE: The Issue Fee and Publication Fee (if required) will not be accepted from anyone other than the applicant; a registered attorney or agent; or the assignee or other party in
interest as shown by the records of the United States Patent and Trademark Office.

Authorized Signature /W' . pate 3/l C

—
Typed or printed name by Har A DA Registration No. HdE, 28

This collection of information is required by 37 CFR 1.311. The information is rechired to obtain or retain a benefit bg the public which is to file (and by the USPTO to process)

an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering, preparing, and

submitting the completed application form to the USPTO. Time will VBR' deggndm upon the individual case. Any comments on the amount of time you require to com%lete

this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S, Department of Commerce, P.O.

Rclnx 143(}, A\I/qxap .n%,zglir i]njggz3l3-l450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
exandria, Virginia - X

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007. OMB 0651-0033  U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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RANSMITTAL OF PAYMENT OF ISSUE FEE Docket No.

CROSS1120-13

Applicant(s)
Filing Date Examiner Group Art Unit Confirmation No.
10/658,163 09/09/2003 Shin, Christopher B. 2182 5675
Title:

Mail Stop: Issue Fee
Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Transmitted herewith are the following items in reference to the above-identified application:

Issue Fee Transmittal Form PTOL-85

Issue Fee: $1,400.00

Publication Fee $300.00

Advanced Order - No. of Copies 1/ Fee $3.00
Letter to Official Draftsperson and Formal Drawings
Postcard

A check in the amount of $1703.00 is attached

The Director is hereby authorized to charge Deposit Account No. 50-3183 of Sprinkle IP Law Group
the above-noted fee '

The Director is hereby authorized to charge any deficiencies or credit any overpayments

to Deposit Account No. 50-3183 of Sprinkie IP Law Group.

X OX KOXMKKXIKX

W Certificate of Mailing Under 37 C.F.R. 1.10

/{ohn L. Adair | hereby certify that this document and fee is being
Rea. No. 48.828 deposited with the U.S. Postal Service as Express
9 ’ Mail No. EV828700999US in an envelope
addressed to Mail Stop: Issue Fee, Commissioner
i for Patents, P.O. Box 1450, Alexandria, VA 22313
Sprinkle IP Law Group on March 2006.

L3
1301 W. 25" Street, Suite 408
Austin, Texas 78705 g/
Tel. (512) 637-9223 cy Sutton Kerby

Fax. (512) 371-9088

Customer No. 44654
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

BO. Box 1450

Alexandria, Vigmia 22313-1450

Www.anspio gov

| APPLICATION NUMBER | FILING OR 371 (c) DATE | FIRST NAMED APPLICANT | ATTY. DOCKETNOJTITLE |
10/658,163 09/05/2003 Geoffrey B. Hoese CROSS1120-13
CONFIRMATION NO. 5675
44854 *OC000000018039068*
SPRINKLE IP LAW GROUP «OC00000001B039068"

1301 W. 25TH STREET
SUITE 408
AUSTIN, TX 78705

aMAR 14 7006
¢ Date Mailed: 02/10/2006

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 07/26/2005.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

AL HAL JAC
2100 (571) 272-3594 ] :
ATTORNEY/APPLICANT COPY
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— jcation/Control No.
Issue Classification Application/Contrel No “*’R,,';";"m',‘;‘,‘:,’,’:;“"‘ under
Christopher B. Shin 2182

R e —
ISSUE CLASSIFICATION

" Examiner Art Unit
ORIGINAL °  CROSS REFERENCE(S)
CLASS SUBCLASS CLASS SUBCLASS (ONE SUBCLASS PER BLOCK)
710 305 710 1
INTERNATIONAL CLASSIFICATION 709 258
Slo|e]r 13/00
/

-~~~

Total Claims Allowed: %

CHRISTOPHER SHIN

PRIMARY EXAMINER . 0G6. 0.G.
82 Print Claim(s) Print Fig.

iner) { /z)o‘ ! 3

Claims L

Final

o|o|~jo|o|s]win |-l Original

U.S. Patent and Trademark Office . Part of Paper No. 01042005
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Page 1 of 1

UNITED STATES PATENT AND TRADEMARK OFFIGE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Visgnia 22313-1450
warw.usplo gov
r APPLICATION NUMBER l FILING OR 371 (¢) DATE J FIRST NAMED APPLICANT I ATTY. DOCKET NO./TITLE —I
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13

CONFIRMATION NO. 5675

44654 *0C000000018039068*
SPRINKLE IP LAW GROUP *0C000000018039068*

1301 W. 25TH STREET
SUITE 408
AUSTIN, TX 78705

Date Mailed: 02/10/2006

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY
This is in response to the Power of Attorney filed 07/26/2005.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

ph ’
BERTHA I N

2100 (571) 272-3594
OFFICE COPY
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addresz: COMMISSIONER FOR PATENTS

PO.Box 1450
mg%g‘nﬁ‘mu 22313-1450
| APPLICATION NUMBER | FILING OR 371 () DATE |  FrsTNamEDAPPLICANT | ATTY.DOCKETNO/TITLE |
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13

CONFIRMATION NO. 5675
25094 * *
DLA PIPER RUDNICK GRAY CARY US, LLP 'cgcgogogggogfogj 8039055
2000 University Avenue

E. Palo Alto, CA 94303-2248

Date Mailed: 02/10/2006

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY

This is in response to the Power of Attorney filed 07/26/2005.

¢ The Power of Attorney to you in this application has been revoked by the assignee who has intervened as
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33).

Mgt o

ALBERYHAL JAd%sq!N
2100 (571) 272-3594

OFFICE COPY

http://neo/preexam/projlink/prod/xml/18039055_3 xml 2/10/06
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS
P.O. Box 1450
ia, Virginia 22313-1450
WWW,USpLO. OV

NOTICE OF ALLOWANCE AND FEE(S) DUE

25094 7590 011202006 L EXAMINER J
DLA PIPER RUDNICK GRAY CARY US, LLP SHIN, CHRISTOPHER B
2000 University Avenue
E. Palo Alto, CA 94303-2248 [ ART UNIT ] PAPER NUMBER J

2182
DATE MAILED: 01/20/2006

| APPLICATION NO. | FILING DATE l FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. [ CONFIRMATION NO. |
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13 5675
TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE

[ APPLN. TYPE l SMALL ENTITY [ ISSUE FEE ] PUBLICATION FEE [ TOTAL FEE(S) DUE ] DATE DUE ]
nonprovisional YES $700 $300 $1000 04/20/2006

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 US.C. 151. THE ISSUE FEE DUE INDICATED ABOVE
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL
BE REGARDED AS ABANDONED.

HOW TO REPLY TO THIS NOTICE:

I. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verify your current If the SMALL ENTITY is shown as NO:
SMALL ENTITY status:

A. If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUE shown above, or
above.

B. If the status above is to be removed, check box 5b on Part B - B. If applicant claimed SMALL ENTITY status before, or is now

Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITY status, check box 5a on Part B - Fee(s)

and twice the amount of the ISSUE FEE shown above, or Transmittal and pay the PUBLICATION FEE (if required) and 1/2
the ISSUE FEE shown above.

II. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

I All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page 1 of 3

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail  Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450
Alexandria, Virginia 22313-1450

or Fax (571) 273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if requixjed{.eBlogks 1 through 5 should be completed where
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
ingiea(ed unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate E ADDRESS" for
maintenance fee notifications.

CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address) Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying
g:pexs. Each additional paper, such as an assignment or formal drawing, must

25094 7590 0172072006 ve its own certificate of mailing or transmission.
DLA PIPER RUDNICK GRAY CARY US, LLP Certificate of Mailing or Transmission .
2000 Universiy Avee Ly o ) el g i e
E. Palo Alto, CA 94303-2248 addressed to the Mail Stop ISSUE FEE address above, or being facsimile
transmitted to the USPTO (571) 273-2885, on the date indicated below.
(Depositor's name)
(Signature)
(Datc)
L APPLICATIONNO. | FILING DATE | FIRST NAMED INVENTOR | ATTORNEY DOCKETNO. | CONFIRMATION NO. I
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13 5675
TITLE OF INVENTION: STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL STORAGE
| APPLN. TYPE | smaLLEnTITY | ISSUE FEE |  rusLicaTiON FEE | TOTALFEE(S)DUE | DATE DUE ]
nonprovisional YES $700 $300 $1000 04/20/2006
| EXAMINER | ART UNIT |  crass-suscLass 1
SHIN, CHRISTOPHER B 2182 710-001000

(l:.F%h?nfg:;())f correspondence address or indication of "Fee Address" (37 2. For printing on the patent front page, list

(1) the names of up to 3 registered patent attorneys
O Change of correspondence address (or Change of Correspondence or agents OR, altematively,
% 3 P

Address Jorm PTO/SB/122) attached. (2) the name of a single firm (having as a member a 2
3 "Fee Address" indication (or "Fee Address” Indication form registered attorney or agent) and the names of up to
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Cust 2 registered patent attorneys or agents. If no name is 3
Number is required. listed, no name will be printed.

w

. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : [ tndividuat O Corporation or other private group entity O Government

4a. The following fee(s) are enclosed: 4b. Payment of Fee(s):
(3 Issue Fee {3 A check in the amount of the fee(s) is enclosed.
U Publication Fee (No small entity discount permitted) a Payment by credit card. Form PTO-2038 is attached.
(O Advance Order - #of Copies a The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to
Deposit Account Number enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)
O Applicant claims SMALL ENTITY status. See 37 CFR 1.27. Ob. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2).
The Director of the USPTO is requested to apply the Issue Fee and Publication Fee (if any) or to re-a&ply any previously paid issue fee to the application identified above.

a
NOTE: The Issue Fee and Publication Fee (iF required) will not be accepted from anyone other than the applicant; a registered attorney or agent; or the assignee or other party in
interest as shown by the records of the United States Patent and Trademark Office.

Authorized Sig e Date

Typed or printed name Registration No.

This collection of information is required by 37 CFR 1.311. The information is rgﬂ:gired to obtain or retain a benefit by the public which is to file (and by the USPTO to process)
an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering, prepanng, and
submitting the completed application form to the USPTO. Time will vary de ending upon the individual case. Any comments on the amount of time you require to complete
this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O.
Box 1450, Alexandna, Vlgglma 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
Alexandria, Virginia 22313-1450.

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007. OMB 0651-0033  U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.0. Bax 1450

Alexandria, Virginia 22313-1450

WWW.USPLO.GOV

[ APPLICATION NO. ] FILING DATE ] FIRST NAMED INVENTOR [ ATTORNEY DOCKET NO. ] CONFIRMATION NO. ]
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13 5675
25094 7590 0112012006 | EXAMINER |

DLA PIPER RUDNICK GRAY CARY US, LLP

2000 University Avenue
E. Palo Alto, CA 94303-2248

SHIN, CHRISTOPHER B

[ ART UNIT [ PAPER NUMBER ]

2182

DATE MAILED: 01/20/2006

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half
months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval

(PAIR) WEB site (http:/pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571) 272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283.

PTOL-85 (Rev. 07/05) Approved for use through 04/30/2007.
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Application No. Applicant(s)
. - 10/658,163 HOESE ET AL
Christopher B. Shin 2182

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All daims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. [X] This communication is responsive to the AF received December 20, 2005.

2. X The allowed claim(s) is/are 15-53.

3. [J Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)(d Al b)[d Some* c)[J None of the:
"1. [0 Certified copies of the pricrity documents have been received.
2. [ Certified copies of the priority documents have been received in ApplicationNo.
3. [ Copies of the certified copies of the priority documents have been received in this national stage application from the
International Bureau (PCT Rule 17.2(a)).
* Certified copies not received: ____
Applicant has THREE MONTHS FROM THE “MAILING DATE" of this communication to file a reply complying with the requirements

noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

4.[] A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

5. [J CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.
(a)[ including changes required by the Notice of Draftsperson's Patent Drawing Review ( PTO-948) attached
1) hereto or 2)[d to Paper No./Mail Date ______
(b) O including changes required by the attached Examiner's Amendment / Comment or in the Office action of -
Paper No./Mail Date ______

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. (] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)
1. [ Notice of References Cited (PTO-892) 5. [ Notice of Informal Patent Application (PTO-152)
2. [ Notice of Draftperson's Patent Drawing Review (PTO-948) 6. [ Interview Summary (PTO-413),
. Paper No./Mail Date _____
3. O Information Disclosure Statements (PTO-1449 or PTO/SB/08), 7. [0 Examiner's Amendment/Comment
Paper No./Mail Date
4. [J Examiner’'s Comment Regardmg Requirement for Deposﬁ 8. [] Examiner's Statement of Reasons for Allowance
of Biological Material
9. JOther_____
CHRISTOPHER B. SHIN
PRIMARY EXAMINER
GROUP 2/8>

o7

U.S. Patent and Trademark Office
PTOL-37 (Rev. 7-05) Notice of Allowability émr No./Mail Dateko’mm‘{
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

N

\F\KEPLY TO OFFICE ACTION DATED 11/01/2005 Atty. Docket No.
K £ CROSS1120-13
% Applicant
0EC 9 0 2005 B Geoffrey B. Hoese
%’ Application Number Date Filed
\ 10/658,163 09/09/2003
- Title
i Storage Router and Method for Providing Virtual
Local Storage
Group Art Unit Examiner
2182 Shin, Christopher B.
Confirmation Number:
5675

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Sir:

Certificate of Mailing Under 37 C.F.R. §1.8

| hereby certify that this correspondence is being deposited with
the United States Postal Service as First Class Mail in an
envelope addressed to Commissioner for Patents, P.O. Box
1450, Alexandria, VA 22312-1450 on - by

"fuue ,L/ /ELM/-A/)

Printed Name

In response to the Official Action mailed November 1, 2005, Applicant respectfully

©
X0
W
Py
\

\(“/~ requests the Examiner reconsider the rejections of the Claims in view of this reply.
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. . Application/Control No. Applicant(s)/Patent under
Issue Classification PP stxamin(at){on
10/658,163 HOESE ET AL.
Examiner Art Unit
Christopher B. Shin 2182
ISSUE CLASSIFICATION
ORIGINAL " CROSS REFERENCE(S)
CLASS SUBCLASS CLASS SUBCLASS (ONE SUBCLASS PER BLOCK)
710 305 710 11
INTERNATIONAL CLASSIFICATION 709 258
Slo|s|F 13/00
/
/
/
/
e —— Total Claims Allowed: 21
(Assistant Examiner) (Date) CHRISTOPHER SHIN
, PRIMARY EXAMINER . 0G. 0G.
m // 0.2, é 82 Print Claim(s) Print Fig.
JLeddl nstfuinents Examiner)  (Date) / /- f;- og 1 3
i aminer) { (Date)
[ e
Claims renumbered in the same order as presented by applicant | [[] CPA .D. [0 rR.1.47
_ «© — © — _ © _ w©
] £ ] £ © © £ o £
£ K=y c o £ £ o £ E=)
ic 5 ic 5 i [ 5 ic 5
1 31 91 181
2 32 92 182
3 33 93 183
4 34 94 184
5 35 95 185
6 36 96 186
7 37 97 187
8 38 98 188
9 39 99 189
10 40 100 190
11 41 101 191
12 42 102 192
13 43 103 193
14 44 104 194
15 45 105 195
16 46 106 196
17 47 107 197
18 48 108 198
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5675
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IN THE CLAIMS:
Please amend the claims as follows. The claims are in the format as required by 35
CFR §1.121.

1-14 Cancelied

15. (Previously Presented) A storage router for providing virtual local storage on
remote storage devices to a device, comprising:
a buffer providing memory work space for the storage router;
a first Fibre Channel controlier operable to connect to and interface with a first Fibre
Channel transport medium;
a second Fibre Channel controller operable to connect to and interface with a second
Fibre Channel transport medium; and
a supervisor unit coupled to the first and second Fibre Channel controllers and the
buffer, the supervisor unit operable:
to maintain a configuration for remote storage devices connected to the second
Fibre Channel transport medium that maps between the device and the remote storage devices
and that implements access controls for storage space on the remote storage devices; and
to process data in the buffer to interface between the first Fibre Channel
controller and the second Fibre Channel controller to allow access from Fibre Channel initiator
devices to the remote storage devices using native low level, block protocol in accordance with
the configuration.

16. (Previously Presented) The storage router of claim 15, wherein the configuration
maintained by the supervisor unit includes an allocation of subsets of storage space to
associated Fibre Channel devices, wherein each subset is only accessible by the associated
Fibre Channel device.

17. (Previously Presented) The storage router of claim 16, wherein the Fibre
Channel devices comprise workstations.

18.  (Previously Presented) The storage router of claim 16, wherein the remote
storage devices comprise hard disk drives.
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19. (Previously Presented) The storage router of claim 15, wherein each of the first
Fibre Channel controlier comprises:

a Fibre Channel (FC) protocol unit operable to connect to the Fibre Channel transport
medium;

a first-in-first-out queue coupled to the Fibre Channel protocol unit; and

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the
buffer.

20. (Previously Presented) A storage network, comprising:
a first Fibre Channel transport medium;
a second Fibre Channel transport medium;
a plurality of workstations connected to the first Fibre Channel transport medium;
a plurality of storage devices connected to the second Fibre Channel transport medium;
and
a storage router interfacing between the first Fibre Channel transport medium and the
second Fibre Channel transport medium, the storage router providing virtual local storage on
the storage devices to the workstations and operable:
to map between the workstations and the storage devices;
to implement access controls for storage space on the storage devices; and
to allow access from the workstations to the storage devices using native low
level, block protocol in accordance with the mapping and access controls.

21. (Previously Presented) The storage network of claim 20, wherein the access
controls include an allocation of subsets of storage space to associated workstations, wherein
each subset is only accessible by the associated workstation.

22. (Previously Presented) The storage network of claim 20, wherein the storage
devices comprise hard disk drives.

23. (Previously Presented) The storage network of claim 20, wherein the storage
router comprises:
a buffer providing memory work space for the storage router;
. a first Fibre Channel controller operable to connect to and interface with the first Fibre
Channel transport medium, the first Fibre Channel controller further operable to pull outgoing

Oracle-Huawei-NetApp Ex. 1002, pg. 84



Attorney Docket No. 10/658,163
CROSS1120-13 Customer ID: 44654

data from the buffer and to place incoming data into the buffer;
a second Fibre Channel controller operable to connect to and interface with the second
Fibre Channel transport medium, the second Fibre Channel controller further operable to pull
outgoing data from the buffer and to place incoming data into the buffer; and
a supervisor unit coupled to the first and second Fibre Channel controllers and the
buffer, the supervisor unit operable:
to maintain a configuration for the storage devices that maps between
workstations and storage devices and that implements the access controls for storage space on
the storage devices; and
to process data in the buffer to interface between the first Fibre Channel
controller and the second Fibre Channel controller to allow access from workstations to storage
devices in accordance with the configuration.

24, (Previously Presented) A method for providing virtual local storage on remote
storage devices to Fibre Channel devices, comprising:

interfacing with a first Fibre Channel transport medium;

interfacing with a second Fibre Channel transport medium;

maintaining a configuration for remote storage devices connected to the second Fibre
Channel transport medium that maps between Fibre Channel devices and the remote storage
devices and that implements access controls for storage space on the remote storage devices;
and )

allowing access from Fibre Channel initiator devices to the remote storage devices using
native low level, block protocol in accordance with the configuration.

25. (Previously Presented) The method of claim 24, wherein maintaining the
configuration includes allocating subsets of storage space to associated Fibre Channel devices,

wherein each subset is only accessible by the associated Fibre Channel device.

26. (Previously Presented) The method of claim 25, wherein the Fibre Channel
devices comprise workstations.

27. (Previously Presented) The method of claim 25, wherein the remote storage
devices comprise hard disk drives.
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28. (Préviously Presented) An apparatus for providing virtual local storage on a
remote storage device to a device operating according to a Fibre Channel protocol, comprising:

a first controller operable to connect to and interface with a first transport medium,
wherein the first transport medium is operable according to the Fibre Channel protocol;

a second controller operable to connect to and interface with a second transport
medium, wherein the second transport medium is operable according to the Fibre Channel
protocol; and

a supervisor unit coupled to the first controller and the second controller, the supervisor
unit operable to control access from the device connected to the first transport medium to the
remote storage device connected to the second transport medium using native low level, block
protocols according to a map between the device and the remote storage device.

29. (Previously Presented) The apparatus of Claim 28, wherein the supervisor unit is
further dperable to maintain a configuration wherein the configuration includes the map
between the device and the remote storage device, and further wherein the map includes virtual
LUNs that provide a representation of the storage device.

30. (Previously Presented) The apparatus of Claim 29, wherein the map only
exposes the device to LUNs that the device may access.

31.  (Previously Presented) The apparatus of Claim 28, wherein the supervisor unit is
further operable to maintain a configuration including the map, wherein the map provides a
mapping from a host device ID to a virtual LUN representation of the remote storage device to a
physical LUN of the remote storage device.

32. (Previously Presented) The apparatus of Claim 28, wherein the remote storage
device further comprises storage space partitioned into virtual local storage for the device
connected to the first transport medium.

33. (Previously Presented) The apparatus of Claim 32, wherein the supervisor unit is

further operable to prevent the device from accessing any storage on the remote storage
device that is not part of a virtual local storage partition assigned to the device
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34. (Previously Presented) The apparatus of Claim 28, wherein the first controller

and the second controller further comprise a single controller.

35. (Previously Presented) A system for providing virtual local storage on remote
storage devices, comprising: ‘
a first controller operable to connect to and interface with a first transport medium
operable according to a Fibre Channel protocol;
a second controller operabie to connect to and interface with a second transport
medium operable according to the Fibre Channel protocol;
at least one device connected to the first transport medium;
at least one storage device connected to the second transport medium; and
an access control device coupled to the first controller and the second controller, the
access control device operable to:
map between the at least one device and a storage space on the at least one
storage device; and
control access from the at least one device to the at least one storage device
using native low level, block protocol in accordance with the map.

36. (Previously Presented) The system of Claim 35, wherein the access control device
is further operable to maintain a configuration wherein the configuration includes the map
between the at least one device and the at least one storage device, and further wherein the
map includes virtual LUNs that provide a representation of the at least one storage device.

37. (Previously Presented) The system of Claim 36, wherein the map only exposes the
at least one device to LUNSs that the at least one device may access.

38. (Previously Presented) The system of Claim 35, wherein the access control device
is further operable to maintain a configuration including the map, wherein the map provides a
mapping from a host device ID to a virtual LUN representation of the at least one storage
device to a physical LUN of the at least one storage device.

39. (Previously Presented) The system of Claim 35, wherein the at least one storage

device further comprises storage space partitioned into virtual local storage for the at least one
device.
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40. (Previously Presented) The system of Claim 39, wherein the access control unit is
further operable to prevent at least one device from accessing any storage on the at least one
storage device that is not part of a virtual local storage partition assigned to the at least one
device.

41. (Previously Presented) The system of Claim 35, wherein the first controller and the
second controller further comprise a single controller.

42. (Previously Presented) A method for providing virtual local storage on remote
storage devices, comprising:

mapping between a device connected to a first transport medium and a storage device
connected to a second transport medium, wherein the first transport medium and the second
transport medium operate according to a Fibre Channel protocol;

implementing access controls for étorage space on the storage device; and

allowing access from the device connected to the first transport medium to the storage

device using native low level, block protocols.

43. (Previously Presented) The method of Claim 42, further comprising maintaining a
configuration wherein the configuration includes a map between the device and the one storage
device, and further wherein the map includes virtual LUNs that provide a representation of the
storage device.

44. (Previously Presented) The method of Claim 43, wherein the map only exposes the
device to LUNs that the device may access.

45. (Previously Presented) The method of Claim 42, further comprising maintaining a
configuration including a map from a host device ID to a virtual LUN representation of the

storage device to a physical LUN of the storage device.

46. (Previously Presented) The method of Claim 42, further comprising partitioning
storage space on the storage device into virtual local storage for the device.
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47. (Previously Presented) The method of Claim 46, further comprising preventing the
device from accessing any storage on the storage device that is not part of a virtual local
storage partition assigned to the device.

48. (Previously Presented) A system for providing virtual local storage, comprising:
a host device;
a storage device remote from the host device, wherein the storage device has a storage
space;
a first controller;
a second controller
a first transport medium operable according to a Fibre Channel protocol, wherein the
first transport medium connects the host device to the first controlier;
a second transport medium operable according to the Fibre Channel protocol, wherein
the second transport medium connects the second controller to the storage device;
a supervisor unit coupled to the first controller and the second controller, the supervisor
unit operable to:
maintain a configuration that maps between the host device and at least a
portion of the storage space on the storage device; and
implement access controls according to the configuration for the storage space
on the storage device using native low level, block protocol.

49. (Previously Presented) The system of Claim 48, wherein the supervisor unit is
further operable to:

maintain a configuration that maps from the host device to a virtual representation of at
least a portion of the storage space on the storage device to the storage device; and

allow the host device to access only that portion of the storage space that is contained
in the map.

50. (Previously Presented) The system of Claim 49, wherein the configuration
comprises a map from a host device ID to a virtual LUN representation of the storage device to

a physical LUN of the storage device.

51. (Previously Presented) The system of Claim 48, wherein the storage device
further comprises storage space partitioned into virtual local storage for the host device.
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52. (Previously Presented) The system of Claim 51, wherein the supervisor unit is
further operable to prevent the host device from accessing any storage on the storage device
that is not part of a virtual local storage partition assigned to the host device.

53. (Previously Presented) The apparatus of Claim 48, wherein the first controller
and the second controller further comprise a single controller.
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REMARKS

Applicant appreciates the time taken by the Examiner to review Applicant's present
application. This application has been carefully reviewed in light of the Official Action mailed
November 1, 2005. Applicant respectfully requests reconsideration and favorable action in this
case.

Double Patenting Rejection

Applicant respectfully wishes to clarify that Applicant agreed that some aspects of the
present invention are consistent with items addressed in issued applications and copending
applications and reexaminations. Additionally Applicant agreed to submit a terminal disclaimer
to obviate the Examiner’s double patenting rejection. The submission of the terminal disclaimer
is not an admission as to the propriety of the double patenting rejection. See, MPEP 804.02.

In the double patenting rejection, the Examiner listed the following related cases. To aid
the Examiner, Applicant provides the following listing and status of each of the cases

09/001,799 issued as 5,941,972, under reexamination as 90/007,123 and 90/007,317
09/354,682 issued as 6,421,753, under reexamination as 90/007,124
09/081,110 issued as 6,789,152

10/081,114 now abandoned

10/023,786 now abandoned

09/965,335 issued as 6,425,035, under reexamination as 90/007,125
10/174,720 issued as'6,738,854, under reexamination as 90/007,127
09/965,339 issued as 6,425,036, under reexamination as 90/007,126
10/081,082 now abandoned

10/361,283 issued as 6,763,419

10/638,955 now abandoned

10/640,468 now abandoned

11/191,254 pending
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The Director of the U.S. Patent and Trademark Office is hereby authorized to charge
any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group.
Respectfully submitted,

Sprinkle IP Law Group
Attorneys for Applicant

ohn L. Adair
Reg. No. 48,828

Date: \L, Ml0<

1301 W. 25" Street, Suite 408
Austin, TX 78705

Tel. (512) 637-9220

Fax. (512) 371-9088
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE - Atty. Docket No.
\ FD_E\PATENTlNG REJECTION OVER A PRIOR PATENT CROSS1120-13
oML Applicant
, ?3 Geoffrey B. Hoese, et al.
DEC 9 0 2005 Application Number Date Filed
10/658,163 09/09/2003
Title

Storage Router and Method for Providing Virtual
Local Storage

Group Art Unit Examiner

2182 Shin, Christopher B.
Confirmation Number:

5675

Certificate of Mailing Under 37 C.F.R. §1.8

Commissioner for Patents | hereby certify that this correspondence is being deposited with
the U.S. Postal Service as First Class Mail in an envelope
P.O. Box 1450 addressed to: Commissioner for Patents, P.O. Box 1450,

Alexandria, VA 22313 on December / 200‘,5./_&

Alexandria, VA 22313-1450 C/ZL J/’;%/ R /)

Name

Dear Sir S were H- Besckses

Crossroads Systems, Inc., the owner of one hundred percent (100%) interest in the
instant application, as evidenced by the Assignment Recorded on December 31, 1997 on
Reel/Frame: 8929/0290 hereby disclaims, except as provided below, the terminal part of the
statutory term of any patent granted on the instant application, which would extend beyond the
expiration date of the full statutory term defined in 35 U.S.C. § 154 to 156 and 173 of U.S.
Patent Nos. 5,941,972, 6,421,753, 6,425,036, 6,425,035, 6,789,152, 6,738,854, and 6,763,419
or shortened by any terminal disclaimer filed prior to the grant of any patent granted on co-
pending Application Nos. 90/007,123, 90/007,124, 90/007,125, 90/007,126, 90/007,127,
11/191,254, and 90/007,317. The owner hereby agrees that any patent so granted on the
instant application shall be enforceable only for and during such period that it and any patent
granted on the co-pending applications are commonly owned. This agreement runs with any
patent granted on the instant application and is binding upon the grantee, its successors or
assigns.

12/21/2005 DEMHANU1 00000034 503183 106568163
01 FC:2814 63.00 DA
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In making the above disclaimer, the owner does not disclaim the terminal part of any
patent granted on the instant application that would extend to the expiration date of the full
statutory term as defined in 35 U.S.C. § 154 to 156 and 173 of the prior patent, as presently
shortened by any terminal disclaimer, in the event that it later: expires for failure to pay a
maintenance fee, is held unenforceable, is found invalid by a court of competent jurisdiction, is
statutorily disclaimed in whole or terminally disclaimed under 37 C.F.R. 1.321, has all claims
canceled by a reexamination certificate, is reissued, or is in any manner terminated prior to the

expiration of its full statutory term as presently shortened by any terminal disclaimer.

Check box 1, 2, 3, or 4 as appropriate.

1. [] For submission on behalf of an organization (e.g., corporation, partnership,
university, government agency, etc.), the undersigned is empowered to act on
behalf of the organization.

| hereby declare that all statements made herein of my own knowledge are true and that
all statements made on information and belief are believed to be true; and further that these
statements were made with fhe knowledge that willful false statements and the like so made are
punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States
Code and that such willful false statements may jeopardize the validity of the application or any

patent issued thereon.

* Statement under 37 C.R.F. 3.73(b) is required if terminal disclaimer is signed by the
assignee (owner). Form PTO/SB/96 may be used for making this certification. See
MPEP § 324. :

2. [X] The undersigned is an attorney or agent of record.

3. [ Terminal disclaimer fee under 37 C.F.R. 1.20(d) included.

4, @ The Commissioner is hereby authorized to deduct the required fee, and/or any
deficiencies or credit any overpayments regarding this application from deposit
account 50-3183 of Sprinkle IP Law Group.

= gpetes
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UNITED STATES PATENT AND TRADEMARK OFFICE ' / 6\

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
WWW.Uuspto.gov
r APPLICATIONNO. | FILING DATE | FIRST NAMED INVENTOR - | ATTORNEY DOCKET NO. |  CONFIRMATION NO. ]
10/658,163 09/09/2003 Geoffrey B. Hoese CROSS1120-13 5675
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2000 University Avenue )
E.Palo Alto, CA 94303-2248 [ ArTuniT [ ParerNUMBER |
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Please find below and/or attached an Office communication concerning this application or proceeding.
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Application No. Applicant(s)
10/658,163 HOESE ET AL.
Office Action Summary Examiner Art Unit
Christopher B Shin 2182

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE 3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the malllng date of this communication.
- If the period for reply specmed above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1) Responsive to communication(s) filed on 27 July 2005.
2a)X This action is FINAL. 2b)X This action is non-final.
3)[J Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 4563 O.G. 213.

Disposition of Claims

4)[X Claim(s) 15-53 is/are pending in the application.
4a) Of the above claim(s) is/are withdrawn from consideration.

5[] Claim(s) is/are allowed.

6)X Claim(s) 15-53 is/are rejected.

7)] Claim(s) is/are objected to.

8)[J Claim(s) are subject to restriction and/or election requirement.
Abplication Papers

9)X The specification is objected to by the Examiner.
10)X] The drawing(s) filed on 09 September 2003 is/are: a)lX] accepted or b)L] objected to by the Examiner.
Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).
Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).
11)[] The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)[]] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)J ANl b)J Some * c)[_] None of:
1.[] Certified copies of the priority documents have been received.
2] certified copies of the priority documents have been received in Application No.
3.0 cCopies of the certified copies of the priority documents have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).
* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)
1) [] Notice of References Cited (PTO-892) 4) D Interview Summary (PTO-413)
2) [[] Notice of Draftsperson’s Patent Drawing Review (PT0-948) Paper No(s)/Mail Date. _____
3) X Information Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) L] Notice of Informal Patent Application (PTO-152)
Paper No(s)/Mail Date 07252005. 6) (] other:
U.S. Patent and Trademark Office
PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 10252005
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DETAILED ACTION
1. The amendment received July 27, 2005 hasbeen entered and carefully

considered. Claims 15-53 and the applicant's responses were carefully considered.

" Interview/Double Patenting Rejection
2. On October 25, 2005, a telephonic interview was conducted and the applicant
agreed to file additional Terminal Disclaimer against all of the remaining related bending '
applications and allowed applications. During the interview, the examiner élso kindly
asks the applicant to make sure that the present and pending applications to be

consistent with the related reexamination applications.

3. The nonstatutory double patenting rejection is based on a judicially created
doctrine grounded in public policy (a policy reflected in the statute) so as to prevent the
unjustified or improper timewise extension of the "right to exclude" granted by a patent
and to prevent possible harassment by multiple assignees. See /n re Goodman, 11
F.3d 1046, 29-USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887, 225

USPQ 645 (Fed. Cir. 1985); In re Van Ornum, 686 F.2d 937, 214 USPQ 761 (CCPA
1982); In re Viogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970);and, In re
Thorington,418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1 321(c) may be
used to overcome an actual or provisional rejection based on a nonstatutory double
patenting ground provided the conflicting application or patent is shown to be commonly
owned with this application. See 37 CFR 1.130(b).

Effective January 1, 1994, a registered attorney or agent of record may sign a
terminal disclaimer. A terminal disclaimer signed by the assignee must fully comply with
37 CFR 3.73(b).

a. Since the applicant agreed with the examiner regarding the Double

Patenting rejection, the details of the rejection would be omitted.
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b. The examiner kindly asks the applicant for help on identifying all of the
related applications, if the examiner inadvertently makes a mistake. Claim15-53
are rejected uvnder the judicially created doctrine of obviousness-type double
patenting as being unpatentable over claims of the related Patent/Applications as
follows. Although the conflicting claims are not identical, they are not patentably
distinct from each other because the related applications claim subject matter
that are substantially identical to the present claimed invention. The following are
the list of the related cases:

09/001,799; 09/354,682; 10/081,110; 10/081,114; 10/023,786;

10/081,110; 09/965,335; 10/174,720; 09/965,339; 10/081,082;

10/361,283; 10/638,955; 10/640,468; 10/658,163; 11/191,254;

90/007,123; 90/007,124; 90/007,125; 90/007,126; 90/007,127;&
90/007,327.

Conclusion
4. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time
policy as set forth in 37 CFR 1.136(a).

A shortened statutory period for reply to this final action is set to expire THREE
MONTHS from the mailing date of this action. In the event a first reply is filed within
TWO MONTHS of the mailing date of this final action and the advisory action is not
mailed until after the end of the THREE-MONTH shortened statutory period, then the
shortened statutory period will expire on the date the advisory action is mailed, and any

extension fee pursuant to 37 CFR 1.136(a) will be calculated from the mailing date of
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the advisory action. In no event, however, will the statutory period for reply expire later
than SIX MONTHS from the mailing date of this final action.

5. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Christopher B. Shin whose telephone number is 571-
272-4159. The examiner can normally be reached on 6:30-5:00 M,Tu,Th,F.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s
supervisor, Kim Huynh can be reached on 571-272-4147. - The fax phone number for
the organization where this application or proceeding is assigned is 571-273-8300.

Information regarding the status of an application may be obtained from the
Patent Application Information Retrieval (PAIR) system. Status information for
published applications may be obtained from either Private PAIR or Public PAIR.
Status information for unpublished applications is-available through Private PAIR only.
For more information about the PAIR system, see http://pair-direct.uspto.gov. Should
you have questions on access to the Private PAIR system, contact the Electronic
Business Center (EBC) at 866-217-9197 (toll-free).

CHRISTOPHER SHIN
PRIMARY EXAMINER
OF 2182

October 26, 2005
cbs
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STATEMENT BY APPLICANT | First Named Inventor Hoese, Geoffrey

Group Art Unit 2182
Examiner Name Shin, Christopher B.
Sheet l 1 I OF l 4 Attorney Docket Number CROSS1120-13
U.S. PATENT DOCUMENTS
Document Number icat Nameof Patentee or | Colums, Lines
S| N o ApcartofCles | Wnar Float
Figures Appear
Number Kind Code (if known) _
o A1 | 4,415,970 11/15/1983 Swenson, et al.

A2 | 4,455,605 6/19/1984 Cormier, et al.

A3 | 4,504,927 3/12/1985 Callan

A4 | 4,533,996 8/6/1985 Gartung, et al.

A5 | 4,573,152 2/25/1986 Greene, ¢t al.

A6 | 4,603,380 7/29/1986 Easton, et al.

A7 | 4,620,295 10/28/1986 Aiden, Jr.

A8 | 4,644,462 2/17/1987 | Matsubara, et al.

A9 | 4,697,232 9/29/1987 Brunelle, et al.
A10| 4,787,028 11/22/1988 Finforck, et al.
A11] 4,807,180 2/21/1989 Takeuchi, et al.
A12| 4,811,278 3/7/1989 Bean, et al.
A13| 4,821,179 4/11/1989 Jensen, et al.
A14| 4,825,406 4/25/1989 Bean, et al.
A15| 4,827,411 5/2/1989 Arrowood, et al.
A16| 4,835,674 5/30/1989 Collins, et al.
A17/| 4,864,532 . 9/5/1989 Reeve, et al.
A18| 4,897,874 1/30/1990 Lidensky, et al.
A19| 4,961,224 10/2/1990 Yung
A20| 5,072,378 12/10/1991 Manka
A21| 5,077,732 12/31/1991 Fischer, et al.
A22| 5,077,736 12/31/1991 | Dunphy, Jr., et al.
A23| 5,124,987 6/23/1992 Milligan, et al.
A24| 5,155,845 10/13/1992 Beal, et al.
A25] 5,185,876 2/9/1993 Nguyen, et al.
A26| 5,193,168 3/9/1993 Corrigan, et al.
A27! 5,193,184 3/9/1993 Belsan, et al.
A28| 5,202,856 4/13/1993 Glider, et al.
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A29]| 5,210,866 5/11/1993 Milligan, et al.
A30| 5,212,785 5/18/1993 Powers, et al.
A31| 5,214,778 5/25/1993 Glider, et al.
A32| 5,226,143 7/6/1993 Baird, et al.
A33| 6,239,632 08/24/93 Larner
A34! 5,239,654 8/24/1993 Ing-Simmons
A35] 5,247,638 9/21/1993 O'Brien, et al.
A36| 5,247,692 9/21/1993 Fujimura
A37| 5,297,262 3/22/1994 Cox, et al.
A38| 5,301,290 4/5/1994 Tetzlaff, et al.
A39| 5,315,657 5/24/2994 Abadi, et al.
A40| 5,317,693 " 7/19/1994 Elko, et al.
A41| 5,331,673 7/19/1994 Elko, et al.
A42| 5,361,347 11/1/1994 Glider, et al.
A43| 5,367,646 11/22/1994 Pardillos, et al.
Ad4| 5,379,385 1/3/1995 Shomler
A45] 5,379,398 1/3/1995 - Cohn, et al.
- A46| 5,388,243 2/7/1985 Gilder, et al.
Ad47| 5,388,246 2/7/1995 Kasi
A48/ 5,394,526 2/28/1995 Crouse et al.
A49| 5,396,596 3/7/1995 Hashemi, et al.
AS50| 5,403,639 4/4/1995 Belsan, et al.
A51| 5,410,667 4/25/1995 Belsan, et al.
A52| 5,410,697 ' 4/25/1995 Baird, et al-
A53| 5,416,915 5/16/1995 Mattson, et al.
A54| 5,418,909 5/23/1995 | Jachowski, et al.
A55| 5,420,988 5/30/1995 Elliott
A56| 5,423,026 6/6/1995 Cook, et al.
A57| 5,426,637 6/20/1995 Derby, et al
A58( 5,430,855 7/4/1995 Wash, et al.
A59/| 5,450,570 9/12/1995 Richek, et al.
A60] 5,452,421 9/19/1995 Beardsley, et al.
A61] 5,459,857 10/17/1995 Ludlam, et al.
A62| 5,463,754 10/31/1995 | Beausoleil, et al.
A63| 5,469,576 11/21/1995 Dauerer, et al.
A64| 5,471,609 11/28/1995 Yudenfriend
AG65] 5,487,077 1/23/1996 Hassner, et al.
A66| 5,495,474 2/27/1996 Olnowich, et al.
AG67| 5,496,576 3/5/1996 Jeong
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A68| 5,504,857 4/2/1996 Baird, et al.
A69| 5,507,032 4/9/1996 Kimura
A70| 5,511,169 4/23/1996 Suda
A71| 5,519,695 5/21/1996 Purohit, et al.
AT72| 5,530,845 6/25/1996 Hiatt, et al.
AT73| 5,535,352 7/9/1996 Bridges, et al.
A74| 5,537,585 7/16/1996 | Blickerstaff, et al.
A75] 5,544,313 8/6/1996 Shachnai, et al.
AT76| 5,548,791 8/20/1996 Casper, et al.
AT7| 5,564,019 10/8/1996 Beausoleil, et al
A78| 5,568,648 10/22/1996 | Coscarella, et al.
A79| 5,581,709 12/3/1996 lto, et al.
A80; 5,581,724 12/3/1996 Belsan et al.
A81) 5,613,082 3/18/1997 Brewer, et al.
A82| 5,621,902 4/15/1997 Cases, et al.
A83) 5,632,012 5/20/1997 Belsan, et al.
A84| 5,634,111 5/27/1997 Oeda, et al. |
A85| 5,638,518 6/10/1997 Malladi
A86| 5,642,515 6/24/1997 Jones, et al.
A87] 5,659,756 8/19/1997 hefferon, et al.
A88| 5,664,107 9/2/1997 | Chatwanni, et al.
A89j 5,727,218 3/10/1998 Hotchkin
A90| 5,743,847 4/28/1998 | Nakamura;, et al.
A91] 5,781,715 7/14/1998 Sheu
A92| 5,802,278 9/1/1998 Isfeld, et al.
'A93| 5,805,816 9/8/1998 | Picazo, Jr., et al.
A94| 5,860,137 1/12/1999 Raz, et al.
A95| 5,867,648 2/2/1999 Foth, et al.
A96| 5,889,952 3/30/1999 Hunnicutt, et al.
A97| 5,913,045 6/15/1999 Gillespie, et al.
A98| 5,923,557 7/13/1999 Eidson
A99| 5,933,824 8/3/1999 DeKoning, et al.
A100 5,935,260 8/10/1999 Ofer
A101| 5,949,994 9/28/1999 Boggs, et al.
A102 5,953,511 9/14/1999 Sescilia, et al.
A103 5,959,994 9/28/1999 Boggs, et al.
A1 041 5,974,530 10/26/1999 Young
A105 6,021,451 2/1/2000 Bell, et al.
A10§ 6,055,603 ©4/25/2000 Ofer, et al.
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' 2\ JApplication Number 10/658,163
FORM PTO 1449 US Depa t of | Filing Date 09/09/2003
Commerce X First Named Inventor Geoffrey B. Hoese
Patent and Trademark Office -
Group Art Unit 2182
Examiner Name Shin, Christopher B.
Sheet | 1 | of l7 . Atty Docket Number CROSS1120-13
Bxaminer | citeNo. OTHER PRIOR ART — NON PATENT LITERATURE DOCUMENTS Date
2, | _c1_| Decision Returning Petition mailed February 28, 2005
C2 | Block-Based Distributed File Systems, Anthony J. McGregor, July
1997
C3 | Compaq StorageWorks HSG80 Array Controller ACS Version 8.3
(Maintenance and Service Guide) 11/98
C4 | Compaq StorageWorks HSG80 Array Controller ACS Version 8.3
(Configuration and CLI Reference Guide) 11/98 .
C5 | CRD-5500 SCSI RAID Controller User's Manual CMD Technology,
' inc. pp. 1-1 to 6-25, revised November 21, 1996. 11/21/1996
C6 | DIGITAL Storage Works, HSZ70 Array Controller, HSOF Version 7.0
EK-HSZ70-CG. A01, Digital Equipment Corporation, Maynard,
Massachusetts
C7 | DIGITAL StorageWorks HSZ70 Array. Controller HSOF Version 7.0
EK-HSZ270-RM. A01 CLI Reference Manual
Cs | DIGITAL StorageWorks HSZ70 Array Controller HSOF Version 7.0
EK-HSZ70-SV. AO1 1997-
C9 | DIGITAL StorageWorks HSG80 Array Controller ACS Version 8.0
(User's Guide 1/98)
C10 | DP5380 Asynchronous SCSI Interface, National Semiconductor
Corporation, Arlington, TX, May 1989, pp. 1-32
C11 | Emerson, "Ancor Communications: Performance evaluation of
switched fibre channel /0 system using—FCP for SCSI" February
1995, |IEEE, pp. 479-484 2/1/1995
C12 | Fibre Channel and ATM: The Physical Layers, Jerry Quam .
WESCON/94, published 27-29 September 1994. Pages 648-652.
C13 | Fiber Channel storage interface for video-on-demand servers by
Anazaloni, et al. 6/15/1905
C14 | Gen5 S-Series XL System Guide Revision 1.01 by Chen 6/18/1905
C15 | Graphical User Interface for MAXSTRAT Gen5/Gen-S Servers User’s
uide 1.1 ' 6/11/1996
C16 | High Performance Data transfers Using Network-Attached Peripherals
at the national Storage Laboratory by Hyer 2/26/1993
C17 | IFT-3000 SCSI to SCSI Disk array Controller Instruction Manual
Revision 2.0 by Infotrend Technologies, Inc. 1995-
C18 | Implementing a Fibre Channel SCSI transport by Snively 1994-
C19 | "InfoServer 150—Installation and Owner's Guide", EK-INFSV-OM-001,
Digital Equipment Corporation, Maynard, Massachusetts 1991,
Chapters 1 and 2
C20 | InfoServer 150VXT Photograph.
C21 | Infoserver 100 System Operations Guide, First Edition Digital
Equipment Corporation, 1990
C22 | Johnson, D.B., et al., “The Peregrine High Performance RPC System”,
S Software-Practice and Experience, 23(2):201-221, Feb. 1993
C23 | Local-Area networks for the IBM PC by Haugdahl
C24 | Misc. Reference Manual Pages, SunOS 5.09
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Sheet 1 2 | of [ 7 Atty Docket Number CROSS1920-13
Bramiver | cieno. OTHER PRIOR ART - NON PATENT LITERATURE DOCUMENTS Date"
2 )| C25 | New serial /Os speed storage subsystems by Bursky 2/6/1995
7 C26 | Petal: Distributed Virtual Disks, Edward K. Lee and Chandramohan A.
{ Thekkath, ACM SIGPLAN Notices, Volume 31, Issue 9, September
1996, pages 84-92. -
C27 | Pictures of internal components of the infoServer 150, taken from
http://bindarydinosaurs.couk/Museum/Digital/infoserver/infoserver.php
in Nov. 2004.
C28 | Raidtec FibreArray and Raidtec FiexArray UltraRAID Systems”,
Windows IT PRO Article, October 1997
C28 | S.P. Joshi, "Ethemnet controller chip interfaces with variety of 16-bit
processors,” electronic Design, Hayden Publishing Co., Inc., Rochelle
Part, NJ, October 14, 1982. pp 193-200
C30 | Simplest Migration to Fibre Channel Technology” Article, Digital
Equipment Corporation, November 10, 1997, published on PR
Newswire 11/10/1997
C31 | Systems Architectures Using Fibre Channel, Roger Cummings,
Twelfth IEEE Symposium on Mass Storage Systems, Copyright 1993
IEEE. Pages 251-256
C32 | Dot Hill's Request to Exceed Page Limit in Motion for Summary
Judgment filed June 29, 2005. Case No. A-03-CV-754 (SS)
C33 | Request for Ex Parte Reexamination for 6,425,035. Third Party
Requester: William A. Blake
C34 | Request for Ex Parte Reexamination for 6,425,035. Third Party
Requester: Natu J. Patel
C35 | Office Action dated 01/21/03 for 10/174,720 (CROSS1120-8) 1/21/2003
C36 | Office Action dated 02/27/01 for 09/354,682 (CROSS1120-1) 2/27/2001
C37 | Office Action dated 08/11/00 for 09/354,682 (CROSS1120-1) 8/11/2000
C38 | Office Action dated 12/16/99 for 09/354,682 (CROSS1120-1) 12/16/1999
C39 | Office Action dated 11/06/02 for 10/023,786 (CROSS1120-4) 11/6/2002
C40 | Office Action dated 01/21/03 for 10/081,110 (CROSS1120-5) 1/21/2003
C41 | Office Action in Ex Parte Reexamination 90/007,127, mailed 02/07/05. 2/7/2005
c42 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 :
- | for 90/007,127 filed on 04/06/05.
C43 | Office Action in Ex Parte Reexamination 80/007,125, mailed 02/07/05. 2/7/2005
Cé4 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,125 and 90/007,317 filed on 04/06/05.
C45 | Office Action in Ex Parte Reexamination 80/007,126, mailed 02/07/05. 2/7/2005
Cc46 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,126 filed on 04/06/05.
C47 | Office Action in Ex Parte Reexamination 90/007,124, mailed 02/07/05. 2/7/2005
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C48 | Office Action in Ex Parte Reexamination 90/007,123, mailed 02/07/05. 2/7/2005
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OTHER PRIOR ART ~ NON PATENT LITERATURE DOCUMENTS
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e

C50

Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,123 filed on 04/05/05.

C51

European Office Action issued April 1, 2004 in Application No.
08966104.6-2413

4/1/2004

C52

Fiber Channel (FCS)/ATM Interworking: A Design Solution by
Anzaloni, et al.

Copies of the following are on the attached CD-Rom

CS3

Defendant's First Supplemental Trial Exhibit List, Crossroads Systems,
Inc., v. Chaparral Network Storage, Inc., C.A. No. A-00CA-217-SS
(W.D. Tex. 2001). (CD-Rom).

C54

Defendant's Third Supplemental Trial Exhibit List, Crossroads
Systems, Inc. v. Pathlight Technology, Inc., C.A. No. A-00CA-248-SS
(W.D. Tex. 2001) (CD-Rom).

C55

Defendant Chaparral Network Storage, Inc.’s First Supplemental Trial
Exhibit List (D1 through D271) (CD-ROM Chaparral Exhibits
ExList Def).

9/2/2001

C56

Plaintiffs Fourth Amended Trail Exhibit List, Crossroads Systems, Inc.
v. Chaparral Network Storage, Inc, C.A. No. A-O0CA-217-SS (W.D.
Tex. 2001) (CD-Rom).

9/11/2001

C57

Plaintiffs Revised Trial Exhibit List, Crossroads Systems, Inc. v.
Pathlight Technology, Inc., C.A. No. A-00CA-248-SS (W.D. Tex.
2001). (CD-Rom).

C58

Trail Transcripts, Crossroads Systems, Inc. v. Chaparral Network
Storage, Inc., C.A. No. A-00CA-217-SS (W.D. Tex. 2001) (CD-Rom).

C59

Trail Transcripts, Crossroads Systems, Inc. v. Pathlight Technology,
Inc., C.A. No. A-O0CA-248-SS (W.D. Tex. 2001). {(CD-Rom).
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Cite No.

OTHER PRIOR ART ~ NON PATENT LITERATURE DOCUMENTS

Date

X

C60

Datasheet for CrossPoint 4100 Fibre Channel to SCSI Router (Dedek
Ex 41 (ANCT 117-120)) (CD-ROM Chaparral Exhibits D012).

!

c61

Symbios Logic- Software Interface Specification Series 3 SCSI RAID -
Controller Software Release 02.xx (Engelbrecht Ex 2 (LSI 1421-1658))
(CD-ROM Chaparral Exhibits D013). '

12/3/1997

C62

Press Release- Symbios Logic to Demonstrate Strong Support for
Fibre Channel at Fall Comdex (Engelbrecht 12 (LS| 2785-86)) (CD-
ROM Chaparral Exhibits D016). '

11/13/1996

C63 .

OEM Datasheet on the 3701 Controller (Engelbrecht 13 (LSI 01837-
38)) (CD-ROM Chaparral Exhibits D0O17).

6/17/1905

C64

Nondisclosure Agreement Between Adaptec and Crossroads Dated
10/17/96 (Quisenberry Ex 25 (CRDS 8196)) (CD-ROM Chaparral
Exhibits D020).

10/17/1996

Cc65

Organizational Presentation on the External Storage Group (Lavan Ex
1 (CNS 182242-255)) (CD-ROM Chaparral Exhibits D021).

4/11/1996

C66

Bridge. C, Bridge Between SCSI-2 and SCSI-3 FCP (Fibre Channel
Protocol) (CD-ROM Chaparral Exhibits P214).

c67

Bridge Phase Il Architecture Presentation (Lavan Ex 2 (CNS 182287-
295)) (CD-ROM Chaparral Exhibits D022).

4/12/1996

cé68

Attendees/Action Items from 4/12/96 Meeting at BTC (Lavan Ex 3
(CNS 182241)) (CD-ROM Chaparral Exhibits D023).

4/12/1996

Cc69

Brooklyn Hardware Engineering Requirements Documents, Revision
1.4 (Lavan Ex 4 (CNS 178188-211)) (CD-ROM Chaparral Exhibits
D024) by Pecone.

5/26/1996

C70

Brooklyn Single-Ended SCSI RAID Bridge Controller Hardware OEM
Manual, Revision 2.1 (Lavan EX 5 (CNS 177169-191)) (CD-ROM
Chaparral Exhibits D025).

3/21/1996

c1

Coronado Hardware Engineering Requirements Document, Revision
0.0 (Lavan Ex 7 (CNS 176917-932)) (CD-ROM Chaparral Exhibits
D027) by O'Dell. .

9/30/1996

Cc72

ESS/FPG Organization (Lavan Ex 8 (CNS 178639-652)) (CD-ROM
Chaparral Exhibits D028).

12/6/1996

C73

Adaptec MCS ESS Presents: Intelligent External /0O Raid Controllers
"Bridge" Strategy (Lavan Ex 9 (CNS 178606-638)). (CD-ROM
Chaparral Exhibits D029). :

2/6/1996

C74

AEC-7313 Fibre Channel Daughter Board (for Brooklyn) Engineering
Specification, Revision 1.0 (Lavan Ex 10 (CNS 176830-850)) (CD-
ROM Chaparral Exhibits D030).

2/27/1997

C75

Bill of Material (Lavan Ex 14 (CNS 177211-214)) (CD-ROM Chaparral
Exhibits D034).

7/24/1997

C76

AEC-. 4412B, AEC-7412/B2 External RAID Controller Hardware OEM
Manual, Revision 2.0 (Lavan Ex 15 (CNS 177082-123)) (CD-ROM
Chaparral Exhibits D035).

6/27/1997
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Cc91 | Bill of Material (Kalwitz Ex 2 (CNS 181632-633)) (CD-ROM Chaparral 3/17/1997
Exhibits D054).
C92 | Emails Dated 1/13-3/31/97 from P. Coliins to Mo re: Status Reports
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.| (CD-ROM Chaparral Exhibits D058).
C95 | AEC Bridge Series Products-Adaptec External Controller RAID 10/28/1997

Products Pre-Release Draft, v.6 (Manzanares Ex 4 (CNS 174632-
653)). (CD-ROM Chaparral Exhibits D059).
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C101
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C103

VBAR Volume Backup and Restore (CRDS 12200-202) (CD-ROWM
Chaparral Exhibits D099).

C104

Preliminary Product Literature for Infinity Commstor's Fibre Channel
to SCSI Protocol Bridge (Smith Ex 11; Quisenberry Ex 31 (SPLO 428-
30) (CD-ROM Chaparral Exhibits D143).

8/19/1996 -

C1i05

Letter dated 7/12/96 from J. Boykin to B. Smith re: Purchase Order for
Evaluation Units from Crossroads (Smith Ex 24) CRDS 8556-57) (CD-

'‘ROM Chaparral Exhibits D144).

7/12/1996

C106

CrossPoint 4100 Fibre Channel to SCSI Router Preliminary Datasheet

(Hulsey Ex 9 (CRDS 16129-130)) (CD-ROM Chaparral Exhibits D145).

11/1/1996

C107

CrossPoint 4400 Fibre Channel to SCSI Router Preliminary Datasheet
(Bardach Ex. 9, Quisenberry Ex 33 (CRDS 25606-607)) (CD-ROM
Chaparral Exhibits D153).

11/1/1996
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Fax Dated 07/22/96 from L. Petti to B. Smith re: Purchase Order from
Data General for FC2S Fibre to Channel SCSI Protocol Bridge Model
11 (Smith Ex 25; Quisenberry Ex 23; Bardach Ex 11 (CRDS 8552-55;
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Bardach Ex 12 (CRDS 13644-650) (CD-ROM Chaparral Exhibits
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Infinity Commstor Fibre Channel Demo for Fall Comdex, 1996 (Hoese
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Fax Dated 12/19/96 from B. Bardach to T. Rarich re: Purchase Order
Information (Bardach Ex. 14; Smith Ex 16 (CRDS 4460)) (CD-ROM -
Chaparral Exhibits D158).

cii2

Miscellaneous Documents Regarding Comdex (Quisenberry Ex 2
(CRDS 27415-465)) (CD-ROM Chaparral Exhibits D165).

Ci13

CrossPoint 4100 Fibre Channel to SCSI Router Preliminary Datasheet
(Quisenberry) Ex 3 (CRDS 4933-34) (CD-ROM Chaparral Exhibits
D166) (CD-ROM Chaparmal Exhibits D166).
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Geoffrey B. Hoese, et al.
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Group Art Unit Examiner

2182 Shin, Christopher B.
Confirmation Number:

5675

Certificate of Mailing Under 37 C.F.R. §1.8

Commissioner for Patents 1 hereby certify that this correspondence is being deposited with
: the U.S. Postal Service as First Class Mail in an envelope
P.O. Box 1450 addressed to: Commissioner for Patents, P.O. Box 1450,

Alexandria, VA 22313 on October 28, 2005.

o o
\. Janice Pampel;llv¥)£Z(/k

Alexandria, VA 22313-1450

Dear Sir:

Crossroads Systems, Inc., the owner of one hundred percent (100%) interest in the
instant application, as evidenced by the Assignment Recorded on December 31, 1997 -on
Reel/Frame: 8929/0290 hereby disclaims, except as provided below, the terminal part of the
statutory term of any patent grantéd on the instant application, which would extend beyond the
expiration date of the full statutory term defined in 35 U.S.C. § 154 to 156 and 173 of U.S.
Patent Nos. 5,941,972, 6,421,753, 6,425,036, 6,425,035, 6,789,152, 6,738,854, and 6,763,419.
The owner hereby agrees that any patent so granted on the instant application shall be
enforceable only for and during such period that it and the prior patent are commonly owned.
This agreement runs with any patent granted on the instant application and is binding upon the

grantee, its successors or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of any
patént granted on the instant application that would extend to the expiration date of the full
statutory term as defined in 35 U.S.C. § 154 to 156 and 173 of the prior patent, as presently
shortened by any terminal disclaimer, in the event that it later: expires for failure to pay a
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maintenance fee, is held unenforceabile, is found invalid by a court of competent jurisdiction, is
statutorily disclaimed in whole or terminally disclaimed under 37 C.F.R. 1.321, has all claims
canceled by a reexamination certificate, is reissued, or is in any manner terminated prior to the
expiration of its full statutory term as presently shortened by any terminal disclaimer.

Check box 1, 2, 3, or 4 as appropriate.

1. [ For submission on behalf of an organization (e.g., corporation, partnership,
university, government agency, etc.), the undersigned is empowered to act on
behalf of the organization.

| hereby declare that all statements made herein of my own knowledge are true and that
all statements made on information and belief are believed to be true; and further that these
statements were made with the knowledge that willful false statements and the like so made are
punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the United States
Code and that such willful false statements may jeopardize the validity of the application or any
patent issued thereon.

%*

Statement under 37 C.R.F. 3.73(b) is required if terminal disclaimer is signed by the
assignee (owner). Form PTO/SB/96 may be used for making this certification. See
MPEP § 324.

2. [X] The undersigned is an attorney or agent of record.
3. El Terminal disclaimer fee under 37 C.F.R. 1.20(d) included.
4. [X] The Commissioner is hereby authorized to deduct any deficiencies or credit any

overpayments regarding this application from deposit account 50-3183 of Sprinkle
IP Law Group.

m/?,&/oé”

Steven Sprinkle Dated
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Amended Compact Discs

EXAMINER NOTE: THIS PAPER IS AN INTERNAL WORKSHEET ONLY. DO NOT ENCLOSE
WITH ANY COMMUNICATION TO THE APPLICANT. ITS PURPOSE IS ONLY THAT OF AN
AID IN HIGHLIGHTING A PARTICULAR PROBLEM IN A COMPACT DISC .-

THE ATTACHED CD (COPY 1) HAS BEEN REVIEWED BY OIPE FOR
COMPLIANCE WITH 37 CFR 1.52(E). Please match this CD with

the application listed below.

Date: o ﬁ'?//{O/JOD\S/.
Serial No./Control No.  JO | LS8 13 _
Reviewed By: Y 'SH/TH Phone: 230§ 95/0 f’oc/ S P

AY

[_] The compact discs are readable and acceptable.
D Copy 1 and Copy 2 of the compact discs are not the same.

[ ] The compact discs are unreadable,
D The files on the compact discs are not in ASCII.
I:] The compact discs contain at least one virus.

Other

NW?RO?Q SuBsger Hirrie Joe Chd
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
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Atty. Docket No.
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Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Dear Sir:

Applicant

Geoffrey B. Hoese"

Application Number Date Filed
10/658,163 09/09/2003
Title

Storage Router and Method for Providing Virtual
Local Storage

Group Art Unit Examiner

2182 Shin, Christopher B.
Confirmation Number: ' -
5675

Certificate of Mailing Under 37 C.F.R. §1.10
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Patents, P.O. Box 1450, Alexandria, VA 22312-1450 on
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/ Signature
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In responée to the Official Action mailed January 27, 2005, Applicantlrespectfully

feq'uests the Examiner reconsider the rejections of the Claims in view of the this reply.
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Attorney Docket No. 4 10/658,163
CROSS1120-13 . Customer ID: 44654

IN THE ABSTRACT:

Please amend the abstract as follows:

A storage router {66) and storage network {56) provide virtual local storage on remote -
SCEl storage devices {66,-62-64) to Fiber Channel devices. A plurality of Fiber Channel
devices, such as workstations {68), are connected to a Fiber Channel transport medium {562),
and a plurality of SGSt-storage devices {66-62-64) are connected to a SCSkbus second Fibre
Channel transport medium £64). The storage router (66) interfaceé between the Fiber Channel
transport media mediurm-(52) anrd-the-SCSH-bus-transport-medium-(54). The storage router (56)
maps between the workstations {68) and the SGS} storage devices {66,-62-64) and implements
access controls for storage space on the 8GSt-storage devices {60,-62,-64)- The storage router
' - £66) then allows access from the workstations {58} to the SGSt-storage devices (66-62-64)

using native low level, block protocol in accordance with the mapping and the access controls.
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IN THE CLAIMS:

_Please amend the claims as follows. The claims are in the format as required by 35
C.F.R §1.121,

1-14 Cancelled

15. (Previously Presented) A storage router for providing virtual local storage on
remote storage devices to a device, compnsrng ‘ ’ '
a buffer providing-memory work space for the storage router;
a first Fibre Channel controller operable to connect to and interface with a first Fibre A
- Channel transport medium:; ' ‘ ' ‘
a second Fibre Channel controller operable to connect to and interface with a second
Fibre Channel transport medium; and } A -
~asupervisor unit coupled to the first and second Fibre Channel controllers and the
buffer, the supervisor unit operable:
to maintain a conﬁguration for remote storage devices connected to the second
- Fibre Channel transport medium that maps between the device and the remote storage devnces
and that |mplements access controls for storage space on the remote storage devices; and
to process data in the buffer to mterface between the first Fibre Channel =
controller and the second Fibre Channel controller to aIIow access from Flbre Channel initiator
~ devices to.the remote storage devices using native Iow level, block protocol in accordance wrth o
the conf guratron

~ 16. - (Previously Presented) The storage router of claim 15 wherein the conf guratlon
maintained by the supervrsor unit mcIudes an allocation of subsets of storage space to

associated Fibre Channel devices, wherein each subset is only ‘accessible by the assocrated_
Fibre Channel device. C

17. (Prevrously Presented) The storage router of clalm 16 whereln the- Frbre :
' ;Channel devrces comprise workstations. . '
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18. (Previously Presented) The storage router of claim 16, wherein the remote
storage devices comprise hard disk drives.

19. (Previously Presented) The storage router of claim 15, wherein each of the first
Fibre Channel controller comprises: ' » A
_ a Fibre Channel (FC) protocol unit operable to connect to the Fibre Channe! transport
medtum; |
" a first-in-first-out queue couoled to the Fibre Channel protocol unit; and

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the

buffer.
20. (Previously Presented) A storage network, comprising:
a first Fibre Channel transport medium; ) -
a second Fibre Channel transport medium;
a plurality of workstations connected to the first Fibre Channel transport medium;
‘a pIuraIityjof storage-devices connected to the second Fibre Channel transport medium;
and '

-

a storage router interfaoing between the first Fibre Channel transport medium and ttte
second Fibre Channel transport medium, the stor'ag-e router providirig'virtual local storage on
the storage devices to the workstations and operable:: | |

' to map between the workstations and the storage devices;
to implement access controls for storage space on the storage devices; and
to allow access from the workstations to the storage devices using natlve low |

level, block protocol in accordance with the mappmg and access controls
21, (Previously Presented) The storage network of claim 20, wherein the access
controls include an allocation of subsets of. storage space to associated workstations, wherern

each subset is only accessible by the associated workstatlon

22. (Prevnously Presented) The storage network of claim 20, whereln the storage
devices comprise hard dISk drives.
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23. (Previously Presented) The storage network of claim 20, wherein the storage
router comprises:

a buffer providing memory work space for the storage router,; -

a first Fibre Channel controller operable to connect to and interface with the first Fibre
Channel transport medium, the first Fibre Channel controller further operable to pull outgoing
data from the buffer and to place incoming data into the buffer;

a second Fibre Channel controller operable to connect to and interface with the second »
Fibre Channel transport medium the second Fibre Channel controller further operable to pull
outgoing data from the buffer and to place mcomlng data mto the buffer; and

a supervisor unit coupled to the fi rst and second Fibre Channel controllers and the
buffer the supervisor unit operable:

to maintain a confi iguration for the storage devices that maps between
workstations and storage devices and that |mplements the access controls for storage space on
the storage devices; and" _ o ,
~ to process data in the buffer to interface between the first Fibre Channel
controller and the second Fibre Channel controller to allow access from workstatrons to storage

devices in accordance with the confi guratlon

24, (Previousgly‘Presented) A method for providing virtual local 'storage on remote -

storage devices to Fibre Channel devices, comprising:
' interfacing-with a frst Fibre Channel transport medium;
interfacing with a second Fibre- Channel transport medium;
~ maintaining a configuration for remote storage devices connected to the second Fibre

-Channel transport medium that maps between Fibre Channel devices and ,the remote storage
o de_vtces and that implements access c'ontrols for storage space on the remote storage devices;
and - ' | | o . ' B

allowing access from Fibre Channel initiator devices to the remote storage devices usmg

“native low level, block protocol in accordance with the conf guratlon
25. (Previously Presented) The method of claim 24, wherein maintaining the

| conf guratlon includes allocatmg subsets of storage space to associated Fibre Channel devnces

whereln each subset i is only accessible by the assomated Fibre Channel device.

Oracle-Huawei-NetApp Ex. 1002, pg. 122



Attorney Docket No. ) 10/658,163
CROSS1120-13 Customer ID: 44654

26. (Previously Presented) The method of claim 25, wherein the Fibre Channel

devices comprise workstations.

27.  (Previously Presented) The method of claim 25, wherein the remote storage
devices comprise hard disk drives. ' ’

28. (Previously Presented) An apparatus for providing virtual local storage on a
remote storage device to a devicé operating according to a Fibre Channel protocol, comprising:

a first controller operable to connect to and interface with a first transport rhedium,
wherein the first transport medium is operable according to the Fibre Channel protocol;

a second controller operablé to connect to and interface with a second transport
medium, wherein the second transport medium is operable according to'the Fibre Channel
protdcol; and o

a supervisor unit coupled to the first controller and the second controller, the supervisor
unit operable to control access from the device connected to the first transport medium to the
remote storage device connected to the second transport medium using native low level, block

protocols according-to a map between the device and the remote storége device.

29:, (Previously Presented) The épparatus of Claim 28, wherein the s'upe'rv.isor unit is
* further operable to maintain a configuration wherein the configuration inciudes the map
between the device and the remote storage device, and further wherein the map includes virtual -

" “LUNS that provide a representation of the storage device.

30. (Previously Presented) The apparatus of Claim 29, wherein the imap only
exposes the device to LUNSs that the device may access. ' '

31. (Previously Piresent'ed) The apparatus of Claim 28, wherein the supervisor unit is _ '
~ further operable to maintain a configuration including the map, wherein the map providés a

» mapping from a host device ID to a virtual LUN représenta’tion of the remote stbrégé device to a

3 physical LUN of the remote storage device. © ' | L ‘
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32. (Previously Presented) The apparatus of Claim 28, wherein the remote storage
device further comprises storage space partitioned into virtual local storage for the device
connected to the first transport medium.

33. (‘Previously Presented) The apparatus of Claim 32, wherein the supervisor unit is
further operable to prevent the device from accessing any storage on the remote storage

device that is not part of a virtual local storage partition assigned to the device

34. (Previously Presented) The apparatus of Claim 28, wherein the first controller

and the -second controller further comprise a single controller.

35. (Previously Presented) A system-for providing virtual local storage on remote
storage devices, comprising:
a first controller operable to connect to and interface with a first transport medium
operable according to a Fibre Channel protocol;
a second controller operable to oonnect to and interface with a second transport
medium operable aooording to the Fibre Channel protocol;
at least one device connected to the first transport medium;
at. Ieast one storage device connected to the second transport medium; and -
an access control device coupled to the t” rst controller and the second controller the L
access control device operable to: ‘
map between the at least one devrce and a storage space on the at Ieast one
storage device; and " _ -
control access from the at least one device to the at least one storage device

using native low Ie\/el, block protocol in accordance with the map.

: 36. (Previousty Presented) The system of Claim:35, wherein the access control device
is further operable to maintain a configuration wherein the configuration includes the map
between the at least one device and the at least one storage device, and further wherein the

map includes virtual LUNs that provrde a representation of the at Ieast one storage device.
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37. (Previously Presented) The system of Claim 36, wherein the map only exposes the
at least one device to LUNs that the at least one device may access.

38. (Previously Presented) The system of Claim 35, wherein the access control device
is further-operable to maintain a configuration including the map, wherein the map provides a
mapping from a host device ID to a virtual LUN representation of the at least one storage

“device to-a physical LUN of the at least one storage device.

~ 39. (Previously Presented) The system of Claim 35, wherein the at least one storage
device further comprises storage space partitioned into virtual local storage for the at least one
device.

40. (Previously Presented) The system of Claim 39, wherein the access control unit is
further operable to prevent at least one device from accessing any storage on the at least one
storage device that is not part of a virtual local storage partmon ‘assigned to the at least one
dewce '

41. (Previously Presented) The system of Claim 35, wherein the first controller and the

second controller further comprise a single controller.’

42. (Previously Presented) A method for prowdlng wrtual local storage on remote
storage devices, compnsmg _ B
. mapping between a device connected to a first transport medium and a storage device
connected to a second transport medium, wherein the first transport medium and the second
transport medium operate accordlng to a Fibre Channel protocol;
A |mplement|ng access controls for storage space on the storage device; and
allowmg access from the devuce connected to the first transport medlum to the storage .

- device using native low level, block protocols.

“43. (Prevnously Presented) The method of Claim 42 further compnsmg mamtalnmg a

“confi guratlon wherein the confi iguration mcludes a map between the device and the one storage -
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device, and further wherein the map includes virtual LUNs that provide a representation of the
storage device. ’

44. (Previously Presented) The method of Claim 43, wherein the map only exposes the
device to LUNSs that the device may access.

45. (Previously Presented) The method of Claim 42, further comprising maintaining a
configuration including a map from a host device ID to a virtual LUN representation of the
storage device to a physical LUN of the storage device.

46. (Previously Presented) The method of Claim 42, further comprislng partitioning
storage space on the storage device into virtual local storage for the device. "

47. (Previously Presented) The method of Claim 486, further comprising preventing the
device from accessing any storage on the storage device that is not part of a virtual local

storage partition assigned to the device.

48. (Prevrously Presented) A system for providing virtual local storage compnsmg

a host device; ' - - :

a storage device remote from the host devlce, wherein the storage device has a storage
space; _ | . - L o
‘ a first controller;

_a second controller

a first transport medium operable according to a Flbre Channel protocol, whereln the
first transport medlum connects the host device to the first controller ‘

a second transport medium operable accordlng to the Flbre Channel protocol, wherein '
the second transport medlum connects the second controller to the storage device; '

a supervrsor unit coupled to the first controller and the second controller the supervrsor
unit operable to: '

malntaln a conf guratlon that maps between the host device and at least a

: portron of the storage space on the storage device; and
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implement access controls according to the configuration for the storage space
on the storage device using native low level, block protocol.

49. (Previously Presented) The system of Claim 48, wherein the supervisor unit is
further operable to: ' ‘

maintain a configuration that maps from the host device to a virtual representation of at
least a portion of the storage space on the storage device to the storage dewce and

allow the host device to access only that portion of the storage space that is contained
in the map. ‘ ’

50. (Previously Presented) The system of Claim 49, wherein the conﬂguration .
comprlses a map from a host device ID to a virtual LUN representation of the storage dewce to

a physical LUN of the storage devuce

51. (Previously Presented) The system of Cléim 48, wherein the storage device

further comprises storage space partitioned into virtual local storage for the host device. -
52. - (Previously Presented) The system of Claim-51, wherein the supervisor unit is
further operable to prevent the host device from accessing any storage on the etorage device

that is not par‘[ of a virtual local storage partition assigned to the host device.

53.  (Previously Presented) The apparatus of Claim 48, whereln the first controller ;

and the second controller further comprlse a single controller.
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REMARKS

The Examiner requested that the Applicants clarify several terms in the claims and point
out support for a system with two Fibre Channel-transport media. Applicants appreciate the
Examiner’s efforts to expedite prosecution and address the Examiner’s request for particular

definitions and showings of support in the remarks provided below.

I. Objections to Drawings ,

- The drawings sta_nd objected to as failing to comply with 37 C.F.R. § 1.83(a) as not
showing every feature of the invention specified in the claims because they do not show the
claimed Iirhitation regarding the first and second media being a Fibre Channel protocol type.
Applicants note, however, that such a drawing is only required “where necessary for the -
understanding of the subject matter sought to be patented.” As discussed in more detail below,
the Specification discloses an implementation in which the initiator is a Fibre Channel initiator,
the target is a Fibre Channel»target. See Specification at page 15, Iines 12-17. Speciﬁcelly, the
Specification states that the “storage router has various modes of operation that are possible
Vbetwe'en FC and SCSI target and initiator combinations. These modes are: FC Initiator to SCSI
Target; SCSI Initiator to FC Target; SCSil Initiator to SCSI Target; and FC Initiator to Fc
Target.” Id. (emphasis added). The figures provided in the invention, along with the
Sbeciﬂcatio_n, provide additional information relating to the invention in detail necessary to
shpport this FC initiator te FC target embodim’en{. One of skill in the art would not require an
additional drawing to understand that a workstation (or other initiator) cen be connected to the
stor_age router via Fibre Channel.and a storage device (or other target) can be connected to the
N Sterage‘roufer via Fibre Channel. Therefore, Applieants submit that such an drawing showing a
storage router connected to two Fibre Channel transport medlums is not necessary for.an
understanding of the invention-and not reqwred under 37 C.F. R § 1. 83(a) Accordlngly, :

withdrawal of this rejectlon is respectfully requested
- Il.- Objection to‘Specifiéation

The Examiner also objectéd to the Abstract and‘theSpeciﬂcation. Applieants have
amended the Abstfact to describe that the two transport media are Fibre Channel.
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Furthermore, the Specification specifically discloses -a Fibre Channel Initiator-to-Fibre Channel
target mode at page 15, lines 12-17: ’

The storage router has various modes of operation that are
possible between FC and SCSI target and initiator combinations.
These modes are: FC Initiator to SCSI Target; SCSI Initiator to FC
Target; SCSI Initiator to SCSI Target; and FC Imtlator to FC
Target.. (Emphasis Added)

Thus, the Speciﬂcation specifically recites that one embodiment of the invention is a FC
initiator device and a FC target storage device. This FC initiator to FC storage device
embodiment is entirely consistent with the recitations in claims 15-53.

In fact, the Specification goes further and discloses two additional particular

embodiment of the Fibre Channel Initiator-to-Fibre Channel tafget mode at page 15, lines 17-
25: ’

- The first two modes can be supported concurrently in a single
storage router device are discussed briefly below. The third mode
can involve two storage router devices back to back and can serve
primarily as a device to extend the physical distance beyond that

“possible via a direct SCSI connection. The last [FC Initiator to FC
Target] mode can be used to carry FC protocols encapsulated
on other transmission technologies (e.g. ATM, SONET), or to
act as a bridge between two FC loops (e g. as a two port
fabric). (Emphasus Added).

This descnpt|on cIearIy shows that the last mode (the FC initiator to FC target mode :

" where both the transport medium to WhICh a host is connected and the transport medium to
which the storage device is conne_cted is a Fibre Channel transport medium) can done in a

- variety of ways, ihcludi'ng the examples recited where (1) the FC protocols are carried on other
transmission technologies and (2) the storage router acts as a bridge between two FC Ioops;
The Specifi cation therefore disclosesan invention that ihcludes a FC initiator to FC target
embodiment, along with two dlstlnct examples of that embodiment. Therefore, Appllcants
respectfully request withdrawal of this obJectlon '

Hl. Claim Term Definitions

The Examiner also feqUested the Applicant provide definitions for several claim .te_rmé.
As the Examiner is aware, the claims in US Patent No. 5, 941, 972 have been interpreted by
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the U.S. Federal District Court in the case Crossroads v. Chaparral Network Storage, Inc.,
Western District of Texas, ACiviI Action No.-A-00-CA-217-SS and Crossroads Systems (Texas),
Inc., v. Pathlight Technology, Inc., Western District of Texas, Civil Action No. A-00CA-248-JN
(collectively, the “Chaparral Litigation”). In that case, the Federal District Court issued a Joint
Markman Order (the “Markman Order”) interpreting the terms “native, low level block proiocol”
and “map”. Applicant will rély on both the Specification and this Markman Order in resbonse to
the Examiner’s request to define these terms.

" A. Native Low Level Block Protocol (“NLLBP")

The term “native low level block protocol” (or “NLLBP”) is a protocol that enables
computers to exchange information that does not involve the overhead of high leve! protocols
and file systems typically required by network servers. This definition is sdpported in the
Specification and prior litigation interpreting this claim term.

According to the invention, the> host computers connected to the first transport medium
are allowed to access the remote storage devioes using a NLLBP. In systems prior to the
present invention, when making a request to storage through a network'seryer'to allow access
between workstations and remote storage devices, a workstation typically had to translate the

' requests from its file system protocols to higher level network protocols in order to
communicate with the network server, and the network sérver would then trahslate them into
low level requests to the storage oevicé(s). In contrast, as described in the Specification,
allowing a host to access storage devices using a NLLBP orovides a mechanism by whichh
‘communication between the host and the storage devices can be accomplished faster oecause
there is'no need to translate from a netWork protocol to a NLLBP. See Specification, page 2, '
. line 17-bage 3, line -13' page 7, line 17-26 (distinguishing an NLLBP from higher—level pro'tocols '
by contrasting the present invention (allowmg access using NLLBP) to prior art solutlons (Wthh
' aIIowed ‘access using network protocols requiring translation to NLLBP)) Thus, the A
Specification pomts out that'a native low level block protocol is one that does not involve the
overhead of high level protocols used by network servers.

Furthermore, in the Chaparra| Litigation the Federal District Court lssued its Markman
Order defining the term “NLLBP” as follows: “a set of rules or standards that enable computers

to exchange information and do not involve the overhead of high level protocols and file

systems typically required by network servers.” A copy of the Markman Order is attached
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hereto as Exhibit A. This construction and the validity of the ‘972 Patent was upheld by

the Federal Circuit. A copy of the Federal Circuit decision affirming the decision of the lower
court is attached hereto as Exhibit B. Thus, based on both the Specification and the Markman
Order, an NLLBP is a protocol that enables computers to exchange of information without the

overhead of high-level protocols and file systems typically required by network servers.

'B. Mapping
The term “mapping” means to create a path from a host device on one side of the »

storage router to a device on the other side of the router where a map contains a representation

of the devices on each side of the storage router, so that when a device on one side of the

storage router wants to communicate to a device on the other side of the storage router, fhe
storage router can connect the devices. This deﬁnition is supported by the Specification and.
prior litigation mterpretlng this claim term. ' |

Mapping between devices connected to the first transport medium and storage devices
in the present application refers to a mapping between the workstations/host computers and
storage devices such that a particular workstation/host computer on the first transport medium
is associated with a storage device, storage devices or portion thereof on the second tra’hsport
medium. As discussed in the 'Speciﬁcation, the mapping provides a correlation between '
devices on the first data transport medium. and the storége devices through one or more steps,

and can, for example, be implementing through the use of mapping tables. See, Specmcatlon

- page 4, Ilnes 15-21; , page 4, line 28-page 5, line 6, page 9 lines 7-8, page 10, lines 47 and
_ —'page 22, lines 8-1 1_. Thus, the Specnﬂcatlon p_opnts out that mapping provides a correlatlon '
betweén a host device and a storage device so as to create a path the storage router c;an use
- to connect the host device to the storage dewce A »
Addltlonally, the Federal Dustnct Court in the Chaparral L;tlgatlon defined the term “map”
. in its Markman Order as follows: “to create a path from a device on one side of the storage
router to a device on the other side of the router, i.e., from a Fibre Channel device to a SCSI
device (or vice-versa).. A map contains a representation of devices on each side of the s'torageb
router, so that when a device on one side of the storége router wants to communicate_ toa
device on the other side of the storage router, the étoragé router can cqn‘ne.ct the d\evicés.”
. See, Markman Order, Exhibit A, page 12. Thus, the mapping of the present invention

associates a representation of the host device(s) on the first tran'spoi't medium with a
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representation of the storage devices on the second transport medium to create a path

between the hosts and the remote storage devices (or portion(s) thereof).

C. Support for Fibre Channel-to-Fibre Channel Implementation
As discussed above, the Specification discloses a Fibre Channel Initiator-to-Fibre

Channel target mode. See, Speciﬁcation, page 15, lines 12-25.

The storage router has various modes of operation that are-
_possible between FC and. SCSI target and initiator combinations.
These modes are: FC Initiator to SCSI Target; SCSI Initiator to FC-
Target; SCSI Initiator to SCSI Target; and FC Initiator to FC
Target. (Emphasis Added). The first two modes can be supported
concurrently in a single storage router device are discussed briefly
below. The third mode can involve two storage router devices back
to back and can serve primarily as a device to extend the physical
distance beyond that possible via a direct SCSI connection. The
last [FC Initiator to FC Target] mode can be used to carry FC
protocols encapsulated on other transmission technologies
(e.g. ATM, SONET), or to act as a bridge between two FC loops
(e.g. as a two port fabric). (Emphasis Added).

Thus, the Spectﬁcation specifically recites that one embodiment of the invention isa FC
initiator device and a FC target storage device. This FC initiator to FC storage device '

. embodiment is entirely consistent with the recitations in claims 15-53.

IV. Rejections Under 35U. S C. §112
The Examiner rejected Claim 15-53 under 35U.8.C. §112 fi rst paragraph, because thev
* Examiner asserts that i) the best mode contemplated by the mventor has not been dlsclosed
, and ii) the disclosure does not meet the enablement requurement The basis for these
| _rejections asserted by the Examiner is that the “disclosure does not clearly disclose any detalls
of the present clarms regardlng the fi rst and second media belng both Fibre Channel transport
as a.whole.” A _
As prewously discussed, Appllcants respectfully submlt that an lmplementatlon havmg
both a first Fibre Channel transport and a second Fibre Channel transport is disclosed at page
15, lines 12-25 as discussed above Thls FC |n|t|ator to FC target mode represents one
embodiment of the invention generally described in the remainder of the Specifi catlon and the |
Drawings. In addition, the Appl|cants went further and discussed two additional example

_|mplementat|ons of this FC initiator to FC target mode embodiment: in one example
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implementation, the Fibre Channel protocols can be encapsul.ated on other transmission
technologies (e.g., ATM, SONET); in the other example implementation, the storage router acts
as a bridge between two Fibre Channel loops (i.e., a first fibre channel transport medium and a
second fibre channel transport medium). Contrary to the Examiner’s assertion, Applicants
respectfully submit that there is no evidence that the inventors concealed the best mode of
connecting fibre channel transport media.

The Specification further provides support for implementing the configuration, mapping
and access controls for Fibre Channel devices so as to. enable one of ordinary skill in the art to
practice the FC initiator to FC storage device embodiment of the invention. As one example,

the Specification discusses the particulars of Fibre Channel devices, specifically stating:

Fibre Channel devices within a fabric are addressed by a unique
port identifier. This identifier is assigned to a port during certain
well-defined states of the FC protocol. Individual ports are
allowed to arbitrate for a known, user defined address. If such an
address is not provided, or if arbitration for a-particular user
address fails, the port is assigned a unique address by the FC
protocol. This address is generally not guaranteed to be unique
between instances. Various scenarios.exist where the AL-PA of a
"device will change, either after power cycle or loop :
reconfiguration.

.The FC protocol also provides a logical unit address field within -
command structures to provide -addressing to devices internal to
a port. The FCP CMD payload specifies an eight byte LUN field.
Subsequent identification of the exchange between devices is

~ provided by the FQXID (Fully Qualified Exchange ID). See,
Specification, page 19, lines 9-25. :

Thus, the Applicants described these addressmg conventaons ina manner that would enable
one of ordinary skill in-the art to implement them for Fibre Channel devices. - ‘
As another example relating to mappmg, the Spemf cation states that * mapbing' can be

» |mplemented through the use of mappmg table or other mapping techmques See,
Specification, page 9, lines 7-8:; page 10, lines 4-7. - Based on the disclosed Fibre Channel
addressing techniques, one of ordinary skill in the art would understand how to |mp|ement a
table-that maps Fibre Channel |n|t|ators ‘to Fibre Channel storage devices or portlons thereof. - .
In yet another example, the Spemf cation prowdes that access controls limit a computers

access to specified storage dewces or portions thereof. See, Specification, page 10, lines 20-' ‘

24, The‘storage router can use tables to mé'p, for each initiator, what storage access is
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available and what partition is being addressed by a particular request. See, Specification page
22, lines 8-11. Based on the Fibre Channel addressing scheme, those in the art would
understand how to use tables to map Fibre Channel initiators to Fibre Channel targets to control
access by the Fibre Channel targets to assigned storage devices or portions thereof. Thus, in
the Fibre Channel Initiator-to-Fibre Channel target embodiment, one of ordinary skill in the art
would understand how to provide tables that map a representation of a Fibre Channel initiator.
device to a representation df a Fibre Channel target device and that cause requests from
‘particular Fibre Channel Initiators to be directed (or not allowed to be directed) to particular
storage. _ ' |

The present application thus discloses i).a Fibre Channel initiator-to-Fibre Channel
target mode of operation, ii) mapping achieved through, for example, tables and iii) access
controls are implemented through mapping in an enab|ing manner. There is simply no
evidence that the inventors concealed some better way of practicing the present invention.
Based on the Speciﬁeatidn, one of ordinary skill in the art would understand how to provide
tables that map Fibre Channel initiator devices to a Fibre Channel target devices and that
‘cause certain reques’rs from a Fibre Channel Initiato.r to be directed to permitted storage, thus
allowing theuse of NLLBP from the FibrevChanneI Initiator to the storage router and from-the
storage router to the Fibre Channel target. | Applicants therefore respectively request withdrawal

of the Claim rejections.

V. Double Patenting Rejections

Claims 15-53 stand rejected undeér the judicially created doctrine of obviousness-type -
double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 5,941,972.
Applicants are including with thls reply a timely fi filed terminial disclaimer in compliance with 37
CFR.§1. 321(c) U.S. Patent No. 5 941,972 and the current Application are commonly

- owned. Accordlngly, withdrawal of this rejection is respectfully requested.

~ Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type
double patentlng as belng unpatentable over claims 1- 14 of U. S Patent No. 6,425,035.
Applicants are mcludmg with this reply a tlmely filed termlnal disclaimer in compllance with 37
" C.F.R. § 1.321(c). U.S. Patent No. 6, 425 035 and the current Appllcatron are commonly

owned Accordmgly, withdrawal of this rejectlon is respectfully requested
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Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claims 1-23 of U.S. Patent No. 6,738,854.
Applicants are including with this reply a timely filed terminal disclaimer in compliance with 37
C.F.R. § 1.321(c). U.S. Patent No. 6,738,854 and the current Application are commonly

owned. Accordingly, withdrawal of this rejection is respectfully requested.

Claims 15-53 stand rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claims 1-10 of U.S. Patent No. 6,763,419.

A Applicanté are including with this reply a timely filed terminal disclaime'r in compliance with 37

C.F.R.‘§.1 .321(c). U.S. Patent No. 6,425,035 and the current Application are commonly

owned. Accordingly, withdrawal of this rejection is respectfully requested.

VI. Conclusion

Applicants have now maae an earnest attempt to place this case in condition for
allowance. Other than as explicitly set forth above, this reply does not include acquiescence to
statements, assertions, assumptions, conclusions, or any combination thereof in the Office
Action. For the foregoing reasons and for other reasons clearly apparent, Applicant respec.tfully'
requests full allowance of the pehding claims. The Examiner is invited to telephone the

undersigned at the number listed below for prompt action in the event any issues remain. ‘
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An extension of three (3) months is requested and a Notification of Extension of Time
Under 37 C.F.R. § 1.136 with the appropriate fee is enclosed herewith.

The Director of the U.S. Patent and Trademark Office is héreby authorized to charge
any fees or credit any overpayments to Deposit Account No. 50-3183 of Sprinkle IP Law Group.
Respectfully submitted,

Sprinkle IP Law Group
Attorneys for Applicant

John L. Adair
Reg. No. 48,828

Date: July 27, 2005
1301 W. 25" Street, Suite 408
Austin, TX 78705

Tel. (512) 637-9223
Fax. (512) 371-9088
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Thcmns&nnnmofdmms,mﬂxedeﬁmhnnoflhemnnsusedmtheclmmgxsamof

hivforﬁe Contt. When adopimg a claim uunstruchon.ﬁe Court should ﬁmaunsxdsr the infrinsic
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Corp. v. Concepb-omc,lnc, 90 F3d 1576, 1582 (Fed.Cir 1996) (@cplmnmgthatmgcmdm
: ——--—.——:sithnmostsngmﬁcmnmnﬂhelegally_npmm\rememmg Dfdlspmtlclmmlangmgg'_’) Not. o
mnpnmgly,thesmﬁngpomtxsahvays“ﬂzewordsofﬂmclmmsthmsclm * Id; seealso Comark.
Commmxcabam, Inc. v. Hm'ns Corp., 156 F.Bd 1182, 1186 {Fed..Cir. 1998). Thcwurds of the
. clmms mgenerallygwmthe:rordmary and cnstomarymaamng,m!&esthepamnmemendedm :
use & ‘specml definition of the term clearly smtcd in the patent speuﬁcauon or ﬁlehsmry
" Vitronics, 90, F.3d at 1582. Thus; the Court must Teview the spamﬁcanun and file h:story m.
-mmmmmmmwmmydeMOm See id, The
, spccl:ﬁcmonandﬁlehxsmt} mayalsobe consultedas genm'algmdes forclmmmterpretanon. See
Comar:lr, 156 F3d at 1186
’Ihcspec:ﬁcahnnmdme}nsbry however memtmbshmtwforthsplmnlanguagc ofthe
: clgims. The specification is mmfodmbe fhe full scope oftl:tepatmt-rt includes only a
mﬁmdesmpﬁonofthgmvennmsuﬁclemmenableepmsldlledmﬂxearttumakeandwe
xt,aswellastbemvcntlon s“bwtmodc." See35USC.§ 112, Thns,ﬂxeclmmsmaybebroader :
thanths spe::rﬁmhon, and generally ¢houldnotbe conﬁnedto themmpiw ofthe mvenhonsetforth
"mthe specnﬁcanon. See Comark, 156 F.3d at 1187 (“Alﬂmughme spemﬁcahonmay aid the wurt',
in’nnmpmungihememnng ofdxspmd clannlanguage,pnmcuhrembodimemsand examplts )
. sppéaring in the spec:ﬁuntonwmnntgenmﬂybemdnnotheclmms.”) Todeed, the Fedesal
| ercmthas:epeamdly emphasmdihat“l:mﬂnnonsﬁmﬁ:specmmmttobewadmtoﬁm
clanns d nt 1186. ' A
lnadd:mmm c:mmnmgﬂzemtxmsxc evxdenneﬂzeComtmay,mus dzsmon,:ecewe .
. gminsiom&denueregmdingtheptppermﬁnnoﬂhepmnt st‘ex.rms..SeeKeyPharma:euhcaIs -

-2-

 A00474

Oracle-Huawei-NetApp Ex. 1002, pg. 139



Recetven 07/27/2000 12:00 ‘. _ J9:26 on line [7]1 ¥or DBO19561 printed 07/. . 400 12:13 * Rg 4/17
/ : - : '

N4

—

'”v. Hercon Eabs. Corp., 161 F.3d 709,716 (Fed. Cir. 1998) (“[Tial ¢outts generaily can heat expert
mﬁmony-fo:'ﬂackgouhd and education on the techoslogy implicated by the preseated ciaim
canstruction dssves, and trial courts’ have broad disoretior in this regard*). The plaintif has
provided an- cxpert affidavit and the defendant has provided excerpts from several Fiotionaries s
o mmﬁnsiievidmoeconcemingﬁméonsmdidhof&étméfthé‘mm
| 1L | “ixnplements";ecm @m&'for storiige spsace on the SCSI sturage devices”

This phrase is used in clams 1, 10 and 11 ofthe ‘972 patent. The partics dispute whetber
© the phrase reﬁa'sto“access controls™ oiily or certain subsecuuns of a divided SCSI storage dcv;ce,
' orwheﬂlcr:talsomcludu hmmng accwstoenhremdmded SCSI stumgedev:cs Theplamtlﬂ‘ |
mguwthephrasemclud&sboﬁ:kmdsofm coritrols; thedefendants sayﬂ'lep'hmserefersonly
to awessppmmls furmous_subsechuns within a ‘single. divided SCSI storage devite. 'l'he
‘defepsiaits also argue the plaintifF's construction is improper because, if adopted, it will result inthe
<672 patent beiig invalidated by prior at. o
| Theplainﬁﬁpmﬁéﬁé’smefunbwﬁugdéﬁﬁﬁom “provides caﬁmlswhichﬁmitacompum’s
) aucesm aspemﬁcsubsetofstomgedevxm or sechonsofasmgleslmage device.” See P!amtxfs
Bnef, at 20. Thedefendﬂntslnroposethephaseshouldbedeﬁned as fpartmonsthzsmmgespace '
.nneachone of the SCSI storage devices and deﬁn&sﬂ:e acc%snbxhty ofeachresulnngpamuon.
| SeeDeﬁendams’Bnef Ex.2 TheComagreawnhtheplmmﬂ:

The intrinsicevidence ofthe ‘972patcntshowsﬂleplainﬁﬁ’smvmﬁoms mtendeﬂtoresmctb
,‘msboﬁ;msuhsecuonsofaSCSIstmgedmce, aswc]lastoamre,undiudedSCSI devices.

F’ust;ﬁwplahlmgnage_ocfﬂns‘phraserezﬁmonlzm, smgespaqe”mddoes not limit the space” -

.
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only to subsections of a divided SCS storage device. Second, Figure 3 of the ‘972 patent supports

& broad reaing of this phrase. Figure 3 shows three SCSE storage devioes, two of which are’

nndxvuled(éo and 64). The third device (62) is divided into four. snbmclmns of storage space. me
ﬂ:emmplelabelmgoangneS 1txsclam'thatﬂmcnme,und1mdedstumgedmne(64)15meantto
bemedonlybyasmgle workstation (compuier E). Thug Figme 3 expressiy showsﬁlatﬂle
plaintiff's invention contemplates ushg“acc&;s contmls" for an entire, lmdwﬁsdsmmge device as
well us for fhe divided subsections within asmgle storage device.! Third, the languageofthc
spﬁmuona:pmcslydscﬁbeslnmtngmessmanenhre,undmdedSCSI storage dev:ce.
Specifically, in referring to Figure 3, the @emﬁmﬁonsmes“smmgedemeacapbeammdas
Mﬁnmemmaixﬁngwmlsmﬁm 58 (workstation E). See ‘972 Patent, at420 -421. Atthe

. hsanng,thcdefendants’cmmselarguedﬂ:at,mmplybmmeﬁgurﬂdescn'besﬂnsfeatmdoesnot
: mmmwasmtmdedmbcpmdﬂwdmmedmvemon. TheCom‘tsomd]ymectsthxs

argument. F1gure3 lsmmnttobeanexampl:oflmwﬂmplamuﬂ’s clmmndmvenhon can be

" mplemm@andﬁespemﬁcahmdmﬂydescﬁbsﬂnsﬁgmasmnmmgmmphmmmm _

ofﬂae claimed invention. Adopting the dsﬁ.ndams’ argumentwo'uld lgnoreafundamentalprmmple

ofclaims cunsu'ucuon, oﬁ:mpﬁmed inthe defendan!s briefand oral argnmen!s thatthe sp..c::ﬁcahon ¥

m“ﬂaemglebwtgmdctoﬂmmeamngafadispmdm“ See F‘uromm,90F3dat1581 Fmally

the defendmts conect!y point out that the speclﬁnahnn also refers to the smgle, undivided storage

deww(ﬁﬂma“pmhhmﬁx.,logealshumgedeﬁnnwn). See‘972Pat=nt,a:t444 447 Rnthzr

than compelthe defendants proposed consb'ucnon, howcvm, this lznguage supportsthe plamnEPs _

) Figuro'3 slso disclases — and fae defendants do not dispute — that the pleffter's irveufion.
mhmhmwmmmmbmhmofthzdnﬁcdsmmmgedﬂm(&)

-4
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mgmenﬁattheheéﬁhgthataMmﬁtofMge-MmmmﬁcSCﬁW&ﬁwma
sﬁbsecﬁbnwithinﬂmtdeuiqe—mnb;:m&nedmas,a‘ﬁoarﬁiion’“

The defendantslso argus that, even ifthe intrinsic evidence supports the plaintif’s proposed

definition, this dcﬁmhon:s noneﬂ:elss nnpropar becanse it would cause the ‘972 patent to read
'dnecdyuponpnorart(andihmefmebemvahd) Itmtueﬂmt“clmmsshoul&bamadmawaythm'
‘evoids ensnaring prior artzﬂt:spossx‘bletodo s0” Harris Corp. v. IXYS Corp., 114-F3d 1149, -

- 1153 (Fed.Cn' 1997). However,thedefendamshavenotshuwnthatﬂchnorartatzssue—theLm

patent —would be, enmamd" by adopting theplamnﬂ’s deﬁmtmn. Importmrtly, ihe Luxpaten‘tms
partofﬂ;cpnorartexpressly cons:dered bythepalmte:mminer before granting the ‘972 patent. .m .
patent examiner apparently mdmtus;mcﬁmpmtmrqwtaﬁﬁglechmmme o732 patent. The
patentmmeralso dxdnnt:ssue anOﬁzeActnnlequmngﬁ:cpInnmfftodlSUngmshusuwmtmn

) ﬁ'amthemeamntonaccesscomol(nranyoﬂmr)gmnnds AlﬂmnghﬂlePanentOfﬁce:snmﬁ:e

mdc] ofeﬁimtmpyorﬂaoroughnss,ﬂs,hlnremmte the Lui patentas potentially nvalidating prior

" art creates a strong presuinption that the Lui paient does not read upon the plainifPs claimed

invention. Inaddxhon,'ﬁ:does nmappérm&scmﬁnﬂxeLﬁﬁaeﬁtrﬁdsmlﬂ:em

) claxmedmvanhon. Wlﬁleﬂmhnpatentdoesdscloseasystemofﬁbxeﬂhmlcompumanﬂ '
‘SCSIsmragede\noes,seeDefendanis BneﬁEx.6 812.53 2.65 thestmﬂanhsendﬂ;ere The
.meamcqncem;gnmmuanof"bypasscncmis”nsedm‘pxeventﬂxeﬁﬂmnf»anydeuce’»’m

the system. See id, at Abstract. The invention of fhe Luj patent is not concerned with the swift
tmnsfex{ofiﬁfo:maﬁon BCTOSS a‘muter,'andﬂms does not dlsclosctedmmmformappmg,

‘ zmemngMMWMnmmdMMMWm”hmm

- asthat term is notnsedmthe ‘972 claim language.

=
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~impiemeniing am:s controls, or .2 memory boffer® At the hearing, the defendamts® connsel
soggested that Figure 2 of fhe Lui patent discloses the claimed invention of the '972 patent.

However, f‘igurc 2 of the Lui patent is not a part of the Lui invention; rather it is em {llustration of
& “conventional® network sysbcm that the I.m mvenhon allege&ynnproves upon.-See id at 3:66.
The Court rejects the defendants” argmn:nﬂhnﬂomwuhom!" netwoﬂ:sysmmsalso read directly
upon the ‘972 claimed im‘rantmn. ‘Thie patent exeminer may have let one piece ofpr_mr_art slipby;

be ar she would not have missed 2 “cdﬂveniiongl” network system directly applicable to the

plaintiff's claimred mvenmm. ‘

Insum,‘ﬂxeCom'twm aﬂaptiheplamﬁﬁ”spmposed deﬁmhnnand constm.. thephrase
“implanmtsaccess controls™ hﬁeclaimsofﬂxb ‘Bnpmwmem“ptowdss oontrolswhichlimit |
acompum"smwaspauﬁc subsctofstnmgedmcuorsedmns ofasmglestomgc device.”
IIL “allumﬁo‘n ‘of subsets of stomge space to assocmteﬂ Fibre Channel dewew, wherein

R each subset is only msiblebythe associated Fibre Chan_el deviee”

Thed:sptmehaemessamialh!ﬂm same a5 inﬂ:e.preceﬁing'secﬁbﬁ; ﬂﬁsphtaséisusadin
clanns2 §end 12 ofths"Q?Zpafhmt. As it did with the “implemnents access controls . . .” phrase,
ﬂxeplmnhﬁ'arguesﬁe"allamon .» phrasemcansﬁntspeaﬁcl‘ibre Channel de'mces canbe -
dmmdsmmgespaceonsubsewomofasmglescmmdemmdnnmundmdedSCSI :

sinmgedmm Thedefandamsstmktoman'gen:ralmgmnentonﬂnsmsns, andcontmdﬂaephmse‘ )

‘

’Mdefmdantsnrguemmm“im y”ionndmithmspcuﬁmonandm

pmxadedﬁ;atthase feam:&m“imphmﬁy”dxsclosedbythehnpmm andtheotherpnoratt ‘
bneﬂyreﬁremedbymedeﬁendansmaksmmmhmofmmbmmgﬂmanmwnhmemvmW
ofﬂ:emeateut,erwce-vctsa.

G-
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| means storage space can only be allocated on subaecnmxs of a single-divided SGSI storage demae.
- Both parties agree this storage space, however it is defined, can only be aocessed by the specified
Fibre Charmel device(s). o
mﬁlamﬁfspﬁposeddeﬁﬁﬁbnis“sﬁbkm of starage space are allocated to specific Fibre
Chame deviegs.™ See PlgintifF's Brief, at 26 The defendants say thie phrase should be defined to
mean “ope or more partitions that-are only accessible by a single Fibre Channel demee." . See
Defendants’ Brief, Bx. 2. For the reasonsdtscnssed in e precedinig section, the Court adopts the
plaintif’s proposed cons!:mcum.
IV." “supervisor onif™ o
This term is used in claims 1,2 and 10 of the “972 patesit. The plaintiff contends this tetm
' should be defined as ~“a'miﬁ'opm?.essoi- pmgmnmad to0 pu‘ocess date in 2 tuffer in"ordef to'map
betsvoem Fibre Chamnel devices and SCSI devices aid whish imaplements diecss controls.” See
Plaintiffs Brief, at 25. The defendamsmgue the term should be deﬁned_as“anlml-éossm
_pmcwsm"’wrthseveml spemﬁc:ﬁrattm See Defendants’ Bnef Ex 2.
'Ihedefendmﬁsargneﬂmrconstmcnonxs mandatedbyﬂzemeans—plus-fmmnnannlyswocf
§ 112(6) ofﬂ:ePatentAct, beeansetheclmmsof‘ﬂm ‘972pamntdonbtadsquately descu’bethej :
supervxsorumt”mbeused See Defendants’ Bief =t 15-17. neplalnuffargmmax§ 12(6)
dnesnotapplybemnsaihetam‘&nms is nntused Mﬂ:ﬁem“supetvxsorumt" andbecmxse |
. theterm supcrvmormd”lsadequatelydmbedbyoﬂmdmmlmgmgemﬂze‘mmtmt See
lent:ﬂ's.Marlman Exkifbits, at 3539,

Sectnon112(6) ofﬁxePatantAntp:mdesmatwhznaclmmxefersmﬂxe“meansfm"a

7~
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' specific act, but fails to adcquately describe these meens, the medms. then must be defined by

reférence t fhe specification: Sze 35 U.S.C. § 112(6)* I the clrim lampvage at issue ddes not

.inclndeﬁaetenn“means,”theit;is apresumption that the § 112(6) mezns-plos-fonction amalysis does
not apply. See Al-Site Corp. v. VST It rc.., 174 F.3d 1308, 1318 (Fed. Cir. 1999) (“[Wihen an
-‘elément of 8 claim does not use the term *means,’ treatment as amenps-plus-fanction claim element
is generally not appmpnnte.”). To overcome this pmpﬁom the parly seeking to apply § 112(6).
st show the laim Jangusge at fssue is prely functional and that ofher claim langusge docs not
adequately describe the disjnied term. See.id (“[Wlhenit is apparentﬂm:the element invokes
pmmwmm,ﬁmmmmmmdm&mmmammm |
thatﬁmcﬁoﬁ,theclaﬁnélein;m may bo o icasis-plus funstion elemet despite the lack of express
mesins.plus- fanction language.”). From a reviewof the claim languageas awhole, the Comcagmgs
 with the plaintiff that the term “supervisor unit” is not purely functional, but:efexs insbeadtox'a
demﬂxﬂmpetformﬂ:ctasbspemﬁcaﬂyhshedmﬂmdmlmguageofﬂle 972palr:nt.
Spem:ﬁcally claims 1, 2maloofme‘97zpamm‘bea“swmrmrmam (1) maiotsin
andmapﬂ:econﬁgutahon ufnetwoﬂmdFibre Channe] and SCSI sto:agsdcwcer (2) inclode in fis
comﬁgmahonanaﬂomnonofspealﬁcsmmgespacem specrﬁcFihre Chammel cievwes, )
mplentamscmtrolsfforme Scs1 strmgadevmm, md(4) yn'ocess dammﬂaesmragemmer’s

: buffer to aﬂowanexchangebehveenth:FimehmelandSCSIsmragedmm See ‘972Patmt,

4 SechonllZ(G)mdsasfnllows: “Anexanemmadmfo:ammonmybe'

. . expressed as a means or stcp forped'onmmgaspmﬁedﬁmnuonwrﬂ:out'ﬂxemtal ofsuucune,

_material; or acts in support thereof, and such claim shall be construed to cover the
stuchm,mmmLoramsdesmhedmﬂrespemﬁcahonandeqmvalemsﬂaemi” 35US.C. §
: 112(6). .
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atClaims 1,2 end 10: mmmmzmwﬂsd&ﬁbammepm&fspmppseadeﬁniﬁm In
addition, ﬂ:cspemﬁmnonqumslydeﬁnsﬁe ‘sup:msorunn’ as ammopromsor" (acomputer
clup) end specxﬁca]]y as “a mcroprocessor for controlhng operation of stnmge router 56 and to
lmndlnmappmgandswmtyacwssfurmquslsbetwemF'brcChanmISZandSCSIbusS4. See
id 2157 - 5:10. Howwm,nmhumespmﬁmon(wmedmmmngmge)ﬁmisﬂn*9nmt
tothe@emﬁclnmlcompuwdupmfm:mcedbythﬂdzfendams. Althovgh the defendants correctly .
pmntoutthatthelntel 8[}960ch1p:sﬂleonlycnmputerchxpe)qxﬁsiynmnedmths ‘972 patent and
: thewemﬁcahondesm’besmanyfmhnmﬂnscmp ihedef:ndanisfaﬂtonotethatihslmelsmo
. chmmhstedasonly one mplemm!ahon offhc clmmed mvenhon smwmpmcessor See ‘972'
Patent, at 5:63. The defendm\tsateattempﬁng ex_acﬂy-whatthe Federal Circuit prohibits — to limit
theclaimsm}hepmfeiredmquamma examples of thespecification. “This court has cautioned
pgainst Timiting the claimed Moﬁtopnwmqumm@edﬁcmﬂw in the
specification.” Comark, 156 F.3d at 1186 (quoting Tetas Fnstruments, Inc. w United States Int’l
WadeCamn 805F.2d 1558, 1563 (Fed.Clr 1938)). 'Ithcmrtwillnotnseanmmpleof“
_ implementation” in the specification to hmnﬂleplamlﬂnguageoftheclm Amrdmgly,
Court adnpts thaplm:mﬁ‘sdeﬁnrmnof“supsrvxsormt” andwillmnstmefhattelmasused inthe
dmmsofthe‘972pamntmmean ammpmcessmprogrmnedtopmeessdatamabuﬁ'exmordar _ :
: tomapbetwaenFibraChanneidmcwgnd SCSIdemcesandw}n&mplem;nbawwsco;ﬂmls.’
| V. SCSstoragedevice® - |

“This tefm is used in claims 1,4, 7, 9-11and 14of1he‘972patem. 'Iheplamﬁffargnesﬂm
ﬂﬁstetmmmﬁ&ﬂjneedsﬁofur&erdeﬁmhmbmse_thgthCSl is.so vvg@l—l_mawnmthe

indus@, but pmpnﬁ that the term can be furthe:r deﬁned as “any-storé'ge devics including, for -

oy ¢ g
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:xample ampcdnve. CD-ROM érive, or a hard disk drive ﬂ:atmd:rstands the'SCSIprotocoland
MW&M@LMM&BM mm&mm_

term shmﬂ‘dte defined as “any storage device that uses a- SCSI standard and bas a umque
‘BUS.TARGETL'[Naddress. Sée Defendants’ Brief, Ex.2. | |
'IheCounagtecsmmeplmntﬁ Esma]ly meac&nmmmnmw o
defimition should be nsed because it -oomporlsw:th *B72 specification andnsdlscussmn of SCSI
stumgedszcs. See Defendant’s Brief; at 14. 'Howevm'ﬂ:e@eciﬁcahonlanguagerefmed'to 'by
ﬁ:edafendams:s only oneexampleofhowﬂteSCSI shoragedevmeaddmssmgscheme can” be
~ represented. See‘972Patx:nt, at 7:39. A.gmn,thedefmﬂantsmempexmssiblytqmngtohmmhe
claim language to an example gnven iri the spﬂ:lﬁcatlon. See Comark,156 F3d at 1186-87. Forthe
sakeofemmclanty meCUmtwmaﬂopttheplmnhﬁ’spmpuseddeﬁmhonforﬁnsterm.
- VL “procmdatnmthebnﬂ‘er” -
'I'insplnasexsusedmclmmslandmofthe 072 patent. 'ﬂ!eplﬂnm&‘a!gucsthephmsezs
adequmlydaﬁnedonm uwnand'byﬂlesmundmgclannlangnage. Thedd'endantScomendthe
phmse should be deﬁmdas“tomampnlﬂ:edaﬂmtbsbnﬁ':rmamamm(a)achxevemappmg
’ bmaenﬁbxwhmemdscsmmmand(b)appxymcomolsmdmuungfmcuuns See
Defendants’ Brief, Ex. 2. | _
mplainlgnguage_ofclaiins'_l'md 10 disclose that the supervxsormnt (the microprocessor)
. procasses data in the buffer “to interface betwoen. fho Fibre Chemel controller and the SCSI
. controller to allow sciess frof Fibre Channel initiator devicss to scs1 storage dovices nsing the -
native low‘leve] block protocol in accordance with the wnﬁgmaﬁun" See ‘972 Paieﬁ, at Claims
landlo mwmmmmnmmw‘mcmMmﬁvemthm
o 10- ‘

. A00282
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claiims. Simply because the spmﬁcahon may use slightly dlﬂl'-mnt language to describe this

“processmg“seeidatS 18 - 5:20, do&snutenuﬂethe defendamsto adopt the spcc:ﬁmmon

langmg_e over the plain lnnguage of the claims. 'IheComtwillnntﬁnthsr defme this phrase.

m “stm'age router” _

'Ilnstaunnsus.dmcimms 1-7and 10 ofthz ‘9‘72pate.nt. 'I'heplmnnﬁ‘arguesthet:nnneeds
' 1o further definition for claims 1-6, andforclainm?itShouldbedcﬁnedas“adevicewhichpwﬁdes |
virtnal local storage, maps, mplems access contm!a and allows access using native low level
block pwtﬂcols. See Plaintiff’s Brief, at 27.- 'I'he defmﬂams contend the term should mesn “a .
bndgedewcethatwnnws aF'bre Charmel hnkdmecﬂyto aSCSIbnsand enables the cx;:.hangeof
SCS1 aummand set mfoum:uon between apphmnon clients on SCSI bus devices and the Fibre
Channellmks"SeeDeﬁendauS Bm:f,Ex.Z .

The defenﬂantsdo notnmbeaxry argumcniﬁorthen‘pmposeddcﬁnnmnmﬂ:eubnef. and did -
oot discuss thetermatthe July 25 hea.ung. Inthen- notebook ofexhﬂms presmtsd atthe hearing,
the defendants include oncpaggwhxchsuppmﬁ their deﬁmhon witha quote from the spemﬁc:mm.

. See Defendants’ Marlman Exhibits, “w Pfesen;aﬁon" Tab, st 22. This ‘argument is
isingenuous. The specification language quoted by the defendants is immediately f;u;;wed.sy
several sentences firrther defining “storage romter.” Iﬁdeed;fhghm:tseﬂnnnebeéiﬁs “Further, the
storage rpu&r applies access contul# cen Seet972 Patep£, at 5:30. The defendants’ attempt to '

| linitthete'm;“smmgemut&”m ane of several descriptive sentences in the specification is not well- '

ks mﬁdiﬁan,theCmmﬁndsmem“mmezsmﬂ'asusedinanclaimsofﬂm‘gnpmnu
xsadeqnarely d%cribedbytheaddmonﬂllangmoftheclmms whichdiscloses i1 detad] the various

ﬁmcuons and!ezrqualrha ofﬂwstomgerouta' 'IheCourtwﬂlnot:ﬁmhardeﬁnednsmm.

1.1
44
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VIIL “map”

This term isused in.cleims 1, 7, io;'nnn of the “572 patent. mmmﬂmm_dsggm
.means “to create apathi_"mm'a.déﬁcc on one side of this storage router to a device on the other side
"of the router, i.e. from & Fibre Charmel device to & SCSI device {or vice-vema). A “map’ contains
a Tepresentation of;isﬁcesbn@h'side‘ofthesm&mm, S0 ﬂ:atwhmadmneonone side;)f
 the storage router wants to commumnicate:fo & devu:a on the dth&r side of the storagerumm, the
‘ stomgemuhercmconnectthedevnm" See Plzinttff’s Brief, at 22, 'Ihedcfendams arguetheterm

means“totranslateaddr&sses SeeDefendams Brief, Ex. 2.

[nsupportoﬂhcrdzﬁm&an,theddendmtspumton]ytoadichomdeﬁmﬁonof‘ﬁmp"
See Defendants” BneﬁaﬂSand]kA Theplamhﬂ' ontheoﬂmhand,mmspemﬁcpomons
pfﬂ:espemﬁuat_mnthatsupportxtsdaﬁmhonsofmap(bothasaver‘ba:;danom)asnsed m the,

¢liims of the *972 patent. See PlaintifP's Brief, a:22 (cifing *972 Patent, ¢t 1:66 -2:5 and 6:65 - 7:6).

Becanse intinsic-evidence is far more salient than adicnunaxy definition, andbecm:seﬂw Ccmr_f. ’

agrees that the speciﬁmﬁmlﬁnguégecibdbytﬁeplainﬁ&'suppmisits constraction of the ferm

" “map.” the Conrt will aﬂopttheplamhﬂ’sproposed deﬁmhunofﬂnstenn.

lX. “FibreCkannel pmtocblmxi”and“SCSIprohoen‘lnmt” '
'I'hesetmnsaxeusedmclamsSandﬁofﬁle‘WZpatent Th:plamnﬂ‘conmendsthese
‘plnasesshomdbedeﬁmdas“apmuonofthemmmmelmmne:wmhmtsmﬂmrm

Channehmnspmt medium™and “a porhon of the SCSI controller which mmrfacsmthe SCSTtus.” .

See Plaintiff’s Brief, 3127 'Iheﬂ&fendantssaythetemsmean“block and eqmvalenis thereof that

' wnneutstoﬁ;eF’mehmdtrmsportmednnn and“blocknndeqmvalmtsthmfﬂ:atconnscts

“to ﬁeSCSIbustxansportmczﬁum. SzeDcfendants Bnd}Ex.fl

-12-
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The deféndants argusthemeans-phis-fimetion analysis of § 112(6) should apply here because

the terms are well-known and are not defined in two dictionaries cited by the defendemts. See

Dai@_ndm’ Brief, at 7-8, 14-15, Ex. 4and Ex. 5 However, the defendants do not indicate howthe -

e should be defined in reference to the specification, and in fiict contend “the ‘072 specification
ik to roveal any structure’corresponding to the claimed function.”. See & at 8 and.15.. The

. defendants then propose the word “Block” should be-used. to-desuribe these temms becaise the

protocol units” are “simply depicted ¢ a block within the diagram of Figutre 5” of the 972 patent. -

Sec i This reasoning is wholly tnpersuasive: ‘Simply becanse a figure'in the pateat phrysically

depiots the pritocol units in & block-Jike shape; it does not follaw that flie units should be defined

as “blocks or equivalents thereo.” Under that reasoning, the SCST storage devices, which aie
phrysically depicied as cylinders in the *972 patent, conld’be defined simply as “cylinders, oil drams
mﬁonkeybmels. or equivalents thereof™ Asﬂmpmﬁﬁmﬁbr'pomo@,memgmgeaf
cleims 5 and 6 plainly sates tht the “protocal its” for both devices are part of the “controllers”

forihcdmws,andmmtendedtu cmmsci”‘thcdewcesmvmous“nanspuﬂmedn”(u.,

various cables). See 972Patent,a101anns$and6 Awordmgly 'thsCm:rtadoPtsﬂxeplmntlﬁ’s :

deﬁnmonsforﬁexm&andwmcmxskueihemrmstommn“nporhonoftheﬁhreC.hnnnel .

conkoﬂnrwlnchconnectsto'ﬂxcfibxeChannelu-anspnrtmedmm aml“aporhon of the SCSI
controller which interfaces to the SCSI bus.”

X Sinterface”

In their Joint Stipulation of Claim Construction, the pacties claim the meaning of the term

“intecfice” is in dispute. Howeves, this phrase is not discussed in aay of the parties” bricfs, and

' neither side presented an argument at the July 25 hearing as to why the term is disputed. This term

..:13-
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hasasmndmﬂﬁndmﬁinaryméunhg_—evm toa federal judge;andtﬁe‘Comtwﬁl'hotﬁnthbr define

it.

X1, Unﬂ.lspnted Terms

Fmally miht:er’omtsupulahonofClm Constrction, the*parhashavesupmamdm the
construction of 17 other terms in the ‘672 patent. The Court will therefore adopt these stxpnlaied'
constructions, solely for the-purpose of this awsnit.

Accordmgly, the Court enters the folluvnng order: .

ITIS ORDEREDthatﬂxeatrached construction of the patent clmmswxllbemco:poramdm.
any;mymmuchonsgwenmthls mseandwxﬂbeapphedbythe Ccmrtmrulmg on the issues
raised in summaery judgment.

. Y
SIGNED en this2f day of July 2000.

 STATES PIFTRICT JUDGE

~14-
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CONSTRUCTION OF CLAIMS -~ .
U.S. PATENT NO. 5941,572 '

Disputed Terms
The phrase “implements access- conh'olsforstomgespkc:ontheSCSIstbragedzﬁm ‘means

provides contro)s which limit a computers access to aspemﬁcsubsetofstnmge dencesorsecnons
of a single storage device. :

‘

" The phrase “allocation of subsets of storage space to aﬁomalndl"bre@mneldewces,whcmnemh

subset is only awesmblebytheassomamdFilneChaneldm maanssubselsofstmage spme are.
allocmdto ‘specific Fibre Chammel dr.vnem

asupmorm,f’lsamcmmocessorpmgmmmdmpmmsdmamabuﬂizrmordertomap

‘bstweanFibm Channel devices and SCSI devices and which implements access controls:

A“SCSI su)mge device” manystoragedmcemcludxng,forexanmle,atxpeduve,w—ROMnge,<
orahmﬂdxskdnveﬂmtmdmtmdsﬂmSCSIpmmcol and ‘can communicate wsimg the SCSI

protocol.

The term “map” maanstomatcapathﬁumadmueononsmﬂeofthestoragemumrtoadevwe
on the other side of the router, Le. from a Fibre Channe} device to a SCSI device (or vice-versa), A
“map” contains 2 representation of devices on each side of the storage router, so that when a:device
ononemdeofihestumgemmzrwemsmwmmmwatewnhad:wcaonﬂ:eot‘hersxdenfthestmage

router, thssho:agemutcrmmnectfhedmm

A “Fibre Channe} protocol mnt":saporhon ofﬂwl‘ibreChanndcontroﬂerwhxchmnnects‘toﬂlc
Fibre Chann:l tramsport medmm.

: -A“SCS[pmtocol.unﬁ’?is aportion of the SCSI mhoﬂerwlﬁchh;e:ﬁuwémmdscsrbus.. .

A‘buﬂ‘at”zsamcmorydmcathat:slﬂmdmwmpormlyholddm '_’ C

A dnectmcmorym:s(DMA)m!erﬂce madmthntactsmdzrhﬁlemmmmupmcm :

‘controlto mm&mory fordmmsfer

A “Fibre Chxnnel" 1s aknown Ingh-Speed senalnﬂuconnect, the structure mdop:mtlunof wlnch
isdescribed, for example, inFibre Channel Physical and Signaking Interface (FC-PH), ANSI X3.230 .
Fibre Chenne] Arbitrated Loop (FC-AL), and ANSI X3.272 Fibre Channel anateLoop Direct
Am:h(FC—PLDA). ) .

A 00487
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A "Fibre Channel controller” is a device thit'interfaces with  Fibre Channel transport medinm.

A “Fibre Channel device”is any device, suchasacnmpimer,thatmdersmnds Fibre Chnnm.‘.lpmtocol

T T R A Tomaanicate using ¥Fibre Chamel profocol.

“PibreChnnnalpmkxwl“:sasetofmlwthaiapplymFi}neChannal

A “Fibre .Channel travsport medium™ is.a serial optical or alectncalcmmncanons lmkthat
comectsdewcwumngFibIeChannelmtncoL

A“ﬁmt-m—ﬁrst—outqucue xsamtﬂu-elementdmstmcture&om whn:h elements can'be removed
only in the same ordermwhxchﬁxeywmemserted that i |s, 1tﬁ)llows a first in, first out (FIFO)
constraint. .

N A“harddxskdnve ;samﬂknommngnehcstomgemcdm,andmcludsaSCSIhard(hskdnve
| An“mrha'bordeuee xsadewcematlssuesmquwsfordataorstomga.
‘ "‘Mamtamfmg) a wnﬁguratmn means bep{ing) amn&ﬁable setting of mfnnnahun.
' A “native Jow level, block protocol” s  set of nulés or standards that enable computers o exchange

information and do not involve the overhead of ingh lewvel protocols and file sysmms typically
required by network servers.

A"SCSI" (Sma]l Compm;cr Systaminm'faee) is alnghspeed paralle] mtmfaceﬁ:atmaybeusedto
connect components of a computer system.

A A“SCSI bus transportmeﬂmm":sa mbleconmshng of a group ofparalielwm (nonnnllyﬁs)‘that
fomsaoomnnmcnnonspaﬂabememaSCSIsmmgedewceandanotherdemce,suchasa
computer, ’ .
Amwmnm*kadmeemmwimﬁss&ﬁmm‘mwm~

“'Vlrtnallocalsnomg: maspeaﬁcmbsetofwemlldntnstcredmstomgedewcesthathasﬂm
aypearanccandcharactensncsoflocalsturag:.

A‘worksmnon mamotecommnmgdevmeﬂmreomedswﬂmF'bzeChanneLmdmaymmst :
ofapersonalmmpm ' -

-16-
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

o
& Atty. Docket No.
ef}lOTIFICATION OF EXTENSION OF TIME UNDER 37 C.F.R § 1.136 CROSS1120-13
/ Applicant
Geoffrey B. Hoese
Application Number Filed
10/658,163 1 09/09/2003
Title '

| Storage Router and Method for Providing Virtual
Local Storage

Group Art Unit Examiner

2182 Shin, Christopher B.
Confirmation No.

5675

Certification Under 37 C.F.R. §1.10

Commissioner for Patents I hereby certify that this document is being deposited with.the
P.O..Box 1450 United States Postal Service as Express Mail to Addressee
Alexandria, VA 22313-1450 (Label No. EV704312847US) in an envelope addressed to:

Commissioner for Patents, P.O. Box 1450, Alexandria, VA.

: 22312-1450 on July 27, 2005. :
Dear Sir: . o M ' /
) Julie H. Blackard

. Applicant hereby takes an Extension of Time for responding to the Office Action

date mailed January 27, 2005 for a period of three (3) month(s).‘
' Small Entity  Large Entity

- | First Month $ 60.00 - $ 120.00
-Second Month - $ 225.00 $ 450.00
X Third Month $ 510.00 $ 1,020.00
Fourth Month $ 795.00 $ 1,590.00
N Fifth Month : $ 1,080_.00 $2,160.00 . -
TOTAL $ $1,020.00

Enclosed is a c_heck in the amount of $1,020.00 made payable to the Director of the
U.S. Patent Office. If any fees are inadvertently omitted, additional fees are required, or if .
any amounts have been overpaid, please appropriately charge or credit those fees to

Deposit Account No. 50-3183 of SPRINKLE IP LAW GROUP.

07/29/2005 CNBUYEN2 00000037 10658163 | Respectfully submitted,
01 FCs1253 © 7 1020.00 OP SPRINKLE IP ngoup
' ~/ John L. Adair

Date: July 27, 2005 . ‘Reg. No. 48,828-

1301 W. 25" Street, Suite 408
Austin, Texas 78705

(512) 637.9223 — Telephone
(512) 371.9088 - Facsimile
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FAX NO, 5123718088 P. 02

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
TERMINAL DISCLAIMER TO OBVIATE A DOUBLE Atty. Dockset No.
PATENTING REJECTION OVER A PRIOR PATENT CROSS51120-13
Applicant
Gooffre Hoesge
Application Number Date Flled
10/658,963 00/09/2003
(Title
Storage Router and Method fer Providing Virtual
Local Storage
Group Art Unit miner
2182 Shin, Christopher B,
Confirmation Number;
8675
Commissioner for Patents .
P.O. Box 1460 :’:Ee{‘eblg zamfy that this c;lor;g:ndenm ia he&g“ o::posluad with
nited States Postal Addreseee i
. Alexandna, VA 22313-1450 an envelops addressed to commm?f?r Patents, P.Q_Bax "
1430, Alexg A 22392-1450 on _z-fzvﬂs .
Dear Sir: ’gflb Z/ JA / -¢
Slignature _
07/29/2005 CNGUYEN2 00000037 106568163 %Naﬂ . B LACK#RD
02 FC:1814 130.00 0P

Crossroads Systems, Inc., owner of one hundred percent (100%) interest in the instant
application, as evidenced by the assignment recorded on 12/21/1997 on Reel/Frame:
8829/0290, hereby disclaims, except as provided below, the terminal part of the statutory term
of any patent granted on the instant application, which would extend beyond the expiration date
of the full statutory term defined in 35 U.S.C. § 154 to 156 and 173 of U.S. Patent No.
5,841,872, U.S. Patent No. 6,425,035, U.S. Patent No. 6,738,854 and/or U.S. Patent No.
8.763,419. The owner hereby agrees that any patent so granted on the instant application shall
be enforceable only for and during sueh perlod that it and the prior patent are commonly owned.

This agresment runs with any patent granted on the instant application and Is binding upon the
grantee, Its successors or assigns.

In making the above disclaimer, the owner does not disclaim the terminal part of any
patent granted on the Instant application that would extend to the expiration date of the full
statutory tem as defined in 35 U.S.C, § 154 to 186 and 173 ¢f the prior patents, as presently
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07/20/2005 15:30 FAX 3/003

> VULTI9TEUUD Uk 12igd PN Sprinkle IP Law Group FAX NO. 5123718088 P. 03
Attomey Docket: ' Customer ID: 44854
CROSS1120-13 Application No. 10/858,183

2

shortened by any terminal disclaimer, in the event that It later. expires for failure to pay a
maintenance fee, is held unenforceable, is found invalid by a court of competent juriediction, is
statutorily disclaimed in whole or teminally disclaimed under 37 C.F.R. 1.321, has all claims
canceled by a reexamination certificate, Is reissued, or Is In any manner terminated prior to the
expiration of Its full statutory term as presently shortened by any terminal disclaimer.

Check box 1, 2, 3, or 4 as appropriate.

1. [XI For submiesion on behalf of an organization (e.g., corporation, partnership,

university, govarnment agency, etc.), the undersigned is empawered to act on
behalf of the organization.

I hereby declare that all stataments made herein of my own knowledge are true and that
all stataments made on information and bellsf are believed to be true; and further that these
statements were made with the knowledge that wiliful false statsments and the like so made are
Punishable by fine or imprisonment, ar both, under Section 1001 of Title 18 of the Unlted States
Code and that such wiliful falge statements may |eopardize the validity of the application or any
patent issued thereon,

. Statement under 37 C.R.F. 3.73(b) Is required If terminal disclaimer is signed by the

assignee (owner). Form PTO/SBR/98 may be used for making this certification. See
MPEP § 324.

2. [ The undersigned is an attomey or agent of record.
3. Terminal disclaimer fee under 37 C.F.R. 1.20(d) included.

4. [] Terminal disclaimer fee under 37 C.F.R, 1.20(d). The Commissioner Is hereby
authorized to deduct $130.00 representing the above-noted flling fee from Deposit
Account. No. §0-3183 of Sprinkie IP Law Group. The Commiseioner is hereby
further authorized to deduct any deficiencles or credit any overpayments regarding
this application from the same account.
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Application Number

IR

Application/Control No. , Applicant(s)/Patent under

Reexamination

10/658,163 HOESE ET AL.
Document Code - DISQ Internal Document - DO NOT MAIL
TERMINAL

| DISCLAIMER X APPROVED ] DISAPPROVED

Date Filed : 072705

This patent is subject
to a Terminal
Disclaimer

Approved/Disapproved by:

James R. Matthews

U.S. Patent and Trademark Office
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/”jUL-28—2005 TUE 08:37 AM Sprinkle IP Law Group FAX NO, 5123719088 P. 01
| RECEIVED
CENTRAL FAX CENTER
) JUL & 62005

1301 W, 25" Street, Suite 408
< Austin:Texas 78705

o] 512.637.9220

[l 512.371.9088

FAX COVER SHEET

TO:  U.S. Patent Office Faxdt: 571/273-8300

FROM: | Julie H. Blackard Client Matter #: CR0SS1120-13
Legal Secretary

DATE: 07/26/05 | # of Pages: 2

RE: ~ Revocation and Power of Attorney

Please contact 512.637.9227 if there is a problem with this transmission.

; CONFIDENTIALITY NOTICE
This communication is ONLY for the person named above. Unless otherwise indicated, it contains
information that is confisential, privileged or exempt from disclosure under applicable law. K you are
not the person named above, or responsible for defivering It to that parson, be aware that disclosure, -
copying, distribution or use of this communication is strictly PROHIBITED. If you have received it in
error, or are uncertain as to its proper handling, please immediately notify us by telephone and mail
the orlginal to us at the above address. Thank you.

PAGE 1/2* RCVD AT 71262005 10:36:24 AM [Eastern Daylight Time]* SVR:USPTO-EF XRF-6126 * DNIS:2738300 * CSID:5123719088 * DURATION fmm-ss):01-10
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JUL-26-2005 TUE 08:38 AM Sprinkle IP Law Group FAX NO. 5123719088 P. 02
- A IN THE UNITED STATES PATENT AND TRADEMARK QFFICE -
REVOCATION AND POWER OF ATTORNEY AND |  Atty. I=E:t:mket No. (Opt )
- CHANGE OF MAILING ADDRESS CROSS51120-13
Applicants RECEIVED
Geoffrey B Hoese, et. al. CENTRAL FAX CENTER
Application Number Filed
10/658,163 9/9/2003 1Lt 2 6 2“1]5
For
STORAGE ROUTER AND METHOD Fon PROVIDING
VIRTUAL LOCAL STORAGE
Group Art rt Unit Exammer
2186 Unknown
Confirmation No.
5675
ICertIfl op Under 37 C.F.R. §
Commissioner for Patents | hareby certify that this dacument is ba'l%g tranamitted 10 COMMISSIONER
P.O. Box 1450 FOR PATENTS via tacsimlie on K- 'l 1 , 2004,
Alexandria, VA 223131450 |- éw.«.m"h Do ifega
Signed Name
Dear Sir: _ , )\ngndlro AV Te PR
V" Printed Name

Crossraads $ystems, Inc., 100% owner of the abave-identified patent application, as evidenced
by the Assignment recorded on December 31, 1997 on Reel/Frame: 8929/0280, hereby revokes
all previous Powers of Attorney and appointé the following attorneys under Customer No. 44654,
all of the firm of SPRINKLE IP LAW GROUP, to prosecute the above-identified Patent and to '
transact all business in the Patent and Trademark Office connected therewith.

STEVEN R. SPRINKLE Registration No. 40,825
JOHN ADAIR Registration No. 48,828
ARI AKMAL ) ) Registration No. 51 388

Durect all telephone calls ancl correspondence to:

Customer No. 44654
SPRINKLE P Law GROUP
1301 W. 256th Street, Suite 408,
Austin, Texas 78705
Attn: Steven Sprinkie
Tel. 512.637.9220 / Fax 512 371 9088

| hereby state | amn authorized to act on behalf of CROSSROADS SYSTEMS, INC.

Respectfully submitted,

Dated: 3’ /i . 2004 .

PAGE 22* RCVD AT 7/26/2005 10:36:24 AM [Eastern Daylight Time] * SVR:USPTO-EFXRF 6126 * DNIS: 2738300 * CSID:5123719088 * DURATION fmm-5s):01-40
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
INFORMATION DISCLOSURE STATEMENT BY APPLICANTS Atty. Docket No. (Opt.)

CROSS1120-13

Applicant

Geoffrey B. Hoese, et al.

Application Number Date Filed
10/658,163 09/09/2003
Title

Storage Router and Method for Providing Virtual
Local Storage_ ,

Group Art Unit Examiner

2182 Shin, Christopher B.
Confirmation Number:

5675

Commissioner for Patents Certification Under 37 C.F.R. §1.8

P.O. Box 1450 | hereby certify that this document is being deposited with the

; United States Postal Service as First Class Mail in an envelope
Alexandria, VA 22313 addressed to: Commissioner for Patents, P.O. Box 1450,
Alexandria, VA 22313 on July 2005.

Janice Pampell

Applicants respectfully request, pursuant to 37 C.F.R. §§ 1.555, 1.56, 1.97 and 1.98, that the
art listed on the attached SBO8-A and SBO8-B forms be considered and cited in the examination of
the above-identified application. Since the present Application was filed after June 30, 2003, a copy
of any U.S. Patent and any U.S. Patent Application Publications cited on the attached SBOB8-A form
is not being submitted with this Information Disclosure Statement pursuant to the waiver of 37
C.F.R. § 1.98(a)(2)(i) by the U.S. Patent and Trademark Office. Several documents are included on
the enclosed CD-Rom, as well as hard copies for the convenience of the Examiner.

Furthermore, pursuant to 37 C.F.R. §§ 1.97(g) and (h), no representation is made that a
search has been made or that this art is material to patentability of the present application.
Applicants respectfully submit that the claims of Applicants’ above-referenced patent is patentably
distinguishable from these references. Applicants respectfully  request consideration of these
references. The Commissioner is hereby authorized to charge any fees due, or refund any credit, to l\

Deposit Account No. 50-3183 of Sprinkle IP Law Group for any fee under 37 C.F.R. §1.17. !
07/26/2005 CNGUYEN2 00000075 10638163 Respectfully submitted,

01 FCz1806 180.00 0P Sprinkle IP Law Group
Attorneys for Applicants

John L. Adair
L Dated: July _/3, 2005. Reg. No. 48,828
| 1301 W. 25" Street, Suite 408
E - Austin, TX 78705
T. 512-637-9220 / F. 512-371-9088

Oracle-Huawei-NetApp Ex. 1002, pg. 163

N



P A‘) PTO/SB/0BA (04-03)

W Application Number 10/658,163
INFORMATIO OSURE  [Tiling Date 09/09/2003
STATEMENT BY APPLICANT | First Named Inventor Hoese, Geoffrey
Group Art Unit 2182
Examiner Name Shin, Christopher B.
Sheet ‘ 1 | OF \ 4 Attorney Docket Number CROSS1120-13
U.S. PATENT DOCUMENTS
Document Number . Pages,
| rutctnoae | ISR | o
Figures Appear
Number Kind Code (if known)
A1) 4,415,970 11/15/1983 Swenson, et al.
A2 | 4,455,605 6/19/1984 Cormier, et al.
A3 | 4,504,927 3/12/1985 Callan
A4 | 4,533,996 8/6/1985 Gartung, et al.
A5 | 4,573,152 2/25/1986 Greene, et al.
A6 | 4,603,380 7/29/1986 Easton, et al.
A7 | 4,620,295 "~ 10/28/1986 Aiden, Jr.
A8 | 4,644,462 ' 2/17/1987 | Matsubara, et al.
A9 | 4,697,232 9/29/1987 Brunelle, et al.
A10| 4,787,028 11/22/1988 Finforck, et al.
A11] 4,807,180 2/21/1989 Takeuchi, et al.
A12| 4,811,278 3/7/1989 Bean, et al.
A13| 4,821,179 4/11/1989 Jensen, et al.
A14) 4,825,406 4/25/1989 Bean, et al.
A15| 4,827,411 ' 5/2/1989 Arrowood, et al.
A16| 4,835,674 5/30/1989 Collins, et al.
A17| 4,864,532 - 9/5/1989 Reeve, et al.
A18| 4,897,874 ‘ 1/30/1990 Lidensky, et al.
A19| 4,961,224 : 10/2/1990 Yung
A20| 5,072,378 12/10/1991 Manka
A21| 5,077,732 12/31/1991 Fischer, et al.
A22| 5,077,736 12/31/1991 | Dunphy, Jr., et al.
A23| 5,124,987 6/23/1992 Milligan, et al.
A24| 5,155,845 ' 10/13/1992 Beal, et al.
A25| 5,185,876 , 2/9/1993 Nguyen, et al.
A26| 5,193,168 3/9/1993 Corrigan, et al.
A27} 5,193,184 . 3/9/1993 Belsan, et al.
A28| 5,202,856 : 4/13/1993 Glider, et al.

Oracle-Huawei-NetApp Ex. 1002, pg. 164



A29| 5,210,866 5/11/1993 Milligan, et al.
A30| 5,212,785 5/18/1993 Powers, et al.
A31| 5,214,778 5/25/1993 | = Glider, et al.
A32| 5,226,143 ’ 7/6/1993 Baird, et al.
A33| 6,239,632 08/24/93 Larner
A34| 5,239,654 8/24/1993 Ing-Simmons
A35| 5,247,638 9/21/1993 O'Brien, et al.
A36| 5,247,692 9/21/1993 Fujimura
A37| 5,297,262 3/22/1994 | - - Cox,etal.
A38| 5,301,290 4/5/1994 Tetzlaff, et al.
A39]| 5,315,657 5/24/2994 Abadi, et al.
A40| 5,317,693 : © 7/19/1994 Elko, et al.
Ad41| 5,331,673 7/19/1994 Elko, et al.
Ad42| 5,361,347 11/1/1994 Glider, et al.
A43| 5,367,646 : 11/22/1994 Pardillos, et al.
Ad4| 5,379,385 1/3/1995 Shomler
Ad45| 5,379,398 1/3/1995 - Cohn, et al.
"~ A46| 5,388,243 2/7/1995 Gilder, et al.
AA47| 5,388,246 2/7/1995 Kasi
A48 5,394,526 2/28/1995 Crouse et al.
A49| 5,396,596 3/7/1995 Hashemi, et al.
A50| 5,403,639 4/4/1995 Belsan, et al.
A51| 5,410,667 4/25/1995 Belsan, et al.
A52| 5,410,697 4/25/1995 Baird, et al.
A53]| 5,416,915 5/16/1995 Mattson, et al.
A54| 5,418,909 5/23/1995 | Jachowski, et al.
A55) 5,420,988 5/30/1995 Elliott
A56| 5,423,026 6/6/1995 Cook, et al.
A57| 5,426,637 . 6/20/1995 Derby, et al
A58| 5,430,855 7/4/1995 Wash, et al.
A59| 5,450,570 9/12/1995 Richek, et al.
A60| 5,452,421 9/19/1995 | Beardsley, et al.
A61| 5,459,857 . 10/17/1995 Ludlam, et al.
A62| 5,463,754 10/31/1995 | Beausoleil, et al.
A63| 5,469,576 : 11/21/1995 Dauerer, et al.
A64| 5,471,609 11/28/1995 Yudenfriend
A65| 5,487,077 1/23/1996 Hassner, et al.
A66| 5,495,474 2/27/1996 Olnowich, et al.
A67| 5,496,576 3/5/1996 Jeong

Oracle-Huawei-NetApp Ex. 1002, pg. 165




A68| 5,504,857 4/2/1996 Baird, et al.
A69| 5,507,032 4/9/1996 Kimura
A70| 5,511,169 4/23/1996 Suda
A71| 5,519,695 5/21/1996 Purohit, et al.
AT72| 5,530,845 6/25/1996 Hiatt, et al.
AT73| 5,535,352 7/9/1996 Bridges, et al.
AT74)| 5,537,585 7/16/1996 | Blickerstaff, et al.
A75| 5,544,313 . ‘ 8/6/1996 Shachnai, et al.
A76| 5,548,791 8/20/1996 Casper, et al.
A77| 5,564,019 10/8/1996 Beausoleil, et al
AT78| 5,568,648 10/22/1996 | Coscarella, et al.
A79| 5,581,709 12/3/1996 lto, et al.
A80} 5,581,724 12/3/1996 Belsan et al.
A81| 5,613,082 3/18/1997 Brewer, et al.
A82| 5,621,902 4/15/1997 | -  Cases, etal.
A83| 5,632,012 5/20/1997 Belsan, et al.
A84) 5,634,111 5/27/1997 Oeda, et al. |
A85| 5,638,518 6/10/1997 Malladi
A86| 5,642,515 6/24/1997 Jones, et al.
A87| 5,659,756 8/19/1997 hefferon, et al.
A88| 5,664,107 - 9/2/1997 | Chatwanni, et al.
A89| 5,727,218 3/10/1998 Hotchkin
A90| 5,743,847 4/28/1998 | Nakamura, et al.
A91| 5,781,715 7/14/1998 Sheu
A92| 5,802,278 9/1/1998 Isfeld, et al.
"A93| 5,805,816 9/8/1998 | Picazo, Jr., et al.
A94| 5,860,137 1/12/1999 Raz, et al.
A95| 5,867,648 2/2/1999 Foth, et al.
A96| 5,889,952 3/30/1999 Hunnicutt, et al.
A97| 5,913,045 6/15/1999 Gillespie, et al.
A98| 5,923,557 7/13/1999 Eidson
A99( 5,933,824 8/3/1999 DeKoning, et al.
A100 5,935,260 8/10/1999 Ofer
A101 5,949,994 9/28/1999 Boggs, et al.
A102 5,953,511 9/14/1999 Sescilia, et al.
A103 5,959,994 9/28/1999 Boggs, et al.
A1 041 5,974,530 10/26/1999 Young
A105 6,021,451 2/1/2000 Bell, et al.
A106 6,055,603 4/25/2000 Ofer, et al.

Oracle-Huawei-NetApp Ex. 1002, pg. 166




i

A107| 6,065,087 5/16/2000 Keaveny, et al.
A108 6,073,218 6/6/2000 DeKoning, et al.
A109 6,075,863 6/13/2000 Krishnan, et al.
A110 6,081,849 6/27/2000 Born, et al.
A111 6,098,149 8/1/2000 Ofer, et al.
A112 6,108,684 8/22/2000 DeKoning, et al
A113 6,118,766 9/12/2000 Akers
A114 6,148,004 11/14/2000 Nelson, et al.
A1l 1# 6,209,023 3/27/2001 Dimitroff, et al.
A116 6,230,218 5/8/2001 Casper, et al.
A117) 6,341,315 1/22/2002 Arroyo, et al.
A118 6,343,324 1/29/2002 Hubis, et al.
A119 6,425,036 7/23/2002 Hoese, et al.
A120 6,484,245 11/19/2002 Sanada, et al.
_ FOREIGN PATENT DOCUMENTS Publication Date Name of Patentee or | Colums, Lines
g e xmcem o | AovicaniciCled | Wrs e
Code (Number 43) Figures Appear
B1 | GB 2341715
B2 | JP 6301607
B3 | WO 98/36357 1998
Examiner Date Considered
Signature

Oracle-Huawei-NetApp Ex. 1002, pg. 167




AL N
)

Jw . (ﬂ\ PTO/SB/08B (08-00)
25 o
2\ JApplication Number 10/658,163
FORM PTO 1449 US Depani@gat of S/ Filing Date 09/09/2003
Commerce & First Named Inventor Geoffrey B. Hoese
Patent and Trademark Office :
Group Art Unit 2182
Examiner Name Shin, Christopher B.
Sheet | of |7 Atty Docket Number CROSS1120-13
Examiner | ceno. OTHER PRIOR ART -- NON PATENT LITERATURE DOCUMENTS Date
c1 Decision Returning Petition mailed February 28, 2005
C2 | Block-Based Distributed File Systems, Anthony J. McGregor, July
1997
C3 | Compagq StorageWorks HSG80 Array Controller ACS Version 8.3
(Maintenance and Service Guide) 11/98
C4 | Compagq StorageWorks HSG80 Array Controller ACS Version 8.3
(Configuration and CLI Reference Guide) 11/98 A
C5 | CRD-5500 SCSI RAID Controller User's Manual CMD Technology,
' Inc. pp. 1-1 to 6-25, revised November 21, 1996. 11/21/1996
C6 | DIGITAL Storage Works, HSZ70 Array Controller, HSOF Version 7.0
EK-HSZ70-CG. A01, Digital Equipment Corporation, Maynard,
Massachusetts
C7 DIGITAL StorageWorks HSZ70 Array Controller HSOF Version 7.0
EK-HSZ270-RM. AD1 CLI Reference Manual
c8 DIGITAL StorageWorks HSZ70 Array Controller HSOF Version 7.0
EK-HSZ70-SV. A01 1997-
C9 | DIGITAL StorageWorks HSG80 Array Controller ACS Version 8.0
(User's Guide 1/98)
C10 | DP5380 Asynchronous SCSI Interface, National Semiconductor
Corporation, Arlington, TX, May 1989, pp. 1-32
C11 | Emerson, "Ancor Communications: Performance evaluation of
switched fibre channel I/O system using--FCP for SCSI" February
1995, IEEE, pp. 479-484 2/1/1995
C12 | Fibre Channel and ATM: The Physical Layers, Jerry Quam ‘
WESCON/94, published 27-29 September 1994. Pages 648-652.
C13 | Fiber Channel storage interface for video-on-demand servers by
Anazaloni, et al. 6/15/1905
C14 | Gen5 S-Series XL System Guide Revision 1.01 by Chen 6/18/1905
C15 | Graphical User Interface for MAXSTRAT Gen5/Gen-S Servers User's
guide 1.1 6/11/1996
C16 | High Performance Data transfers Using Network-Attached Peripherals
at the national Storage Laboratory by Hyer 2/26/1993
C17 | IFT-3000 SCSI to SCSI Disk array Controller Instruction Manual
Revision 2.0 by Infotrend Technologies, Inc. 1995-
C18 | Implementing a Fibre Channel SCSI transport by Snively 1994-
C19 | "InfoServer 150—Installation and Owner's Guide", EK-INFSV-OM-001,
Digital Equipment Corporation, Maynard, Massachusetts 1991,
Chapters 1 and 2
C20 | InfoServer 150VXT Photograph
C21 | Infoserver 100 System Operations Guide, First Edition Digital
Equipment Corporation, 1990
C22 | Johnson, D.B., et al., “The Peregrine High Performance RPC System",
’ Software-Practice and Experience, 23(2):201-221, Feb. 1993
C23 | Local-Area networks for the IBM PC by Haugdahl
C24 | Misc. Reference Manual Pages, SunOS 5.09

Oracle-Huawei-NetApp Ex. 1002, pg. 168




Application Number 10/658,163
FORM PTO 1449 US Department of Filing Date 09/09/2003
Commerce - First Named Inventor Geoffrey B. Hoese
Patent and Trademark Office i
Group Art Unit 2182
Examiner Name Shin, Christopher B.
Sheet | 2 | of I 7 Atty Docket Number CROSS1120-13
Bramier | citeNo. OTHER PRIOR ART -- NON PATENT LITERATURE DOCUMENTS Date
C25 | New serial /Os speed storage subsystems by Bursky 2/6/1995
C26 | Petal: Distributed Virtual Disks, Edward K. Lee and Chandramohan A.
Thekkath, ACM SIGPLAN Notices, Volume 31, Issue 9, September
1996, pages 84-92.
C27 | Pictures of internal components of the InfoServer 150, taken from
http://bindarydinosaurs.couk/Museum/DigitaVinfoserver/infoserver.php
in Nov. 2004.
C28 | Raidtec FibreArray and Raidtec FlexArray UltraRAID Systems”,
Windows IT PRO Atrticle, October 1997
C29 | S.P. Joshi, "Ethernet controller chip interfaces with variety of 16-bit
processors,” electronic Design, Hayden Publishing Co., Inc., Rochelle
Part, NJ, October 14, 1982. pp 193-200
C30 | Simplest Migration to Fibre Channel Technology” Article, Digital
Equipment Corporation, November 10, 1997, published on PR
Newswire 11/10/1997
C31 | Systems Architectures Using Fibre Channel, Roger Cummings,
Twelfth IEEE Symposium on Mass Storage Systems, Copyright 1993
IEEE. Pages 251-256
C32 | Dot Hil's Request to Exceed Page Limit in Motion for Summary
Judgment filed June 29, 2005. Case No. A-03-CV-754 (SS)
C33 | Request for Ex Parte Reexamination for 6,425,035. Third Party
Requester: William A. Blake
C34 | Request for Ex Parte Reexamination for 6,425,035. Third Party
Requester: Natu J. Patel
C35 | Office Action dated 01/21/03 for 10/174,720 (CROSS1120-8) 1/21/2003
C36 | Office Action dated 02/27/01 for 09/354,682 (CROSS1120-1) 2/27/2001
C37 | Office Action dated 08/11/00 for 09/354,682 (CROSS1120-1) 8/11/2000
C38 | Office Action dated 12/16/99 for 09/354,682 (CROSS1120-1) 12/16/1999
C39 | Office Action dated 11/06/02 for 10/023,786 (CROSS1120-4) 11/6/2002
C40 | Office Action dated 01/21/03 for 10/081,110 (CROSS1120-5) 1/21/2003
C41 | Office Action in Ex Parte Reexamination 90/007,127, mailed 02/07/05. 2/7/2005
C42 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07 :
for 90/007,127 filed on 04/06/05.
C43 | Office Action in Ex Parte Reexamination 90/007,125, mailed 02/07/05. 2/7/2005
C44 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,125 and 90/007,317 filed on 04/06/05.
C45 | Office Action in Ex Parte Reexamination 90/007,126, mailed 02/07/05. 2/7/2005
Cc46 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,126 filed on 04/06/05.
C47 | Office Action in Ex Parte Reexamination 90/007,124, mailed 02/07/05. 2/7/2005
c48 | Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
for 90/007,124 filed on 04/06/05.
C48 | Office Action in Ex Parte Reexamination 90/007,123, mailed 02/07/05. 2/7/2005

Oracle-Huawei-NetApp Ex. 1002, pg. 169




Application Number 10/658,163

FORM PTO 1449 US Department of Filing Date 09/09/2003

Commerce
Patent and Trademark Office

First Named Inventor Geoffrey B. Hoese

Group Art Unit 2182

Examiner Name Shin, Christopher B.

Sheet

3

| of |7 Atty Docket Number CROSS1120-13

Examiner
Initials

Cite No.

OTHER PRIOR ART — NON PATENT LITERATURE DOCUMENTS

Date

C50

Reply to Office Action Under Ex Parte Reexamination Dated 02/02/07
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Fiber Channel (FCS)/ATM Interworking: A Design Solution by
Anzaloni, et al.

Copies of the following are on the attached CD-Rom

C53

Defendant's First Supplemental Trial Exhibit List, Crossroads Systems,
Inc., v. Chaparral Network Storage, Inc., C.A. No. A-00CA-217-SS
(W.D. Tex. 2001). (CD-Rom).

C54

Defendant's Third Supplemental Trial Exhibit List, Crossroads
Systems, Inc. v. Pathlight Technology, Inc., C.A. No. A-00CA-248-SS
(W.D. Tex. 2001) (CD-Rom).

C55

Defendant Chaparral Network Storage, Inc.’s First Supplemental Trial
Exhibit List (D1 through D271) (CD-ROM Chaparral Exhibits
ExList_Def).

9/2/2001

C56

Plaintiffs Fourth Amended Trail Exhibit List, Crossroads Systems, Inc.
v. Chaparral Network Storage, Inc, C.A. No. A-O0CA-217-SS (W.D.
Tex. 2001) (CD-Rom).

9/11/2001

C57

Plaintiffs Revised Trial Exhibit List, Crossroads Systems, Inc. v.
Pathlight Technology, Inc., C.A. No. A-00CA-248-SS (W.D. Tex.
2001). (CD-Rom).

C58

Trail Transcripts, Crossroads Systems, Inc. v. Chaparral Network
Storage, Inc., C.A. No. A-00CA-217-SS (W.D. Tex. 2001) (CD-Rom).

C59

Trail Transcripts, Crossroads Systems, Inc. v. Pathlight Technology,
Inc., C.A. No. A-O0CA-248-SS (W.D. Tex. 2001). (CD-Rom).
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Datasheet for CrossPoint 4100 Fibre Channel to SCSI Router (Dedek
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Symbios Logic- Software Interface Specification Series 3 SCSI RAID .
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C62

Press Release- Symbios Logic to Demonstrate Strong Support for
Fibre Channel at Fall Comdex (Engelbrecht 12 (LSI 2785-86)) (CD-
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C63

OEM Datasheet on the 3701 Controller (Engelbrecht 13 (LSI 01837-
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6/17/1905
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Nondisclosure Agreement Between Adaptec and Crossroads Dated
10/17/96 (Quisenberry Ex 25 (CRDS 8196)) (CD-ROM Chaparral
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10/17/1996

C65

Organizational Presentation on the External Storage Group (Lavan Ex
1 (CNS 182242-255)) (CD-ROM Chaparral Exhibits D021).

4/11/1996

C66

Bridge. C, Bridge Between SCSI-2 and SCSI-3 FCP (Fibre Channel
Protocol) (CD-ROM Chaparral Exhibits P214).

Cce67

Bridge Phase Il Architecture Presentation (Lavan Ex 2 (CNS 182287-
295)) (CD-ROM Chaparral Exhibits D022).

4/12/1996

Cc68

Attendees/Action Items from 4/12/96 Meeting at BTC (Lavan Ex 3
(CNS 182241)) (CD-ROM Chaparral Exhibits D023).

4/12/1996

C69

Brooklyn Hardware Engineering Requirements Documents, Revision
1.4 (Lavan Ex 4 (CNS 178188-211)) (CD-ROM Chaparral Exhibits
D024) by Pecone.

5/26/1996

C70

Brooklyn Single-Ended SCSI RAID Bridge Controller Hardware OEM
Manual, Revision 2.1 (Lavan EX 5 (CNS 177169-191)) (CD-ROM
Chaparral Exhibits D025).

3/21/1996

cm

Coronado Hardware Engineering Requirements Document, Revision
0.0 (Lavan Ex 7 (CNS 176917-932)) (CD-ROM Chaparral Exhibits
D027) by O'Dell.

9/30/1996

C72

ESS/FPG Organization (Lavan Ex 8 (CNS 178639-652)) (CD-ROM
Chaparral Exhibits D028).

12/6/1996

C73

Adaptec MCS ESS Presents: Intelligent External I/O Raid Controllers
"Bridge" Strategy (Lavan Ex 9 (CNS 178606-638)). (CD-ROM
Chaparral Exhibits D029). :

2/6/1996

C74

AEC-7313 Fibre Channel Daughter Board (for Brooklyn) Engineering
Specification, Revision 1.0 (Lavan Ex 10 (CNS 176830-850)) (CD-
ROM Chaparral Exhibits D030).

212711997

C75

Bill of Material (Lavan Ex 14 (CNS 177211-214)) (CD-ROM Chaparral
Exhibits D034).

7/24/1997

C76

AEC-. 4412B, AEC-7412/B2 External RAID Controller Hardware CEM
Manual, Revision 2.0 (Lavan Ex 15 (CNS 177082-123)) (CD-ROM
Chaparral Exhibits D035).

6/27/1997
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Ccr7

Coronado I, AEC-7312A Fibre Channel Daughter (for Brooklyn)
Hardware Specification, Revision 1.2 (Lavan Ex 16 (CNS 177192-
210)) (CD-ROM Chaparral Exhibits DO36) by Tom Yang.

7/18/1997

C78

AEC-4412B, AEC7412/3B External RAID Controller Hardware OEM
Manual, Revision 3.0. (Lavan Ex 17 (CNS 177124-165)) (CD-ROM
Chaparral Exhibits D037).

8/25/1997 .

Cc79

Memo Dated 8/15/97 to AEC-7312A Evaluation Unit Customers re:
B0O01 Release Notes (Lavan Ex 18 (CNS 182878-879)) (CD-ROM
Chaparral Exhibits D038),

8/15/1997

Cc80

Brooklyn Main Board (AES-0302) MES Schedule (Lavan Ex 19 (CNS
177759-763)) (CD-ROW Chaparral Exhibits D039).

2/11/1997

C81

News Release-Adaptec Adds Fibre Channel Option to its External
RAID Controller Family (Lavan Ex 20 (CNS 182932-934)) (CD-ROM
Chaparral Exhibits D040).

5/6/1997

Cc82

AEC-4412B/7412B User's Guide, Rev. A (Lavan Ex 21) (CD-ROM
Chaparral Exhibits D041).

6/19/1905

Cc83

Data Book- AIC-7895 PCI Bus Master Single Chip SCSI Host Adapter
(Davies Ex 1 (CNS 182944-64)) (CD-ROM Chaparral Exhibits D046).

5/21/1996

Cc84

Data Book- AIC-1160 Fibre Channel Host Adapter ASIC (Davies Ex 2
(CNS 181800-825)) (CD-ROM Chaparral Exhibits D047).

6/18/1905

C85

Viking RAID Software (Davies Ex 3 (CNS 180969-181026)) (CD-ROM
Chaparral Exhibits D048).

6/18/1905

C86

Header File with Structure Definitions (Davies Ex 4 (CNS 180009-
018)) (CD-ROWM Chaparral Exhibits D049).

8/8/1996

c87

C++ SourceCode for the SCSI Command Handler (Davies Ex 5 (CNS
179136-168)) (CD-ROM Chaparral Exhibits D050).

8/8/1996

css8

Header File Data Structure (Davies Ex 6 (CNS 179997-180008)) (CD-
ROM Chaparral Exhibits D051). ’

1/2/1997

Cc8e9

SCSI Command Handler (Davies Ex 7 (CNS 179676-719)) (CD-ROM
Chaparral Exhibits D052).

©1/2/11997

Cg0

Coronado: Fibre Channel to SCSI Iintelligent RAID Controller Product
Brief (Kalwitz Ex | (CNS 182804-805)) (CD-ROM Chaparral Exhibits
D053). ' .

Co1

Bill of Material (Kalwitz Ex 2 (CNS 181632-633)) (CD-ROM Chaparral
Exhibits D054).

3/17/1997

103: 7]

Emails Dated 1/13-3/31/97 from P. Collins to Mo re: Status Reports
(Kalwitz Ex 3 (CNS 182501-511)) (CD-ROM Chaparral Exhibits D055).

Cc93

Hardware Schematics for the Fibre Channel Daughtercard Coronado
(Kalwitz Ex 4 (CNS 181639-648)) (CD-ROM Chaparral Exhibits D0S56).

Cce4 .

Adaptec Schematics re AAC-340 (Kalwitz Ex 14 CNS 177215-251))
(CD-ROM Chaparral Exhibits D057).

Cc95

Bridge Product Line Review (Manzanares Ex 3 (CNS 177307-336))
(CD-ROWM Chaparral Exhibits D058).

C96

AEC Bridge Series Products-Adaptec External Controller RAID
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Data Storage

The present invention relates to an amray of magnetic disks configured
to store machine readable data in a protected way, such that data is
recoverable in the event of disk failure.

Arrays configured to store machine readable data in a protected way
are known and are often referred to as a redundant array of inexpensive
disks, usually abbreviated to the acronym "RAID".\ Several RAID procedures
are known and most of these share the approach of generating redundant
data by an exclusive ORing process from which, in the event of any of the
disks faling, all of the data can be reconstituted from the remaining
operational disks.

When all of the disks are operational, the armay is said to be working in
its protected mode. In the event of one disk failure, the system may still
remain operational, in that data may be read from the disks, but the data
ceases to be protected and a further disk failure would result in data loss.
With a single disk failure the system is said to be working in an unprotected
mode at which point an operator would be advised that disk replacement is
required and that the lost data needs to be reconstituted. Thus, a disk would
be physically removed, replaced and then the lost data would be
reconstituted on to the new disk.

As personal computer systems and workstations become more
powerful, allowing more sophisticated software applications to be executed
and the degree of data storage available in such systems increases, with
disks containing several gigabytes of data now becoming widely used, a
greater demand has been created for the installation of protected systems
using disk redundancy. Complete RAID subsystems may be purchased for
external connection but a problem with such known systems is that the cost

can be very prohibitive. In many situations, the cost of such a RAID system

Oracle-Huawei-NetApp Ex. 1002, pg. 184



10

15

20

25

30

2

tends to be higher than the cost of a personal computer system. Thus, there
is a requirement for providing RAID protection at reduced cost.

Personal computer systems are usually housed in desktop units or
tower units having spare bays allowing additional disks to be received. Thus,
it is possible for many hard disk drives to be included within a tower housing
and additional interface cards‘may be provided if required. Thereafter, it is
possible for the RAID calculations to be effected by the resident host CPU,
such that the additional extra cost is quite modest. However, a major problem
with such a configuration is that a significant processor overhead is required
in order to perform the RAID calculations, resulting in a severe degradation in
overall system performance.

According to a first aspect of the present invention, there is provided a
plurality of data storage devices configured to store machine readable data in
a protected way such that data is recoverable in the event of a single device
failure, wherein the devices are housed for application directly into an existing
disk bay for a computer, the devices are connectable to a disk interface as if
they were a single conventional storage volume; and said devices are
controlled by an operating system installed on a computer as if they were a
single storage volume.

in a preferred embodiment, the disks are interfaced to an IDE
connection and three disks may be received in respective IDE connections.

Preferably, the array presents 2 SCSI interface to a host computer
and the array may be configured to be housed in two or more five and one
quarter inch drive bays.

According to a second aspect of the present invention, there is
provided a method of equipping a personal computer with a plurality of data
storage devices configured as 2 redundant array by interfacing said devices
to conventional five and one quarter inch drive bays, such that protected
machine readable data is recoverable in the event of a single disk failure,

comprising the steps of supporting the armay within an existing disk bay for a
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computer, connecting the aray to the computer as if it were a single
conventional computer disk; and controlling said drives by an operating
system installed on a computer as if it were a single storage volume.

The invention will now be described by way of example only, with
reference to the accompanying drawings, in which:

Figure 1 shows & personal computer system,

Figure 2 shows an armray of disks being inserted into a computer
system;

Figure 3 details the aray shown in Figure 2,

Figure 4 shows an exploded view of the array identified in Figure 3;

Figure‘ 5 shows a rear face view of the aray back plane;

Figure 6 shows a circuit for implementing RAID calculations; and

Figure 7 lllustrates the removal of a damaged disk from the array; and

Figure 8 shows an alternative embodiment for the extrusion identified
in Figure 4.

A personal computer system is shown in Figure 1 in which a main
system tower 101 supplies visual information to a visual display unit 102 and
receives manual commands via a keyboard 103. The main system tower
houses a central processing unit, memory circuits and other standard
associated electronics as is well known in the art. The personal computer
system may be an IBM PC type system, a Mackintosh system or any other
computer type eguipment used for individual use, possibly in a networked
configuration. Alternatively, the main system tower 101 may constitute a
network server, possibly running an appropriate server operating system,
such as Windows NT server.

Tower 101 includes conventional five and one quarter inch disk bays.
Within these disk bays 2 plurality of devices have been mounted, including a
three and a half inch floppy disk drive 105, a tape streamer 106, a CD ROM
drive 107 and an armay of magnetic disks 108, embodying the present

invention.
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Array 108 is detailed in Figure 2 and is shown being installed into the
main system tower 404. The array 108 of magnetic disks is configured to
store machine readable data in a protected way such that data is recoverable
in the event of a single disk failure. The array of disks is housed for
application directly into an existing disk bay of 2 computer, such as the main
system tower 401. The array is connectable o the computer as if it were a
single conventional computer disk and the array is operated by an operating
system installed on the computer as if it were a single disk.

Each empty drive bay is protected by a removable plastic cover and
unit 107 locates within an aperture equivalent to the width of two bays,
requiring the removal of two such covers. The array includes a housing 201,
locatable within the two bay aperture and towards its rear includes
conventional power and data connectors; such that the housing as & whole is
connected to the main system tower ysing a conventional SCSI connection.
Thus, the main system perceives the disk array as if it were a single disk and
the operating system, executed by the main system, controls the operation of
the array using equivalent commands to those required for the operation of a
single storage volume.

The array 107 is detailed in Figure 3 and contains a total of three IDE
drives 301, 302 and 303. An exploded view of the array is illustrated in Figure
4, which shows each of the individual IDE drives 301, 302 and 303 being
supported by aluminium extrusions, in the form of a left extrusion 401 and a
right extrusion 402. These extrusions hold the disk drives 301, 302 and 303
firnly in place and facilitate the removal and replacement of individual disk
drives when disk failure occurs. '

Disk drives 301, 302 and 303 are located in relatively close proximity
and in order to maintain preferred operational temperatures, an electric fan
403 is positioned between the front of the disk drives and a front housing

404. In this respect, the main front housing includes ventilation grilles 405,
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Each IDE drive 301, 302 and 303 locates within a conventional IDE
socket 406, 407, 408, in addition to respective power supply sockets 409,
410, 411. Thus, from the perspective of each IDE drive, the physical drives
are located into sockets substantially similar to those found on an IDE bus of
a standard computer system.

RAID calculations are performed within the device itself, using
conventional hardware RAID circuitry mounted on circuit board 412, having
electrical connections to the back plane circuit board 413. Right extrusion 402
defines a cavity 414, configured to receive circuit board 412. The extrusions
401 and 402 are held in position by an upper plate 415 and a lower plate
416, secured by appropriate bolts 417.

The rear face of back plane 413 is illustrated in Figure 5. The back
plane includes a conventional SCSI socket 501 and a power supply socket
502. The array therefore presents itself to the main system as a single disk
drive, requiring a single disk drive connection via SCS! interface 501.

Back plane 413 also includes rows of holes 503 to facilitate ventilation
of the disks. Thus, cooling air is brought in through ventilation holes 405,
blown between the disks 301, 302 and 303 and then exits through holes 503.

The circuit implemented on board 412 is illustrated diagramatically in
Figure 6. The circuit includes a central processing unit 601 which
communicates with an input/output circuit 602 via a CPU bndge 603. In
addition, operation of CPU 601 is controlled by a CPU mode select circuit
§04. Power from the housing is directed fo a three volt supply regulating
circuit 605, arranged to supply power to operational circuits via supply rails.

The CPU 601 receives data relating to the operational environment
from an environmental detecting circuit 606. This information may be .
received directly, as shown in Figure 6, or it may be directed via other control
circuitry to allow combined environmental information to be retumed to the
CPU 601.
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Further output circuitry includes IDE controllers 607 and 608 and a
SCS! controller 608. These circuits communicate with the back plane sockets
via 2 one hundred and gighty way connector 610.

input/output circuit 602 supplies driving current to six LED's 701, 702,
703, 704, 705 and 706 shown in Figure 7. Each of these LED’s is visible by
means of respective holes 711, 742, 713, 714, 715 and 716 in the front panel
404. Each LED is a Hewlett Packard HSMF-CB55 and actually includes a
green LED and @ red LED which may be operated independently.

LED 701 indicates the overall operational integrity of the system and
primarily confirms that CPU 601 is operating comrectly. Thus, when the
system is fully operational, LED 701 is illuminated green. Alternatively, if
faults have been detected within the controller, LED 701 is illuminated red.

LED 702 represents the environmental monitoring status and is
primarily concemed with operational temperature. Environmental circuit 606
includes a temperature sensor and a fault condition is generated if this
sensor detects that operational temperatures have become excessive. In
addition, a tachometer is associated with fan 403 and a fault condition is
generated if this detects that rotation of the fan has ceased. Malfunction of
fan 403 represents a serious problem in that this could result in all three
drives being permanently damaged such that no protection is offered by the
RAID configuration. The system also detects the presence of appropriate
yoltages on voltage supply rails, as supplied by power supply unit 605 in
addition to detecting appropriate terminator power onh the SCS{ bus.

When the supply rail voltages are correct, SCSI terminator power is
correct, the fan is operational and the system is working at its optimal
operational temperature, LED 702 is illuminated green. if the sysiem
encounters problems and diverges from its preferred operational
characteristics, such a condition is detected and LED 702 is illuminated
orange. Under these conditions, further operation of the system is permitted

but wamings may be generated to the effect that a job should be closed
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down and that the device should be investigated. If problems continue and
the situation worsens, particularly if the operational temperature becomes
very high, LED 702 is illuminated red. Under these conditions, power to the
drives is removed and an emor condition is generated such that further
access to the drives is not permitted.

LED 703 indicates that the SCSI connection is fully operational by
being illuminated green. Furthermore, when the SCSI bus is actually in use,
LED 703 is illuminated orange.

LED's 704, 705 and 706 represents operational characteristics of the
individual drives 301, 302 and 303 respectively. When the drives are
operational, the LED's are flluminated green and then illuminated orange
when the actual data transfer takes place. Furthermore, if a disk error is
detected, to the effect that an individual disk has failed, its respective LED is
illuminated red.

In response to a single disk failure, it is preferable for the system to be
placed off-line and for the damaged disk to be replaced immediately so that
the lost data may be reconstituted and the system retumed fo protected
mode operation. In crder to replace a disk, the front panel is removed, an
operation facilitated by the front pane! 404 being retained simply to the main
housing by means of an interference connection. Having removed the front
panel 404 it is restrained by wires 717 required for supplying electrical power
to fan 403.

The disk drives inciude tapped holes towards their front-right comer
and each of said tapped holes receives a threaded stud 719. Stud 719 allows
its respective disk 301 to 303 to be removed by the application of a stud hook
720. Force is applied in the direction of amrow 721, thereby forcing the
respective disk drive away from its IDE and data sockets, such as sockets
406 and 409 etc.

An altemative embodiment is ilustrated in Figure 8. In this

embodiment, side panels and a base panel are fabricated as a single
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exirusion 801. The housing is then completed by the application of a top
‘ panel 802. The top panel 802 is secured to the lower extrusion 801 by means
‘ of b oﬁs 803 and circuitry held within the exirusion is further secured by an

adhesive clip 804.
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Claims

1. A plurality of data storage devices configured to store machine
readable data in a protected way such that data is recoverable in the event of
a single device failure, wherein

the devices are housed for application directly into an existing disk bay
for a computer;

the devices are connectable to a disk interface as if they were a single
conventional storage volume; and

said devices are controlled by an operating system instalied on a

computer as if they were a single siorage volume.

2. Data storage devices according to claim 1, wherein said
storage devices are magnetic disk drives.

3. Data storage devices according to claim 2, wherein -the

magnetic disks are interfaced to an IDE connection.

4, Data storage devices according to claim 3, wherein three disks
are received in respective IDE connections.

5.  Data storage devices according to any of claims 1 to 3, wherein -

said devices present a SCS! interface to a host computer.

6. Data storage device according to any of claims 1 to 5,

configured to be housed in two or more five and one quarter inch drive bays.

7. Data storage devices according to any of claims 1 to 6,
including means for detecting when said devices are operating in non-ideal

conditions.
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B. Data storage devices according to claim 7, including means for

detecting when said devices are operating at excessive temperatures.

9. Data storage devices according to claim 7 or claim 8, including

means for detecting non-operation of a cooling fan.

40. Data storage devices according to claim 7 or claim 8, including

means for directly detecting an excessive operational temperature.

41. Data storage devices according to any of claims 7 to 10,
including means for removing drive power to said devices upon detecting a

non-ideal operating condition.

12. Data storége devices according to any of claims 1 to 11,
including a detachable front panel and a cooling fan secured fo said front
panel, including ventilation openings amranged to direct a cooling air-stream

between the individual devices.

13. A plurality of data storage devices according to any of claims 1
to 12, wherein said devices are connectable in a computer housing and the

devices are controlled by the operating system of said computer.

14. A method of equipping @ personal computer with a plurality of
data storage devices configured as a redundant array by interfacing said
devices fo conventional five and one quarter inch drive bays, such that
protected machine readable data is recoverable in the event of a single disk
failure, comprising the steps of

supporting the array within an existing disk bay for a computer;
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connecting the array to the computer as if it were a single conventional
computer disk; and
controlling said drives by an operating system installed on a computer

as if it were a single storage volume.

15. A method according to claim 14, wherein said data storage

devices are magnetic disk drives.

16. A method according to claim 15, wherein said magnetic disk

drives are interfaced to an IDE connection.

17. A method according to claim 16, wherein three disks are

received in respective IDE connections.

48. A method according to any of claims 14 to 17, wherein said
devices present a SCS! interface to a host computer.

18. A method according to any of claims 14 to 18, wherein said

devices are housed in two or more five and one quarter inch drive bays.

20. A method according to any of claims 14 to 19, wherein non-

ideal operating conditions for said devices are detected.

21. A plurality of data storage devices substantially as herein

described with reference to the accompanying Figures.

22. A method of equipping a personal computer substantially as

herein described with reference to the accompanying Figures.
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(57) [Abstract]
[Objective]

access to I/O device of plural is made possible from
information processing apparatus of plural .

[Constitution]

information processing apparatus 20, 30, 40 and multi access
control device 50 of plural are connected to FDDI10, the
multi access control device 50 SCSI is connected to VO
device 70, 80, 90.

To multi access control device access it does information
processing apparatus , with FDDIframe .

data from information processing apparatus transmission and
reception after doing, in protocol conversion section 520;it
converts network control unit 500, to SCSI protocol with
FDDlinterface , through /O device control unit 510,access it
does 170 device .
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[Claim(s)]
[Claim 1]

Through network , through network control means and I/O
interface which do interface control of said network in system
which connects information processing apparatus of plural ,
the multi access control means which consists of protocol
conversion means which converts /O device control means
and the said network control means and I/O device control
means which control IO device of plural interface providing,
As for information processing apparatus of aforementioned
plural through said multi access control means , in the /O
device of aforementioned plural access multi access /O
control system . which designatesthat it does as feature

[Claim 2]

multi access /O control system . which is stated in Claim 1
which designates that theaforementioned 1/0 device control
means is built in to control unit inside theaforementioned /O
device as feature

[Claim 3]

Treatment data which information processing apparatus of
aforementioned plural executed, through aforementioned
multi access control means , it houses in theaforementioned
predetermined /O device , changes to information processing
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Specification

[SeBAM M7 EREA)

[0001]

(ExtoFHBIE]

A5813. TILFFHEAVO HEAIZEL.
BIzkuk D —2E L TEBOFBLEEE
EEELEVATLISEBVT, EHROFRLE
EEMSTIEATEEL VO T/ AOFHT
KIZBT 5.

{0002])

(€ 0k T0))

10 -i"/i»fxi—ﬁﬁGJME”z‘ﬁﬁI:cko’C#FﬁT
| BEEELT. FIRIE. BT 4196737 S0H
[cREBEhARLHS.

cOAERITBLTIE. 1 BOKRSFAIVY—L
EEHEORAPIVEL—ETHETILO
<. RARIE DD RIET 8%/ VT
UL &L=, avbn—La=yMIBHL,
FavkO—IL1ZyhIHRAMERBAORAIY
FEREL. BIRENIARRADT—HERTH
avy—izE Hh7T S,

{0003]
[(RBEMNERRLESET HRE]

LALEEASS . ERUL=RNE. &HRAN 5T
T—REIZIRI TNV TFERITTVSDT. N

1994-10-28

apparatus of preparatory at time of damage of said
information processing apparatus , as for information
processing apparatus of said preparatory , referring to /O
device where aforementioned treatment data is housed, the
multi access /O control system . which it states in Claim 1
which designates that it continuestreatment as feature

[Claim 4]

information which aforementioned each information
processing apparatus , possesses local /O device , isrecorded
to said local I/O device , through aforementioned multi access
control means , housing in [/O device which corresponds to
aforementioned information processing apparatus , backup the
multi access /O control system . which is stated in Claim 1
which designates thing which isdone as feature

[Claim 5]

As for aforementioned I/O interface , from interface of
transmission dedicated and interface of reception dedicated
configuration multi access /O control system . whichis stated
in Claim 1 which designates that it is done as feature

[Description of the Invention]
{0001]
[Field of Industrial Application]

this invention regards multi access /O control system ,
through especially network , from the information processing
apparatus of plural it regards control system of accessible I/O
device in system which connects information processing
apparatus of plural .

[0002]
[Prior Art]

There is a system which is stated in for example Japan
Unexamined Patent Publication Hei 4- 196737disclosure as
technology whichshares /O device with processing unit of
plural .

Regarding this system , being something which shares
console for the conservation of 1 with host computer of plural
table , buffering after doing, itnotifies received information
from host computer to control unit , said control unit sets the
Switch for host selection, outputs data of host which
isselected to console for conservation .

[0003]
[Problems to be Solved by the Invention]

But, because technology which was inscribed in each every
host interface has provided buffer in independence, amount of
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AR HMIE, EROBBVLEREL, H
BD 10 FRAR~DTIEAETHRET HT
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[0005)
(BEEERTE-HOFE]

RENEERT R0z, FORE 1 RO
BT, 2yhT7—2Z L THBOFRLE
EBFEHELLIATLICBWT, BrybT—
HOA AT I—RAEBETIF VTG
FHE VOAFII—RENLTEEAOVOT
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Rk —SEIEFRE VO T/ RHEFER
DA ATT—AERETITOLNERTFE
ASEDBTILFFHLAHEFERZRT . A
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EEREMNMLTHRERD VO T/(RIZTIE
RTBEEFHELTLD,

[0006]

SERIE 2 BERORGBITIL. AR VO T/ AH
HEREMR VO F/IAXROHEMHBICRE
FTHIEEFRRELTL S,

[0007)

HRI1E 3 BRORBTIE. FTEAOHEL
BERENETLEREBET—2E . WEILTT
HeAFIBFRETUTHIRAED VO T/34
ZITHRML. ZERLBREBORSRERIC
FEOBSLELEBICYYER. ZTHEOE
HMBEEL. SRLAET AR BILE
VO FIIARESBLTRMEEERTHEER
HELTLS,

[0008)

HRE 4 ERORHTE. MRFFBRLES
&L, 0—HhJL VO FIRAREHL, &O—H)L
VO FRARIZRBENDIERE . BICIILTFT
HuZHEERENMLT. BIRERLEREC
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hardware to become many, inaddition, to need hardware of
peculiar like host selection switch , becausefurthermore, host
interface connector of a quantity which is suitable to quantity
of host are needed, when host which is connected becomes
many as device entirety does scale-up , There was a
deficiency that only configuration which connects console of
1vis-a-vis host of plural table it is possible to take.

{0004]

objective of this invention is to offer multi access I/O control
system which makes access to 1/O device of plural possible
from information processing apparatus of plural .

[0005]
[Means to Solve the Problems]

In order to achieve aforementioned objective , with invention
whichis stated in Claim 1, through network , through network
control means and the /O interface which do interface control
of said network in system which connects the information
processing apparatus of plural , multi access control means
which consists of protocol conversion means whichconverts-
VO device control means and said network control means and
/O device control means which control /O device of plural
interface providing, information processing apparatus of
aforementioned plural through said multi access control
means , hasdesignated that access it does as feature in /O
device of theaforementioned plural .

[0006]

With invention which is stated in Claim 2, it designates
thataforementioned I/O device control means is built in to
control unit inside theaforementioned /O device as feature.

[0007]

With invention which is stated in Claim 3, treatment data
which information processing apparatus of aforementioned
plural executed, through theaforementioned multi access
control means , it houses in aforementioned predetermined
1O device , changesto information processing apparatus of
preparatory at time of damage of said information processing
apparatus , the information processing apparatus of said
preparatory referring to /O device where
aforementionedtreatment data is housed, has designated that it
continues treatmentas feature.

[0008]

With invention which is stated in Claim 4,
aforementionedeach information processing apparatus , it
possesses local /O device , information which is recorded to
the said local /O device , through aforementioned multi
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[0010]
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TNFTIOERGEERIT., SV —IHE
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HWESh TS,

HHABEEL. TLFTIERFEEEA
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4% FDDI A8 7T-ATER{EL=%. Ok
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éa

“hizEY. $EEO VO FALRIZfALEEEM
ZBoE RAFFIEAFIHNEEEAFMY
AOHT. EHOBHRMBEEHISERO VO
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[0011]
[€3:32))

LT, ARBO-EHRATEEEAVTESE
BIIZEREAT %,

3. ARBO—SEHICHEISRATLEK
HTHb.

ABROLAT LIS, EHROFRLEBRE
20.30.40 EXLFT7HEAFIEEE 50 A
FDDI(FiberDistributed Data Interface)10(LAN)
IcgESh TSN TS,

[0012])

FDDII0 IZiEah (5N BEE 20. 30, 40
X, TAFF7 R HEERE 50 ~ FDDI JL—
LTPY4XT %,

T FTFHLREIEESE 50 &, FDDI 15 7x
—ZHEBET IRV T—HEHEE 500 &.
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access control means , housing in /O device
whichcorresponds to aforementioned information processing
apparatus , it designates that backup it does as feature.

[0009]

With invention which is stated in Claim 5, as for
theaforementioned 1/O interface , it designates that
configuration it is done asfeature from interface of
transmission dedicated and interface of thereception
dedicated .

{0010]
[Working Principle]

information processing apparatus and multi access control
device of plural are connected by FDD], the multi access
control device SCSI is connected to /O device .

multi access control device configuration is done from
network control unit and protocol conversion section and I/O
device control unit .

To multi access control device access it does information
processing apparatus , with FDDIframe .

data from information processing apparatus transmission and
reception after doing, in protocol conversion section,it
converts network control unit , to SCSI protocol with
FDDlinterface , through /O device control unit ,access it does
1/O device .

Because of this, multi access control device is added only, can
control /O device of the plural from information processing
apparatus of plural without adding what modification to
conventional I/0 device .

[0011]

[Working Example(s)]

Below, one Working Example of this invention is explained
concretely making use of drawing .

Figure 1 is system diagram which relates to one Working
Example of this invention .

system of this invention is done, information processing
apparatus 20, 30, 40 and multi access control device 50 of
plural FDDI (FiberDistributed data interface ) being
connected by 10 (LAN ), configuration .

[0012]

To multi access control device 50 access it does information
processing apparatus 20, 30, 40 which is connected to the
FDDI10, with FDDIframe .

multi access control device 50 configuration is done from
protocol conversion section 520 which converts 1/0 device
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B 2 (X QILFFIEAHEEE 50 DIy
BRETHS.

TILFFHEAGEER 50 ITBLT, *vbkD
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RAMS23 &, 79X H|HHE 524 [ /0 /XX 525
IzE->TiEESh, JOtyY 521 & ROMS522
& PHEAREE 524 1T7OYH/ R 526 1
EoTESEhTLS,

[0014]

FRraLERETIEHOTRIT S LI,
ROMS522 [Z##ish, oty 521 ETEME
ER-R

AEHFITIE. VO /3R 525 DEREETITS
=IOty H /IR 526 #RITTLDHLHE
$HANEETE 20. 30, 40 NSO T IERREIE
WMESIZIE. VO NRETOEyH AR ER—/
ZIZLTHERLTEEL,

[0015]

F o R EIEE 524 1, vk T—HIEED 500
Z=1-1% VO T/ASAEEE 510 hoTOEvY
521 ~DEBAHHEEITIEHIZT LYY 521

- HS RAMS23. kD —2HEE 500,10 T
I8 ZEEER 510 ~AO TV eAFIEERITRY
D —2 %ISR 500, VO T/ 34 R AR 510 A
5 RAMS23 ~D7 IR FIEHE{T>TLN S,

[0016)

ROMS522 121, FRY S L O FDDI O
MAC(Media Access Control) 7 FL A& 4&#19
%,

RAMS23 (&, T—REERUVZERD/VI7
SLTERTAEMNI. Ry —SFHHE
500. /O F /A R &HIEER 510 ~DOHEEITS=
HDOTARYVTHERELTHERT S,

F-. TLFPIEABBEBRORAT—FX
SEOVOTNIREDEBEDREOHIZT—T
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[0017])

3 IE. BRABEBHISTILF T IEXGHE
EBAQHEIL—LDTF—TYERTE
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control unit 510 and FDDIprotocol and SCSI protocol which
control I/O device 70, 80, 90 (for example hard disk or other
storage media and circuit or other communication means )
whichis connected to network control unit 500 and SCSI 60
which do FDDlinterface control interface .

[0013]
Figure 2 is block diagram of multi access control device 50.

In multi access control device 50, network control unit 500
and 1/O device control unit 510 and RAM 523 and access
control section524 are connected with I/O bus 525, processor
521 and ROM 522 and access control section 524 are
connected with processor bus 526.

[0014]

program in order to do protocol conversion is housed in ROM
522, operates on processor 521.

With this working example , processor bus 526 is provided in
order to lower usage of I/O bus 525, but when access
frequency from information processing apparatus 20, 30,401is
low, configuration it ispossible to do with I/O bus and
processor bus as same bus .

[0015]

access control section 524, as interruption control to processor
521 is done from network control unit 500 or /O device
control unit 510, from processor 521 does access control to
RAM 523 from access control and network control unit 500,
/O device control unit 510 to RAM 523, network control unit
500, 1/0 device control unit 510.

[0016]

In ROM 522, MAC (Media access control )-address of FDDI
is housed to other than program .

Besides you use as buffer for data transmission and reception,
youuse RAM 523, as [disukuriputa ] region in order to control
to network control unit 500, IO device control unit 510.

In addition, you use management or other for every status
management and 1/O device inside multi access control device
as table .

[0017]

Figure 3 is figure which shows format of control frame to
multi access control device from information processing

Page 7 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg. 204



JP1994301607A
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[ 3 1=#L T FDDI A4 100(ANSI )T
SNAP ~Aw4 110, [P ~v¥ 120, TCP S
130(£ T Request For Comment THESATWL
3). T4 140 2 LEIEETS.

[0018]

FESRAMEREETE 20,30,40 LY L F T LR G
B 50 LOREORERZRVIEFFEIE,
TCP(Transmission Cotrol Protocol)|Z&YW1T3.

[0019])

F—4 140 [X. FETOYY 1410, 1450 EE(E
VO T—% 1460 HrBIEEEN TV T, HEJoy
Sk 1 IEEBOTOVINDED.

Fi-, %{E VO T—4 1460 [EfHmLTH&LL.
HHNEAMLELTHENDS BAILV—LE
(%, FDDI iRA% I T ZRELHD.

[0020]

#gTOys 1410, 1450 [ 28 751 D IEERLE
ha.

siggT 0wy 1410 ZBWVWT. H@EInysk
1411 (2.2 S FDT(—ILETHY . HETOy
HDBNALEERT .

AT URFIAUE Yk 14121E. 1 EvED DY,
imé:?yl:a)ﬂiﬁljm-waﬁﬁucWéh\
EHETRT

“0" OB EaTURFAUIEL. “1"MrEIEa<
URFIAUBYETRT .

[o021]

FINAR ID1413 (.2 RADT4—ILETH
Y. SCSLID 4 E wb . LUN(Logical Unit
Number) 4 Ebk. i3k LUN 8 EvkhoiBRE
ha.

CDB 7#4—<wh 1414(&.5E ykDT4—IFT
%

CDB I&. 6 734,10 /3AR,12 A +DHHDT
ZOEHNERLTLS.

“" A6 1Ak “1AR10 /8B, 278 12 /30
7Y

[0022]

FEEMEEYE 1415 (X1 EvkOT4—ILE
Thb.

Y—REREZEBOHEHFELT —FRMNRE
THIS—BELELEHOE VN THD.
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apparatus .

In Figure 3, SNAPheader 110, IP header 120, TCP header
130 (Being stipulated with all Request For Comment, it is ), it
adds data 140 to FDDIheader 100 (ANSIstandard )
andcontrols.

{0018)

It does sending verification and order control between
information processing apparatus 20, 30, 40 and multi access
control device 50, with TCP (transmission Cotrol protocol ).

{0019]

As for data 140, configuration being done from control block
1410, 1450 and thetransmission I/0 data 1460, as for control
block , it consists of block of 1 to plural . :

In addition, it is possible to add transmission 1/O data 1460 it
is notnecessary, and, or to add, but maximum frame length
has necessity to conformto FDDistandard .

[0020]
control block 1410, 1450 configuration is done from 28 byte .

In control block 1410, control block length 1411, with field of
2 byte , shows theentire byte length of control block .

command chain bit 1412 consists of 1 bit , shows whether or
not which control block of the different command is
continual.

‘When " 0 " being, there is a command chain and shows time
of command chain none , *1&apos;&apos; . ’

[0021]

device ID1413, with field of 2 byte , SCSI1 _ID 4bit, LUN
(Logical Unit Number ) configuration is donefrom 4 bit ,
extended LUN 8bit .

CDBformat 1414 is field of 5 bit .

Because CDB are 6 byte , 10byte , 12byte , type has been
shown.

"0 " 6 byte , *1&apos;&apos; 10 byte, *#2* 12 byte are
shown.

[0022]
Illegitimate long control bit 1415 is field of 1 bit .

read request and actual it starts reading and data length differs
and error it is a bit because it does not report.
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EREEEE 50 HhSORTHREERGEED
= DERTHS.

[0025)

F—A7Y 1418 E. 4 A CDT—LFTH
Y, REFE-IRETEITEREETT .
CDB1419 (&, ZEEMTIE 10 /SA+THY.
SCSI #1514 H#LL 1= CDB T 5.

[0026])

B 4 . TAF TR HEE, FHROAE
HEBADERTIL—LOIA—IIYLERTH
Thd. .

E(z#5U T FDDI Av4 100, SNAP AV
110, IP A4 120, TCP A4 130 [, #lEkL 7=
HLOLEHRTH S,

F—R140 (2. B THRETOVY 1470 EZETVO
F—4 1480 MhoEREIA TS,

[0027]

BTHETOUY 1470 £, 16 /SAFIDHERE
hTLB,

RTHEITNVIE 14711 16EVEDTA—IL

THY. RTHETOVHIOBRNRINEETT .

BTHEF AL EVR 147212, 1 EVFDTA—
LETHY. BTHRENERHIHRIZE

1994-10-28

" At time of 1 &apos;&apos; error it does not report, " when 0
"being, error it reports. .

[0023]
End report bit 1416 is field of 1 bit .

" At time of 1 &apos;&apos; treatment end is reported with
endreport block (Figure 4 ).

When " 0 " being, it does not report.
[0024]
command 1421 is field of 8 bit .

data reception , data transmission and indication etc for multi
access control device 50 are shown.

SCSI NO.1422 is field of 8 bit .

When SCSI of plural is controlled inside multi access control
device 50, it is a information in order to identify which SCSI.

sequence NO.1420 is field of 16 bit .

It is a information because end report from multi access
control device 50 it corresponds withrequest from information
processing apparatus 20, 30, 40.

[0025]

data count 1418 with field of 4 byte , shows data length which
ittransmits or receives, Or.

CDB1419 with this working example with 10 byte , houses
CDB whichconforms to SCSI standard .

[0026]

Figure 4 is figure which shows format of end frame to the
information processing apparatus from multi access control
device .

In figure, FDDIheader 100, SNAPheader 110 , IP header 120,
TCP header 130 is similar to those which are
mentionedearlier.

data 140 configuration is done from end report block 1470
and thereception I/O data 1480.

[0027]
End report block 1470 configuration is done from 16 byte .

End report block length 1471, with fee jp11 of 16 bit, shows
theentire number of bytes of end report block .

End report chain bit 1472, when with field of 1 bit , end report
is a plural , " sets 1 &apos;&apos; .
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®ET .
[0028]

ZF—HRX 1474 1&. 16 EvbDI74—ILETH
60

cHI—IEIE. IS—OBEERTIEVT
4E~yl~4t‘\y|~.15—1—?—9174—»}3125
vkhoEEEINS.

SAVE DMA AYvb 1473 [&.4 A( DT 1—
LETHY . F—aHhk 1418 LRERITLESE
TULEAIMIDESETRT .

Bz . FT—ahHk 1418 A% 1000 /3A LT,
R IEBLI-T—258 1000 S HOEE &
T4—ILEIE. 0 &5,

[0029)

B 5 (3. [ERNEEEE 20, [HROEEKE 30 »
STIILFTHERFIEEE 50 ~OT IR —
O RAETRT .

| BUF.EHROEEEN D VO FIRAAANT—4
FEEALESOEHFHIOBIELEHRAT S,

[0030]

EHMEEE 20 HEAFT7IEAHBEE
50 NF—HBEAHETREE 3 ITRTIL—4A
TA—TYFTEIET D,

kT —HEIEE 500 [ITL—LEREL. T
OraJLERES 520 M FoHiESh iz RAMS523
DIV TFITT—AERWT B

Sy kT —o%|GER 500 (%, T2, B2
HETHEAEEE 524 #NLTIOEH 521
(BT 5

{o031]

BHRNEBEE 20 HhoDT—FBEAHERO
# . ERNEREE 30 ASIAFFIELAEE
BB 50~ FT—RBETAAERERIITRY Y
L—LI+—IYrTCEET D,

Ry kT —SHIEE 500 (FTL—LERELTD
o LTRSS 520 h ST FESh T RAMS23 L
DINYIFIZT—REHEWHT Do

Zoy D —HE| 8B 500 (X, T—AEME. B2
HETHEAGIEE 524 ELTIOEVY 521
12 @AY 5,

EL. BHRLBEE 20 NOOLELETHD
OTEONEBLAERT TIETRERBLTD.

1994-10-28

is a plural , " sets 1 &apos;&apos; .
[0028]
status 1474 is field of 16 bit .

this field shows light heavy of error , [shibiritibitto ]
configuration it is done from4 bit , error status field 12bit .

SAVE DMA count 1473, with field of 4 byte , shows
difference of number of bytes which process end is done in
data count 1418 and fact.

for example data count 1418 being 1000 byte , when data
which was treated actuallyis 1000 byte , said field becomes
with 0.

[0029]

Figure 5 shows access sequence to multi access control device
50 from information processing apparatus 20, information
processing apparatus 30.

Below, operation of Working Example when from
information processing apparatus data is writtento /O device
is explained.

[0030]

From information processing apparatus 20 to multi access
control device 50 it transmits with frame format which shows
data writing indication in Figure 3 .

network control unit 500 receives frame , houses data in
buffer on the RAM 523 which is beforehand transferred from
protocol conversion section 520.

network control unit 500, after data storage , through access
control section 524, notifies theinterruption to processor 521.

[0031)

After data writing indication from information processing
apparatus 20, from information processing apparatus 30 to the
multi access controt device 50, it transmits with frame format
which shows data writing indication in Figure 3 .

network control unit 500 receives frame and houses data in
buffer on the RAM 523 which is beforehand transferred from
protocol conversion section 520.

network control unit 500, after data storage , through access
control section 524, notifies theinterruption to processor 521.

However, because treatment from information processing
apparatus 20 is ahead, until thattreatment ends, it becomes
treatment reservation .
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[0032]

SIAHER(T-TOrLERE 520 (. 52{E
Li=2L—LbDOAyFZfEHTL TCP. IP(Intemet
Protocol)JREB%H{T3,

0%, FETovy 1410 AT 5.

JF—TyrHEELESE SCSI NO.1422, 743
4R ID1413 ART SCSI ISHLTIATURER
79 %.

1T R DERTIE.RAMS23 LOTARIITR
I~ CDB F#&#LT-%. VO T/ \A RHIHEED 510
HON—EIT 7L IR RITRBENMNTHILIS
£YT5, :
“TURESIFT V0 T4 AHHER 510 (.
SCSI | IzfE>TF—ErL—ay, LIS
2. Ayb—T, aTwRIT—XEBBLER.
FERMEBEE 20 IS&- THRESNFRITVO
TR 70 1=/ L TTF—EREEITI.

{0033]

OB O F—28% k. DMA(Direct Memory
Access) T

FAEEERTH. V0 T/SMA 70 NhDAT—
ARUATI IV TY—DEBA TS,
ChEZIH-. VO FIRAREEE 510 370+

w521 AOERAHET VL AHEE 524 £
LTEMT S

[0034)

ZPAHEZ (=T OBy Y 521 &, RAMS23 [T
B#HEh TUVWART—ERERTT D

Z0E. B4 ITRUERTHRETAV I IPAY
5 TCP ~wi . SNAP A4 % RAMS23 EIT4E
L. RvkI—25IEE 500 RON—FITT
LU RLITREETESERAT,
ChESF=ryb7—%HEE 500 1%, FDDI
JORILICHS TR T HEEIFHRLEEE 20
CITEET .

{0035]

HESRAEBLEE 20 DMEBAR T . fEHAEE
& 30 DBEETS.

FOBER. BERLI-ERLBEE 20 OBE
LRABTHAHOT. HBITEET D,

[0036)

6 lt. TNFFILRGIHEEE VO T/IAA
F— RSB0 OEREROERET

1994-10-28

[0032]

protocol conversion section 520 which receives interruption
analyzes the header of frame which is received and does
TCP , IP (internet protocol ) treatment.

After that, control block 1410 is analyzed.

command is issued format vis-a-vis SCSI which normal mule
SCSI NO.1422, device ID1413 shows.

1t issues command , after housing CDB in [disukuriputa Jon
RAM 523,by making starting on hardware register inside I/O
device control unit 510.

/O device control unit 510 which receives command ,
following to SCSI standard , does the data transfer transition
after doing arbitration , selection , message , command phase ,
vis-a-vis for example I/O device 70 which isappointed with
information processing apparatus 20.

[0033]

It does data transfer at time of this , with DMA (direct
memory access ). -

After data transfer ending, stator and [komandokonpuriito ]
are sent from I/O device 70.

This was received, /O device control unit 510 through access
control section 524, notifies theinterruption to processor 521.

[0034]

processor 521 which receives interruption analyzes status
which ishoused in RAM 523.

Afier that, end report block , IP header , TCP header,
SNAPheader which is shown in Figure 4 is drawnup on RAM
523, transmission indication is written to hardware register
inside network control unit 500.

network control unit 500 which receives this, following to
FDDlIprotocol , transmits endreport to information processing
apparatus 20.

[0035]

Treatment of information processing apparatus 20 after
ending, treats information processing apparatus 30.

Because operation is similar to case of information processing
apparatus 20 which ismentioned earlier, it abbreviates
explanation.

[0036]

Figure 6 is figure which shows configuration of other
Working Example when multi access control device and 1/0
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TETHS.

T+Hht. —&ibic&>T. VO T/ SAARDF
#ER(SCSI 2> ra—3)A¢ VO F 134 A EER
510 #FBHRbDYL. #->T. B 2ITRT 1O Fs
AZEIEE 510 FRITIRERGCY, BERE
YO F 134 R D VO Hit8Es 700 ST OV Y
FETRBARERDEITED.

[0037])

7 2. BAREHRLBEEN LT HRIAE
MEBEEA~DYEZETIHE OO RER
OHRETTRTHS.

ERRGHRLEEE 21,22 (X, RBERTTD
Bac, TILFFIEAGEEE 50 ZALT,
EED VO T34 A 70 RICSIHEHER 71 £
WRET S,

ZLT. BAREHROEEE 21,22 ICRESR
ELf-bE, FRREBLEBEE 23 EFV0 TN
{2 70 N3 BEREE 71 ZHRAHLT DE
*#HaTH.

[0038]

H 8 &, [HRAEBERE% /0 T/RICEST
b TuTTHBEORORBHOERETR
+THETHY . FERLBEEFO—HIL 1O 5
INAAE WA TBRER>TW S,

[0039]

EGMMIBLEEE 20,30,40 (X, ThERO—AL
10 F154Z 201, 301, 401 [=T—A%BEHT
Ledio, BHMEEE 20 (3. HIRIE VO T/
A2 70 1=, {EHMEBEE 30 (X VO T34 80
= ERIMEBEE 40 [T VO T/AR 90 I2FN
FRF—aEBEHL. F—8E/\VITYIT
60

COTEWLIE. FIRLEE 5 OY—T P RITE
2T

[0040)

H 9. TILFTFIEAFEEED2 A D SCSI
EHET HHORBHOBRETT .

COERBTIE. —DOTILFF IR G
BMD2 AN SCSIEHML. ~AZEEERL
L. i AESEERAICLTLS.

[0041]
Bz T, SCSI avka—35 511 (i_ig{%;i;,m

1994-10-28

device are unified.

With namely, unification, control unit (SCSI controller )
inside 1/O device shoulder doesto substitute 1/0 device control
unit 510, therefore, necessity to provide I/O device control
unit 510 which is shown in Figure 2 is gone, means to take
treatment system whichdirectly transfers control block to I/O
control unit 700 inside /O device .

[0037]

Figure 7 is figure which shows configuration of other
Working Example when changeover to preparatory
information processing apparatus is done from current system
information processing apparatus .

When treatment is executed, through multi access control
device 50, it takes over the current system information
processing apparatus 21, 22, inside I/O device 70 of option
and it houses treats information 71.

‘When and, fault occurs in current system information
processing apparatus 21, 22, preparatory information
processing apparatus 23 takingover information 71 inside /0
device 70 reading *, continues treatment.

[0038]

As for Figure 8 , information processing apparatus in figure
which shows configuration of theother Working Example
when backup it does, as for each information processing
apparatus configuration whichhas local /O device is taken
with I/O device .

[0039]

As for each information processing apparatus 20, 30, 40, as
data is written out in respective local /O device 201, 301,
401, as for information processing apparatus 20, in for
example I/O device 70, as for information processing
apparatus 30 in /O device 80,information processing
apparatus 40 it writes out data respectively in VO device 90,
data backup does.

It writes out this , with sequence of Figure S which is
mentionedearlier.

[0040]

Figure 9 shows configuration of other Working Example
where multi access control device controls SCSI of 2.

With this Working Example , it controls SCSI of 2 from multi
access control device of the one , on one hand makes
transmission dedicated , designates other as reception
dedicated .

[0041]

In figure, as for SCSI controller 511 with transmission
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<THY. SCSI avk0—3 512 FREFTMTH
3.

FLT. VO FIRAR 70 ~DEERAHE SCSIT
~ha—35 511 £FLY, O T34 R 70 IvSDER
&A1ELIZ scs1 avha-3 512 ZALNS.

=L V0 THRARIZHTZaTFEFREER
BlzhhbhS$ LT SCSIavhO—3F 511 TFT
50

{0042]

ESHEAOFRIE. VO THRAAN 1 BEOBE
IZHRIH RN THD.

SEY, FIRAAD 1 BIZHFETEIDT. 7—
ErL—iay. ELY23avERA0 1 BOHT
LY. %0)?&0)79-&23%!:@:7—5!\[/—’/3
v by avEERT HAIENEES.

$#-T.SCSI DIT—XBHTaATUFALTY
—RREER. NRAIY—FTHILLEL BUATY
FI1—RIZFBIENTESD T, BELT—
B HEAN LD,

{0043}

. AEEMZERLELOOMIC. TR—
Er R MBEEERLAIEITES>T. O VO
FRARIZE—OF—2%5BATHEIITHR
TRHoEMTE, ERYIT—Y A ET2—
2% 8L 1= FDDLSCSI ICIREEh T bR
kD=8 A ATI—ATHHITHEL,

[0044]
(RADHR]

pLE . SEBLT=&SIC. S5RE 1 RREMORBIC
EhiE. RurT—5IEFRE VO T/ AR
BERLTOPAINEBRFENSEDITILTFT
A REEFEERTTOSDT. V0 T/3AR
EEETHOLA. EHOEHRVLEEEND
FEHO V0 FIRAAANDT 2 AT EEIZE
%

A [0045]

sE3R1E 2 RO BRBIcEhIE VO F 134 Al
fEE 10 T34 RARD SCSI AbA-5&EH
BIELTLWANO T, EBEHHAEHELTES.

{0046]

3R 3 ERORBIzLIE HBOFEL
BEE NEFTLLET—4% /0 T/AAAIC
BEMLTWAOT. BEREBICEEICTEY
BEISIENTED.

1994-10-28

dedicated , as for SCSI controller 512 it is a reception
dedicated .

And, it starts reading writing to 1/O device 70 from I/O device
70 makinguse of SCSI controller 511, SCSI controller 512
uses.

However, command for 1/O device does with all SCSI
controller 511 regardless oftransmit receive.

[0042]

system of this working example , when /O device 1 is, is
especially effective .

In other words, because specific is possible device to 1, only
the initial one time does arbitration , selection , after that it is
possible at time of the access to abbreviate arbitration ,
selection .

Therefore, after [komandokonpuriito ] transmitting, without
BASF Lee doing with the phase transition of SCSI , because
again it can make command phase , high speed data access
becomes possible. '

[0043]

Furthermore, this working example can do in order by fact
that for other thanthose which were inscribed, broad cast
function is used, distribution fabric to do same data to 1/0
device of plural , configuration , inaddition network , interface
is not limited in FDDI, SCSI which was inscribed, isgood
even with other network , interface .

[0044]
[Effects of the Invention]

As above, explained, according to invention which is stated in
the Claim 1, because multi access control means which
consists of network control means and I/O device control
means and protocol conversion means is provided, from
information processing apparatus of plural access to.the 1/0
device of plural becomes possible without modifying /O
device .

[0045]

According to invention which is stated in Claim 2, because
the SCSI controller inside /O device control unit and I/O
device is converted commonly, equipment configuration can
be simplified.

[0046]

According to invention which is stated in Claim 3, because
thetreatment data which information processing apparatus of
plural executed is housed in the I/O device, it is possible at
time of damage to do preparatory changeover in the high

mmand
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[0047)

HKIE 4 RERORRIZINIL, N 7vIT
—AE— T EETHIEMNTE, K DAT ON
% EPATEE VO TAA XEBLVIRE . VO 5
NAZREIT s 7T TAEBROBEEER
ed BT blzkY, ATATEENREHITED,

[0048])

3R1E S SEEORBEICLhIL, SCSIEEE>
BIT—RAEBEALATI—RIZHBLTLND
DOT.BEAN—TIrD VO TIRARTIERE
EBTHEMNTES.

(Efo)il:as k)|
[E1]

ERBPO—ERBIFHEIVATLERARTS
60

[E2]

TLFFHOEAFEEBEOTOVIERETS
60

(&3]

ERLBEENSILFTIEAFHBARE
DFETIL—LDIA—TIVNERTETHS.

(4]

INFFIERHEEBE, SFRLBREE
DERTIL—LOIT+—IVNETRTETHS.

[E5]

BRLBEEMTILFTIERAGIHEE~
DFHER—TVRETRT o

[E6]

TNFFILREEERLE V0 TRARE—&
LEEEISEOROERNOBRTHD.

[®7]

BRARBHROLBEENSTHAFHRLEEE
~ADYBZETHEOHOREFNOHERE
TTETHD.

(=8]

EHRAEEEE VO FRARIZE>TWITY
FEEEEDBOREHOHBRERTEATS
60
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speed .
[0047]

According to invention which is stated in Claim 4, it
ispossible to manage backup data monistically, when
demountable /O, device like theespecially DAT is used,
media management becomes easy by specificdoing
information processing apparatus which backup is done in
every 1/O device .

[0048]

According to invention which is stated in Claim 5, because
the SCSI is separated into transmission interface and
reception interface , 1/O device access of high throughput can
be actualized.

[Brief Explanation of the Drawing(s)]
[Figure 1]

It is a system diagram which relates to one Working Example
of this invention .

[Figure 2]

1t is a block diagram of multi access control device .

[Figure 3]

It is a figure which shows format of control frame to multi
access control device from information processing apparatus .

[Figure 4]

It is a figure which shows format of end frame to information
processing apparatus from multi access control device .

[Figure 5]

access sequence to muiti access control device is shown from
information processing apparatus .

[Figure 6]

1t is a configuration of other Working Example when multi
access control device and /O device areunified.

[Figure 7]

1t is a figure which shows configuration of other Working
Example when changeover to preparatory information
processing apparatus is done from current system information
processing apparatus .

[Figure 8]

information processing apparatus it is a figure which shows
configuration of other Working Example when backup it does
with I/O device .
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[E=9] [Figure 9]

TAFTHLRGEEE 2 A0 SCS1 ZHH It is a figure which shows configuration of other Working
THMOEHFOBERETTHTHD. E;(;mplc where the multi access control device controls SCSI
(€:2={oE L)) [Explanation of Symbols in Drawings]

10 10

FDDI FDDI

20 20

TERNIBLEE information processing apparatus

30 30

{EHNEEE information processing apparatus

40 40

EHRAERE information processing apparatus

50 50

TINFTIERFHEE multi access control device

500 500

FukD—HH AR
510

VO 773 AGIEIER
520
Joba)LERER
60

SCSI

70

/0 T8 R

80

VO T/ AR

90

/0 FINA R
Drawings

(E=@1])
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520

protocol conversion section
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SCsI

70

1/0O device

80

1/0 device

90

/O device
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10 FDDI1 500 2y pT—Y
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520 Fohav
AT
510 1 OFNRA A
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T T AR
60 SCSI
1,/0 1/0 1/0
?§41 ?§4x , ?§4z
(a) (b) (n)
70; 80/ 90;
[Ee] ' [Figure 9]
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SHARED MEMORY CONTROL USING MULTIPLE LINKED LISTS WITH POINTERS, STATUS FLAGS, MEMORY
BLOCK COUNTERS AND PARITY

This application is related to co-owned U.S. Serial No.
08/650, 910, filed May 17, 1996, which is hereby incorporated by
reference herein in its entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to memory management. More
particularly, the present invention relates to apparatus and
methods of managing a plurality of data queues stored in linked
lists in a shared common memory. The invention has particular
application to the use of a very large scale integrated circuit
(VLSI) for the buffering of telecommunications information such
as ATM data, although it is not limited thereto.

2. State of the Art

In high speed communication networks, the management of buffer
resources is one mechanism of increasing network performance.
One group of methods of managing buffer resources is known as
sharing, where a single RAM is simultaneously utilized as a
buffer by a plurality of different channels. Various sharing
methods are known (see Velamuri, R. et al., "A Multi-Queue
Flexible Buffer Manager Architecture"”, IEEE Document No. 0-7803-
0917-0/93) and each has inherent advantages coupled with inherent
‘disadvantages in terms of blocking probabili;y, utilization,
throughput, and delay. What is common to all sharing methods,
however, is that a mechanism is required to direct data into
appropriate locations in the RAM in a desired order so that the
data can be retrieved from the RAM appropriately. One such
mechanism which is well known is the use of link lists which are
used to manage multiple queues sharing a common memory buffer.
Typically, a link list comprises bytes of data, where each byte
has at least one pointer (forward and/or backward) attached to
it, thereby identifying the location of the next byte of data in
the queue. The link list typically includes extensive
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initialization and self-check procedures which are carried out by
a microprocessor on a non-real-time basis. Thus, the use of
standard prior art link list structures to manage multiplex
queues sharing a common memory is not readily adaptable for VLSI
implementation, and is likewise not particularly suited to the
handling of very high speed telecommunications information where
processing and handling are dictated by the data rate of the
real-time telecommunications signal.

SUMMARY OF THE INVENTION

It is therefore an object of the present invention to provide
an apparatus and method for control of memory allocation.

It is another object of the invention to provide a new link
list structure for managing queues in a shared memory.

It is a further object of the invention to provide a single
VLSI which utilizes a link list structure for managing queues of
high speed real time data in a shared memory.

It is an additional object of the invention to provide a link
list apparatus and method for controlling the flow of
Asynchronous Transfer Mode (ATM) telecommunications data into and
out of a shared buffer. ’

Another object of the invention is to provide an apparatus and
method for VLSI control of ATM data into and out of a shared RAM
by utilizing a separate RAM containing information related to the
plurality of link lists in the shared RAM.

In accord with the objects of the invention a management RAM
contained within a VLSI is provided for controlling the flow of
data into and out of a shared memory (data RAM). The management
RAM is preferably structured as an x by y bit RAM which stores
information regarding y-2 data link lists in the shared RAM, a
free link list in the shared RAM, and a block pointer to unused
shared RAM locations. Information stored in the x bits for each
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data link list includes a head pointer, a tail pointer, a block
counter and an empty flag. 1In a Preferred embodiment
particularly applicable to the control of ATM data, the head and
tail pointers are each composed of a block pointer and a position
counter, with the position counter indicating a specific page in
a block which is made up of a set of contiguous pages of memory,
and the block pointer pointing to the block number. Regardless
of how constituted, the head pointer contains the address of the
first word of the first memory page of the link list, and the
tail pointer preferably contains the address of the first word of
the last memory page in the 1link 1list. The block counter
contains the number of blocks used in the particular queue, and
has a non-zero value if at least one page is used in the queue.
The empty flag indicates whether the queue is empty such that the
content of the link list should be ignored if the queue-empty
flag indicates that the queue is empty.

Information stored in the management RAM for the free link list
includes a head pointer, a block counter, and an empty flag, but
does not need to include a tail pointer as free blocks are added
to the top of the free list according to the preferred embodiment
of the invention. As is discussed below in more detail, as data
from different channels is directed into blocks of the data RaM,
a link list is kept for each channel. as data is read out of the
data RAM, blocks become available to receive new data. It is
these freed blocks which are added to the free list. Block space
can be assigned from the free list before or after the unused
blocks (discussed below) are used.

To avoid excessive initialization requirements, an unused-block
pointer is provided in the management RAM, as discussed above,
and provides a pointer to the next unused block in memory .
Initially all link lists, including the free list, are empty, and
the unused block pointer is set to the number of blocks in the
memory. As data is written to a block of shared RAM memory, the
unused block pointer is decremented. When the unused block
pointer equals zero, all of the cell blocks are included in the
link lists (including the free link list).
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According to a preferred aspect of the invention, each memory
page of the shared data RAM receiving the incoming data (which
RAM is managed by the management RAM) is composed of M contiguous
memory addresses. Depending on the memory type, each address
location can be of size B bits. The most common sizes are eight
bits (byte), sixteen bits (word), thirty-two bits, and sixty-four
bits. The first M-1 locations in the page are used to store data.
The last (M'th) location of the last page in the block preferably
is used to store the address of the first location of the next
block of the queue plus an odd parity bit; i.e., the M'th
location of the last page in the block stores a next block
pointer plus parity information. If there are no more blocks in
the queue, the M'th location in the last page is set to all ones.

According to another aspect of the invention, an independent
agent is utilized in the background to monitor the integrity of
the. link list structure. The independent agent monitors the sum
of the count of all of the link list block counters plus the
unused blocks to ensure that it equals the total number of memory
blocks in the common RAM. If not, an error is declared.
Likewise, the independent agent checks each link list stored in
the management RAM for the following error conditions: head and
tail pointers are equal and the block counter is not of value
one; head and tail pointers are different and the block counter
is one; and, block counter equals zero. If desired, the
independent agent can also monitor the block pointers stored in
the M'th location of the last page of each block to determine
parity errors and/or to determine errors using parity or CRC.

Using the methods and apparatus of the invention, four
operations are defined for ATM cell management: cell write, cell
read, queue clear, and link list monitoring. 1In the cell write
operation, a cell is stored into a queue. More particularly,
when an ATM cell is received at a port w so that it is to be
stored in queue number n (which stores cells of priority v for
port w), a determination is first made as to whether the queue is
empty. If it is not empty, the queue status (i.e., the tail
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pointer and position counter stored in management RAM) is
obtained, and a determination is made as to whether a new block
will be needed to be added to the queue. If a new block is not
required, the cell is written to the location indicated by the
tail pointer position, and the tail pointer position counter for
that queue in the management RAM is updated. If this is the last
page of a block, the M'th location of the page (in the shared
memory) is set to all ones. If a new block is required, either
because the queue was empty or because a previous cell had been
written into the last page of a block, a block must be obtained.
If it is a first block of a queue, initial gqueue parameters are
stored. If it is not the first block of the link list, a block
is obtained from the free list and the free list is updated; or
the block is obtained from the unused blocks and the block
pointer for the unused blocks is updated. Then, the cell is
written to the queue, and the tail pointer, position counter, and
block counter for the queue are all updated in the management
RAM.

The cell read operation is utilized where a cell is to be read
from a queue. 1In the cell read operation, the cell indicated by
the head pointer and head pointer position counter for that queue
is read from the queue. After reading the cell from the queue a
determination is made as to whether the cell was either the last
cell in a block and/or the last cell in the queue. If it is
neither, then the queue status is updated (i.e., the head pointer
position counter is changed), and another cell read operation is
awaited. If the cell is the last cell. in the block, then the
queue status preferably is checked for correctness by verifying
the parity of the pointer (using a parity bit), and is updated by
changing the head pointer and head pointer position counter. The
free list is updated by adding the freed block to the head of the
free list, and the free list and link list block counters are
updated. If the cell is the last cell in the queue, the
procedure for the last cell in the block is followed, and the
queue empty flag is set.
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The queue clear operation is a microprocessor command provided
for the purpose of clearing a queue. When the queue clear
operation is presented, the queue status is updated by setting
the queue flag, and the blocks in the queue are added to the head
of the free list which is likewise updated.

The link list monitoring operation is the agent which monitors
the integrity of the link list structure whenever the cell write,
cell read, and>queue clear operations are not running. As set
forth above, the link list monitoring operation monitors the
linked lists for errors by checking that the sum of the count of
all of the link list block counters plus the unused blocks -equals
the total number of memory blocks in the common RAM, that when
head and tail pointers are equal the block counter is set to one,
that when head and tail pointers are different the block counter
is not set to one, etc. )

Additional cbjects and advantages of the invention will become
apparent to those skilled in the art upon reference to the
detailed description taken in conjunction with the provided
figures.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block diagram of an apparatus incorporating the
link list memory management RAM of the invention.

Figure 2 is a chart showing the structure of the memory
management RAM of Figure 1.

Figure 3a is a diagram of an example of the shared data memory
of the apparatus of Figure 1.

Figure 3b is a diagram of the details of a page of one of the
blocks shown in Figure 3a.

Figure 3c is a diagram of an example of the information

contained in the memory management RAM of Fig. 1 for managing the
shared data memory example of Figure 3a.
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Figures 4a - 4d are flow charts for the write, read, queue
clear, and link list monitoring operations carried out by the
flow controller of the apparatus of Figure 1.

Figures 5a-5d are state machine diagrams for a write, read,
clear, and monitor state machine according to the invention.

DETATLED DESCRIPTION CF THE PREFERRED EMBODIMENTS

The ihvention will now be described with reference to the
physical layer VLSI portion of an ATM destination switch
described in parent U.S. Serial No. 08/650,910, although it is
not limited thereto. As seen in Fig. 1, and as discussed in the
parent application, the physical layer portion 130 of the ATM
destination switch 100 preferably includes a UTOPIA interface
150, a managing RAM 162, a flow controller 166, a microprocessor
interface 167, channel interface buffers 170, and a RAM interface
175. The flow controller 166 is coupled to the UTOPIA interface
160, the managing RAM 162, the microprocessor interface 167, the
channel interface buffers 170, and the RAM interface 175. The
UTOPIA interface generally receives cells of ATM data in a byte-—
wide format, and passes them to the flow controller 166. Based
on the destination of the cell (as discussed in the parent
application), and the priority of the cell, the flow controller
166 writes the cell into an appropriate output buffer 170. The
output buffer is preferably capable of storing at least two ATM
cells so that one cell can be read out of the buffer as another
is being read into the buffer without conflict. If buffer space
is not available for a particular cell at a particular time, the
flow controller 166 forwards the ATM cell via the RAM interface
175 to a desired location in a shared RAM 180 (which may be on or
off chip) based on information contained in the managing RAM 162
as discussed in more detail below. When room becomes available
in the output buffer 170 for the cell, the flow controller 166
reads the data out of the shared RAM 180, and places it in the
buffer 170. In the background, when not receiving data from the
UTOPIA interface, and when not reading data from or writing data
to the shared RAM 180 or writing data to the buffers, the flow
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controller 166 monitors the integrity of the link list structure
contained in the managing RAM, as is described in more detail
below. In addition, the flow controller 166 can perform various
functions in response to microprocessor command received via the
microprocessor interface 167.

The managing RAM 162 may serve various functions, including
providing information for assisting in the processing of the
header of the ATM cell as discussed in the parent application
hereto. For purposes of this invention, however, the managing
RAM 162, or at least a portion thereof, is preferably provided as
a x bit by y word RAM for the purpose of managing y-2 link lists
which are set up in the shared RAM 180 (y-2 equalling the product
of w ports times v priorities). Thus, as seen in Fig. 2, a link
list information structure for y-2 data queues includes: a head
pointer, a tail pointer, a block counter, and a queue empty flag
for each of the y-2 data queues; a free list block pointer, block
counter, and queue empty flag for a free list; and a block
pointer for the unused blocks of memory. Each head pointer and
tail pointer preferably includes a block pointer and a position
counter, with the block pointer used for pointing to a block in
the memory, and the position counter being used to track pages
within a block of memory. Thus, for example, where ATM cells of
fifty-three bytes of data are to be stored in the shared memory,
and each cell is to be stored on a "page”, a block having four
contiguous pages may be arranged with the position counter being
a two bit counter for referencing the page of a block. The block
counter for each queue is used to reference the number of blocks
contained within the queue. The queue empty flag when set
indicates that the queue is empty, and that the pointers

contained within the queue as well as the block count can be
ignored.

As suggested above, the head pointer for each link list queue
contains the address of the first word of the first memory page
of the queue in the shared memory. The tail pointer for each
link list queue contains the address of the first word of the
last memory page in the queue. Each memory page of the shared
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memory is composed of M contiguous memory addresses. Depending
on the memory type, each address location can be of size B bits,
with common sizes being eight bits (byte), sixteen bits (word),
thirty-two bits, or sixty-four bits. 1In accord with the
preferred embodiment of the invention, the address locations are
sixteen bits in length with the first M-1 locations in a page
containing the stored information; The M'th location of a last
page in a block is used to store a next block pointer which is
set to the first location of the next block plus an odd parity
bit. Where the block is the last block in the gqueue, the M'th
location of the last page in the last block is set to all ones.
Where the page is neither the last page of the block, nor the
last block in the queue, the M'th location of the page is not
utilized. In the preferred embodiment of the invention used with
respect to ATM telecommunications data, each page is thirty-two
words in length (i.e., M = 32), with each word being sixteen
bits. Thus, an ATM cell of fifty-three bytes can be stored on a
single page with room to spare. It should be appreciated, that
in some applications, only the data payload portion of the ATM
cell (i.e., forty-eight bytes), and not the overhead portion
(five bytes) will be stored in the shared memory. In other
applications, such as in switches where routing information is
added, cells of more than fifty-three bytes may be stored.
Regardless, with a thirty-two word page, system addressing is
simplified.

An example of the memory organization of the shared memory is
seen in Fig. 3a. In Fig. 3a, two active link list data queues
are represented, as well as a free list queue and an Unused
block. In particular, memory blocks 512, 124, and 122 are shown
linked together for a first queue, memory blocks 511, 125, and
123 are linked together for a second queue, memory blocks 510 -
125 are linked together for the free ;ist queue, and memory
blocks 121 - 1 are Unused. It will be appreciated that in the
preferred embodiment of the invention, each page contains thirty-
two sixteen bit words. Thus, the thirty-second (M'th) word of
memory block 512 (seen in more detail in Fig. 3b) contains a
pointer (the ten least significant bits) which points to memory
block 124, the thirty-second word of memory block 124 contains a
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pointer which points to memory block 122, and the thirty-second
word of memory block 122 contains all ones, thereby indicating
the last word in the queue. Likewise, the thirty-second word of
memory block 511 contains a pointer which points to memory block
125, the thirty-second word of memory block 125 contains a
pointer which points to memory block 123, and the thirty-second
word of memory block 123 contains all ones, thereby indicating
the last word of that queue.

The free list of Fig. 3a is seen extending from block 510 to
block 126. The unused blocks run from block 121 to block 1.

Turning to Fig. 3c, specifics are seen of the management RAM
which would be associated with managing the shared memory in the
state of Fig. 3a. In particular, information for link list #1 is
seen with a head pointer having a block pointer having a value
equal to 512 and a position counter set at "00" to indicate a
first page of memory in the block storing data. The tail pointer
of the link list #1 information has a block pointer having a
value equal to 122 and a position counter set to "11" to indicate
that all pages of block 122 are being used. The block counter of
the information for link list #1 is set to a value of three, and
the queue empty flag is not set (i.e., equals zero). Information
for link list #2 is seen with a head pointer having a block
pointer having a value equal to 511 and a position counter set at
"01" to indicate that the data first occurs at a second page of
the block (i.e., the first page already having been read from the
block). The tail pointer of the link list #2 information has a
‘block pointer having a value equal to 123 and a position counter
set at "10" which indicates that there is no data in the last
page of the block. The block counter of the link list #2
information is also set to a value of three, and the queue empty
flag is not set. The value of the head and tail pointers and
block count for the information of link list #N are not
indicated, as the queue empty flag of link list #N is set (equals
one), thereby indicating that the pointers and block counter do
not store valid data. Likewise, while details of information for
other link lists are not shown, the only data of interest would
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be that the queue empty flags related to all of those link lists
would equal one to indicate that no valid data is being stored
with reference to those link lists. The head pointer of the free
1ist information has a block pointer set to a value 510, and a
block count of 385. The queue empty flag of the free list is not
set, as the free list contains data. Finally, the block pointer
relating to the Unused queue is shown set to a value of 121. It
is noted that in order to increase performance, the free list
head pointer and block counter information is preferably
implemented in a series of flip-flops, and is thus readily
available for purposes discussed below with reference to Figs.
4a-4d. The queue empty flags are also preferably similarly
implemented.

Tt should be appreciated that by providing the queue empty
flags and an Unused block pointer, excessive initialization
requirements are eliminated. As suggested above, the queue empty
flag indicates that there is no valid data for a link list and
that the head and tail pointers for that link list and the block
counter of that link list can be ignored. The Unused block
pointer is provided to point to the next unused block in shared
memory. AsS memory pages are written or used, the Unused block
pointer is decremented until a value of zero is reached. At that
point, all cell blocks are included in the link lists (including
the free list). As previously mentioned, when a block is read
from the shared memory, the available block is added to the free
l1ist. When a new block is required for adding to a link list,
the block space may be taken from either the free list or from
the Unused blocks, and available blocks from the free list may be
taken either before or after the Unused blocks are used.

Turning now to Figure 4a, a flow chart of operations of the
flow controller 166 of the apparatus 100 of Figure 1 is seen with
respect to writing data to the shared memory. It is noted that
while the operations are shown in flow chart form, in accord with
the preferred embodiment of the invention, the operations are
carried out in hardware. When the flow controller 166 determines
that it is receiving an ATM cell which cannot be written into a
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buffer directly, the flow controller makes a determination at 200
(by checking the management RAM queue empty flag associated with
that queue) as to whether the queue which should receive that
cell is empty. If the queue is not empty, at 202 the queue
status (i.e., the tail pointer and position counter) for that
queue is obtained, and at 204 a determination is made as to
whether a new block will be needed to be added to the queue

(i.e., is the position counter equal to "117). If a new block is
not required, at 206 the cell is written to the shared RAM
location indicated by the tail pointer position counter for that
queue (stored in management RAM), and at 208 the tail pointer
position counter for that queue is updated. At 210, a
determination is made as to whether the cell is being written
into the last page of a block. If so, at 212 the flow controller
writes a word of all ones into the M'th location of the page (in
the shared memory) . )

If it is determined that a new block of shared RAM is required
to store the incoming cell because at 200 the queue was empty, at
214, a block is obtained from the either the free list or from
unused RAM. If the block is obtained from the free list, at 216,
the free list information is updated by changing the head pointer
of the free list (i.e., setting the head pointer to the value
stored in the M'th location of the last page of the obtained
block), and by decrementing the block counter associated with the
free list. If the block is obtained from the unused RAM, the
block pointer for the unused RAM is decremented at 216.
Regardless, at 218, the cell is written to the queue, and at 220,
the tail pointer and block counter for the queue are both updated
in the management RAM (with the block counter being set to the
value one), and the.queue empty flag is changed.

If it is determined that a new block of shared RAM is required
to store the incoming cell because at 204 the tail pointer
position counter of the link list indicated that the entire tail
block is storing data, at 222, a block is obtained from the
either the free list or from unused RAM. If the block is
obtained from the free list, at 224, the free list is updated by
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changing the head pointer of the free list (i.e., setting the
head pointer to the value stored in the M'th location of the last
page of the obtained block), and by decrementing the block
counter associated with the free list. If the free list becomes
empty because a block is removed, the queue empty flag of the
free list is set. If the block is obtained from the unused RAM,
the block pointer for the unused RAM is decremented at 224.
Regardless, at 228, the cell is written to the gueue, and at 230,
the tail pointer and block counter for the queue are both updated
in the management RAM.

The details of the flow controller operation with respect to a
cell read operation (i.e., where a cell is to be read from a
queue because a buffer is available to receive the cell) is seen
in Fig. 4b. 1In particular, when a data buffer becomes available,
the flow controller at 250 reads the head pointer and tail
pointer in the management RAM for the link list associated with
the available data buffer. Then, at 252, the flow controller
reads from shared memory the cell at the location in the shared
memory indicated by the head pointer, and provides the cell to
the data buffer. After the data has been read, the flow
controller determines at 254 (based on the head pointer and tail
pointer) whether the cell was the last cell in the queue, and at
256 (based on the head pointer position counter) whether the cell
was the last cell in a block. If it is neither, then at 258 the
queue status is updated (i.e., the head pointer position counter
is changed), and another cell read operation is awaited. If at
254 it is determined that the cell is the last cell in the queue,
at 260, the head pointer for the free list (obtained from the
management RAM) is inserted into the last word of the last page
of the freed block. Then at 262, the free list in the management
RAM is updated by adding the freed block to the head of the free
list; i.e., by updating the free list block pointer and block
counter. At 264, the queue empty flag is set for the link list
which now has no blocks. If the free list was empty prior to
adding the freed block, the free list must be initialized (with
appropriate head pointer and block counter) and the queue empty
flag changed at 264. In addition, in the case were the free list
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was empty prior to adding the freed block, the last word in the
freed block in the shared RAM should be set to all ones.

If at 256 it is determined that the cell which has been read
out of shared memory is the last in a block, then at 266, the
head pointer for the free list as obtained from the management
RAM is inserted into the last word of the last page of the freed
block. Then, at 268, the queue status for the link list is
updated by changing the block pointer and position counter of the
head pointer (to the value contained in the last word of the page
of memory being read out of the shared memory), and by
decrementing the block counter. Again, it is noted that if the
free list was empty prior to adding the freed block, the free
list must be initialized (with appropriate head pointer and block
counter) and the queue empty flag changed, and the last word in
the freed block in the shared RAM should be set to all ones. It
is also noted, that upon obtaining the peinter in the M'th
location of the last page of the block, according to the
preferred embodiment of the invention, at 270, a parity check is
done on the pointer. At 272, the calculated parity value is
compared to the parity bit stored along with the pointer. Based
on the comparison, at 274, a parity error condition can be -
declared, and sent as an interrupt message via the microprocessor
interface port 167 (Fig. 1) to the microprocessor (not shown).
Preferably, when a parity error is found, the microprocessor
treats the situation as a catastrophic error and reinitializes
the management and data RAMs.

Figure 4c sets out the operation with respect to the queue
clear microprocessor command (received via the microprocessor
interface 167). When the queue clear operation is presented, at
270 the queue status for the link list is updated by setting the
queue empty flag, and at 272, the blocks in the queue are added
to the head of the free list which is updated in a manner
discussed above (Fig. 4b) with reference to the cell read
operation.
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The link list monitoring operation seen in Fig. 4d is the
hardware agent which monitors the integrity of the 1link 1list
structure whenever the cell write, cell read, and queue clear
operatiohs are not running. The link list monitoring operation
preferably monitors four different error conditions. 1In
particular, at 280, the counts of all of the link list block
counters (including the free list) where the queue empty flag for
those link lists are not set are summed together with the unused
blocks and compared the total number of memory blocks in the
common RAM. If the sum does not equal the total number of memory
- blocks in the common RAM, at 281, an error condition is declared
by triggering a microprocessor interrupt bit. At 282, the head
and tail block pointers of each link list are compared. If at
284 the head and tail block pointers are determined to be equal,
at 286 the block counter is checked, and if not equal to one, at
287 an error condition is declared. If the head and tail block
pointers are not equal when compared at 284, at 288 the block
counter is checked, and if the block count is equal to one, at
289 an error condition is declared. At 290, the block counter
for each link list whose queue empty flag is not set is checked;

and if the block counter equals zero, at 291 an error condition
is declared.

According to the preferred embodiment of the invention, the
write, read, clear, and monitoring operations of the flow
controller are carried out in hardware which may be generated by
using HDL code to synthesize hardware gates via use a VHDL '
compiler. Figures 5a-5d are state machines diagrams }
corresponding to the HDL code, including a write state machine
(Fig. 5a), a read state machine (Fig. 5b), a clear state machine
(Fig. 5c¢), and a monitoring state machine (Fig. 5d). The gates
created using the code may be standard cell technology or gate
array technology.

It should be appreciated that the invention is not intended to
be limited to a strictly hardware implementation, but is also
intended to apply to memory management utilizing a microprocessor
with associated firmware (e.g., a ROM).
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There have been described and illustrated herein an apparatus
and method for management of shared memory. While particular
embodiments of the invention have been described, it is not
intended that the invention be limited thereto, as it is intended
that the invention be as broad in scope as the art will allow and
that the specification be read likewise. Thus, while the
invention has been described with reference to VLSI implemented
ATM equipment, it will be appreciated that the invention has
broader applicability. Also, while specific details of RAM
sizes, etc. have been disclosed, it will be appreciated that the
details could be varied without deviating from the scope of the
invention. For example, while a management of RAM of size x bits
by y words has been described for managing y-2 link lists of
data, it will be appreciated that the management RAM could assume
different sizes. Thus, for example, instead of using a separate
word for the unused block pointer, the unused block pointer could
be located in the "tail pointer™ location of the free list (which
itself does not use a tail pointer), thereby providing a
management RAM of x bits by y words for managing y-1 link lists
of data. In addition, rather than providing the information
related to the link lists with the head pointer, tail pointer,
block counter, and queue empty flag in that order, the variables
of the link list could be reordered. Similarly, instead of
providing a shared memory having pages of thirty-two words in
depth, each word being sixteen bits in length, it will be
appreciated that memories of different lengths and depths could
be utilized. Also, rather than locating the pointer to the next
block in the last word of the last page of a previous block, it
will be appreciated that the pointer could be located in a
different location. Further yet, while specific flow charts have
been disclosed with respect to various operations, it will be
appreciated that various aspects of the operations can be
conducted in different orders. In addition, while particular
code has been disclosed for generating gate arrays which conduct
the operations in hardware, it should be appreciated by those
skilled in the art that other code can be utilized to generate
hardware, and that hardware and/or firmware can be generated in
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different manners. Furthermore, while the invention was
described with respect to separate RAMs for the management RAM
and the shared data RAM, it will be appreciated that both
memories may be part of a larger single memory means. It will
therefore be appreciated by those skilled in the art that yet
other modifications could be made to the provided invention
without deviating from its spirit and scope as so claimed.
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Claims:

1. Apparatus for managing the storage of data in a memory,
comprising:

a) a shared memory means having a plurality of data storage
locations;

b) control means for receiving said data and forwarding said
data to desired of said plurality of data storage locations in
said shared memory means, wherein said data is stored in said
- plurality of data storage locations in the form of a plurality of
link lists, each link list having a head;

c) management memory means for storing information regarding
each of said plurality of link lists, said information including
a head pointer and a queue empty flag for each link list, said
head pointer for each particular respective link list pointing to
a location of a respective said head of that particular link
list, and said queue empty flag for a link list indicating that
that 1link list has no valid data contained therein.

2. An apparatus according to claim 1, wherein:

said control means reads data from said shared memory means,

at least a plurality of said data storage locations are in the
form of a free link list, said free link list relating to data
storage locations from which data has been read by said control
means, and

said management memory means includes a pointer and a queue
empty flag for said free link list.

3. An apparatus for managing the storage of data in a memory,
comprising:

a) a shared memory means having a plurality of data storage
locations;

b) control means for receiving said data and forwarding said
data to desired of said plurality of data storage locations in
said shared memory means, and for reading data from said shared
memory means, wherein said data is stored in said plurality of
data storage locations in the form of a plurality of link lists,
each link list having a head;

Oracle-Huawei-NetApp Ex. 1002, pg. 240



WO 98/36357 PCT/US98/02131
19

c) management memory means for storing information regarding
each of said plurality of link lists, said information including
a head pointer for each link list queue, said head pointer for
each particular respective link list pointing to a location of a
respective said head of that particular link list,

wherein upon initialization, at least a plurality of said data
storage locations of said shared memory means are unused, and
after utilization, at least a plurality of said data storage
locations are in the form of a free link list, said free link
list relating to data storage locations from which data has been
read by said control means, and

wherein said management memory means includes a pointer to at
least one of said unused data storage locations, and said
management memory means includes a pointer for said free link
list.

4. An apparatus according to any preceding claim, wherein:
at least upon initialization, at least a plurality of said data
storage locations of said shared memory means are unused, and
said management memory means includes a pointer to at least one
‘of said unused data storage locations.

5. An apparatus according to any previous claim, wherein:

said shared memory means is arranged in a plurality of blocks
with each block having a plurality of said data storage
locations, and

said information stored in said management memory means
regarding each of said plurality of link list queues includes a
block counter for each of said plurality of link list queues,
each block counter counting the number of blocks contained in
that link list queue.

6. An apparatus according to claim 5, wherein:
each of said plurality of blocks is arranged as a plurality of

contiguous pages with each page having a plurality of said data
storage locations, and
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each said head pointer comprises a block pointer which points
to a block and a page counter which points to a page in said
block.

7. An apparatus according to claim 5, wherein:

each block storing data includes at least one location
containing one of (i) a pointer to a next block in the link 1list,
and (ii) an indicator which indicates that the block is the last
block in the link list.

8. An apparatus according to claim 7, wherein:
said pointer to a next block in the link list includes a parity
bit for said pointer.

9. BAn apparatus according to claim 6, wherein:

each block storing data includes at least one location in a
last page of that block containing one of (i) a pointer to a next
block in the link list, and (ii) an indicator which indicates
that the block is the last block in the link list.

10. An apparatus according to any previous claim, wherein:
said information includes a tail pointer for each link list
containing said data.

11. 2An apparatus according to claim 6, wherein:

said information includes a tail pointer for each link list
containing said data,

each of said plurality of blocks is arranged as a plurality of
contiguous pages with each page having a plurality of said data
storage locations,

each sald head pointer comprises a first block pointer which
points to a block and a page counter which points to a page in
said block, and '

each said tail pointer comprises a second block pointer which

points to a tail block and a page counter which points to a page
in said tail block.
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12. An apparatus according to claim 6, wherein:

said data comprises ATM data received in cell format, and each
said page includes enough of said data storage locations to store
all of the data contained in an ATM cell.

13. An apparatus according to claim 12, wherein:
each page includes thirty-two sixteen bit word locations.

14. An apparatus according to claim 3, wherein:

said control means reads data from said shared memory means,

at least a plurality of said data storage locations are in the
form of a free link list, said free link list relating to data
storage locations from which data has been read by said control
means, and

said management memory means includes a pointer, a block
counter, and a queue empty flag for said free link list,

at least a plurality of said data storage locations of said
shared memory means are unused, and

said management memory means includes a pointer to said at
least one of said unused data storage locations, and

said control means includes means for comparing a sum of counts
of said block counters of each link list containing data, said
free link list, and said unused pointer to the number of blocks
in said shared memory means.

15. BAn apparatus according to claim 14, wherein:

said control means further comprises means for generating an
error signal is said sum of counts does not equal said number of
blocks in said shared memory means.

16. An apparatus according to claim 10, wherein:

said control means includes means for comparing, for each link
list containing data, said tail pointer to said head pointer.
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17. An apparatus according to claim 16, wherein:

said control means further comprises means for generating an
error signal if said tail pointer and said head pointer for a
link list containing data point to an identical block, and said
block counter for said link list does not equal one.

18. An apparatus according to claim 16, wherein:

said control means further comprises means for generating an
error signal if said tail pointer and said head pointer for a
link list containing data point to different blocks, and said
block counter for said link list equals one. .

19. An apparatus according to claim 5, wherein:

said control means further comprises means for checking the
count of each block counter of a link list where the queue empty
flag is not set, and for generating an error signal if the count
is zero and the queue empty flag 1s not set.

20. An apparatus according to any preceding claim, wherein:
said control means and said management memory means are
contained on a single integrated circuit.

21. BAn apparatus according to claim 5, wherein:

said management memory means includes said pointer, a block
counter, and a queue empty flag for said free link list, and

said control means includes means for comparing a sum of counts
of said block counters of each link list containing data, said
free link list, and said unused pointer to the number of blocks
in said shared memory means, and means for generating an error
signal is said sum of counts does not equal said number of blocks
in said shared memory means.
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22. An apparatus according to claim 10, wherein:

said control means includes means for comparing, for each link
1ist containing data, said tail pointer to said head pointer, and
means for generating an error signal if either

(i) said tail poinﬁer and said head pointer for a link list
containing data point to an identical block, and said block
counter for said link list does not equal one, or

(ii) said tail pointer and said head pointer for a link list
containing data point to different blocks, and said block counter
for said link list equals one.

23. A method of managing the storage of data utilizing a
controller, a shared memory having a plurality of data storage
locations, and a management memory, said method comprising:

a) using said controller to forward received data to desired of
the plurality of data storage locations in the shared memory,
wherein the data is stored in the plurality of data storage
locations in the form of a plurality of link lists, each link
list having a head; and

b) storing information regarding each of the plurality of link
lists in the management memory, said information including a head
pointer and a queue empty fiag for each link 1list, said head
pointer for each particular respective link list pointing to a
location of a respective said head of that particular link list,
and said queue empty flag for a link list indicating that that
link list has no valid data contained therein.
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Operations and is not part of the Official Record

BEST AVAILABLE IMAGES

Defective images within this document are accurate representations of the original
documents submitted by the applicant.

Defects in the images include but are not limited to the items checked:

0 BLACK BORDERS
O IMAGE CUT OFF AT TOP, BOTTOM OR SIDES
FADED TEXT OR DRAWING
BLURRED OR ILLEGIBLE TEXT OR DRAWING
O SKEWED/SLANTED IMAGES
O COLOR OR BLACK AND WHITE PHOTOGRAPHS
0 GRAY SCALE DOCUMENTS
O LIXES OR MARKS ON ORIGINAL DOCUMENT
REFERENCE(S) OR EXHIBIT(S) SUBMITTED ARE POOR QUALITY

U OTHER:

IMAGES ARE BEST AVAILABLE COPY.
As rescanning these documents will not correct the image

problems checked, please do not report these problems to
the IFW Image Problem Mailbox.
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ARTIFACT SHEET

Enter artifact number below. Artifact number is application number +

artifact type code (see list below) + sequential letter (A, B, C ...). The first

artifact folder for an artifact type receives the letter A, the second B, etc..

Examples; 59123456PA 59123456PB, 59123456ZA, 59123456ZB
W06SKibz =

Indlcate quantity of a single type of artifact received but not scanned. Create .
1nd1v1dual artifact folder/box and artifact number for each Artlfact Type.

CD(s) containing:

computer program listing D
Doc Code: Computer
pages of specification

Artifact Type Code: P

and/or sequence listing , I:I

and/or table

Doc Code: Artifact -

Artifac e Code: S
content unspecified or combined

"Doc Code: Artifact

Doc Code: Artifact

Microfilm(s)
Doc Code: Artifact

Video tape(s)
Doc Code: Artifact

Model(s)
Doc Code: Artifact

Bound Document(s)
Doc Code: Artifact

Artifact Type Code: U

| Stapled Set(s)-Color Documents or B/W Photographs

Artifact Type Code: C
Aniféct Type Code: F
Artifact Type Code: V
Artifact Type.Codez M

Artifact Type Code: B

Confidential Infofmatcfon Disclosure Statement or Other Documents -
marked Proprietary, Trade Secrets, Subject to Protective Order,
Material Submitted under MPEP 724.02, etc.

Vi Doc Code: Artifact

V Other, description:

Artifact Type Code X

=

Doc Code: Artifact

March 8, 2004

Atrtifact Type Code: Z
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- Enter artifact number below. Artifact number is application number +

artifact type code (see list below) + sequential letter (A, B, C ...). The first

artifact folder for an artifact type receives the letter A, the second B, etc..

Examples: 59123456PA 59123456PB, 59123456ZA, 59123456ZB
10658163 UA— |

Indicate quantity of a single type of artifact received but not scanned. Create .

1nd1v1duj<11 artifact folder/box and artifact number for each Artifact Type.

CD(s) containing: D
computer program listing :
Doc Code: Computer Artifact Type Code: P
pages of specification .
and/or sequence listing |__—]
and/or table _ . -
Doc Code: Artifact Artifact Tvpe €6de: S
content unspecified or combined ‘
Doc Code: Artifact - _ Artifact Type Code: U

Stapléd Set(s) Color Documents or B/W Photographs -
Doc Code: Artifact  Artifact Type Code: C

Microfilm(s) ) _
Doc Code: Artifact  Artifact Type Code: F

Video tape(s) ' :
Doc Code: Artifact  Artifact Type Code: V

Model(s) ‘
Doc Code: Artifact ~ Artifact Type Code: M

Bound Document(s) K ‘
Doc Code: Artifact  Artifact Type Code: B

Confidential Infofmation Disclosure Statement or Other Documents
marked Proprietary, Trade Secrets, Subject to Protective Order,

Material Submitted under MPEP 724.02, etc.
Doc Code: Artifact  Artifact Type Code X

Other, description:
Doc Code: Artifact  Artifact Type Code: Z

March 8, 2004
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25094 7590 0112712005 | EXAMINER |
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DATE MAILED: 01/27/2005

Please find below and/or attached an Office communication concerning this application or proceeding.
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Application No. Applicant(s)
10/658,163 HOESE ET AL.
Office Action Summary Examiner Art Unit
Christopher B Shin 2182

-- The MAILING DATE of this communication appears on the cover sh et with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE 3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.

- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.
- Ifthe period for reply specified above is less than thirty (30} days, a reply within the statutory minimum of thirty (30) days will be considered timely.
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status
1) Responsive to communication(s) filed on
2a)] This action is FINAL. 2b)[X] This action is non-final.
3)[J Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

Disposition of Claims

4)X Claim(s) 15-53 is/are pending in the application.

4a) Of the above claim(s) ____is/are withdrawn from consideration.
5)(J Claim(s) _____is/are allowed.
6)X] Claim(s) 15-53 is/are rejected.
7)[OJ Claim(s) _____is/are objected to.

8)] Claim(s) are subject to restriction and/or election requirement.

Application Papers

9)[X] The specification is objected to by the Examiner.
10)[X] The drawing(s) filed on 09 September 2003 is/are: a)[] accepted or b)[X] objected to by the Examiner.
Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).
Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).
11)[_] The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PTO-152.

Priority under 35 U.S.C. § 119

12)[J Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
a)lJAIl b)[J Some * c)[] None of:
1.0 Certified copies of the priority documents have been received.
2. Certified copies of the priority documents have been received in Application No.
3.0 Copies of the certified copies of the priority documents have been received in this National Stage
application from the Iinternational Bureau (PCT Rule 17.2(a)).
* See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)
1) & Notice of References Cited (PTO-892) 4) E] Interview Summary (PTO-413)
2) [ Notice of Draftsperson’s Patent Drawing Review (PTO-948) Paper No(s)/Mail Date. __.
3) &3 Information Disclosure Statement(s) (PTO-1449 or PTO/SB/08) 5) [] Notice of Informal Patent Application (PTO-152)
Paper No(s)/Mait Date 2.4 & 52004. 6) |:] Other:
U.S. Patent and Trademark Office
PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 01212004
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Application/Control Number: 10/658,163 Page 2
Art Unit: 2182

DETAILED ACTION

Drawings
1. The drawings are objected to under 37 CFR 1.83(a). The drawings must show
- every feature of the invention specified in the claims. Therefore, the gist of the claimed
limitation regarding the first & second mediums being a Fibre Channel protocol type,
without adding any new matter, must be shown or the feature(s) canceled from the
claim(s). No new matter should be entered.
2. Corrected drawing sheets in compliance with 37. CFR 1.121(d) are required in
reply to the Office action to avoid abandonment of the application. Any amended
replacement drawing sheet should include all of the figures appearing on the immediate
prior version of the sheet, even if only one figure is being amended. The figure or figure
number of an amended drawing should not be labeled as “amended.” If a drawing figure
is to be canceled, the appropriate figure must be removed from the replacement sheet,
and where necessary, the remaining figures must be renumbered and appropriate
changes made to the brief description of the several views of the drawings for
- consistency. Additional replacement sheets may be necessary to show the renumbering
of the remaining figures. The replacement sheet(s) should be labeled “Replacement
Sheet” in the page header (as per 37 CFR 1.84(c)) so as not to obstruct any portion of
the drawing figures. If the changes are not accepted by the examiner, the applicant will
be notified and informed of any required corrective action in the next Office action. The

objection to the drawings will not be held in abeyance.
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Application/Control Number: 10/658,163 Page 3
Art Unit: 2182

3. The drawings are objected to under 37 CFR 1.83(a) because they fail to show
the claimed limitation regarding the first & second mediums being a Fibre Channel
protocol type, without adding any new matter, as described in the specification. Any
structural detail that is essential for a proper understanding of the disclosed invention
should be shown in the drawing. MPEP § 608.02(d). Corrected drawing sheets in
compliance with 37 CFR 1.121(d) are required in reply to the Office action to avoid
abandonment of the application. Any amended replacement drawing sheet should
include all of the figures appearing on the immediate prior version of the sheet, even if
only one figure is being amended. The figure or figure number of an amended drawing
should not be labeled as “amended.” If a drawing figure is to be canceled, the

_ appropriate figure must be removed from the replacement sheet, and where necessary,
the remaining figures must be renumbered and appropriate changes made to the brief
description of the several views of the drawings for consistency. Additional replacement
sheets may be necessary to show the renumbering of the remaining figures. The
replacement sheet(s) should be labeled “Replacement Sheet” in the page header (as
per 37 CFR 1.84(c)) so as not to obstruct any portion of the drawing figures. If the
changes are not accepted by the examiner, the applicant will be notified and informed of
any required corrective action in the next Office action. The objection to the drawings

will not be held in abeyance.
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Application/Control Number: 10/658,163 Page 4
Art Unit: 2182

Specification

4, The abstract of the disclosure is objected to because the gist of the present
claimed invention regarding the first & second transport mediums being a Fibre Channel
protocol is not accurately disclosed by the abstract. Correction is required. See MPEP
§ 608.01(b).

5. The disclosure is objected to because of the following informalities: the entire
disclosure does not accurately disclose the gist of the present claimed invention
regarding the first & second transport medium being Fibre Channel protocol type. This
applies to all of the sections of the disclosure.

Appropriate correction is required.

Unclear Claimed Definition

6. IN an attempt to expedite prosecution, numerous telephone interview attempts
were made to clarify the following questions on January 18th, 19th, & 20" of 2005 to the
aﬁorney of record, but the examiner was unable to reach the attorney.
7. After careful consideration of the present claims 15-53, the examiner would like
the applicant to clearly and explicitly define the following terms/questions in two parts.

a. First part-clear and explicit indented defin’ition of the following terms in

accordance with the support of the specification; and

b. Second part-defailed sections of the specifications that supports the

following terms which the applicant relies on for the support of the claims 15-53.

i. “mapping”;
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Application/Control. Number: 10/658,163 _ Page 5
Art Unit: 2182

ii. native low level, block protocols; and
ii. first transport & second transport medium being both Fibre Channel
Protocol.

c. The applicant’s cooperation would be greatly appreciated. Failure to

respond answer may cause delay and/or improper interpretation of the present

claims.

Claim Rejections - 35 USC § 112

8. The following is a quotation of the first paragraph of 35 U.S.C. 112:

The specification shall contain a written description of the invention, and of the manner and process of
making and using it, in such full, clear, concise, and exact terms as to enable any person skilled in the
art to which it pertains, or with which it is most nearly connected, to make and use the same and shall
set forth the best mode contemplated by the inventor of carrying out his invention.

9. Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, because the
best mode contemplated by the inventor has not been disclosed. Evidence of
concealment of the best mode is based upon the fact that the disclosure does not
clearly disclose any details of the present cléims regarding the first & second mediums
being both Fibre Channel transport as a whole.

10. Claims 15-53 are rejeg:ted under 35 U.S.C. 112, first paragraph, as failing to
comply with the enablement requirement. The claim(s) contains subject matter which
was not described in the specification in such a way as to enable one skilled in the art to
which it pertains, or with which it is most nearly connected, to make and/or use the
invention. The disclosure does not clearly disclose any details of the present claims

regarding the first & second mediums being both Fibre Channel transport as a whole.
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Application/Control Number: 10/658,163 Page 6
Art Unit: 2182

11.  Claims 15-53 are rejected under 35 U.S.C. 112, first paragraph, as based on a
disclosure which is not enabling. The disclosure does not clearly disclose any details of
the present claims regarding the first & second mediums being both Fibre Channel
transport as a whole is critical or essential to the practice of the invention, but not
included in the claim(s) is not enabled by the disclosure. See In re Mayhew, 527

F.2d 1229, 188 USPQ 356 (CCPA 1976).

12.  Claims 15-53 are rejected'under 35 U.S.C. 112, first paragraph, because the
specification, while being enabling for the first and second mediums being different
types of transport medium as disclosed in the specification, does not reasonably provide
enablement for the details of the present claims regarding the first & second mediums
being both Fibre Channel transport as a whole. The specification does not enable any
person skilled in the art to which it pertains, or with which it is most nearly connected, to

support the invention commensurate in scope with these claims.

Double Patenting Rejection

13.  The nonstatutory double patenting rejection is based on a judicially created
doctrine grounded in public policy (a policy reflected in the statute) so as to prevent the
unjustified or improper timewise extension of the "right to exclude" granted by a patent
and to prevent possible harassment by multiple assignees. See In re Goodman, 11
F.3d 1046, 29 USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887, 225

USPQ 645 (Fed. Cir. 1985); In re Van Ormum, 686 F.2d 937, 214 USPQ 761 (CCPA
1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970);and, In re Thorington,
418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1.321(c) may be
used to overcome an actual or provisional rejection based on a nonstatutory double
patenting ground provided the conflicting application or patent is shown to be commonly
owned with this application. See 37 CFR 1.130(b).
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Effective January 1, 1994, a registered attorney or agent of record may sign a
terminal disclaimer. A terminal disclaimer signed by the assignee must fully comply with
37 CFR 3.73(b).

14. Claim15-53 are rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 5,941,972.
Although the conflicting claims are not identical, they are not patentably distinct from
each other because the 972 patent claims a subject matter that are substantially
identical to the present claimed invention.

15. Claim15-53 are rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claims 1-14 of U.S. Patent No. 6,425,035.
Although the conflicting claims are not identical, they are not patentably distinct from
each other because the 035 patent claims a subject matter that are substantially
identical to the bresent claimed invention.

16. Claim15-53 are rejected under the judicially created doctrine of obviousness-type
'double patenting as being unpatentable over claims 1-23 of U.S. Patent No. 6,738,854.
Although the conflicting claims are not identical, they are not patentably distinct from
each other because the 972 patent claims a subject matter that are substantially
identical to the present claimed invention.

17.  Claim15-53 are rejected under the judicially created doctrine of obviousness-type
double patenting as being unpatentable over claims 1-10 of U.S. Patent No. 6,763,419
Although the conflicting claims are not identical, they are not patentably distinct from
each other because the 419 patent claims a subject matter that are substantially

identical to the present claimed invention.
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Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Christopher B Shin whose telephone number is 571-
272-4159. The examiner can normally be reached on 6:30-5:00 M,Tu,Th,F.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Jeffrey Gaffin can be reached on 703-308-3301. The fax phone number for
the organization where this application or proceeding is assigned is 571-272-4146

Information regarding the status of an application may be obtained from the
Patent Application Information Retrieval (PAIR) system. Status information for
published applications may be obtained from either Private PAIR or Public PAIR.
Status information for unpublished applications is available through Private PAIR only.

- For more information about the PAIR system, see http://pair-direct.uspto.gov. Should
you have questions on access to the Private PAIR system, contact the Electronic

 Business Center (EBC) at 866-217-9197 (toll-free).

Christopher Shin
Primary Examiner
Of 2182

January 21, 2005
CBS
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UNITED STATES PATENT AND TRADEMARK OFFICE

COMMISSIONER FOR PATENTS

UNITED STATES PATENT AND TRADEMARK OFFICE
P.O. Box 1450

ALEXANDRIA, VA 22313-1450

www.uspto.gov

MAIL

John L. Adair

GRAY, CARY, WARE & FREIDENRICH LLP NOV 2 6 2004

2000 University Avenue

E. Palo Alto CA 94303-2248 O e 100

In re Application of:

Goeffrey B. HOESE et al.

Application No. 10/658,163 DECISION ON PETITION TO

Filed: September 9, 2003 MAKE SPECIAL UNDER

For: STORAGE ROUTER AND METHOD FOR M.P.E.P. §708.02(1I):
PROVIDING VIRTUAL LOCAL INFRINGEMENT
STORAGE

This is a decision on the petition, filed November 21, 2003, under 37 CFR. § 1.102(d) and
M.P.EP. §708.02(II): Infringement, to make the above-identified application special.

The petition is GRANTED.

A grantable petition under 37 C.F.R. § 1.102(d), and M.P.E.P. § 708.02, Section II, must be accompanied
by payment of the fee under 37 C.F.R. § 1.17(h) and a statement under 37 C.F.R. § 1.102 by the
applicant or assignee or statements by an attorney/agent registered to practice before the Patent and
Trademark Office that (A) there is an infringing device or product actually on the market or method in
use; (B) a rigid comparison of the alleged infringing device, product, or method with the claims of the
application has been made, and that, in his or her opinion, some of the claims are unquestionably
infringed: and (C) he or she has made or caused to be made a careful and thorough search of the prior art
or has a good knowledge of the prior art. Applicant must provide one copy of each of the references
deemed most closely related to the subject matter encompassed by the claims.

Applicant’s submission meets all the criteria set out above. Accordingly, the Petition is
GRANTED.

The application file is being forwarded to the Examiner of Record for expedited examination.

Vincent N. Trans

Special Program Examiner
Technology Center 2100

Computer Architecture, Software, and
Information Security

571-272-3613
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i e — (ﬁAY &ARY—_A_US'IE —_— — — ooz
RECEIVED
CENTRAL FAX CENTER
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE MAY11 8 2004
T : : Atty. Docket No. 1
Supplement to Petition to Make Special Filed c:yo £51120-13

11/21/03 PN
Applicants: Goeffrey B. Hoese, et al. e H@ H Aﬂj
Application Number Filed NS L
10/658,163 September 9, 2003
For:

Storage Router and Method for Providing Virtual
Local Storage

Group Art Unit Confirmation Number:
Via Facsimile 703-872-9306 Certification Under 37 C.F.R. §1.18
Mail Stop: Patent Application I hareby certify that this correspondence: is being facsimile
.. itted to the United States Patent and Trademark Office o
Commissioner for Patents Ny 18, 200 0 the Unite en ma n

P.O. Box 1450
Alexandria, VA 22313

Dear Sir:

On May 18, 2004, Geofirey Gaifin of the United States Patent Trademark Office
informed applicants that the Petition to Make Special Because of Actual Infringement Pursuant
to 37 C.F.R. 1.102 and MPEP 708.02(ll) {the “Petition”) filed in the above referenced application
on November 21, 2003 did not include a referenced Declaration of Robert Griswold in Support
of the Petition to Make Special Because of Actual Infringement (the "Declaration”). According to
Applicants' files, the Declaration was included with the Petition. For convenience, Applicants
are hereby enclosing a copy of the Declaration

Respectfully submitted,

Gray Cary War i ch LLP

John L. Adair
Reg. No. 48,828
Dated: May 18, 2004

1221 South MoPac¢ Expressway

Suite 400 o

Austin, TX 78746-6875 BEST AVA’LABLE co
Tel. (512) 457-7142 Py
Fax. (512) 457-7001

Gray Cary\AUM12R8082.1
103671-990004

PAGE 2/4* RCVD AT 511812004 6:38:43 PM [Eastem Daylight Time] * SVR:USPTO-EFXRF+1/0 * DNIS:8729306 * CSID: 512 457 7070* DURATION (mm-5s):0110

Oréaé-Huawei-NeMpp Ex. 1002, pg. 290




~
- Y

-~

05/18/04 , 17:36 FAX 512 457 7070 GRAY_CARY-AUSTIN @ooL

REGEIVED GrAYCARY
CENTEAL BAX CENTER

1221 S. MoPac Expressway, Sulte 400

MAY ﬁ 8 2004 Austin, TX 78746-6875

www. graycary.com
0] 512-457-7142

OFFiClL

FAX TRANSMISSION COVER SHEET May 18, 2004

To: Telephone: Fax Number:

Commissioner for Patents : 703-872-9306

From: John L. Adair Client-Matter Number: ggg;;??ggoé.
512-457-7142 -

Re: Supplement to Petition to Make Special Filed 11/21/03

Pages: -_4 - (including this form) Qriginals: O will be mailed & will not be mailed

If there is a problem with this transmission, please call Katherin Cope (512) 457-7024

Fax Operator/Ext.
Message: ) ‘

BEST AVAILABLE copy

AUSTIN LA JOLLA SACRAMENTO SAN DIEGO SAN FRANCISCO SEATTLE  SILICON VALLEY  WASHINGTON, RC

PAGE 1/4* RCVD AT 51812004 6:38:43 PN [Eastern Daylight Time] * SVR:USPTO-EFXRF-1/0 * DNIS:8729306 * CSID:512 457 7070 * DURATION {mm-5s):01-10
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] ~_COPY.

, IN THE UNITED STATES PATENT AND 'I_'RADEMARK OFFICE
DECLARATION BY ROBERT GRISWOLD IN SUPPORT OF Atty. Docket No. (Opt.)
PETITION TO MAKE SPECIAL BECAUSE OF ACTUAL CROSS1120-13

INFRINGEMENT .

Applicant

Geoffrey B. Hoese, ¢t al.

Application Number Filed

10/658,163 September 8, 2003

For

Storage Router and Method for Providing Virtual

Local Storage '

Group Art Unit Examiner

Unknown Unkhown

Confirmation Number:

Unknown
VIA FACSIMILE (703) 306-5404 and Cartificate of Malling Under 37 C.ER_ 1.10
Express Mail | hereby cerfify that this correspondence Is being deposited with
C - for Patents the United States Postal Service as Express Mail No.

ommissioner for Faten EV351127304US in an envelope addressed to: Commissioner for

P.O. Box 1450 _ Patents, P.O. Box 1450, Alexandiia, VA 22313-1450 on
Alexandria, VA 22313-1450 ' November 21, 2003. —
Dear Sir A . _ Katherin Cope 3

I, Robert Griswold, Vice President of Technology‘ and Information and Chief
Technologist of Crossroads Systems, Inc. (assignee of the above-referenced application) do
hereby make the following declarations:

1. The present application (United States Application Number 10/658,163) isan
application filed September 9, 2001 as a continuation of U.S. Application Number 10/081,110,
which in turn is a continuation of U.S. Application No. 09/354,682, now U.S. Patent N.o. '
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4. i have made a rigid comparison of the infringing device with the storage router

claims of the present application and it is my opinion that at least one of the claims is
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STORING DATA

The present invention relates to storing data. In particular, the present
invention relates to an environment in which a plurality of user terminals

have shared access to a large storage volume.

Systems are known in which data storing devices; often referred to as
volumes, are shared amongst a plurality of user terminals or workstations. -
Typically, the volume is associated with a local workstation, referred to as a
server, and the totality of the workstations are interconnected by a network,
such as an ethemet. Such an arrangement provides efficient shared access to
files provided that the amount of data contained within each file is small
compared to the transmission bandwidth provided by the network. In |
operation, given that many users may be sharing the network bandwidth, the
bandwidth allocated to any one particular user will be significantly less than

the theoretical maximum provided by the network. Thus, as files get larger,

it is preferable for the workstations to be given direct access to a storage

volume such that operational time is not lost while waiting for data to be
transferred. For example, an A4 full colour imagé may consist of a total of
30 Mbytes of data. When transmitted over typical networks, a transfer
duration of several minutes may take place before the totality of the data has

been received.

A problem with providing direct access to discs is that only one
workstation may be given access to the data and in order for the data to be
loaded into another machine, it may be necessary to physically move
transferrable discs, such as SCSI optical discs. Systems also exist under

which a plurality of users may share direct access to a data storage device

Oracle-Huawei-NetApp Ex. 1002, pg. 305



10

15

20

25

2

and, consequently, measures must be implemented to remove the risk of
contention problems. Thus, a particular workstation must release access to
a particular file or disc partition before any of the other workstations may be

allowed to write to that file.

In known systems, system specific software must be loaded into each
workstation, so that each workstation is provided with instructions relating to
the contention protocols. In addition, a plurality of workstations are given
access to the shared volume by effectively dividing the volume into a
plurality of partitions. Thus, in this way, a first workstation may write and
read data to a first partition of the disc, with a second workstation writing and
reading to a second partition of the disc. At a later date, the first workstation
may release the first partition, thereby allowing another workstation to be
given access to this partition. In this way, a plurality of workstations may
each access partitions within the volume without the data needing to be

transferred, thereby significantly improving operational performance.

A problem with the above arrangement is that the partitioning of the
disc may result in substantial storage regions being taken up that are only
available for one workstation at any one time but do not actually contain valid
data. Thus, for example, ten partitions of a very large disc volume may each
contain a relatively small amount of data. However, although a substantial
amount of empty space remains on the disc, as far as the system is concerned,
it w_ould'not be possible for this space to be allocated to another workstation,
given that, as far as the system is concerned, the storage volume is fully

allocated.

According to a first aspect of the present invention, there is provided

a method of storing data wherein a plurality of user terminals access a large
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storage volume, comprising steps of emulating the presence of a logical disc
drive having a predetermined capacity; dividing said storage volume into a
plurality of storage regions, wherein each of said regions is smaller than the
size of an emulated logical disc drive; and mapping physical regions of data
to an emulated drive dynamically as additional storage is required, up to said (

predetermined capacity.

Thus, in accordance with said first aspect, a workstation may be given
access to a logical disc drive which it perceives as.having a predetermined
capacity. For example, the predetermined capacity may be similar to that
provided by an optical disc providing 600 Mbytes of storage. However,
physical storage locations on the large storage volume are only allocated,
region by region, as the workstation demands additional storage through the

writing of larger files to the disc.

'In a preferred embodiment, a look-up table is associated with each
accessible logical drive and a particular look-up table is loaded when its

associated logical drive is selected.

According to a second aspect of the present invention, there is provided
apparatus for storing data, having a plurality of user terminals and means for
each of said terminals to be given access to said stored data, comprising
means for emulating the presence of a logical disc drive having a
predetermined capacity; means for dividing a storage volume into a plurality
of storage regions, wherein each of said regions is smaller than the size of an
emulated logical disc drive; and mapping means for mapping said physical
regions of data to an emulated drive dynamically as additional storage is

required, up to said predetermined capacity.
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The system will now be described by way of example only, with

reference to the accompanying Figures, in which:

Figure 1 shows an environment in which a plurality of workstations

have access to a shared storage volume including a shared file server;
5 Figure 2 details the shared file server identified in Figure I;
Figure 3 illustrates an application of the system shown in Figure 1; and

Figure 4 shows a schematic representation of the system, including the

dynamic allocation of storage regions.

An environment in which a plurality of users have access to a shared

10 storage volume is illustrated in Figure 1. In the environment shown in Figure
1, each workstation is provided with a processor 15, a visual display unit 16,

an interface device in the form of a keyboard and/or a mouse or trackerball

etc. 17 and a local disc drive storage device 18.

Each processor 15 is connected to a server interface 19 which allows
15 said processors 15 to communicate with a shared file server 20. The file
server 20 is connected to typically five physical hard disc drives 21, 22, 23,
24 and 25. This disc drive combination provides typically thirty-six Gbytes
of storage with an access speed of typically 10 Mbytes per second.

Disc drives 21 to 25 may be configured as a redundant array,
20 commonly referred to as a redundant array of inexpensive discs (RAID). In
the preferred implementation, five discs are provided and the coding used to

write data to the disc is commonly referred to as RAID 5. Thus, under this
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protocol, redundant data is written to the discs such that if one of the drives
becomes inoperable or suffers irretrievable damage, all of the data can be

reconstituted from the remaining four drives.

Data is written to the drives in the form of identifiable blocks or
regions of a predetermined length. The size of these blocks is determined
from a trade-off between disc space optimisation and disc fraginentation.
However, the system is primarily designed for storing large graphics files,
therefore blocks may be quite large and it is proposed that said blocks should
have a size between two Mbytes and thirty-two Mbytes. Similarly, it is

possible that the block size could be configurable for a particular application.

In operation, a user issues commands under software control which
effectively result in a logical drive being made available by the server 20.
Communication between the user and the server 20 is effected via the
interface 19 and as far as the user is concerned, interface 19 presents a
standard small computer serial interface (SCSI) to the processor 15. Once a

logical disc has been established, the user may access this drive.

The user’s workstation receives data to the effect that it has been given
access to a disc of a predetermined size, say 600 Mbytes for example, but in -
actuality, physical space is only allocated dynamically in regions as storage

space for the storage of actual data is required.

Thus, in the system shown in Figure 1 the server does not immediately
allocate 600 Mbytes of storége to a user when access to a 600 Mbyte logical
drive is fequested. Space on drives 21 through 25 is not divided into 600
Mbytes (or similar) partitions. Drives 21 through 25 are divided into blocks
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of between two and thirty-two Mbytes and blocks are only written to as data
becomes available.

For the benefit of this illustration, it will be assumed that storage space
on drives 21 through 25 has been divided into blocks of two Mbytes, thereby
making two Mbyte blocks available for data storage purposes. As data is
written to the drives, via an interface 19, said data will occupy one of said
two Mbyte blocks. As the volume of data increases beyond two Mbytes, the
server 20 will identify a new block of two Mbytes and data originating from
a user will then continue to be written to this new two Mbyte block. Thus,
for example, if a user has written a total of five Mbytes, the server is required
to maintain a list of where these five Mbytes actually reside on the drives, in
terms of three two-Mbyte blocks. However, as far as the user is concerned,
five Mbytes of data have been written to on a logical drive having 600

Mbytes of available capacity.

Data is conventionally written to disc drives in terms of identifiable
blocks. As far as the user is concerned, data is written 0 as blocks on a 600
Mbyte logical drive, which are in turn mapped onto real blocks on the RAID.
However, the logical blocks may be written to in a substantially similar way
to that in which real drives would be re-written to. Thus, it is not necessary
for data to be written to the logical drives in what appears to be a contiguous
region of disc space. Although the actual storage allocated for é logical drive
is distributed over the RAID, the logical drives may appear, from the user’s
point of view, to be fragmented themselves. Thus, logical blocks of data may
appear displaced over a logical drive, effectively emulating the presence of
fragmentation on the logical disc. The system emulates such a situation by
providing mapping ’ﬁrstly of blocks to logical drive locations and then

mapping from logical drive locations to block locations on the RAID.
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Many users may be given access to many virtual drives, allowing data
to be accessed via many workstations without actually being transferred over
a network. However, when capacity is allocated it is not wasted, in that

blocks of two Mbytes are only allocated as actual storage is required.

In a preferred embodiment, it is envisaged that a server 20 would allow
up to sixteen users to be connected thereto, although provision is made for
server boxes to be connected in tandem, thereby providing access to a further

16 users for each box so connected.

The server 20 is detailed in Figure 2. Internally, a 32 bit parallel bus
25 provides communication between user interface circuits 26, disc drive
interfaces 27, an internal processing unit 28 and internal program and data

memory 29.

The server 20 is connected to each user interface 19 via a respective
interface circuit 26 via two coaxial cables 30, providing a bi-directional link .
capable of conveying 100 Mbytes per second. Similarly, disc interface
circuits 27 provide a parallel access to disc drives 21 through 25 and using

connections of this type, it is necessary for disc drives 21 through 25 to be

~ in close proximity to server box 20. In practice, the combination of server

20 along with disc drives 21 through 25 could be housed in a2 common
housing with a shared power supply. However, coaxial cables 30 allow the
users to be positioned at a significant distance from the server 20 and the
interfaces are such that they will allow runs in excess of 100 metres. Thus,
these serial connections are similar or may take advantage of high speed

ethernet links.
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In an alternative embodiment, user processors 15 are connected to the
server 20 via conventional SCSI interfaces which, although reducing the
overall complexity of the system, also reduce the maximum distance between

the server 20 and the processors 15.

An application of the system is illustrated in Figure 3. At step 41 a
user identifies a logical disc, either by running server related software or,
alternatively, in response to manual operations of a device connected to
interface 19. Thus, if it is not possible to embed server software within a
user’s terminal, it is possible to provide interfaces 19 with additional control
devices such that, in response to manual operation of switches etc., commands

are sent to server 20 so as to establish a logical disc connection.

Communication of this type, allowihg a user to send commands to the
server 20, is achieved using vendor unique command blocks, which are data
areas provided for specific proprietary applications within the SCSI standard.
Thus, in response to user originating commands, the server is instructed at

step 42 to the effect that a user requires access to a logical drive.

For each logical drive which'may be made available to the users, it
being noted that once a logical drive has been established by any particular
user, other users may be given access to it, it is necessary for the server 20
to create a sector mapping table for that particular logical drive. Thus, in
response to commands generated by a user’s processor, establishing logical

sectors of a SCSI disc, it is necessary for the server 20 to map these logical

'sectors onto physical blocks or groups of physical blocks 'stored within the

physical drives 21 through 25. At the CPU 28, reference is made to a look-
up table stored within memory 29 which, as previously stated, identifies
physical data blocks held by the redundant disc array. Thus, the CPU is
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required to generate the sector instructions relevant for the physical drives 21
through 25, which are issued to respective ones of said drives via respective

interface circuits 27.'

Once a user has requested use of a logical drive, the server identifies
the space available to the user at step 44, in response to which the user may

identify particular files to be written to or read from the logical drive.

At step 46 it is determined whether the user wishes to write data to or
read data from a logical drive. If data is being written to the drive, an
enquiry”is made at step 47 as to whether space is available on the last block
to be ﬁnen to. If space is available, data is written to the next identified
block at step 48. Alternatively, if sufficient space is not available on the last
block, a new block is selected at step 49 and data is written to this block at
step 50.

If a read operation is identified at step 46, the physical blocks to be
read are identified at step 51, the data is read at step 52 and supplied to the
requesting user in a suitable form. Thereafter, the process may be repeated

and further identifications may be made at step 41.

. A schematic representation of the system is illustrated in Figure 4. At
a workstation, a user is presented with a user interface, capable of providing
an environment for allowing existing logical drives to be selected and

providing the capacity for new drives to be defined.

The user interface 61 is in turn supported by a local operating system

" 62. Thus, an operator makes a file selection via user interface 61 and it is
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then necessary for the local operating system 62 to generate commands which

may be interpreted by the physical storage system.

As far as the local operating system 62 is concerned, the system is
making access to conventional SCSI disc drives. Thus, the local operating
system 62 communicates with a network interface, illustrated as 63 and

physically consisting of interface 19 shown in Figure 1. The network

interface 63 receives standard SCSI commands from the local operating

system 62 and in turn generates modulated data for transmission over the
serial link, shown as 64, connecting the network interface 63 to a server
interface 64. A physical representation of server interface 64 is identified in

Figure 2 as 26.

The transmission of data between the local operating system 62 and the
network interface 63 conforms to establish SCSI protocols. However, the
corhmunication between network interface 63 and server interface 64 is
internally defined by the system and is designed, in a preferred embodiment,
to provide maximum data transfer rates over substantial léngths of cable, such
as coaxial cable. Furthermore, the connection between the network interface

63 and the server interface 65 is bi-directional.

The network interface 63 is primarily concerned with driving signals
generated by the local operating system 62 so that they may be transmitted
over the serial communication link 64. However, the sector indications
generated by the local operating system 62 are conveyed to the server
interface 65 and it is the server operating system 66 which is required to
convert SCSI sector selections into addresses for physical blocks located on

the array of physical drives.
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Thus, the server operating system 66 supplies addressing signals to the

physical discs, identified as 67 whereafter data transfer is effected.

‘The server operating system 66 converts SCSI sector definitions into

addressable physical data blocks by means of a look-up table, identified as 68.

- A look-up table is defined for each logical drive and when a logical drive is

selected by an operator its associated look-up table is loaded to an operating
area of memory 29 within the server 20. Thus, within the operating system
66, a logical drive is identified, resulting in a table 68 being loaded.
Thereafter, SCSI sector selections are supplied as inputs to said table, which
then results in addresses for .physical data blocks being generated as outputs.
Thus, as illustrated in Figure 4, the table 68 effectively points to addressable
data blocks 69 in the array of physical data storing discs 21 through 25.
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CLAIMS

1. A method of storing data wherein a plurality of user terminals
access a large stofage volume, comprising steps of

emulating the presence of a logical disc drive having a predetermined
capacity; .

dividing said storage volume into a plurality of storage regions,
wherein each of said regions is smaller than the size of an emulated logical
disc drive; and

mapping said physical regions of data to an emulated drive
dynamically as additional storagé is required, up to said predetermined

capacity.

2. A method according to claim 1, wherein a j)lurality of logical

drives are accessible to a user.

3. A method according to claim 2; wherein a look-up table is
associated with each accessible logical drive and a particular look-up table is

loaded when its associated lcg_ical drive is selected.

4. A method according to any of claims 1 to 3, wherein the logical
drives appear to a user system in a form compatible with a local physical disc

drive.

5. A method according to claim 4, wherein said logical drive is

connected via a small computer serial interface (SCSI).

6. A method according to any of claims 1 to 5, wherein the size

of said regions is variable and pre-set for a particular application.
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7. Apparatus for storing data, having a plurality of user terminals
and means for each of said terminals to be given access to said stored data,
comprising » ‘

means for emulating the presence of a logical disc drive having a
predetermined capacity; |

means for dividing a storage volume into a plurality of storage regions,
wherein each of said regions is smaller than the size of an emulated logical
disc drive; and *

mapping means for mapping said physical regions of data to an
emulated drive dynamically as additional storage is required, up to said

predetermined capacity.

8. Apparatus according to claim 7, including means for defining

a plurality of logical drives, each accessible to a user.

9. Apparatus according to claim 8, including means for defining
a look-up table associated with each of said logical drives and means for

loading a particular look-up table when its associated logical drive is selected.

10.  Apparatus according to any of claims 7 to 9, including means
for presenting a logical drive to a system user in a form compatible with a

local physical disc drive.

11.  Apparatus according to claim 10, wherein said logical disc drive

is connectable via a small computer serial interface (SCSI).

12.  Apparatus according to any of claims 7 to 11, including means

for pre-setting the size of said regions for a particular application.
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13.  Apparatus according to any of claims 7 to 11, wherein the size
of said regions is variable in response to operator requests and said means for
emulating the presence of the logical drive is arranged to supply data to a

user terminal identifying the size of a logical drive being emulated.

14. A method of storing data substantially as herein described with

reference to the accompanying Figures.

15.  Apparatus for storing data substantially as herein described with

reference to the accompanying Figures.
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STORING DATA

The present invention relates to storing data. In particular, the present
invention relates to large storage volumes controlled so as to emulate the

presence of a plurality of logical drives.

Systems are known in which a large storage volume emulates the
presence of a plurality of smaller volumes, which in tumn may assist a user by
facilitating logical arrangement of data, such that data of a first type may be
kept separate from data of a second type. As far as an operating‘ system is
concerned, it has access to a plurality of drives as an alternative to having
access to only one drive. Most operating systems are capable of controlling

a plurality of logical drives in this way; within limits.

In more sophisticated environments, it is possible for a plurality of
users to be given access to a shared volume divided into a plurality of logical
drives. The division of the volume into a plurality of logical drives facilitates
the interchange of information between users. Thus, a first user may log onto
a logical drive, manipulate data contained within that drive and then log off,
so as to allow another user to be given access to the logical drive. Such a
procedure is particularly attractive when large data files are being handled,
such as data files representing full colour graphic images, where the transfer
of data, even over relatively fast neWorb, may take a considerable amount

of time.

In addition, a large shared volume may be constructed first to provide

relatively fast access times, along with levels of redundancy, such that a
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single destructive event would not result in the whole data being lost, with

recovery procedures being included as part of the overall structure.

Increasingly, computer workstations are being provided with localised
processing capabilities having recognised and well supported operating
systems. Examples are Apple Macintosh computers, IBM personal computers
and Unix workstations etc. All of these systems have recognised protocols
for the transfer of data. Thus, given the abundance of well supported
operating systems, it is preferable to take full advantage: of these operating

systems so as to minimise the degree of bespoke software which needs to be

. generated and subsequently supported. System designs are restricted if full

adherence to existing standards must be maintained, however, in some
environments, an established system of operation may already be functional
and the extent to which this system may be modified by the addition of new
software etc., may be severely restricted. In some éituations, the installation
of a new suite of networking software may invalidate software agreements

relating to primary localised processing.

In an environment in which a large storage volume emulates a plurality
of discs, contention problems occur and the control processor must ensure that
strict housekeeping routines are maintained, such that, for example, a
previously accessed logical drive is properly deactivated when a particular
user has finished with it, so that said drive may be accessed by other users
and the overall integrity of this system is maintained. However, the degree

to which network software requires to be embedded within workstation

“software should be minimised and it is undesirable for the network to place

additional constraints on the workstations so as to assist the network’s

processing devices with their housekeeping tasks.
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According to a first aspect of the present invention, there is provided
a method of storing data, wherein a large storage volume emulates a plurality
of logical drives; said logical drives emulate removable disc drives; and the
closing of access to a previously accessed logical drive generates a disc

dismount command.

Thus, an advantage of the present invention is that the logical drives '
emulated by the large storage volume are presented to users in the form of
removable disc drives, although in preferred practical realisations, they would
actually be embodied within an environment of large fixed drives, 50 as to
optimise data capacity and disc access speed. However, operating systems for
the individual workstations are fully conversant with the requirements of
removable disc drives and, as required by the present invention, they will
issue commands to said drives, informing the drive that access is no longer

required.

In this way, it is possible to ensure that all necessary housekeeping
procedures are effected when control over a logical disc drive is relinquished,
either as part of normal operations or due to a software or hardware fault.
Thus, for example, it is possible to ensure that directory information, cached
in memory, is written back to disc, thereby updating the disc’s directory,
before releasing access to the logical drive.  Thus, by emulating removable
drives of this type, workstation software will automatically provide the
necessary levels of housekeeping in order to ensure that access to a logical

drive is released when no longer required by a particular operator.

The local workstation will interface with a logical drive over standard
interfaces, provided for accessing removable disc drives. The workstation

software will generate a disc dismount command and as far as the said
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software is concerned, a dismount of the removable disc will be effecfed,
thereby releasing the tie between the local workstation and that particular
logical disc drive. However, within the network, this command will be
interpreted to the effect that the processor no lbnger requires access to the
logical drive, thereby allowing housekeeping procedures to be iaerformed by

the network processor.

Preferably, the logical drives emulate removable SCSI drives which
may be capable of storing between 200 MBytes and 900 MBytes of data.
According to a second aspect of the present invention there is provided
appératus, including a large storage volume; a control device arranged to
control data transfer with said storage volume and to provide user terminal
access to said storage volume by emulating the presence -of a plurality, of
removable disc drives wherein user terminals generate a disc dismount
command when closing access to a previously accessed logical drive; and the
control device responds to said disc dismount command by terminhting

connection to said previously connected logical drive.

In a preferred embodiment, the control device is arranged to read

directory information from an access logical drive and said directory

information stored on the disc is updated in response to a disc dismount

command.

The invention will now be described by way of example only, with

reference to the accompanying figures, in which:

Figure 1 shows a system in which a plurality of workstations have

access to a shared storage volume, including a file server;
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Figure 2 details the file server shown in Figure 1;
Figure 3 details operations performed by the system shown in Figure
1; and '

Figure 4 represents the logical operations effected by the system shown

in Figure 1, including removable disc emulation;

Figure 5 details the removable disc emulation procedures performed by

the file server shown in Figure 1.

A system is shown in Figure 1 in which a plurality of users have
access to a shared storage volume. At each user workstation, the user is
provided with a processor 15, a visual display unit 16, a keyboard, mouse or

similar interface device 17 and a local disc drive 18.

Each processor 15 includes conventional software 50 as to implement
an operating system, allowing data transfer between the processor 15 and the
disc drive 18. In addition, the operating system also facilitates data transfer
between the processors 15 and a shared file server 20. In this preferred
embodiment, the file server 20 is connected to five physical hard disc drives
21, 22, 23, 24 and 25, which in combination provide a total of thirty-six
GBytes of storage with an access speed of typically 10 MBytes per second.

Disc drives 21 to 25 are configured as a redundant array, in which
actual data is stored on four of the drives, with parity data stored on the fifth.
In this way, any one of the physical drives 21 to 25 may be removed from
the system, possibly due to operational failure (head crash etc.) whereafter

said data may be re-constituted from the data available from the other four.

Oracle-Huawei-NetApp Ex. 1002, pg. 331



10

15

20

25

6

Thus, data integrity and reliability are assured without the need for
implementing regular back-up procedures. The use of a plurality of disc
drives in this way is known in the art as a redundant array of inexpensive
discs. In the preferred embodiment this is implemented in accordance with

the RAID 5 recommendation.

Data is written to the drives in the form of identifiable blocks or
regions of a predetermined length. The size of these blocks is determined
from a trade-off between disc space optimisation and disc fragmentation. The
system is primarily designed for storing large full colour graphics files and
blocks have a size of, typically, between two MBytes and thirty-two MBytes,
although block size may be configurable so as to suit particular applications.
In operation, users issue commands under software control which result in
logical drives being made available by the server 20. Communication
between users and the server 20 is implemented using established protocols.
In the preferred embodiment, the standard small computer systems interface
(SCSI) is implemented and suitable interface cards are mounted in association
with processor 15 and server 20. Thus, once a logical drive has been
established by the server 20, this drive may be accessed by the user who
perceives the drive as a conventional SCSI drive, accessed via conventional

protocols within the local operating system.

The server 20 is arranged to provide access to a total of sixteen user
workstations and a further sixteen workstations may be given access by
connecting a similar server in tandem with the first. The server is detailed
in Figure 2 and, internally, a thirty-two bit parallel bus 25 provides
communication between the user interface circuits 26 and disc drive interfaces

27. The server is controlled in response to commands issued by the central
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processing unit 28 which in tum receives programmed instructions from an

internal memory device 29.

As previously stated, the server 20 is connected to each processor of
a user workstation via a SCSI interface. The range of such interfaces is
limited and in alternative embodiments it may be necessary to provide
alternative connections, possibly via coaxial cables, so as to increase the
distance between the server and the workstations. It is therefore envisaged
that systems will be designed specifically for particular apphcatlons so as to

optimise connections between workstations and the server. Thus, in some

_environments, a large number of workstations may be provided relatively

close to the server 20, in which case conventional SCSI interfaces may be
employed whereas, in alternative arrangements, workstations may be
distributed quite widely throughout a building, requiring more robust
connections between the processors and the server 20. It is envisaged that
connections of this type should allow the workstations to be displaced from
the server by distances in excess of 100 metres, having characteristics similar

to high speed ethernet links.

Typical operatlon of the system shown in Figure 1 is detailed in Figure
3. As far as the operating system executable by each user workstation is
concerned, the workstation effectively has access to a large number of
removable disc drives, although these are actually emulated by the server 20.
In some situations, standard operating system software interfaces may be
implemented within the user workstations so as to allow users to gain access
to these logical drives. However, as the number of logical drives increases,
it may be necessary to improve the environment provided for users, so that
they are aware of the presence of the disc drives and are provided with an

interface which facilitates access to them. However, these user interfaces
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would be overlaid over the operating system so that computer generated
commands would result in instructions being generated at the operating

system level.

Referring to Figure 3, a user identifies a logical disc drive to which
access is required and identifies this logical disc drive at step 31. In response
to the local request made at step 31, the local operating system implements
measures to effect a request to access the logical disc drive, using
conventional protocols. In particular, the processor 15 issues commands over

the SCSI interface connected to the server 20.

In response to the request made at step 32, the server 20 will determine
whether the logical disc drive is available and if the drive is available, it will
grant access to the requesting workstation. As part of the SCSI protocol, the
server will return data back to the requesting workstation, identifying the size
of the logical drive and the drive type. Data relating to the drive type is very
relevant to the present invention. In particular, data is returned back to the
requesting workstation identifying the drive type as a removable drive having,
in tﬁe preferred embodiment, a total of 600 MBytes of available capacity.

Thus, it should be appreciated, that the emulated drives differ
significantly from the actual physical drives in two respects. Firstly, the
emulated drives are signiﬁcantly smaller than the actual physical drives on
which they are being emulated, primarily to ensure that a large number of
such drives may be supported by the system. Secondly, the physical drives
are actually fixed drives and remain permanently in place. Thus, when the
server writes data to a particular physical location, the server is assured that
this physical location will remain in place and will not be exchanged for some

other data storage medium. However, in the emulated environment, the
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requesting processors are informed that the drives to which they are writing
should be treated removable drives, effectively warning the processor that
these drives may be replaced and that a subsequent data transfer operation to
that particular drive would not necessarily result in the same information

being available on the storage medium.

In the system itself, the emulated drives are not physically replaced by
other recording media and it is not actually necessary for a physical
dismounting operation to be performed when data access has been completed.
However, by informing the remote processors that they are dealing with
removable disc drives, the resulting dismount or unload command issued by
the operating systems of the remote processors will ensure that the server 20
has been instructed to the effect that the remote processors have completed
their data transfer operations, thereby ensuring that the processor 20 receives
sufficient information for it to complete its housekeeping tasks, thereby
allowing other workstations to be given access to emulated drives once they

have been released from a data transfer operation.

Thus, to summarise, when the server 20 grants access to an emulated
logical disc drive, it informs the requesting processor that it has been given

access to a removable disc drive having a total capacity of 600 MBytes.

Conventionally, data is written to disc drives as identifiable blocks. In
order to optimise available storage space, these blocks would normally reside
on physical drives as contiguous regions of storage, effectively reducing
fragmentation. However, it is not essential for the data to be perceived as
residing in contiguous regions. In the present embodiment, the workstation
processors may write data to the logical disc drives as they feel fit. Thus a

logical disc drive may be perceived as being fragmented.
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Thus, at step 34 data transfer takes place and the workstation’s local

operating software may read and write to the logical drives as if they were
local removable disc drives. However, given the nature of the RAID 5 drives
21 to 25, the rate of data transfer is substantially higher and only restricted
by the capabilities of the interface circuits employed. Thus, as far as the
workstation processor is concerned, along with its operating software, it is
interfacing with a standard removable disc drive. However, as far as the
actual operator is concerned, the rate of data transfer is significantly higher
and, due to the parallel nature of the array, said transfer rate significantly
exceeds that available from fast local hard drives. Thus, the operator is
provided with the advantage of fast data access while at the same time
allowing data to be shared between a plurality of users as if the data were
contained on removable exchangeable drives. Furthermore, the physical
removing and exchange of drives is not necessary and only occurs at a logical

level.

After data transfer has been completed, a user will normally take
measures to terminate access to the logical drive. Thus, at step 35, a user
may request access to another drive or implement alternative local processing
operations. In either event, the workstation operating system issues a
dismount command to the server 20 at step 36. This dismount command is
required when the operating system has been given access to real
dismountable drives which, as previously stated, is acted upon by the server ‘

20 so as to complete the housekeeping procedures.

At step 37 the server 20 acts upon the dismount command by releasing
the logical drive such that it may be accessed by other workstations.

Thereafter, at step 38, the server waits for the next user command.
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The releasing of a logical drive will include updating the directory for
that dri\"e. In order to improve disc access speed, disc directories are cached
in memory and directory updates are made locally while the processor has
access to the disc. Upon receiving the dismount command, the updated
directory information from the cache memory will be rewritten back to the
directory on the disc, thereby maintaining the integrity of the directory data
stored on the disk.

The system operating the software will be aware of the way in which
removable disc directories are handled and the system will include measures
for accommodating power failﬁres and program errors etc. Thus, measures
can be taken to effect a disc reset, upon detecting that a particular partition
has become unavailable or disconnected, whereafter, when access has been
regained in that particu]aridrive, information will be read to the effect that no
assumptions may be made about the data contained on the disc and it would

be necessary to re-assess that data.

_ Although the system emulates logical drives having, for example, 600
MBytes of available storage, physical space on the RAID 5 drives 21 to 25
is actually allocated dynamically in regions as storage space for the storage _
of actual data is required. Thus, although users appear to be given access to
logical drives having a total of 600 MBytes, space on the actual RAID 5
drives is not divided into 600 MByte partitions. Drives 21 to 25 are divided
into blocks of between two and thirty-two MBytes and blocks are allocated

dynamically as and when they are required.

The actual size of blocks on the RAID 5 drives may be variable,
although it will be assumed herein that, for a particular application, two
MByte blocks will be identified. As data is written to a logical drive, via the
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server 20, the data will physically occupy an identifiable two MByte block.
As the volume of data increases beyond two MBytes, the server 20 will
identify a new two MByte data block and data originating from the user will
then be directed to this new block. Thus, if a user has created a total of five
MBytes, the server is required to maintain a list of where these five MBytes
actually reside on the drives, in terms of three two MByte blocks. However,
as far as the user is concerned, five MBytes of data have been written to on

a removable drive having a total of 600 MBytes of available capacity.

At a workstation, a user is presented with the user interface capable of
providing an environment for allowing existing logical drives to be selected
and for new logical drives to be defined. The user interface 6! is in turn
supported by a local operating system 62, which is responsible for generating

commands which are in turn interpreted by the interface.

As far as the local operating system 62 is concerned, access is being
made to a conventional SCSI disc drive and communication is effected over
a conventional SCSI interface 63, resident at the workslation, to a server
SCSI interface 65. This communication conforms to establish SCSI
protocols, thereby substantially reducing the need for embedding' bespoke

software within the locai workstation environments.

A server operating system 66 converts SCSI sector definitions into
addressable physical data blocks by means of a look-up table, identified by
reference 68. A look-up table is defined for each logical drive and when a
logical drive is selected by an operator, its associated look-up table is loaded
to an operating area of memory 28 within the server 20. Thus, within the
server operating system 66, a logical drive is identified, resulting in a table

68 being loaded. Thereafter, SCSI sector selections are supplied as inputs to
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the table, which then results in addresses for physical data blocks being
generated as outputs. Thus, as illustrated in Figure 4, the table 68 effectively
points to addressable data blocks 69 in the array of physical data storing discs
21 to 25.

The server operating system 66 allows the SCSI environment of the
user terminal to interface with the emulated environment of the server. Thus,
it is necessary for the server operating system to emulate an SCSI disc drive

and procedures for performing this emulation are detailed in Figure 5.

The procedures shown in Figure 5 are executed within a multi-tasking
environment, such that similar procedures may be performed for each of the
user terminals. The procedures shown in Figure 5 therefore represent

instructions executed on behalf of a particular workstation.

At step 71 the system waits for a workstation command and upon
receiving such a command a question is asked at step 72 as to whether this
is a "mount” command. A "mount” command instructs the server to mount
a selected removable drive and data transfers via the server 20 can only be
performed if the server has received such an instruction. Thus, if the question
asked at step 72 is answered in the negative, control is directed to step 73,
whereupon procedures are performed to emulate an empty drive. Thus, this
would include the generation of error messages to the effect that the drive is

not réady etc.

If an instruction to mount a drive is generated by the workstation, the
question asked at step 72 is answered in the affirmative, resulting in control
being directed to step 74. At step 74 a question is asked as to whether the

drive is free and if another user workstation has been given access to that
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particular drive, the question asked at step 74 will be answered in the
negative, resulting in a reply being generated at step 75 to the effect that the
drive is not ready. Thereafter, control is returned to step 71. However, if the
drive is free the question asked at step 74 is answered in the affirmative,

resulting in control being directed to step 76.

At step 76 a partition is identified representing the regions within

‘which data for the emulated drive may be read from or written to.

Thereafter, control is directed to step 77, whereupon a reply is returned back
to the requesting workstation to the effect that the disk has been mounted and
control is directed to step 78.

At step 78 the server waits for further commands from the user
workstation and in response to receiving such a command, a question is asked
at step 79 as to whether this is a dismount command. If the command is not
a dismount command further emulation of a removable disc is performed at

step 81 and control is returned to step 78.

Upon detecting a dismourit command at step 79, control is directed to
step 81, whereupon the parﬁtion is de-allocated and a reply is issued to the
user workstation at step 82 to the effect that the disc has been dismounted.
Thereafter control is returned to step 71, whereupon the server waits for the

next workstation command.
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CLAIMS

1. A method of storing data, wherein a large storage volume
emulates a plurality of logical drives; said logical drives emulate removable
disc drives; and the closing of access to a previously accessed logical drive

generates a disc dismount command.

2. A method according to claim 1, wherein the logical drives

" emulate removable SCSI drives.

3. A method according to claim 2, wherein each of said logical

drives provides between 200 MBytes and 900 MBytes of data storage.

4, A method according to any of claims 1 to 3, wherein data is

written to the physical storage volume in identifiable blocks.

5. A method according to claim 4, wherein each of said blocks

provides between one MByte and sixty-four MBytes of storage.

6. A method according to claim 4 or claim 5, wherein a mapping

table maps sectors of an emulated disc onto blocks of the physical volume.

7. A method according to claim 4 or claim 5, wherein blocks are

allocated dynamically as storage is required.

8. A method according to any of claims 1 to 7, wherein the storage

volume is implemented as an array of disc storage devices.
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9. A method according to claim 8, wherein the array has redundant

discs.

10. A method according to claim 8 or claim 9, wherein the array

has between four and twelve discs.

11. A method according to any of claims 1 to 10, wherein directory
information stored on an accessed disc is updated in response to a disc

dismount command.

12. A method according to any of claims 1 to 10, wherein directory
information stored on an accessed disc is updated on detecting that a user
terminal has been disconnected and can no longer access a previously

accessed logical drive.

13.  Data storage apparatus, including a large storage volume;

a control device arranged to control data transfer with said storage
volume and to provide user terminal access to said storage volume by
emulating the presence of a plurality of rémovable disc drives, wherein

user terminals generate a disc dismount command when closing access
to a previously accessed logical drive; and

the control device responds to said disc dismount command by

terminating connection to said previously connected logical drive.

14.  Apparatus according to claim 13, wherein the logical drives

emulate removable SCSI drives.

15.  Apparatus according to claim 14, wherein each of said logical
drives provides between 200 MBytes and 900 MBytes of data storage.

Oracle-Huawei-NetApp Ex. 1002, pg. 342



10

15

20

17
16. Apparatus according to any of claims 13 to 15, wherein the
control device is arranged to write data to the physical storage volume in the

form of identifiable blocks.

17. Apparatus according to claim 16, wherein each of blocks
provides between 1 MByte and 64 Bytes of storage.

18. Apparatus according to claim 16 or claim 17, wherein the
control device is arranged to access mapping tables, mapping sectors of an

emulated disc onto blocks of the physical volume.

19. Apparatus according to any of claims 16 to 18, wherein the -
control device is arranged to dynamically allocate blocks as storage is

required.

20. Apparatus according to any of claims 13 to 19, where the

storage volume is implemented as an array of disc storage devices.

21.  Apparatus according to claim 20, wherein the array includes

redundant discs.

22.  Apparatus according to claim 20 or claim 21, wherein the aray

has between four and 12 discs. -

23.  Apparatus according to any of claims 13 to 22, wherein the
control device is arranged to read directory information from an accessed
logical drive, and the directory information stored on the disc is updated in

response to a disc dismount command.
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24.  Apparatus according to any of claims 13 to 22, wherein the
control device is arranged to read directory information from an accessed
logical drive and directory information stored on a logical disc drive is
updated by the control device in response to detecting that a user terminal has
been disconnected and can no longer access a previously accessed logical

drive.

25. A method of storing data substantially as herein described with

reference to the accompanying drawings.

. 26. A data storage apparatus substantially as herein described with

reference to the accompanying drawings.
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(57)  The apparatus enables access authorization to
be assigned solely to specific host devices. A control
device (106) comprises: an address registration unit
(104), in which the host address of each host device has
been registered for authorizing access, a command
interpretation and execution unit (102) which on receipt
of a command from & host device via a host device inter-
face outputs the host address of the host device based
on the command, and an address verification unit (103)
for verifying the host address output from a command

Disk apparatus

interpretation and execution unit (102) against the host
address registered in the address registration unit
(104), as well as determining whether or not the partic-
ular host device has access authorization. The com-
mand interpretation and execution wunit (102)
incorporates an authorization pending function, so that
on receipt of a command from a host device, the com-
mand is interpreted and executed only after access is
authorized by the address verification unit (103).
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Description
BACKGROUND OF THE INVENTION
Field of the Invention

The present invention relates to a disk apparatus,
and in particular to a disk apparatus which can be
accessed by a plurality of host devices.

Description of the Related Art

With conventional disk apparatus, each host con-
trols the disk or disk array directly, and disk security is
controlled by the host device to which the disk is con-
nected. File sharing with this type of file server client
system is disclosed for example in Japanese Patent
Application, First Publication No. Hei-4-568349.

A block diagram showing the configuration of a con-
ventional disk apparatus is shown in Figure 6. A con-
ventional disk apparatus 201 comprises a command
interpretation and execution unit 202 which interprets
commands from a host device as well as executing
those commands, and a data storage unit 203 in which
data is stored. The command interpretation and execu-
tion unit 202, in the case of a read command for exam-
ple, interprets the command, and recognizing the
command as a read command directs the data storage
unit 203 to read. The data storage unit 203 reads the
stored data based on the read directions from the com-
mand interpretation and execution unit 202, and then
transfers the data to the host device. :

Common ways of connecting the host device and
the disk apparatus include a SCSI (Small Computer
System Interface) and Fibre Channel. Consequently,
the command interpretation and execution unit 202
interprets commands from the SCSI or Fibre Channel
and then outputs commands such as read and/or write,
to the disk data storage unit 203.

With this type of conventional disk apparatus, usu-
ally a single host device is connected to the disk appa-
ratus. Furthermore, even in those cases where a
plurality of host devices are connected to a common
disk interface, with current technology it is possible for
any of the host devices to access the disk.

With advances in technology relating to the inter-
face between the host device and the disk apparatus
however, it has become feasible to connect a plurality of
host devices. Using Fibre Channel, it is possible for
example to use loops (FC-AL) to connect together more
than 100 devices including both host devices and disk
apparatus. Moreover, if switching fabric is employed the
number of devices which can be connected together
increases even further. Utilizing the high speed of inter-
faces, it is also possible to connect a plurality of host
devices and disk apparatus to a single interface. With
conventional disk apparatus, a problem arises that in
the case where a single disk is able to be accessed by
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a plurality of hosts devices, access authorization can
not be restricted to specific host devices.

Furthermore, with the move to large volume disk
apparatus, it is possible to consider partitioning a single
disk and then having each host use a different partition,
but with conventional disk apparatus it has not been
possible, while using a single interface, to identify a host
device and then have each host device use a different
partition.

SUMMARY OF THE INVENTION

It is an object of the present invention to improve
the deficiencies inherent in the conventional devices
discussed above, and in particular to provide a disk
apparatus in which each host device can be treated dif-
ferently, so that for example access authorization can be
assigned solely to specific host devices, or furthermore,
each host device can gain access to a different partition
while using the same interface.

A first apparatus according to the present invention
comprises: a host device interface for sending and
receiving data to and from a plurality of host devices, a
data storage device for storing data to be sent to a host
device, and a control device for controlling the writing of
data to, and the reading of data from, the data storage
device.

The control device comprises an address registra-
fion unit, in which the host address of each host device
has been registered in advance, for the purpose of
authorizing access, a command interpretation and exe-
cution unit which on receipt of a command from a host
device via the host device interface outputs the host
address of the host device based on the command, and
an address verification unit for verifying the host
address output from the command interpretation and
execution unit against the host address registered in the
address registration unit, and for determining whether
or not the particular host device has access authoriza-
tion. The command interpretation and execution unit is
configured to include an authorization pending function,
so that on receipt of a command from a host device, the
command is interpreted and executed only after access
is authorized by the address verification unit.

With this first apparatus, the host address is
extracted from the command sent from a host device
and verified against those host addresses registered in
the address registration unit for the purpose of deter-
mining access authorization. As a result, if access is
authorized, the disk apparatus accepts the command
which has been sent and disk read/write functions are
performed. In this way, only authorized host devices
gain access to the data storage unit.

As a second apparatus according to the present
invention a construction is adopted where, in addition to
the items which characterize the first apparatus, a host
information storage unit in which information about the
hosts such as host names and passwords is stored, is
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incorporated into the address registration unit, and a
host check unit which, on receipt of host information
from a host, determines whether or not that particular
host has access authorization based on the host infor-
mation received from the host and the host information
stored in the host information storage unit, is incorpo-
rated into the command interpretation and execution
unit, and this host check unit incorporates an address
registration function which registers the access authori-
zation based on the host information, and the host
address determined for the host device, in the address
registration unit.

With this second apparatus, when a host device
logs in to the disk apparatus seeking authorization to
use the disk, the address is registered in the address
registration unit, and subsequently, the host address is
extracted from any commands sent from the host device
and verified against the host address registered in the
address registration unit, and in those cases where
access is authorized the command interpretation and
execution unit transmits the command from the host
device to the data storage unit and executes the com-
mand. In this way, any alterations in host address can
be easily accommodated.

With a third apparatus, a construction is adopted
where in addition to the items which characterize the
second apparatus, the host check unit incorporates a
startup setting function which requests host information
from a plurality of host devices when the contro! device
is activated.

With this third apparatus, host information relating
to access authorization is not stored internally before-
hand, but rather is sent from the host devices which
control the disk at the point of disk startup. Conse-
quently, the amount of non volatile memory set aside for
data storage can be reduced.

As a fourth apparatus according to the present
invention a construction is adopted where, in addition to
the items which characterize the first apparatus, the
contro! device comprises: an offset information genera-
tion unit, which on the basis of a host address output
from the command interpretation and execution unit
generates offset information for the disk partition for that
particular host device, and an actual partition address
generation unit which on the basis of the address for
reading and writing to the disk apparatus, and the offset
information, generates an actual disk partition address
and then outputs that actual partition address to the
command interpretation and execution unit.

With this fourth apparatus, the disk capacity is par-
titioned amongst the various host devices, and the vari-
ous host addresses and the offset information for each
partition are coordinated beforehand. When a com-
mand is received from a host device, the command
interpretation and execution unit extracts the host
address from the command and sends it to the offset
information generation unit. The offset information gen-
eration unit then uses a correlation chart of host devices
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and offset information which has been stored in
advance, and generates offset information which corre-
sponds to the particular host device and sends this
information to the actual partition address generation
unit. The actual partition address generation unit com-
bines the theoretical disk address included in the com-
mand from the host device and the offset information,
and generates an actual disk partition address. In this
way, the disk partition corresponding to the host device
from which the command was sent is accessed.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a block diagram showing the configura-
tion of a first embodiment of the present invention;
Figure 2 is an explanatory diagram displaying a
phase transition state of a SCSI bus;

Figure 3 is a block diagram showing an example
configuration of hardware resources of a disk appa-
ratus according to the first embodiment shown in
Figure 1;

Figure 4 is a block diagram showing the configura-
tion of a second embodiment of the present inven-
tion;

Figure 5 is a block diagram showing the configura-
tion of a third embodiment of the present invention;
and '

Figure 6 is a block diagram showing a configuration
based on current technology.

DESCRIPTION OF THE PREFERRED EMBODI-
MENTS

Next is a description of the preferred embodiments
of the present invention, with reference to the drawings.

First embodiment

A block diagram showing the configuration of a disk
apparatus according to a first embodiment of the
present invention is shown in Figure 1. As is shown in
Figure 1, a disk apparatus 101 comprises a host device
interface 112 for sending and receiving data to and from
a plurality of host devices, a data storage device (data
storage unit) 105 for storing data to be sent to a host
device, and a contro! device 106 for controlling the writ-
ing of data to, and the reading of data from, the data
storage device 105.

The control device 106 comprises: an address reg-
istration unit 104, in which the host address of each host
device has been registered for authorizing access, a
command interpretation and execution unit 102 which
on receipt of a command from a host device via the host
device interface outputs the host address of the host
device based on the command, and an address verifica-
tion unit 103 for verifying the host address output from
the command interpretation and execution unit 102
against the host address registered in the address reg-
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istration unit 104, and for determining whether or not the
particular host device has access authorization.

The command interpretation and execution unit 102
incorporates an authorization pending function, so that
on receipt of a command from a host device, the com-
mand is interpreted and executed only after access is
authorized by the address verification unit 103.

The command interpretation and execution unit 102
first receives a command from a host device, extracts
the host address from the command and outputs it to
the address verification unit 103. The address verifica-
tion unit 103 reads the host addresses stored in the
address registration unit 104 for the purpose of deter-
mining access authorization and verifies the host
address sent from the command interpretation and exe-
cution unit 102. The access authorization information
generated as a result of this verification process is then
relayed back to the command interpretation and execu-
tion unit 102 by the address verification unit 103.

In those cases where access is authorized, the
command interpretation and execution unit 102 sends
the command received from the host device to the data
storage unit 105, and the disk apparatus command,
such as a data read/write command, is carried out in the
same manner as for conventional disks.

The technique for determining access authorization
could for example involve the registration of the host
addresses of those host devices for which access is
authorized in the address registration unit 104 and com-
parison of these address with the host address
extracted from each command, with authorization being
given in the case of a matching address. Alternatively,
the host addresses of those host devices for which
access is not authorized could be registered in the
address registration unit 104, and authorization given if
the host address extracted from the command did not
match any of the registered addresses.

With the above example it was assumed that the
host address was imbedded in the command, but in
practice, the host address can sometimes be identified
in exchanges prior to, or after the command. An exam-
ple is presented in way of an explanation below.

For example in the case of a SCSI, the bus phase
can be roughly divided up as shown in Figure 2. With a
SCSI generally the host device interface is the initiator
and the disk apparatus interface the target. When send-
ing a command to the disk apparatus, the host device
interface, the initiator, secures the bus in the arbitration
phase, selects the disk apparatus in the selection
phase, and then enters the information transfer phase
for sending the command or data.

Within this series of phases, the initiator outputs its
own ID and the ID of the target it is aiming to select in
the selection phase. The specified disk apparatus,
namely the target, on confirming it has been selected
corresponds by switching the bus BSY signal to "true”.
At this point, the targst samples the data bus and iden-
tifies the ID of the initiator.
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In this way, the disk apparatus is able to ascertain
the SCSI ID, namely the host address, of the other
device. Further details are given in "Open design No. 1"
(Published by CQ, 1994), pages 4 to 19.

In the case of a Fibre Channel, because communi-
cation is serial, the host address is recorded within the
frame and so once again the disk apparatus is able to
ascertain the host address of the other device.

Furthermore nowadays, in addition to those men-
tioned above, there are other protocols (such as IP
(Internet Protocol)) which although not widely used as
disk interfaces, do include a host address which
becomes the transmission source.

An example configuration of the above embodiment
which uses a general purpose CPU (central processing
unit) is shown in Figure 3. A disk apparatus 101 com-
prises a CPU 106 which performs the centralized func-
tion of controlling reading and writing. The CPU 106 is
connected to various circuit devices via a bus 107. Of
these devices, a ROM (read only memory) 108 is mem-
ory solely for reading, and stores various programs and
fixed data.

A RAM (random access memory) 109 is memory
which is used, as required, for temporarily storing data
during execution of a program.

A non volatile memory 110 is memory which can be
written to by the CPU, and the content of which is saved
when the power is turned off. A disk interface 111 is an
interface for exchanging data and commands between
the CPU and a data storage unit 105 which will be either
a disk or some other storage medium.

A host device interface 112 is an interface for
exchanging commands and data from a host device
with the disk apparatus 101. In the case of a disk array,
a SCS! is used for both the host device interface 112
and for the disk interface 111, but generally it is accept-
able for the host device interface 112 and the disk inter-
face 111 to be of different types.

For example, a Fibre Channel could be used for the
host device interface 112 and a SCS| used for the disk
interface 111. In small apparatus the disk storage
medium itself is used as the data storage unit 105, but
in large apparatus such as disk arrays the disk drive
itself can be used as the data storage unit 105.

Next is a description of the use of the hardware
resources shown in Figure 3 to bring to realization the
function blocks of Figure 1. The command interpretation
and execution unit 102 of Figure 1 is configured using
the CPU 106, the bus 107, the ROM 108, the RAM 109,
the disk interface 111 and the host device interface 112
of Figure 3. Similarly, the address verification unit 103 is
configured using the CPU 106, the bus 107, the ROM
108, and the RAM 109.

The address registration unit 104 can be configured
using the non volatile memory 110. Moreover, a
read/write capable disk drive can be used as the data
storage unit 105. In those instances where a disk drive
with a SCSI interface is used as the data storage unit,
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the commands which can be sent from the command
interpretation and execution unit 102 to the data storage
unit 105 are not limited to just read and write commands
for data, but can also indicate commands in general
retained by the SCSI interface. Furthermore, the disk
drive can comprise any form which allows data storags,
and can therefore be configured from memory with a
power backup function or from non volatile memory.

Next is a description of the operation of a disk appa-
ratus configured as shown in Figure 3. First, host
addresses are stored in advance in the non volatile
memory 110. The stored host addresses can be rewrit-
ten by the CPU 106, but will not be erased when the
power is switched off. Consequently, when power is
supplied to the disk apparatus 101, the host addresses
which have been previously stored are able to be read
out.

The command interpretation and execution unit 102
of Figure 1 receives commands from the host devices at
the host device interface 112 and stores them temporar-
ily in the RAM 109. The CPU 106 uses the programs
stored in the ROM 108 for interpreting a command from
a host device and extracting the host address. The thus
extracted host address is then verified against the host
addresses stored in the non volatile memory 110 by the
CPU 106. In the method where the host addresses for
those devices which are authorized for access are
stored in the non volatile memory 110, access is author-
ized when the host address extracted from the com-
mand from the host device matches one of the host
addresses stored in advance in the non volatile mem-
ory.

In those cases where access is authorized, the
CPU 106 sends a command to the disk interface 111 in
order to execute the command from the host device,
which had been temporarily stored in the RAM 109. The
disk interface 111 executes the command by sending it
to the data storage unit 105. In those cases where infor-
mation needs to be relayed to the host device as a result
of the command being executed, the disk interface
informs the CPU 106 that it has received a result.

On receiving this notification the CPU 106 receives
the result from the disk interface 111, stores it temporar-
ily in the RAM 109, and then transfers the result to the
host device interface. In this way, commands from a
host device are first judged as to whether access is pos-
sible, and then following execution, any result of the exe-
cution is returned to the host device.

With the above example, the host address stored
temporarily in the RAM 109 and the access authoriza-
tion determining host addresses stored in the non vola-
tile memory 110 were compared, but in some cases the
reading of non volatile memory is time consuming, and
so itis possible to imagine a technique where on startup
of the disk apparatus the access authorization deter-
mining host addresses stored in the non volatile mem-
ory 110 are transferred to the RAM 109.

Furthermore as with the invention of the first appa-
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ratus, it is possible to imagine a technique where on
startup of the disk apparatus the access authorization
determining host addresses are transferred from the
host device which controls the disk, and then stored in
the RAM 109. With this technique, the amount of non
volatile memory 110 can be greatly reduced.

Second embodiment

A block diagram showing the configuration of a disk
apparatus according to a second embodiment of the
present invention is shown in Figure 4. This is an
embodiment which allows the setting of the host
address afterwards. This embodiment will be explained
in terms of the login operation from a host device to
obtain authorization for using the disk apparatus, and
the normal access operation.

First, in the login operation, the host information
sent from a host device is used to determine whether
that particular host device should be authorized. A disk
apparatus 113 of this embodiment comprises a com-
mand interpretation and execution unit 114 for interpret-
ing and executing commands from host devices. The
command interpretation and execution unit 114
receives a command from a host device and extracts
the necessary host information required to authorize
usage of the disk apparatus as well as the host address
accompanying that host information, and sends it all to
a host check unit 115.

In the host check unit 115, this information is veri-
fied against access authorization determining host infor-
mation which has been stored in advance in a host
information storage unit 116. Examples of host informa-
tion include the host device name, and a password. In
those cases where the comparison results in a match,
the host address sent from the command interpretation
and execution unit 114 is registered in an address reg-
istration unit 118 as an access authorization determin-
ing address.

Once the host address has been registered in the
address registration unit 118 in this way, the remaining
operation is the same as for the first embodiment. Upon
receiving a command from a host device the command
interpretation and execution unit 114 extracts the host
address from the command. It then sends this address
to an address verification unit 117 and the address ver-
ification unit 117 verifies the address against the access
authorization determining host addresses stored in the
address registration unit 118 and then relays an access
authorized or access denied message back to the com-
mand interpretation and execution unit 114. In the case
where access is authorized, the command interpreta-
tion and execution unit 114 sends a command to the
data storage unit 105 in order to execute the command.

With the second embodiment, the actual circuit
configuration could take the form shown in Figure 3, as
was the case with the first embodiment. The command
interpretation and execution unit 114 of Figure 4 could
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then be configured comprising the CPU 106, the bus
107, the ROM 108, the RAM 109, the disk interface 111,
and the host device interface 112 of Figure 3. Similarly,
the host check unit 115 and the address verification unit
117 can be configured comprising the CPU 106, the bus
107, the ROM 108, and the RAM 109. Furthermore, the
host information unit 116 and the address registration
unit 104 can be configured using the non volatile mem-
ory 110.

Third embodiment

A block diagram showing the configuration of a disk
apparatus according to a third embodiment of the
present invention is shown in Figure 5. A disk apparatus
119 of this embodiment comprises a command interpre-
tation and execution unit 120 for interpreting and exe-
cuting commands from a host device. The command
interpretation and execution unit 120 extracts a host
address from any disk read/write command sent from a
host device and outputs it to an address offset informa-
tion conversion unit 121, and also outputs a disk parti-
tion address extracted from the read/write command to
an actual partition address conversion unit 122.

The technique used by the command interpretation
and execution unit 120 for extracting a host address is
as was outlined for the first embodiment. The host
address output from the command interpretation and
execution unit 120 is input into the address offset infor-
mation conversion unit 121. Offset information which
indicates a disk partition corresponding to each host
device, has been stored in advance in the address off-
set information conversion unit 121, and the host
address input from the command interpretation and
execution unit 120 is converted to this offset informa-
tion. ’

The actual partition address conversion unit 122
combines the disk partition address output from the
command interpretation and execution unit 120 with the
offset information output from the address offset infor-
mation conversion unit 121, and generates an actual
disk partition address which it then outputs to the com-
mand interpretation and execution unit 120. The com-
mand interpretation and execution unit 120 outputs a
read/write command to the data storage unit 105 based
on the actual disk partition address. The data storage
unit 105 executes the command output from the actual
partition address conversion unit 122 by, for example,
reading out data to the host device, or receiving and
storing data from the host device.

The present invention is configured and functions in
the manner outiined above, with the invention of the first
apparatus enabling the provision of a highly secure and
advanced disk apparatus of a type not currently availa-
ble, wherein determination of access authorization for a
host device is based on the host address imbedded in
the command sent from that particular host device, thus
enabling commands to be accepted only from specified
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host devices.

With the invention of the second apparatus, the
information registered in advance in the disk apparatus
by the user is not host addresses, but rather host infor-
mation. Each host address is registered prior to that
host device using the disk apparatus, so that once reg-
istered, subsequent recognition of the host device can
be based on the host address imbedded in normal com-
mands. Therefore procedures can be vastly simplified in
comparison with the technique where host information
is exchanged each time the disk apparatus is accessed.
Furthermore, because the information registered in
advance in the disk apparatus does not include host
addresses, even if the interface configuration or address
is changed there is little effect, allowing high security to
be maintained.

With the invention of the third apparatus, following
disk startup the host addresses relating to access
authorization are received from the host device which
controls the disk apparatus, and stored internally. This
offers the advantage that complicated programming
relating to host address registration does not need to be
provided on the disk.

With the invention of the fourth apparatus, the disk
apparatus is able to identify a host device from the host
address imbedded within the command sent from the
host device. Moreover because a partition offset infor-
mation value is stored for each host device, the disk
apparatus is able to allocate a different disk partition to
each host device. Consequently, a single disk appara-
tus can essentially appear as a different disk to each
host device, enabling the efficient usage of modern
large volume disk apparatus.

Clalms

1. A disk apparatus comprising, a host device inter-
face (112) for sending and receiving data to and
from a plurality of host devices, data storage means
(105) for storing data to be sent to said host
devices, and control means (106) for controlling the
writing of data to, and the reading of data from, said
data storage means (105), characterized in that
said control device (106) comprises: an address
registration unit (104; 118), in which the host
address of each host device has been registered in
advance, for the purpose of authorizing access, a
command interpretation and execution unit (102;
114; 120) which on receipt of 8 command from a
host device via said host device interface (112) out-
puts the host address of said host device based on
said command, and an address verification unit
(103) for verifying the host address output from said
command interpretation and execution unit (102;
114) against the host address registered in said
address registration unit (104; 118), and for deter-
mining whether or not the particular host device has
access authorization, and said command interpre-
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tation and execution unit (102; 114; 120) incorpo-
rates an authorization pending function, so that on
receipt of a command from a host device, the com-
mand is interpreted and executed only after access
is authorized by said address verification unit (103).

A disk apparatus according to claim 1, wherein a
host information storage unit (116) in which infor-
mation about the hosts such as host names and
passwords is stored, is incorporated into said
address registration unit (104; 118), and a host
check unit (115) which, on receipt of host informa-
tion from a host, determines whether or not that
particular host has access authorization based on
the host information received from the host and the
host information stored in said host information
storage unit (116), is incorporated into said com-
mand interpretation and execution unit (102; 114;
120), and said host check unit (115) incorporates
an address registration function which registers the
access authorization based on the host informa-
tion, and the host address determined for the host
device, in said address registration unit (104; 118).

A disk apparatus according to claim 2, wherein said
host check unit (115) incorporates a startup setting
function which requests host information from a plu-
rality of host devices when said control means
(106) is activated.

A disk apparatus according to claim 2, wherein said
control means (106) comprises: an offset informa-
tion generation unit (121), which on the basis of a
host address output from said command interpreta-
tion and execution unit (102; 114; 120) generates
offset information for the disk partition for that par-
ticular host device, and an actual partition address
generation unit (122) which on the basis of the
address for reading and writing to the disk appara-
tus, and the offset information, generates an actual
disk partition address and then outputs that actual
partition address to said command interpretation
and execution unit (102; 114; 120).

A disk apparatus according to claim 1, wherein said
command interpretation and execution unit (102;
114; 120) extracts said host address from said
command received from said host device.
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(57) Abstract

A storage router (56) and storage network (50) provide virtual local storage on remote SCSI storage devices (60, 62, 64) to Fibre
Channel devices. A plurality of Fibre Channel devices, such as workstations (58), are connected to a Fibre Channel transport medium (52),
and a plurality of SCSI storage devices (60, 62, 64) are connected to a SCSI bus transport medium (54). The storage router (56) interfaces
between the Fibre Channel transport medium (52) and the SCSI bus transport medium (54). The storage router (56) maps between the
workstations (58) and the SCSI storage devices (60, 62, 64) and implements access controls for storage space on the SCSI storage devices
(60, 62, 64). The storage router (56) then allows access from the workstations (58) to the SCSI storage devices (60, 62, 64) using native
low level, block protocol in accordance with the mapping and the access controls.
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WO 99/34297 PCT/US98/27689

STORAGE ROUTER AND METHOD FOR PROVIDING VIRTUAL LOCAL
STORAGE

TECHNICAL FIELD OF THE INVENTION

This invention relates in general to network
storage devices, and more particularly to a storage
router and method for providing virtual local storage on

remote SCSI storage devices to Fibre Channel devices
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BACKGROUND OF THE INVENTION

Typical storage transport mediums provide for a
relatively small number of devices to be attached over
relatively short distances. One such transport medium is
a Small Computer System Interface (SCSI) protocol, the
structure and operation of which is generally well known
as is described, for example, in the SCSI-1, SCSI-2 and

SCcSI-3 specifications. High speed serial interconnects

provide enhanced capability to attach a large number of
high speed devices to a common storage transport medium !
over large distances. One such serial interconnect is
Fibre Channel, the structure and operation of which is
described, for example, in Fibre Channel Physical and
Signaling Interface (FC-PH), ANSI X3.230 Fibre Channel
Arbitrated Loop (FC-AL), and ANSI X3.272 Fibre Channel
Private Loop Direct Attach (FC-PLDA).

Conventional computing devices, such as computer
workstations, generally access storage locally or through
network interconnects. Local storage typically consists
of a disk drive, tape drive, CD-ROM drive or other
storage device contained within, or locally connected to
the workstation. The workstation provides a file system
structure, that includes security controls, with access
to the local storage device through native low level,
block protocols. These protocols map directly to the
mechanisms used by the storage device and consist of data
requests without security controls. Network interconnects

typically provide access for a large number of computing
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devices to data storage on a remote network server. The
remote network server provides file system strudture,
access control, and other miscellaneous capabilities that
include the network interface. Access to data through
the network server is through network protocols that the
server must translate into low level requests to the
storage device. A workstation with access to the server
storage must translate its file system protocols into
network protocols that are used to communicate with the
server. Consequently, from the pérspective of a
workstation, or other computing device, seeking to access
such server data, the access is much slower than access

to data on a local storage device.
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SUMMARY. OF THE INVENTION

In accordance with the present invention, a storage
router and method for providing virtual local storage on
remote SCSI storage devices to Fibre Channel devices are
disclosed that provide advantages over conventional
network storage devices and methods.

According to one aspect of the present invention, a
storage router and storage network provide virtual local
storage on remote SCSI storage devices to Fibre Channel
devices. A plurality of Fibre Channel devices, such as
workstations, are connected to a Fibre Channel transport
medium, and a plurality of SCSI storage devices are
connected to a SCSI bus transport medium. The storage
router interfaces between the Fibre Channel transport
medium and the SCSI bus transport medium. The storage
router maps between the workstations and the SCSI storage
devices and implements access controls. for storage space
on the SCSI storage devices. The storage router then
allows access from the workstations to the SCSI storage
devices using native low level, block protocol in
accordance with the mapping and the access controls.

According to another aspect of the present
invention, virtual local storage on remote SCSI storage
devices is provided to Fibre Channel devices. A Fibre
Channel transport medium and a SCSI bus transport medium
are interfaced with. A configuration is maintained for
SCSI storage devices connected to the SCSI bus transport

medium. The configuration maps between Fibre Channel
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devices and the SCSI storage devices and implements
access controls for storage space on the SCSI storage
devices. Access is then allowed from Fibre Channel
initiator devices to SCSI storage devices using native
low level, block protocol in accordance with the
configuration.

A technical advantage of the present invention is
the ability to centralize local storage for networked
workstations without any cost of speed or overhead. Each
workstation access its virtual local storage as if it
work locally connected. Further, the centralized storage
devices can be located in a significantly remote position
even in excess of ten kilometers as defined by Fibre
Channel standards.

Another technical advantage of the present invention
is the ability to centrally control and administer
storage space for connected users without limiting the
speed with which the users can access local data. 1In
addition, global access to data, backups, virus scanning
and redundancy can be more easily accomplished by
centrally located storage devices.

A further technical advantage of the present
invention is providing support for SCSI storage deQices
as local storage for Fibre Channel hosts. 1In addition,
the present invention helps to provide extended
capabilities for Fibre Channel and for management of

storage subsystems.
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BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present
invention and the advantages thereof may -be acquired by
referring to the following description taken in

5 conjunction with the accompanying drawings, in which like
reference numbers indicate like features, and wherein:

FIGURE 1 is a block diagram of a conventional
network that provides storage through a network server;

FIGURE 2 is a block diagram of one embodiment of a

10 storage network with a storage router that provides
global access and routing;

FIGURE 3 is a block diagram of one embodiment of a
storage network with a storage router that provides
virtual local storage;

15 FIGURE 4 is a block diagram of one embodiment of the
storage router of FIGURE 3; and

FIGURE 5 is a block diagram of one embodiment of
data flow within the storage router of FIGURE 4.
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FIGURE 1 is a block diagram of a conventional
network, indicated generally at 10, that provides access
to storage through a network server. As shown, network
10 includes a plurality of workstations 12 interconnected
with a network server 14 via a network transport medium
16. Each workstation 12 can generally comprise a
processor, memory, input/output devices, storage devices
and a network adapter as well as other common computer
components. Network server 14 uses a SCSI bus 18 as a
storage transport medium to interconnect with a plurality
of storage devices 20 (tape drives, disk drives, etc.).
In the embodiment of FIGURE 1, network transport me@ium
16 is an network connection and storage devices 20
comprise hard disk drives, although there are numerous
alternate transport mediums and storage devices.

In network 10, each workstation 12 has access to its
local storage device as well as network access to data on
storage devices 20. The access to a local storage device
is typically through native low level, block protocols.
On the other hand, access by a workstation 12 to storage
devices 20 requires the participation of network server
14 which implements a file system and transfers data to
workstations 12 only through high level file system
protocols. Only network server 14 communicates with
storage devices 20 via native low level, block protocéls.
Consequently, the network access by workstations 12

through network server 14 is slow with respect to their
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access to local storage. In network 10, it can Also be a
logistical problem to centrally manage and administer
lJocal data distributed across an organization, including
accomplishing tasks such as backups, virus scanning and
redundancy.

FIGURE 2 is a block diagram of one embodiment of a
storage network, indicated generally at 30, with a
storage router that provides global access and routing.
This environment is significantly different from that of
FIGURE 1 in that there is no network server involved. 1In
FIGURE 2, a Fibre Channel high speed serial transport 32
interconnects a plurality of workstations 36 and storage
devices 38. A SCSI bus storage transport medium )
interconnects workstations 40 and storage devices 42. A
storage router 44 then serves to interconnect these
mediums and provide devices on either medium global,
transparent access to devices on the other medium.
Storage router 44 routes requests from initiator devices
on one medium to target devices on the other medium and
routes data between the target and the initiator.

Storage router 44 can allow initiators and targets to be
on either side. 1In this manner, storage router 44
enhances the functionality of Fibre Channel 32 by
providing access, for example, to legacy SCSI storage
devices on SCSI bus 34. In the embodiment of FIGURE 2,
the operation of storage router 44 can be managed by a
management station 46 connected to the storage router via

a direct serial connection.
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In storage network 30, any workstation 36 or
workstation 40 can access any storage device 38 or
storage device 42 through native low level, block
protocols, and vice versa. This functionality is enabled
by storage router 44 which routes requests and data as a
generic transport between Fibre Channel 32 and SCSI bus
34. Storage router 44 uses tables to map devices from
one medium to the other and distributes requests and data
across Fibre Channel 32 and SCSI bus 34 without any
security access controls. Although this extension of the
high speed serial interconnect provided by Fibre Channel
32 is beneficial, it is desirable to provide security
controls in addition to extended access to storage
devices through a native low level, block protocol.

FIGURE 3 is a block diagram of one embodiment of a
storage network, indicated generally at 50, with a
storage router that provides virtual local storage.
Similar to that of FIGURE 2, storage network 50 includes
a Fibre Channel high speed serial interconnect 52 and a
scsSI bus 54 bridged by a storage router 56. Storage
router 56 of FIGURE 3 provides for a large number of
workstations 58 to be interconnected on a common storage
transport and to access common storage devices 60, 62 and
64 through native low level, block protocols.

According to the present invention, storage router
56 has enhanced functionality to implement security
controls and routing such that each workstation 58 can

have access to a specific subset of the overall data
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stored in storage devices 60, 62 and 64. This specific
subset of data has the appearance and characteristics of
local storage and is referred to herein as virtual local
storage. Storage router 56 allows the configuration and
modification of the storage allocated to each attached
workstation 58 through the use of mapping tables or other
mapping techniques.

As shown in FIGURE 3, for example, storage device 60
can be configured to provide global data 65 which can be
accessed by all workstations 58. Storage device 62 can
be configured to provide partitioned subsets 66, 68, 70
and 72, where each partition is alloqated to one of the
workstations 58 (workstations A, B, C and D). These
subsets 66, 68, 70 and 72 can only be accessed by the
associated workstation 58 and appear to the associated
workstation 58 as local storage accessed using native low
level, block protocols. Similarly, storage device 64 can
be allocated as storage for the remaining workstation 58
(workstation E).

Storage router 56 combines access control with
routing such that each workstation 58 has controlled
access to only the specified partition of storage device
62 which forms virtual local storage.for the workstation
58. This access control allows security control for the
specified data partitions. Storage router 56 allows this
allocation of storage devices 60, 62 and 64 to be managed
by a management station 76. Management station 76 can

connect directly to storage router 56 via a direct
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connection or, alternately, can interface with storage
router 56 through either Fibre Channel 52 or SCSI bus 54.
In the latter case, management station 76 can be a
workstation or other computing device with special rights
such that storage router 56 allows access to mapping
tables and shows storage devices 60, 62 and 64 as they
exist physically rather than as they have been allocated.

The environment of FIGURE 3 extends the concept of a
single workstation having locally connected étorage
devices to a storage network 50 in which workstations 58
are provided virtual local storage in a manner
transparent to workstations 58. Storage router 56
provides centralized control of what each workstatign 58
gees as its local drive, as well as what data it sees as
global data accessible by other workstations 58.
Consequently, the storage space considered by the
workstation 58 to be its local storage is actually a
partition (i.e., logical storage definition) of a
physically remote storage device 60, 62 or 64 connected
through storage router 56. This means that similar
requests from workstations 58 for access to their local
storage devices produce different accesses to the storage
space on storage devices 60, 62 and 64. Further, no
access from a workstation 58 is allowed to the virtual
local storage of another workstation 58.

The collective storage provided by storage devices
60, 62 and 64 can have blocks allocated by programming

means within storage router 56. To accomplish this
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function, storage router 56 can include routing tables
and security controls that define storage allocation for
each workstation 58. The advantages provided by
implementing virtual local storage in centralized storage
devices include the ability to do collective backups and
other collective administrative functions more easily.
This is accomplished without limiting the performance of
workstations 58 because storage access involves native
low level, block protocols and does not involve the
overhead of high level protocols and file systems
required by network servers.

FIGURE 4 is a block diagram of one embodiment of
storage router 56 of FIGURE 3. Storage router 56 can
comprise a Fibre Channel controller 80 that interfaces
with Fibre Channel 52 and a SCSI controller 82 that
interfaces with SCSI bus 54. A buffer 84 provides memory
work space and is connected to both Fibre Channel
controller 80 and to SCSI controller 82. A supervisor
unit 86 is connected to Fibre Channel controller 80, SCSI
controller 82 and buffer 84. Supervisor unit 86
comprises a microprocessor for controlling operation of
storage router 56 and to handle mapping and.security
access for requests between Fibre Channel 52 and SCSI bus
54.

FIGURE 5 is a block diagram of one embodiment of
data flow within storage router 56 of FIGURE 4. As
shown, data from Fibre Channel 52 is processed by a Fibre

Channel (FC) protocol unit 88 and placed in a FIFO queue
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90. A direct memory access (DMA) interface 92 then takes
data out of FIFO queue 90 and places it in buffer 84.
Supervisor unit 86 processes the data in buffer 84 as
represented by supervisor processing 93. This processing
involves mapping between Fibre Channel 52 and SCSI bus 54
and applying access controls and routing functions. A
DMA interface 94 then pulls data from buffer 84 and
places it into a buffer 96. A SCSI protocol unit 98
pulls data from buffer 96 and communicates the data on
sCSI bus 54. Data flow in the reverse direction, from
scSI bus 54 to Fibre Channel 52, is accomplished in a
reverse manner.

The storage router of the present invention is a
bridge device that connects a Fibre Channel link directly
to a SCSTI bus and enables the exchange of SCSI command
set information between application clients on SCSI bus
devices and the Fibre Channel links. Further, the
storage router applies access controls such that virtual
local storage can be established in remote SCSI storage
devices for workstations on the Fibre Channel link. In
one embodiment, the storage router provides a connection
for Fibre Channel links running the SCSI Fibre Channel
Protocol (FCP) to legacy SCSI devices attached to a SCSI
bus. The Fibre Channel topology is typically an
Arbitrated Loop (FC_AL).

In part, the storage router enables a migration path
to Fibre Channel based, serial SCSI networks by providing

connectivity for legacy SCSI bus devices. The storage
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router can be attached to a Fibre Channel Arbitrated Loop
and a SCSI bus to support a number of SCSI devices.

Using configuration settings, the storage router can make
the SCSI bus devices available on the Fibre Channel
network as FCP logical units. Once the configuration is
defined, operation of the storage router is transparént
to application clients. In this manner, the storage
router can form an integral part of the migration to new
Fibre Channel based networks while providing a means to
continue using legacy SCSI devices.

In one implementation (not shown), the storage
router can be a rack mount or free standing device with
an internal power supply. The storage router can have a
Fibre Channel and SCSI port, and a standard, detachable
power cord can be used, the FC connector can be a copper
DB9 connector, and the SCSI connector can be a 68-pin
type. Additional modular jacks can be provided for a
serial port and a 802.3 10BaseT port, i.e. twisted pair
Ethernet, for management access. The SCSI port of the
storage router an support SCSI direct and sequential
access target devices and can support SCSI initiators, as
well. The Fibre Channel port can interface to SCSI-3 FCP
enabled devices and initiators.

To accomplish its functionality, one implementation
of the storage router uses: a Fibre Channel interface
based on the HEWLETT-PACKARD TACHYON HPFC-5000 controller
and a GLM media interface; an Intel 80960RP processor,

incorporating independent data and program memory sSpaces,
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and associated logic required to. implement a stand alone
processing system; and a serial port for debug and system
configuration. Further, this implementation includes a
SCSI interface supporting Fast-20 based on the SYMBIOS
53C8xx series SCSI controllers, and an operating system
based upon the WIND RIVERS SYSTEMS VXWORKS or IXWORKS
kernel, as determined by design. In addition, the
storage router includes software as reQuired to control
basic functions of the various elements, and to provide
appropriate translations between the FC and SCSI
protocols.

The storage router has various modes of operation
that are possible between FC and SCSI target'and
initiator combinations. These modes are: FC Initiator to
SCSI Target; SCSI Initiator to FC Target; SCSI Initiator
to SCSI Target; and FC Initiator to FC Target. The first
two modes can be supported concurrently in a
gingle storage router device are discussed briefly below.
The third mode can involve two storage router devices
back to back and can serveé primarily as a device ﬁo
extend the physical distance beyond that possible via a
direct SCSI connection. The last mode can be used to
carry FC protocols encapsulated on other transmission
technologies (e.g. ATM, SONET), or to act as a bridge
between two FC loops (e.g. as a two port fabric).

The FC Initiator to SCSI Target mode provides for
the basic configuration of a server using Fibre Channel

to communicate with SCSI targets. This mode requires
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that a host system have an FC attached device and
associated device drivers and software to generate SCSI-3
FCP requests. This system acts as an initiator using the
storage router to communicate with SCSI target devices.
The SCSI devices supported can include SCSI-2 compliant
direct or sequential access (disk or tape) devices. The
storage router serves to translate command and status
information and transfer data between SCSI-3 FCP and
SCSI-2, allowing the use of standard SCSI-2 devices in a
Fibre Channel environment.

The SCSI Initiator to FC Target mode provides for
the configuration of a server using SCSI-2 to communicate
with Fibre Channel targets. This mode requires that a
host system has a SCSI-2 interface and driver .software to
control SCSI-2 target devices. The storage router will
connect to the SCSI-2 bus and respond as a target to
multiple target IDs. Configuration information is
required to identify the target IDs to which the bridge
will respond on the SCSI-2 bus. The storage router then
translates the SCSI-2 requests to SCSI-3 FCP requests,
allowing the use of FC devices with a SCSI host system.
This will also allow features such as a tape device
acting as an initiator on the SCSI bus to provide full
support for this type of SCSI device.

In general, user configuration of the storage router
will be needed to support various functional modes of
operation. Configuration can be modified, for example,

through a serial port or through an Ethernet port via
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SNMP (simple network management protocol) or a Telnet
session. Specifically, SNMP manageability can be
provided via an 802.3 Ethernet interface. This can
provide for configuration changes as well as providing
statistics and error information. Configuration can also
be performed via TELNET or RS-232 interfaces with menu
driven command interfaces. Configuration information can
be stored in a segment of flash memory and can be
retained across resets and power off cycles. Password
protection can also be provided.

In the first two modes of operation, addressing
information is needed to map from FC addressing to SCSI
addressing and vice versa. This can be 'hard!’
configuration data, due to the need for address
information to be maintained across initialization and
partial reconfigurations of the Fibre Channel address
space. In an arbitrated loop Configuration, user
configured addresses will be needed for AL_PAs in order
to insure that known addresses are provided between loop
reconfigurations.

With respect to addressing, FCP and SCSI 2 systems
employ different methods of addressing target devices.
Additionally, the inclusion of a storage router means
that a method of translating device IDs needs to be
implemented. In addition, the storage router can respond
to commands without passing the commands through to the
opposite'interface. This can be implemented to allow all

generic FCP and SCSI commands to pass through the storage

Oracle-Huawei-NetApp Ex. 1002, pg. 393



10

15

20

25

WO 99/34297 PCT/US98/27689
18

router to address attached devices, but allow for
configuration and diagnostics to be performed directly on
the storage router through the FC and SCSI interfaces.

Management commands are those intended to be
processed by the storage router controller directly.

This may include diagnostic, mode, and log commands as
well as other vendor-specific commands. These commands
can be received and processed by both the FCP and SCSI
interfaces, but are not typically bridged to the opposite
interface. These commands may also have side effects on
the operation of the storage router, and cause other
storage router operations to change or terminate.

A primary method of addressing management commands
though the FCP and SCSI interfaces can be through
peripheral device type addressing. For example, the
storage router can respond to all operations addressed to
logical unit (LUN) zero as a controller device. Commands
that the storage router will support can include INQUIRY
as well as vendor-épecific management commands. These
are to be generally consistent with SCC standard
commands.

The SCSI bus is capable of establishing bus
connections between targets. These targets may
internally address logical units. Thus, the prioritized
addressing scheme used by SCSI.subsystems can be
representéd as follows: BUS:TARGET:LOGICAL UNIT. The BUS
identification is intrinsic in the configuration, as a

SCSI initiator is attached to only one bus. Target
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addressing is handled by bus arbitration from information
provided to the arbitrating device. Target addresses are
assigned to SCSI devices directly, though some means of
configuration, such as a hardware jumper, switch setting,
or device specific software configuration. As such, the
SCSI protocol provides only logical unit addressing
within the Identify message. Bus and target information
is implied by the established connection.

Fibre Channel devices within a fabric are addressed
by a unique port identifier. This identifier is assigned
to a port during certain well-defined states of the FC
protocol. Individual ports are allowed to arbitrate for
a known, user defined address. If such an address is not
provided, or if arbitration for a particular user address
fails, the port is assigned a unique address by the FC
protocol. This address is generally not guaranteed to be
unique between instances. Various scenarios exist where
the AL-PA of a device will change, either after power
cycle or loop reconfiguration.

The FC protocol also provides a logical unit address
field within command structures to provide addressing to
devices internal to a port. The FCP_CMD payload |
specifies an eight byte LUN field. Subsequent
identification of the exchange between devices is
provided by the FQXID (Fully Qualified Exchange D). '

FC ports can be required to have specific addresses
assigned. Although basic functionality is not dependent

on this, changes in the loop configuration could result
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in disk targets changing identifiers with the potential
risk of data corruption or loss. This configuration can
be straightforward, and can consist of providing the
device a loop-unique ID (AL_PA) in the range of "0lh" to
"EFh." Storage routers could be shipped with a default
value with the assumption that most configurations will
be using single storage routers and no other devices
requesting the present ID.. This would provide a minimum
amount of initial configuration to the system
administrator. Alternately, storage routers could be
defaulted to assume any address so that configuratiéns
requiring multiple storage routers on a loop would ﬁot
require that the administrator assign a unique ID to the
additional storage routers.

Address translation is needed where commands are
issued in the cases FC Initiator to SCSI Target and SCsI
Initiator to FC Target. Target responses are qualified
by the FQXID and will retain the translation acquired at
the beginning of the exchange. This prevents
configuration changes occurring during the course of
execution of a command from causing data or state
information to be inadvertently misdirected.
Configuration can be required in cases of SCSI Initiator
to FC Target, as discovery may not effectively allow for
FCP targets to consistently be found. This is due to an
FC arbitrated loop supporting addressing of a larger
number of devices than a SCSI bus and the possibility of

FC devices changing their AL-PA due to device insertion
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or other loop initielization.

In the direct method, the translation to
BUS : TARGET:LUN of the SCSI address information will be
direct. That is, the values represented in the FCP LUN
field will directly map to the values in effect on the
SCSI bus. This provides a clean translation and does not
require SCSI bus discovery. It also allows devices to be
dynamically added to the SCSI bus without modifying the
address map. It may not allow for complete discovery by
FCP initiator devices, as gaps between device addresses
may halt the discovery process. Legacy SCSI device
drivers typically halt discovery on a target device at
the first unoccupied LUN, and proceed to the next terget.
This would lead to some devices not being discovered.
However, this allows for hot plugged_devices and other
changes to the loop addressing.

In the ordered method, ordered translation requires
that the storage router perform discovery on reset,vand
collapses the addresses on the SCSI bus to sequential FCP
LUN values. Thus, the FCP LUN values 0-N can represent
N+1 SCSI devices, regardless of SCSI address values, in

the order in which they are isolated during the SCSI

‘discovery process. This would allow the FCP initiator

discovery process to identify all mapped SCSI devices
without further configuration. This has the limitation
that hot-plugged devices will not be identified until the
next reset cycle. In this case, the address may also be

altered as well.
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In addition to addressing, according to the present
invention, the storage router provides configuration and
access controls that cause certain requests from FC
Initiators to be directed to assigned virtual local
storage partitioned on SCSI storage devices. - For
example, the same request for LUN 0 (local storage) by
two different FC Initiators can be directed to two
separate subsets of storage. The storage router can use
tables to map, for each initiator, what storage acceés is
available and what partition is being addressed by a
particular request. 1In this manner, the storage space
provided by SCSI storage devices can be allocated to FC
initiators to provide virtual local storage as well as to
create any other desired configuration for secured
access.

Although the present invention has been described in
detail, it should be understood that various changes,
substitutions, and alterations can be made hereto without
departing from the spirit and scope of the invention as

defined by the appended claims.
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WHAT IS CLAIMED IS:

1. A storage router for providing virtual local
storage on remote SCSI storage devices to Fibre Channel
devices, comprising:

a buffer providing memory work space for the storage
router;

a Fibre Channel controller operable to connect to
and interface with a Fibre Channel transport medium;

a SCSI controller operable to connect to and
intefface with a SCSI bus transport medium; and

a supervisor unit coupled to the Fibre Channel
controller, the SCSI controller and the>buffer, the
supervisor unit operable:

to maintain a configuration for SCSI storage
devices connected to the SCSI bus transport mediumAthat
maps between Fibre Channel devices and SCSI storage
devices and that implements access controls for storage
space on the SCSI storage devices; and

to process data in the buffer to interface
between the Fibre Channel controller and the SCSI
controller to allow access from Fibre Channel initiator
devices to SCSI storage devices using native low level,

block protocol in accordance with the configuration.
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2. The storage router of Claim 1, wherein the
configuration maintained by the supervisor unit includes
an allocation of subsets of storage space to associated
Fibre Channel devices, wherein each subset is only

accessible by the associated Fibre Channel device.

3. The storage router of Claim 2, wherein the

Fibre Channel devices comprise workstations.

4. The storage router of Claim 2, wherein the SCSI

storage devices comprise hard disk drives.

5. The storage router of Claim 1, wherein the
Fibre Channel controllef comprises: ‘

a Fibre Channel (FC) protocol unit operable to
connect to the Fibre Channel transport medium;

a first-in-first-out queue coupled to the Fibre:
Channel protocol unit; and

a direct memory access (DMA) interface coupled to

the first-in-first-out queue and to the buffer.

6. The storage router of Claim 1, wherein the SCSI
controller comprises:

a SCSI protocol unit operable to connect to the SCSI
bus transport medium;

an internal buffer coupled to the SCSI protocol
unit; and

a direct memory access (DMA) interface coupled to’
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the internal buffer and to the buffer of the storage

router.

7. A storage network, comprising:
a Fibre Channel transport medium;
a SCSI bus transport medium;
a plurality of workstations connected to the Fibre
Channel transport medium;
a plurality of SCSI storage devices connected to the
SCSI bus transport medium; and
a storage router interfacing between the Fibre
Channel transport medium and the SCSI bus transport
medium, the storage router providing virtual local
storage on the SCSI storage devices to the workstations
and operable:
to map between the workstations and the SCSI
storage devices;
to implement access controls for storage space
on the SCSI storage devices; and
to allow access from the workstations. to the
SCSI storage devices using native low level, block
protocol in accordance with the mapping and access

controls.

8. The storage network of Claim 7, wherein the
access controls include an allocation of subsets of
storage space to associated workstations, wherein each

subset is only accessible by the associated workstation.

Oracle-Huawei-NetApp Ex. 1002, pg. 401



10

15

20

25

WO 99/34297 PCT/US98/27689

26

9. The storage network of Claim 7, wherein the

SCST storage devices comprise hard disk drives.

10. The storage network of Claim 7, wherein the
storage router comprises:

a buffer providing memory work space for the storage

router;

a Fibre Channel controller operable to connect to
and interface with a Fibre Channel transport medium, the
Fibre Channel controller further operable to pull
outgoing data from the buffer and to place incoming data
into the buffer;

a SCSI controller operable to connect to and
interface with a SCSI bus transport medium, the SCSI
controller further operable to pull outgoing data from
the buffer and to place incoming data into the buffer;
and ,

a supervisor unit coupled to the Fibre Channel
controller, the SCSI controller and the buffer, the
supervisor unit operable:

to maintain a configuration for the SCSI
storage devicesithat maps between Fibre Channel devices
and SCSI storage devices and that implements the access
controls for storage space on the SCSI storage devices;
and

to process data in the buffer to interface

between the Fibre Channel controller and the SCSI
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controller to allow access from workstations to SCSI

storage devices in accordance with the configuration.

11. A method for providing virtual local storage on
remote SCSI storage devices to Fibre Channel devices,
comprising:

interfacing with a Fibre Channel transport medium;

interfacing with a SCSI bus transport medium;

maintaining a configuration for SCSI storage devices
connected to the SCSI bus transport medium that maps
between Fibre Channel>devices and the SCSI storage
devices and that implements access controls for storage
space on the SCSI storage devices; and

allowing access from Fibre Channel initiator devices
to SCSI storage devices using native low level, block

protocol in accordance with the configuration.

12. The method of Claim 11, wherein maintaining the
configuration includes allocating subsets of storage
space to associated Fibre Channel devices, wherein each
subset is only accessible by the associated Fibre Channel

device.

13. The method of Claim 12, wherein the Fibre

Channel devices comprise workstations.

14. The method of Claim 12, wherein the SCSI

storage devices comprise hard disk drives.
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Description

FIELD OF THE INVENTION

The present invention pertains to the field of bus
regulation. More specifically, the present invention
relates to an apparatus and method for passing bus
mastership between multiple devices.

ND QOF THE INVENTION

when multiple devices reside on a bus, coordina-
tion of access to the bus is necessary. Coordination of
access to the bus insures that multiple devices desiring
to communicate will not assert control and data lines for
different transfers at the same time and cause bus con-
tention.

One approach to coordinating bus access is the
use of one or more bus masters in the system. A bus
master controls access to the bus. }t initiates and con-

trols all bus requests. A processor must be able to initi-’

ate a bus request for access to a memory device and
thus is always a bus master. A memory device is usually
a slave since it will respond to read and write requests
but never generate its own requests.

A bus has multiple masters when there are multiple
central processing units (CPUs) or when input/output
(/O) devices can initiate a bus transaction. If there are
multiple masters, an arbitration scheme is required
among the masters to decide who gets the bus next. A
bus arbiter is typically used to implement the arbitration
scheme. In a bus arbitration scheme, a device wanting
to use the bus signals a bus request and is later granted
the bus. After a grant, the device can use the bus, later
signaling to the bus arbiter that the bus is no longer
required. The bus arbiter can then grant the bus to
another device. Most multiple-master buses have a set
of bus signals for performing requests and grants. A bus
release line is also needed if each device does not use
its own request line to release the bus. Sometimes the
signals used for bus arbitration have physically separate
lines, while in other systems the data lines of the bus
are used for this function. Arbitration is often a fixed pri-
ority, as is the case with daisy-chained devices or an
approximately fair scheme that randomly chooses
which master gets the bus. .

Th use of a bus arbiter has several drawbacks.

Th addition of a bus arbiter requires additional power

to operate. This is a problem for computer systems
operating under tight power constraints. Implementing a
bus arbiter also requires additional space in the compu-
ter system. Thus, depending upon the environment of
the computer system, the availability of physical space

may not permit the implementation of a bus arbiter. Per-.

haps most importantly, the use of an additional compo-
nent for the purpose of arbitration adds an undesirable
cost to the overall computer system.

Thus, what is needed is an apparatus that passes
ownership of a resource between a plurality of devices
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without using an external arbiter.

SUMMARY OF THE INVENTION

A method for passing mastership of a resource is-

described. According to the method, it is determined
whether to use the bus. Hf the bus is to be used, it is
determined whether the bus is available. if the bus is
available, the bus is accessed and a signal is generated
to indicate that the bus is being accessed. A timer is
also started and access to the bus is yielded when the
timer expires.

A processor that passes mastership of a shared
resource is described. The processor comprises a
resource accessing unit. The resource accessing unit
allows the processor to access a resource upon receiv-
ing a first signal from a component coupled to the
resource. The resource accessing unit yields access of
the resource to the component upon receiving a second
signal from the component. The processor further com-

prises a signal generation unit. The signal generation

unit is coupled to the resource accessing unit. The sig-
nal generation unit generates a third signal when the
processor has gained access to the resource and gen-
erates a fourth signal when the processor has yielded
access to the resource.

BRIEF D RIPTI E

The present invention is illustrated by way of exam-
ple and not by way of limitation in the figures of the
accompanying drawings, in which like references indi-
cate similar elements and in which: '

Figure 1 illustrates a multi-processor computer sys-
tem implementing an embodiment of the invention;
Figures 2 illustrates processors from two different

computer systems implementing an embediment of -

the invention;

Figures 3 illustrates the present invention as imple-
mented in a mass storage system,; .

Figure 4 is a table illustrating the mastership states
in one embodiment of the present invention;

Figure 5 is a state diagram illustrating the transition
order of the states illustrated in Figure 4;

Figure 6 illustrates a block diagram of one embodi-

ment of a processor implementing the present
invention; and.

Figure 7 is a flow chart illustrating a method of
passing mastership of a shared resource.

DETAILED DESCRIPTION

A method and apparatus for accessing data in a
memory is described. In the following description, for
the purposes of explanation, numerous specific details
are set forth in order to provide a thorough understand-
ing of th presentinvention. it will be apparent, however,
to one skilled in the art that the present invention may
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be practiced without. these specific details. In other
instances, well-known structures and devices are
shown in block diagram form in order to avoid unneces-
sarily obscuring the present invention. :

Referring to Figure 1, the computer system upo
which the preferred embodiment of the present inven-
" tion can be implemented is shown as 100. Cornputer
system 100 comprises a bus or other communication
means 101 for communicating information, and proces-
sors 102 and 103 coupled with bus 101 for processing
information. System 100 further comprises a random
access memory (RAM) or other dynamic storage device
104 (referred to as main memory), coupled to bus 101
for storing information and instructions to be executed
by processors 102 and 103. Main memory 104 also may
be used for storing temporary variables or other inter-
m diate information during execution of instructions by
processors 102 and 103. Computer system 100 also
comprises a read only memory (ROM) and/or other
static storage device 106 coupled to bus 101 for storing
static information and instructions for processors 102
and 103. Data storage device 107 is coupled to bus 101
for storing information and instructions. Instructions
from a computer readable media which are executable
by processors 102 or 103 may be stored onto data stor-
age device 107. A data storage device 107 such as a
magnetic disk or optical disk and its corresponding disk
drive can be coupled to computer system 100.

Computer system 100 can also be coupled via bus
101 to adisplay device 121, such as a cathocde ray tube
(CRT), for displaying information to a computer user. An
alphanumeric input device 122, including alphanumeric
and other keys, is typically coupled to bus 101 for com-
municating information and command selections to
processors 102 and 103. Another type of user input
device is cursor control 123, such as a mouse, a track-
ball, or cursor direction keys for communicating direc-
tion information and command selections to processor
102 and for controliing cursor movement on display 121.
This input device typically has two degrees of freedom
in two axes, a first axis (e.g., x) and a second axis (e.g.,
y), which allows the device to specify positions in a
plane.

Alternatively, other input devices such as a stylus or
pen can be used to interact with the display. A displayed
object on a computer screen can be selected by using a
stylus or pen to touch the displayed object. The compu-
t rdetects the selection by implementing a touch sensi-
tiv screen. Similarly, a light pen and a light sensitive
Scr en can be used for selecting a displayed object.
Such devices may thus detect selection position and the
selection as a single operation instead of the "point and
click,” as in a system incorporating a mouse or trackball.
Stylus and pen based input devices as well as touch
and light sensitive screens are well known in the art.
Such a system may also lack a keyboard such as 122
wherein all interface is provided via the stylus as a writ-
ing instrument (like a pen) and the written text is inter-
preted using optical character recognition (OCR)
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techniques.

Figure 1 illustrates one embediment of the present
invention where bus 101 is shared between two proces-
sors 102 and 103 in the same computer system 100. In
order to prevent bus contention, only one of processors
102 or 103 may access bus 101 at one time. Processor
102 is only allowed to access bus 101 during its desig-
nated bus mastership state. Similarly, processor 103 is
only allowed to access bus 101 during its designated
bus mastership state. The bus mastership state of the
system is determined by tokens or signals that proces-
sors 102 and 103 generate. In one embodiment of the
present invention, processors 102 and 103 generate a
signal on line 130 each time they gain access to bus
101, relinquish access to bus 101 or wish to gain access
to bus 101. in another embediment of the present inven-
tion, the signal generated by one of the processors on
line 130 may be a single signal or a plurality of signals.
The signals generated by processor 102 are sent to
processor 103 via line 130 and the signals generated by
processor 103 are sent to processor 102 via line 130.
Each processor has a copy of the signals generated by
itself and the signals generated by the other processor.
Each processor is aware of the current bus mastership
state of the system 100. '

Figure 2 illustrates an embodiment of the present
invention where a processor 102 from a first computer
system 250 and a second processor 202 from a second
computer system 251 share access to a shared
resource 210. Shared resource 210 is a resource which
may be accessed by only one of either processor 102 or
processor 202 at one time. Shared resource 210 may
be, for example, a bus or a memory. Shared resource
210 may be directly coupled to processor 102 and 202
or coupled to processors 102 and 202 via other buses
or components. Processor 102 is only allowed to
access shared resource 210 during its designated
resource mastership state. Processor 202 is only
allowed to access shared resource 210 during its desig-
nated resource mastership state. The resource master-
ship state of the systems is determined by tokens or
signals that the processors 102 and 202 generate. In
one embodiment of the present invention, processors
102 and 202 generate a signal each time they gain
access to shared resource 210, relinquish access to
shared resource 210 or wish to gain access to shared
resource 210. In one embodiment of the present inven-
tion, the signal generated by the processor 102 or 210

may be a single signal or a plurality of signals. The sig- -

nals generated by processor 102 are sent to processor
202 on line 230 and the signals generated by processor
202 are sent to processor 102 on line 230. Each proces-
sor has a copy of the signals generated by itself and the
other processor. Each processor is aware of the current
bus mastership state of the computer systems.

Figure 3 illustrates an embodiment of the present
invention as implemented in a mass storage system
300. Mass storage system 300 comprises a first array of
storage elements 335 coupled to a hard disk assembly
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331 and a second array of storage elements 345 cou-
pled to a hard disk assembly 341. The first and second
array of storage elements 335 and 345 are accessed by
a host (not shown) via one of the host interface units
304 or 314 and one of buses 301 or 311. Buses 301 and
311 maybe implemented, for example, by a conven-
tional fiber channel interface, a serial storage architec-
ture interface, a small computer system interface
(SCSI), a P1394 interface, or other well known inter-
faces. Hard disk assembly 331 comprises to interface
the first array of storage elements 335 with bus 301.
Hard disk assembly 331 includes a register 332 which is
used for storing data to be read by processors 302 and
312. Hard disk assembly 341 operates to interface the
second array of storage elements 345 with bus 311.
Hard disk assembly 341 includes a register 342 which is
used for storing data to be read by processors 302 and
312.

An environmental service center 325 provides envi-
ronmental services such as temperature control and
power to mass storage system 300. Environmental
service center 325 also provides data regarding the
erwironmental services of mass storage system 300.
Environmental service center 325 may be implemented
by any known circuitry. Processor 302 is coupled to bus
301 and shared bus 320. Processor 302 polls the envi-
ronmental service center 325 by reading environmental
service data from environmental service center 325 via
shared bus 320. Processor 302 stores the environmen-
tal service data in memory unit 303. Processor 302
operates to monitor the environment of mass storage
system 300 and maintains the system's integrity when
the environment is out of tolerance range. Similarly,
processor 312 is coupled to bus 311 and shared bus
320. Processor 312 polls the environmental service
center 325 by reading environmental service data from
environmental service center 325 via shared bus 320.
Processor 312 stores the environmental service data in
memory unit 313. Processor 312 operates to monitor
the environment of mass storage system 300 and main-
tains the system’s integrity when the environment is out
of tolerance range.

Environmental service data from environmental
service center 325 may only be accessed by one of
processors 302 and 312 via shared bus 320 at a time.
Processor 302 is only allowed to access shared bus 320
during its designated bus mastership state. Processor
312 is only allowed to access shared bus 320 during its
designated bus mastership state. The bus mastership
state of the system 300 is determined by tokens or sig-
nals that processors 302 and 312 generate. In one
embodiment of the present invention, the bus master-
. ship state is changed by signals generated by proces-
sors 302 or 312 when one of the processors gains
access to bus 320, relinquishes access to bus 320, or
wishes to gain acc ss to bus 320. In another embodi-
ment of the present invention, the signal generated by
each processor 302 or 312 may be a single signal or a
plurality of signals. In still another embodiment of the
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present invention, a timer 355 in processor 302 and a
timer 356 in processor 312 is set each time mastership
of shared bus 320 is taken by a new master. The mas-
tership of shared bus 320 is passed each.time the tim-
ers 355 and 356 time out. The signals generated by
processor 302 are sent to processor 312 via line 350
and the signals generated by processor 312 are sent to
processor 302 via line 350. Each processor has a copy
of the signals generated by itself and the other proces-
sor. Each processor 302 or 312 is aware of the current
bus mastership state of the system 300.

In one embodiment of the present invention, there
are four bus mastership states recognized by proces-
sors 302 and 312 of system 300. Figure 4 is a table illus-
trating the four states. At state 1, processor 302 (Device
1) has mastership of shared bus 320. State 1 occurs
when processor 302 generates a 0 signal and proces-

~ sor 312 (Device 2) generates a 0 signal on line 350. At

state 2, bus mastership is to be transferred from proces-
sor 302 to processor 312. State 2 occurs when proces-
sor 302 generates a 1 signal and processor 312
generates a 0 signal on line 350. At state 3, processor
312 has mastership of shared bus 320. State 3 occurs
when processor 302 generates a 1 signal and proces-
sor 312 generates a 1 signal on line 350. At state 4, bus
mastership is to be transferred from processor 312 to
processor 302. State 4 occurs when processor 302 gen-
erates a 0 signal and processor 312 generates a 1 sig-
nal on line 350. Figure 5 is a state diagram illustrating
the order in which states 1-4 shown in Figure 4 are exe-
cuted. It should be appreciated that the number of
states, the order in which the states are executed, and
the number of signals used to represent the states may
change depending on the implementation of the present
invention.

Figure 6 illustrates one embediment of processor
302. Processor 302 includes computation and control
unit 610. In one embodiment of the present invention,
computation and control unit 610 includes two fiber
channel arbitrated loop ports, a block of embedded
RAM, a host bus interface, and a processing unit. Com-
putation and control unit 610 operate to poll environ-
mental service data from the environmental service
center and to control the environment of computer sys-
tem 300. )

Processor 302 further includes resource accessing
unit 620, timer 355, and signal generation unit 631.
Resource accessing unit 620 keeps track of the bus
mastership states of memory storage system 300 and
signals computation and contrc} units 610 to poll the
environmental service center 325 when processor 302
receives mastership of shared bus 320. Resource
accessing unit 620 receives signals from processor 312
via line 350 which indicate when processor 320 is ready
to transition into a next state. Resource accessing unit
620 is coupied to timer 355. Resource accessing unit
620 resets timer 355 when mastership of bus 320 is
taken by a new master. After a predetermined amount
of time, timer 355 times out. This informs resource
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accessing unit 620 that shared bus 320 is to be passed
to another master. Resource accessing unit 620

- instructs signal generation unit 630 to generate a signal
on line 631 to indicate that processor 302 is ready to
transition into the next state. The bus mastership state
of system 300 is determined by the signals generated
by processors 302 and 312. Resource accessing unit
620, timer 355 and signal generation unit 630 may be
implemented in hardware, software or a combination of
hardware and software. In the emboediment of the inven-
tion shown in Figure 6, resource accessing unit 620,
timer 355, and signal generation unit 630 are imple-
mented in hardware external to computation and control
unit 610. In an alternate embodiment of the present
invention, resource accessing unit 620 and signal gen-
eration unit 630 are software modules implemented by
a set of instructions executed by processor 302. Proces-
sor 312 operates similarly to processor 302 and may be
implemented by the same components which may be
used to implement processor 302.

The present invention allows arbitration of master-
ship to a shared resource between two devices where
neither is master of the other without the use of an
external arbiter. In a preferred embodiment of the
present invention where the resource accessing unit
and signal generation unit is implemented in software,
arbitration is achieved without requiring additiona
power or space from the system. ’

Although Figure 6 illustrates an embodiment of the
present invention where resource accessing unit 620,
signal generation unit 630 and timer 355 reside inside
processor 302, it should be appreciated that these com-
ponents may reside in any agent sharing access to a
shared resource to arbitrate access to the shared
resource.

In one embodiment of the present invention, proc-
essor 302 updates the environmental service data in
main memory 313 after processor 302 has polled envi-
ronmental service data from environmenta! service
center 325 and while system 300 is in a state where
processor 302 has bus mastership of shared bus 320.
In this embodiment of the present invention, processor
312 also updates the environmental service data in
main memory 303 after processor 312 has polled envi-
ronmental service data from environmental service
center 325 and while system 300 is in a state where
processor 312 has bus mastership of shared bus 320.

Processor 302 updates the environmental service
data in main memory 313 through a data exchange. A
second line (not shown) is used to communicate mas-
tership of shared bus 320 between processors 302 and
312 during the data exchange in'a manner similar to
which line 350 communicates mastership of shared bus
320 during data polling. Processor 302 writes environ-
mental service data into registers 332 and 342 of hard
disk assembly 332 and 342 when it has mastership of
shared bus 320 during data exchange. Processor 312
reads the environmental System data from registers 332
and 342 when it has mastership of shared bus 320 dur-
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ing data exchange and stores the data into memory unit
313. Processor 302 continues to write new data into
registers 332 and 342 until all the environmental service
data in memory unit 303 has been written into registers
332 and 342 and ftransferred into main memory 313.
Processor 312 operates similarly to processor 302 in
updating the environmental service data in memory unit
303 when system 300 is in a state where processor 312
has mastership of shared bus 320. In an alternate
embodiment of the present invention, a single line and a
single set of signals are used by processors 302 and
312 to pass mastership of shared bus 320 during polling
and exchange of environmental service data.

In a situation where processor 302 becomes inop-
erable and falls to generate a signal to processor 312
indicating that it is ready to transition into the next bus
mastership state within a predetermined pericd of time,
a timer in processor 312 will time out. This wili indicate
to processor 312 that processor 302 is inoperable. In
response, processor 312 will take exclusive bus master-
ship of shared bus 320. Similarly, in a situation where
processor 312 inoperable and fails to generate a signal
to processor 312 indicating that it is ready to transition
into the next bus generation state within a predeter-
mined period of time, a timer in processor 302 will time
out. This will indicate to processor 302 that processor
312 is inoperable. In response, processor 302 will take
exclusive bus mastership of shared bus 320.

Figure 7 is a flow chart illustrating a method for
passing mastership of a shared resource between two
devices. At step 701, itis determined whether to use the
shared resource. This determination may be made by
checking a timer which records the time a first device
has had access to the resource. After a first predeter-
mined amount of time, the timer times out indicating that
it is time for the second device to access the shared
resource. If it is not time to use the shared resource,
control returns to step 701. K it is time to use the shared
resource, control proceeds to step 702.

At step 702, it is determined whether the shared
resource is available. This determination may be made
by checking a resource accessing unit for the current
resource mastership state. if the resource mastership
state is one where the first device has mastership, the

" shared resource is unavailable and control proceeds to

step 703. If the shared resource is available, control pro-
ceeds to step 705.

Atstep 703, itis determined whether the first device
has had mastership of the shared resource for over a
second predetermined amount of time. This determina-
tion may be made by checking the timer which records
the time when the first device had access to the shared
resource. If the first device did not have mastership of
the shared resource for over the second predetermined’
period of time, contro! returns to step 702. K the first
device did have mastership of the shared resource for
over the second predetermined amount of time, control
proceeds to step 704. .

At step 704, exclusive mastership of the shared
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resource is given to the second device and the first
device is excluded from being considered a possible
master of the shared resource in the future.

At step 705, mastership of the shared resource is
given to the second device. A signal is generated indi-
cating that the shared resource has been accessed by
the second device and the timer is reset.

At step 706, determine whether mastership of the
shared resource should be passed to a different device.
This determination can be made by checking to see if
the timer has timed out past the first predetermined
pericd of time. If the timer has timed out past the first
predetermined period of time, it is time to pass master-
ship of the shared resource to a different resource and
control proceeds to step 707. If the timer has not timed
out past the first predetermined period of time, control
returns to step 706.

At step 707, a signal is generated by the second
device indicating that the second device is ready to tran-
sitiont the next state of resource mastership where it
is not the master of the shared resource. Control pro-
ceeds to step 701. )

In the foregoing specification, the invention has
been described with reference to specific embodiments
thereof. it will, however, be evident that various medifi-
cations and changes may be made thereto without
departing from the broader spirit and scope of the
invention. The specification and drawings are, accord-
ingly, to be regarded in an illustrative rather than a
restrictive sense.

Claims
1. A method for passing bus mastership, comprising:

determining whether a bus is available; -
accessing the bus and generating a signal indi-
cating that the bus is being accessed if the bus
is available;

starting a timer in response to accessing the
bus; and .

yielding access to the bus when the timer
expires.

2. The method of daim 1 further comprising the step
of r -starting the timer after yielding access to the
bus. :

3. The method of daim 1 further comprising the step
of generating a signal indicating that access to the
bus has been yielded.

4. The method of daim. 1 further conprising the step
of determining whether the bus has been accessed
longer than a predetermined amount of time if the
bus is unavailable and gaining access to the bus if
the bus has been accessed longer than the prede-
termined amount of time.
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The method of claim 1, wherein determining
whether the bus is available comprises the step of
checking to see whether a bus agent has generated
a signal indicating that it is accessing the bus.

A computer-readable medium having stored ther-
eon sequences of instructions, the sequences of
instructions including instructions which, when exe-
cuted by a processor, cause the processor to per-
form the steps of:

determining whether a bus is available;
accessing the bus and generating a signal indi-
cating that the bus is being accessed if the bus
is available;

starting a timer in response to accessing the
bus; and

yielding access to the bus when the timer
expires. .

The computer-readable medium of claim 6 further
comprising instructions which, when executed by
the processor, would cause the processor to per- '
form the step of restarting the timer after yielding
access to the bus.

The computer-readable medium of claim 6 further
comprising instructions which, when executed by
the processor, would cause the processor to per-
form the step of generating a signal indicating that
access to the bus has been yielded.

The computer-readable medium of claim 6 further
comprising instructions which, when executed by
the processor, would cause the processor to per-
form the step of determining whether the bus has
been accessed longer than a predetermined
amount of time if the bus is unavailable and gaining
access to the bus if the bus has been accessed
longer than the predetermined amount of time.

The computer-readable medium of claim 6, wherein
the step of determining whether the bus is available
comprises the step of checking to see whether a
bus agent has generated a signal indicating that itis

" accessing the bus.

A processor, comprising:

a resource accessing unit allowing the proces-
sor to access a resource upon receiving a first
signal from a component coupled to the
resource and yielding access of the resource to
the component upon receiving a second signal
from the component.

The processor of claim 11 further comprising:

a signal generation unit, coupled to the
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resource accessing unit, generating a third sig-
nal when the processor has gained access to
the resource and generating a fourth signal
when the processor has yielded access to the
resource.

The apparatus of claim 11 further comprising a
timer, coupled to the signal generation unit, allocat-
ing a time period when the third and fourth signals
are generated.

The apparatus of claim 11, wherein the component
is a second processor.

The apparatus of claim 11, wherein the component
is a plurality of processors.

The apparatus of claim 11, wherein the resource is
abus.

The apparatus of claim 11, wherein the resource is
a memory. -

A computer system, comprising

(A) a bus;
(B) a first processor, coupled to the bus, havi ng

(1) a first signal generation unit generating
a first signal when the first processor has
gamed access to the bus and generating a
second signal when the first processor has
yielded access to the bus; and

(2) a first bus accessing unit allowing the
first processor to access the bus upon
receiving a third signal and yielding access
to the bus upon receiving a fourth signal;

(C) a second processor, coupled to the bus and
the first processor, having

(1) a second signal generation unit gener-
ating the fourth signal when the second
processor has gained access to the bus
and generating the third signal when the
second processor has yielded access to
the bus; and

(2) a second bus accessing unit allowing
the second processor to access the bus
upon receiving the second signal and
yielding access to the bus upon receiving
the first signal.

The computer system of claim 18 further compris-
ing an array of storage devices coupled to the first
and second processors.

The computer system of claim 18 further compris-
ing an environmental service center coupled to the
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bus.

21. Abus arbitrating apparatus residing in a bus agent

configured to communicate with a processor based
system including a memory, bus, and display, com-
prising:

a resource accessing unit allowing the bus
agent to access the bus upon receiving a first
signal from a component coupled to the bus
and yielding access of the bus to the compo-
nent upon receiving a second signal from the
component.

22. The bus arbitrating apparatus of claim 21, further

comprising:

a signal generation unit, coupled to the
resource accessing unit, generating a third sig-
nal when the bus agent has gained access to
the resource and generating a fourth signal
when the bus agent has yielded access to the
resource.

23. A system for arbitrating a bus between a first bus

agent and a second bus agent comprising:

a first signal generation unit generating a first
signal when the first bus agent has gained’
access to the bus and generating a second sig-
nal when the first bus agent has yielded access
to the bus;

a first bus accessing unit allowing the first bus
agent to access the bus upon receiving a third
signal and yielding access to the bus upon
receiving a fourth signal, wherein the first sig-
nal generation unit and the first bus accessing
unit reside inside the first bus’ agent;

a second signal generation unit generating the
fourth signal when the second bus agent has
gained access to the bus and generating the
third signal when the second bus agent has
yielded access to the bus; and . )
a second bus accessing unit allowing the sec-
ond bus agent to access the bus upon receiv-
ing the second signal and yielding access to
the bus upon receiving the first signal, wherein
the second signal generation unit and second
bus accessing unit reside inside the second
bus agent.

24. The system of claim 23 further comprising an array

of storage devices coupled to the first and second
bus agents.

25. The system of claim 23 further comprising an envi-

ronmental service center coupled to the bus.
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FIG. 1
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FIG. 2
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FIG. 3
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FIG. 4
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FIG. 6
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STORAGE ROUTER AND METHOD FOR
PROVIDING VIRTUAL LOCAL STORAGE

TECHNICAL FIELD OF THE INVENTION

This invention.relates in general to network storage
devices, and more particularly to a storage router and
method for providing virtual local storage on remote SCSI

storage devices to Fibre Channel devices.
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BACKGROUND OF THE JINVENTION.

Typical storage transport mediums provide for a
relatively small number of devices to be attached over
relatively short distances. One such transport medium is
a Small Computer System Interface (SCSI) protocol, the
structure and operation of which is generally well known
as is described, for example, in the SCSI-1, SCSI-2 and
SCSI-3 specifications. High speed serial interconnects
provide enhanced capability to attach a large number of
high speed devices to a common storage transport medium
over large distances. One such serial interconnect is
Fibre Channel, the structure and operation of which is
described, for example, in Fibre Channel Physical and
Signaling Interface (FC-PH), ANSI X3.230 Fibre Channel
Arbitrated Loop (FC-AL), and ANSI X3.272 Fibre Channel
Private Loop Direct Attach (FC-PLDA).

Conventional computing devices, such as computer
workstations, generally access storage locally or through
network interconnects. Local storage typically consists
of a disk drive, tape drive, CD-ROM drive or other
storage device contained within, or locally conhecped to
the workstation. The workstation provides a file system
structure, that includes security cohtrols, with access
to the local storage device through native low level,
block protocols. These protocols map directly to the
mechanisms used by the storage device and consist of data
requests without security controls. Network interconnects

typically provide access for a large number of computing
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devices to data storage on a remote network server. The
remote network server provides file system structure,
access control, and other miscellaneous capabilities that
include the network interface. Access to data through
the network server is through network protocols that the
server must translate into low level requests to the
storage device. A workstation with access to the server
storage must translate its file system protocols into
network protocols that are used to communicate with the
server. Consequently, from the pérspective of a
workstation, or other computing device, seeking to access
such server data, the access is much slower than access

to data on a local storage device.
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SUMMARY. OF THE TNVENTION

In accordance with the present invention, a storage
router and method for providing virtual local storage on
remote SCSI storage devices to Fibre Channel devices are
disclosed that provide advantages over conventional
network storage devices and methods.

According to one aspect of the present invention, a
storage router and storage network provide virtual local
storage on remote SCSI storage devices to Fibre Channel
devices. A plurality of Fibre Channel devices, such as
workstations, are connected to a Fibre Channel transport
medium, and a plurality of SCSI storage devices are
connected to a SCSI bus transport medium. The storage
router'interfaces«between the Fibre Channel transport
medium and the SCSI bus transport medium. The storaée
router maps between the workstations and the SCSI storage
devices and implements access controls for storage space
on the SCSI storage devices. The storage router then
allows access from the workstations to the SCSI storage
devices using native low level, bléck protocol in
accordance with the mapping and the access controls.

According to another aspect of the present
invention, virtual local storage on remote SCSI storage
devices is provided to Fibre Channel devices. A Fibre
Channel transport medium and a SCSI bus transport medium
are interfaced with. A configuration is maintained for
SCSI storage deviées connected to the SCSI bus transport

medium. The configuration maps between Fibre Channel
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devices and the SCSI storage devices and implements
access controls for storage space on the SCSI storage
devices. Access is then allowed from Fibre Channel
initiator devices to SCSI storage devices using native
low level, block protocol in accordance with the
configuration.

A technical advantage of the present invention is
the ability to centralize local storage for networked
workstations without any cost of speed or overhead. Each
workstation access its virtual local storage as if it
work locally connected. Further, the centralized storage
devices can be located in a significahtly remote position
even in excess of ten kilometers as defined by Fibre
Channel standards.

Another technical advantage of the present invention
is the ability to centrally control and administer
storage space for connected users without limiting the
speed with which the users can access local data. In
addition, global access to data, backups, virus scanning
and redundancy can be more easily accomplished by
centrally located storage devices.

A further technical advantage of the present
invention is providing support for SCSI storage de&ices
as local storage for Fibre Channel hosts. In addition,
the present invention helps to provide extended =
capabilities for Fibre Channel and for management of

storage subsystems.
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RIEF DESC ION OF E_DRAWINGS

A more complete understanding of the present
invention and the advantages thereof may be acquired by
referring to the following description taken in
conjunction with the accompanying drawings, in which like
reference numbers indicate like features, and wherein:

FIGURE 1 is a block diagram of a conventional
network that provides storage through a network server;

FIGURE 2 is a block diagram of one emboaiment of a
storage network with a storage router that provides
global access and routing;

FIGURE 3 is a block diagram of one embodiment of a
storage network with a storage router that provides
virtual local storage;

FIGURE 4 is a block.diagram of one embodiment of the
storage router of FIGURE 3; and

FIGURE 5 is a block diagram of one embodiment of

data flow within the storage router of FIGURE 4.
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DETAILED DESCRIPTION OF THE INVENTION

FIGURE 1 is a block diagram of a conventional
network, indicated generally at 10, that provides access
to storaée through a network servér. As shown, network
10 includes a plurality of workstations 12 interconnected
with a network server 14 via a network transport medium
16. Each workstation 12 can generally comprise a
processor, memory, input/output devices, storage devices
and a network adapter as well as other common computer
components. Network server 14 uses a SCSI bus 18 as a
storage transport medium to interconnect with a plurality
of storage devices 20 (tape drives, disk drives, etc.).
In the embodiment of FIGURE 1, network transport megium
16 'is an network connection and storage devices 20
comprise hard disk drives, although there are numerous
alternate transport mediums and storage devices.

In network 10, each workstation 12 has access to its
local storage device as well as network access to data on
storage devices 20. The access to a local storage device
is typically through nativé low level, block protocols.
On the other hand, access by a workstation 12 to storage
devices 20 requires the participation of network server
14 which implements a file system and transfers data to
workstations 12 only through high level file system
protocols. Only network server 14 communicates with
storage devices 20 via native low level, block protocols.
Consequently, the network access by workstations 12

through network server 14 is slow with respect to their
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access to local storage. In network 10, it can Also be a
logistical problem to centrally manage and administer
local data distributed across an organization, including
accomplishing tasks such as backups, virus scanning and
redundancy .

FIGURE 2 is a block diagram of one embodiment of a
storage network, indicated generally at 30, with a
storage router that provides global access and routing.
This environment is significantly different from that of
FIGURE 1 in that there is no network server involved. 1In
FIGURE 2, a Fibre Channel high speed serial transport 32
interconnects a plurality of workstations 36 and storage
devices 38. A SCSI bus stofage transport medium _
interconnects workstations 40 and storage devices 42. A
storage router 44 then serves to interconnect these
mediums and provide devices on either medium global,
transparent access to devices on the other medium.
Storage router 44 routes requests from initiator devices
on one medium to target devices on the other medium and
routes data between the target and the initiator.

Storage router 44 can allow initiators and targets to be
on either side. In this manner, storage router 44
enhances the functionality of Fibre Channel 32 by
providing access, for example, to legacy SCSI storage
devices on SCSI bus 34. In the embodiment of FIGURE 2,
the operation of storage router 44 can be managed by a
management station 46 connected to the storage router via

a direct serial connection.
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In storage network 30, any workstation 36 or
workstation 40 can access any storage device 38 or

storage device 42 through native low level, block

.protocols, and vice versa. This functionality is enabled

by storage router 44 which routes requests and data as a
generic transport between Fibre Channel 32 and SCSI bus
34. Storage router 44 uses tables to map devices from
one medium to the other and distributes requests and data
across Fibre Channel 32 and SCSI bus 34 without any
security access controls. Although this extension of the
high speed serial interconnect provided by Fibre Channel
32 is beneficial, it is desirable to provide security
controls in addition to extended access to storage .
devices through a native low level, block protocol.

FIGURE 3 is a block diagram of one embodiment of a
storage network, indicated generally at 50, with a
storage router that provides virtual local storage.
Similar to that of FIGURE 2, storage network 50 includes
a Fibre Channel high speed serial interconnect 52 and a
SCSI bus 54 bridged by a storage router 56. Storage
router 56 of FIGURE 3 provides for a large number of
workstations 58 to be interconnected on a cémmon storage
transport and to access common storage devices 60, 62 and
64 through native low level, block protocols.

According to the present invention, storage router
56 has enhanced functionality to implement security
controls and routing such that each workstation 58 can

have access to a specific subset of the overall data

-
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stored in storage devices 60, 62 and 64. This specific
subset of data has the appearance and characteristics of
local storage and is referred to herein as virtual local
storage. Storage router 56 allows the configuration and
modification of the.storage allocated to each attached
workstation 58 through the use of mapping tables or other
mapping techniques.

As shown in FIGURE 3, for example, storage device 60
can be configured to provide global data 65 which can be
accessed by all workstations 58. Storage device 62 can
be configured to provide partitioned subsets 66, 68, 70
and 72, where each partition is allocated to one of the
workstations 58 (workstations A, B, C and D). These
subsets 66, 68, 70 and 72 can only be accessed by the
associated workstation 58 and appear to the associated
workstation 58 as local storage accessed using native low
level, block protocols. Similarly, storage device 64 can
be allocated as storage for the remaining workstation 58
(workstation E).

Storage router 56 combines access control with
routing such that each workstation 58 has controlled
access to only the specified partition of storage device
62 which forms virtual local storage for the workstation
58. This access control allows security control for the
spécified data partitibns. Storage router 56 allows this
allocation of storage devices 60, 62 and 64 to be managed
by a management station 76. Management station 76 can

connect directly to storage router 56 via a direct
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connection or, alternately, can interface with storage
router 56 through either Fibre Channel 52 or SCSI bus 54.
In the latter case, management station 76 can be a
workstation or other computing device with special rights
such thatvstorage router 56 allows access to mapping
tables and shows storage devices 60, 62 and 64 as they
exist physically rather than as they have been allocated.

The environment of FIGURE 3 extends the concept of a
single workstation having locally connectea storage
devices to a storage network 50 in which workstations 58
are provided virtual local storage in a manner
transparent to workstations 58. Storage router 56
provides centralized control of what each workstation 58
sees as its local drive, as well as what data it sees as
global data accessible by other workstations 58.
Consequently, the storage space considered by the
workstationASS to be its local storage is actually a
partition (i.e., logical storagé definition) of a
physically remote storage device 60, 62 or 64 connected
through storage router 56. This means that similar
requests from workstations 58 for access to their local
storage devices produce different accesses to the storage
space on storage devices 60, 62 and 64. Further, no
access from a workstation 58 is allowed to the virtual
local storage of another workstation 58. |

The collective stdrage provided by storage devices
60, 62 and 64 can have blocks allocated by programming

means within'storage router 56. To accomplish this
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function, storage router 56 can include routing tables
and security controls that define. storage allocation for
each workstation 58. The advantages provided by
implementing virtual local storage in centralized storage
devices include the ability to do collective backups and
other collective administrative functions more easily.
This is accomplished without limiting the performance of
workstations 58 because storage access involves native
low level, block protocols and does not involve the
overhead of high level protocols and file systems
required by network servers.

FIGURE 4 is a block diagram of one embodiment of
storage router 56 of FIGURE 3. Storage router 56 can
comprise a Fibre Channel controller 80 that interfaces
with Fibre Channel 52 and a SCSI controller 82 that
interfaces with SCSI bus 54. A buffer 84 provides memory
work space and is connected to both Fibre Channel
controller 80 and to SCSI controller 82. A supervisor
unit 86 is connected to Fibre Channel controller 80, SCSI
controller 82 and buffer 84. Supervisor unit 86
comprises a microprocessor for controlling operation of
storage router 56 and to handle mapping and.securiﬁy
access for requests between Fibre Channel 52 and SCSI bus
54.

FIGURE 5 is a block diagram of one embodiment of
data flow within storage router 56 of FIGURE 4. As
shown, data from Fibre Channel 52 is processed by a Fibre

Channel (FC) protocol unit 88 and placed in a FIFO queue
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90. A direct memory access (DMA) interface 92 then takes
data out of FIFO queue 90 and places it in buffer 84.
Supervisor unit 86 processes the data in buffer 84 as
represented by supervisor processing 93. This processing
involves mapping between Fibre Channel 52 and SCSI bus 54
and applying access controls and routing functions. A
DMA interface 94 then pulls data from buffer 84 and
places it into a buffer 96. A SCSI protocol unit 98
pulls data from buffer 96 and communicates the data on
SCSI bus 54. Data flow in the reverse direction, from
SCSI bus 54 to Fibre Channel 52, is accomplished in a
reverse manner.

The storage router of the present invention is a
bridge device that connects a Fibre Channel link directly
to a SCSI bus and enables the exchange of SCSI command
set information between application clients on SCSI bus
devices and the Fibre Channel links. Further, the
storage fouter applies access controls such that virtual
local storage can be established in remote SCSI storage
devices for workstations on the Fibre Channel link. In
one embodiment, the storage router provides a connection
for Fibre Channel links running the SCSI Fibre Channel
Protocol (FCP) to legacy SCSI devices attached. to a SCSI
bus. The Fibre Channel topology is typically an
Arbitrated Loop (FC_AL). .

In part, the storage router enables a migration path
to Fibre Channel based, serial SCSI networks by providing

connectivity for legacy SCSI bus devices. The storage
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router .can be attached to a Fibre Channel Arbitrated Loop
and a SCSI bus to support a number of SCSI devices.

Using configuration settings, the storage router can make
the SCSI bus devices available on the Fibre Channel
network as FCP logical units. Once the configuration is
defined, operation of the storage router is transparent
to application clients. 1In this manner, the storage
router can form an integral part of the migration to new
Fibre Channel based networks while providing a means to
continue using legacy SCSI devices.

In one implementation (not shown), the storage
router can be a rack mount or free standing device with
an internal power supply. The storage router can have a
Fibre Channel and SCSI port, and a standard, detachable
power cord can be used, the FC connector can be a copper
DB9 connector, and the SCSI connector can be a 68-pin
type. Additional modular jacks can be provided for a
serial port and a 802.3 10BaseT port, i.e. twisted pair
Ethernet, for management access. The SCSI port of the
storage router an support SCSI direct and sequential
access target devices and can support SCSI initiators, as
well. The Fibre Channel port can interface to SCSI-3 FCP
enabled devices and initiators.

To accomplish its functionality, one implementation
of the storage router uses: a Fibre Channel interface -
based on the HEWLETT-PACKARD TACHYON HPFC-5000 controller
and a GLM media interface; an Intel 80960RP processor,

incorporating independent data and program memory spaces,
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and associated logic required to implement a stand alone
processing system; and a serial port for debug and system
configuration. Further, this implementétion includes a
SCSI interface supporting Fast-20 based on the SYMBIOS
53C8xx series SCSI controllers, and an operating system
based upon the WIND RIVERS SYSTEMS VXWORKS or IXWORKS
kernel, as determined by design. In addition, the
storage router includes software as required to control
basic functions of the various elements, and to provide
appropriate translations between the FC and SCSI
protocols.

The storage router has various modes of operation

that are possible between FC and SCSI target and

initiator combinations. These modes are: FC Initiator to
SCSI Target; SCSI Initiator to FC Target; SCSI Initiator
to SCSI Target; and FC Initiator to FC Target. The first
two modes can be supported concurrently in a
single storage router device are discussed briefly below.
The third mode can involve two storage router devices
back to back and can serve primarily as a device to
extend the physical distance beyond that possible via a
direct SCSI connection. The last mode can be used to
carry FC protocols encapsulated on other transmission
technologies (e.g. ATM, SONET), or to act as a bridge
between two FC loops (e.g. as a two port fabric).

The FC Initiator to SCSI Target mode provides for
the basic configuration of a server using Fibre Channel

to communicate with SCSI targets. This mode requires
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that a host system have an FC attached device and
associated device drivers and software to generate SCSI-3
FCP requests. This system acts as an initiator using the
storage router to communicaﬁe with SCSI target devices.
The SCSI devices supported can include SCSI-2 compliant
direct or sequential access (disk or tape) devices. The
storage router serves to translate command and status
information and transfer data between SCSI-3 FCP and
SCSI-2, allowing the use of standard SCSI-2 devices in a
Fibre Channel environment.

The SCSI Initiator to FC Target mode provides for

the configuration of a server using SCSI-2 to communicate

_with Fibre Channel targets. This mode requires that a

host system has a SCSI-2 interface and driver software to
control SCSI-2 target devices. The storage router will
connect to the SCSI-2 bus and respond as a target to
multiple target IDs. Configuration information is
required to identify the target IDs to which the bridge
will respond on the SCSI-2 bus. The storage router then
translates the SCSI-2 requests to SCSI-3 FCP requests,
aliowing the use of FC devices with a SCSI host system.
This will also allow features such as a tape device
acting as an initiator on the SCSI bus tolproQide full
support for this type of SCSI device.

In general, user configuration of the storage router S
will be needed to support various functional‘modes of
operation. Configuration can be modified, for example, N

through a serial port or through an Ethernet port via
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SNMP (simple network management protocol) or a Telnet
session. Specifically, SNMP manageability can be
provided via-an 802.3 Ethernet interface. This can
provide for configuration changes as well as providing .
statistics and error information. Configuration can also
be performed via TELNET or RS-232 interfaces with menu
driven command interfaces. Configuration information can
be stored in a segment of flash memory and can be
retained across resets and power off cycles. Password
protection can also be provided.

In the first two modes of operation, addressing
information is needed to map from FC addressing to SCSI
addressing and vice versa. This can be 'hard'
configuration data, due to the need for address
information to be maintained across initialization and
partial reconfigurations of the Fibre Channel address
space. In an arbitrated loop configuration, user
configured addresses will be needed for AL PAs in order
to insure that known addresses are provided between loop
reconfigurations.

With respect to addressing, FCP and SCSI 2 systems
employ different methods of addressing target devices.
Additionally, the inclusion of a storage router means
that a method of translating device IDs needs to be
implemented. In addition, the storage router can respond
to commands without passing the commands through to the

opposite interface. This can be implemented to allow all

‘'generic FCP and SCSI commands to pass through the storage
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router to address attached devices, but allow for
configuration and diagnostics to be performed directly on
the storage router through the FC and SCSI interfaces.

Management commands are those intended to be
processed by the storage router controller directly.

This may include diagnostic, mode, and log commands as
well as other vendor-specific commands. These commands
can be received and processed by both the FCP and SCSI
interfaces, but are not typically bridged to the opposite
interface. These commands may also have side effects on
the operation of the storage router, and cause other
storage router operations to change or terminate.

A primary method of addressing‘management commands
though the FCP and SCSI interfaces can be through
peripheral device type addressing. For example, the
storage router can respond to all operations addressed to
logical unit (LUN) zero as a controller device. Commands
that the storage router will support can include INQUIRY
as well as vendor-épecific management commands. These
are to be generally consistent with SCC standard
commands .

The SCSI bus is capable of establishing bus
connections between targets. These targets may
internally address logical units. Thus, the prioritized
addressing scheme used by SCSI subsystems can be
representéd as follows: BUS:TARGET:LOGICAL UNIT. The BUS
identification is intrinsic in the configuration, as a

SCSI initiator is attached to only one bus. Target
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addressing is handled by bus arbitration from information
provided to the arbitrating device. Target addresses are
assigned to SCSI devices directly, though some means of
configuration, such as a hardware jumper, switch setting,
or device specific software configuration. As such, the
SCSI protocol provides only logical unit addressing
within the Identify message. Bus and target information
is implied by the established connection.

Fibre Channel devices within a fabric are addressed
by a unique port identifier. This identifier is assigned
to a port during certain well-defined states of the FC
protocol. Individual ports are allowed to arbitrate for
a known, user defined address. If such an address is not
provided, or if arbitration for a particular user address
fails, the port is assigned a unique address by the FC
protocol. This address is generally not guaranteed to be
unique between instances. Various scenarios exist where
the AL-PA of a device will change, either after power
cycle or loop reconfiguration.

The FC protocol also provides a logical unit address
field within command structures to provide addressing to
devices internal to a port. The FCP_CMD payload -
specifies'an eight byte LUN field. Subsequent
identification of the exchange between devices is
provided by the FQXID (Fully Qualified Exchange ID).l

FC ports can be required to have specific addresses
assigned. Although basic functionality is not dependent

on this, changes in the loop configuration could result
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in disk targets changing identifiers with the potential
risk of data corruption or loss. This configuration can
be straightforward, and can consist of providing the
device a loop-unique ID (AL_PA) in the range of "01h" to
"EFh." Storage routers could be shipped with a default
value with the assumption that most configurations will
be using single storage routers and no other devices
requesting the present ID.. This would provide a minimum
amount of initial configuration to the system
administrator. Alternately, storage routers could be
defaulted to assume any address so that configuratiéns
requiring multiple storage routers on a loop would ﬁqt
require that the administrator assign a unique 1D to the
additional storage routers.

Address translation is needed where commands are
issued in the cases FC Initiato; to SCSI Target and SCSI
Initiator to FC Target. Target responses are qualified
by the FQXID and will retain the translation acquired at
the beginning of the exchange. This prevents
configuration changes occurring during the course of
execution of a command from causing data or state

information to be inadvertently misdirected.

Configuration can be required in cases of SCSI Initiator:

to FC Target, as discovery may not effectively allow for
FCP targets to consistently be found. This is due to an
FC arbitrated loop supporting addressing of a larger

number of devices than a SCSI bus and the possibility of

FC devices changing their AL-PA due to device insertion
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or other loop initiélization.

In the direct method, the translation to
BUS:TARGET:LUN of the SCSI address information will be
direct. That is, the values represented in the FCP LUN
field will directly map to the values in effect on the
SCSI bus. This provides a clean translation and does not
require SCSI bus discovery. It also allows devices to be
dynamically added to the SCSI bus without modifying the
address map. It may not allow for complete discovery by
FCP initiator devices, as gaps between device addresses
may halt the discovery process. Legacy SCSI device
drivers typically halt discovery on a target device at
the first unoccupied LUN, and proceed to the next target.
This would lead to some devices not being discovered.
However, this allows for hot plugged devices and other
changes to the loop addressing.

Iﬁ the ordered method, ordered translation requires
that the storage router perform discovery on reset,'and
collapses the addresses on the SCSI -bus to sequential FCP
LUN values. Thus, the FCP LUN values 0-N can represent
N+1 SCSI devices, regardless of SCSI address values, in
the order in which they are isolated during the SCSI
.discovery process. This would allow the FCP initiator
discovery process to identify all mapped SCSI devices
without further configuration. This has the limitation
that hot-plugged devices will not be identified until the
next reset cycle. In this case, the address may also be

altered as well.
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In addition to addressing, according to the present
invention, the storage router provides configuration and
access controls that cause certain requests from FC
Initiators to be directed to assigned virtual local
storage partitioned on SCSI storage devices. For
example, the same request for LUN 0 (local storage) by
two different FC Initiators can be directed to two
separate subsets of storage. The storage router can use
tables to map, for each.initiator, what storage acceés is
available and what partition is being addressed by a
particular request. In this manner, the storage space
provided by SCSI storage devices can be allocated to FC
initiators to provide virtual local storage as well as to
Create any other desired configuration for secured
access.

Although the present invention has been described in
detéil, it should be understood that various changes,
substitutions, and alterations can be made hereto without
departing from the spirit and scope of the invention as

defined by the appended. claims.
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WHAT IS CIATMED_ IS:
1. A storage router for providing virtual local

storage on remote SCSI storage devices to Fibre Channel
devices, comprising:

a buffer providing memory work space for the storage
router;

a Fibre Channel controller operable to connect to
and interface with a Fibre Channel transport medium;

a SCSI controller operable to connect to and

. interface with a SCSI bus transport medium; and

a supervisor unit coupled to the Fibre Channel
controller, the SCSI controller and the‘buffer, the
supervisor unit operable: .

to maintain a configuration for SCSI storage
devices connected to the SCSI bus transport medium that
maps between Fibre Channel devices and SCSI storage
devices and that implements access controls for stofage
space on the SCSI storage devices; and

to process data in the buffer to interface
between the Fibre Channel controller and the SCSI
controller to allow access from Fibre Channel initiator
devices to SCSI storage devices using native low level,

block protocol in accordance with the configuration.
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2. The storage router of Claim 1, wherein the
configuration maintained by the supervisor unit includes
an allocation of subsets of storage space to associated
Fibre Channel devices, wherein each subset is only

accessible by the associated Fibre Channel device.

3. The storage router of Claim 2, wherein the

Fibre Channel devices comprise workstations.

4. The storage router of Claim 2, wherein the SCSI

storage devices comprise hard disk drives.

5. The storage router of Claim 1, wherein the
Fibre Channel controllef comprises: '

a Fibre Channel (FC) protocol unit operable to
connect to'the Fibre Channel transport medium;

a first-in-first-out queue coupled to the Fibre
Channel protocol unit; and

a direct~memory access (DMA) interface coupled to

the first-in-first-out queue and to the buffer.

6. The storage router of Claim 1, wherein the SCSI
controller comprises:

a SCSI protocol unit operable to connect to the SCSI
bus transport medium; |

an internal buffer coupled to the SCSI protocol
unit; and

a direct memory access (DMA) interface coupled to-
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the internal buffer and to the buffer of the storage

router.

7. A storage network, comprising:

a Fibre Channel transport medium;

a SCSI bus transport medium;
' a plurality of workstations connected to the Fibre
Channel transport medium;

a plurality of SCSI storage devices connected to the
SCSI bus transport medium; and

a storage router interfacing between the Fibre
Channel transport medium and the SCSI bus transport

medium, the storage router providing virtual local

' storage on the SCSI storage devices to the workstations

and operable:

to map between the workstations and the SCSI
storage devices;

to implement access controls for storage space
on the SCSI storage devices; and

to allow access from the workstations to the
SCSi storége devices using native low level, block
protocol in accordance with the mapping and access

controls.

8. The storage network of Claim 7, wherein the -
access controls include an allocation of subsets of
storage space to associated workstations, wherein each

subset is only accessible by the associated workstation.
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9. The storage network of Claim 7, wherein the

SCSI storage devices comprise hard disk drives.

10. The storage network of Claim 7, wherein the
stofage router comprises:

a buffer providing memory work spaceAfor the storage
router;

a Fibre Channel controller operable to connect to
and interface with a Fibre Channel transport medium, the
Fibre Channel controller further operable to pull
outgoing data from the buffer and to place incoming data
into the buffer; A

a SCSI controller operable to connect to and
interface with a SCSI bus transport medium, the SCSI
controllef further operable to pull outgoing data from
the buffer énd to place incoming data into the buffer;
and

a supervisor unit éoupled to the Fibre Channel
controller, the SCSI controller and the buffer, the
supervisor unit operable:

to maintain a configuration for the SCSI
storage devices that maps between Fibre Channel devices
and SCSI storage devices and that implements the access
controls for storage space on the SCSI storage devices;
and

to process data in the buffer to interface

between the Fibre Channel controller and the SCSI
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controller to allow access from workstations to SCSI

storage devices in accordance with the configuration.

11. A method for providing virtual local storage on
remote SCSI storage devices to Fibre Channel devices,
comprising: '

interfacing with a Fibre Channel transport medium;

interfacing with a SCSI bus transport medium; ‘

maintaining a configuration for SCSI storage devices
connected to the SCSI bus transport medium that maps
between Fibre Channel devices and the SCSI storage
devices and that implements access controls for storage
space on the SCSI storage devices; and R
allowing access from Fibre Channel initijiator devices

to SCSI storage devices using native low level, block

protocol in accordance with the configuration.

12. The method of Claim 11, wherein maintaining the
configuration includes allocating subsets of storage
space to associated Fibre Channel devices, wherein each
subset is-only accessible by the associated Fibre Chahnel

device.

13. The method of Claim 12, wherein the Fibre

Channel devices comprise workstations.

14. The method of Claim 12, wherein the SCSI

storage devices comprise hard disk drives.
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STORAGE ROUTER AND METHOD FOR
PROVIDING VIRTUAL LOCAL STORAGE

ABSTRACT OF THE DISCIL.OSURE

A storage router (56) and storage network (50)
provide virtual local storage on remote SCSI storage
devices (60, 62, 64) to Fibre Channel devices. A
plurality of Fibre Channel devices, such as workstations
(58), are connected to a Fibre Channel transport medium
(52), and a plurality of SCSI storage devices (60, 62,
64) are connected to a SCsI bus transport medium (54).
The storage router (56) interfaces between the Fibre
Channel transport medium (52) and the SCSI bus transport
medium (54). The storage router (56) maps between the
workstations (58) and the SCSI storage devices (60, 62,
64)band implements access controls for storage space on
the SCSI storage devices (60, 62, 64). The storage
router (56) then allows access from the workstations (58)
to the SCSI storage devices (60, 62, 64) using native low
level, block protocol in accordance with the mapping and

" the access controls.

AUS01:110067

Oracle-Huawei-NetApp Ex. 1002, pg. 451



064113.0103

1 of 2
i
2 12 12 |
\ N l '/0
worzx;;mou wom;;mon womgmon FIC. 1
< : > _
4 U S 18
WORKSTATION | [ NETWORK SERVER 3531 BUS 4
/ / VT VS ¥
38 42
36 36 MANAGEMENT | -46
\ \ STATION e
WORKSTATION | | DISK || WORKSTATION
< .| STORAGE |, SCSI BUS
FIBRE CHANNEL / ROUTER '
32
WORKSTATION DISK |\-38 4\4 WORKSTATION
; | N\ 20 |
% FIG. 2 30
53 58 58 60~ STORAGE DEVICE
\ \ \ e H e
WORKSTATION | | wORKSTATION | | WORKSTATION ; C/D
A B C 1 56
\ ses| | STORAGE DEVICE
B : STORAGE BUS - | | wORKSTATION] {66
" FIBRE / 271 ROUTER MON A STORAGE
CHANNEL 52 ! : | 54 WORKSTATION| }-68
‘ ' ! B STORAGE | |
worksTATION | [worksTaTION] | [ manacemENT | | : )
D E ™ statioN [° WORKSTATION] |
58 58 76 WORKSTATION
. D STORAGE | J-72
\____/
56" STORAGE DEVICE
. 64 WORKSTATION
FIC. 8 E STORAGE [ }-74

Oracle-Huawei-NetApp Ex. 1002, pg. 452



064113.0103

2 of 2

| ~08

Allﬂav._uzzs._o 34814
4%

INISSIO0¥d o
) v8 40SIAY3ANS
S 9Id ™ e
¥344n8
78~ 96 o.._:
K 2 QM%
518 1505 <=> oomvn
g | 00004 oL 3OV IOVIG3INI 1000104d
IS5 934 YO VWO 94
¥3TI08INOD 1SS YITIONINOD TINNVHD 34814
¥0SIAY3dNS
/
98
‘ 9
v OI4d @ Y8 wine 08 ¥
\ 5/
: YITI08INOD Y3IT0¥INOD
sng _momA.muv 55 TN 13 Aumvazz%o 34813
S
40SIAY3dNS y
a o
98

Oracle-Huawei-NetApp Ex. 1002, pg. 453



ATTORNEY DOCKET . " ' SR PATENT
064113.0103

~

Copy from Prior Application

DECLARATION AND POWER OF ATTORNEY

As the below named inventor, I declare that:

My residence, post office address and citizenship are as
stated below next to my name, that I believe I am the
original, first and joint inventor of the subject matter which
is claimed and for which a patent is sought on the invention
or design entitled STORAGE ROUTER AND METHOD FOR PROVIDING
VIRTUAL LOCAL STORAGE, the specification of which (check one) :

X 1is attached hereto; or

was filed on as

Application Serial No. and was

amended on (if applicable);

that I have reviewed and understand the contents of the
above-identified specification, includiﬂg the claims, as
amended by any amendment reférred to above; and that I ’
acknowledge the duty to disclose to the U.S. Patent and
Trademark Office all information known to me to be material to
patentability as defined in 37 C.F.R. § 1.56.

I hereby claim foreign priority benefits under 35 U.S.C.
§ 119 of any foreign application(s) for patent or inventor's
certificate listed below and have élso identified below any
foreign application(s) for patent or inventor's certificate
having a filing date before that of the application on which

priority is claimed:

Priority
Date : Claimed
Number Country Filed (Yes) (No)
None.
AUS01:123882.1

Oracle-Huawei-NetApp Ex. 1002, pg. 454



ATTORNEY DOCKET . . % R PATENT
064113.0103 :

I hereby claim the benefit under 35 U.S.C. § 120 of any
United States application(s) listed below and, insofar as the
subject matter of each of the claims of this application is
not disclosed in the prior United States application(s) in the
manner provided by the first paragraph of 35 U.S.C. § 112, I
acknowledge the duty to disclose to the U.S. Patent and
Trademark Office all information known to me to be material to
patentability as defined in 37 C.F.R. § 1.56 which became
available between the filing date of the prior application(s)
and the national or PCT international filing date of this
application:

Application
Sexrial Number Date i ad ) Status

None.

I hereby appoint:

Jerry W. Mills Reg. No. 23,005
Robert M. Chiaviello, Jr. Reg. No. 32,461
Ann C. Livingston Reg. No. 32,479
William N. Hulsey III Reg. No. 33,402
Thomas R. Felger Reg. No. 28,842
Charles S. Fish Reg. No. 35,870
‘Wei Wei Jeang Reg. No. 33,305
Kevin J. Meek , Reg. No. 33,738
Anthony E..Peterman Reg. No. 38,270
Barton E. Showalter Reg. No. 38,302
David G. Wille Reg. No. 38,363
Philip W. Woo Reg. No. 39,880
Bradley P. Williams Reg. No. 40,227
Terry J. Stalford Reg. No. 39,522
Christopher W. Kennerly Reg. No. 40,675
Daniel P. Stewart Reg. No. 41,332
Roger J. Fulghum Reg. No. 39,678
Rodger L. Tate Reg. No. 27,399
Scott F. Partridge Reg. No. 28,142
James B. Arpin Reg. No. 33,470
James Remenick Reg.. No. 36,902
AUS01:123882.1

Oracle-Huawei-NetApp Ex. 1002, pg. 455



" ATTORNEY DOCKET i i’ e PATENT
064113.0103

3
Jay B. Johnson ) Reg. No. 38,193
Christopher C. Campbell Reg. No. 37,291
Stacy B. Margolies Reg. No. 39,760
Robert W. Holland Reg. No. 40,020
Steven R. Sprinkle Reg. No. 40,825

all of the firm of Baker & Botts, L.L.P., my attorneys with
full power of substitution and revocation, to prosecute this
application and to transact all business in the United States
Patent and Trademark Office connected therewith, and to file
and prosecute any international patent applications filed

thereon before any international authorities.

Send Correspondence To: Direct Telephone Callg To:
Baker & Botts, L.L.P. Anthony E. Peterman

2001 Ross Avenue at (512) 322-2599

Dallas, Texas 75201-2980 Atty. Docket No.064113.0103

I declare that all statements made herein of my own knowledge
are true and that all statements made on information and
belief are believed to be true; and further that these
statements were made with the knowledge that willful false
statements and the like so made are punishable by fine or
imprisonment, or both, under Section 1001 of Title 18 of the
United States Code, and that such willful false statements may
jeopardize the validity of the application or any patent

issuing thereon.

AUS01:123882.1

Oracle-Huawei-NetApp Ex. 1002, pg. 456



ATTORNEY DOCKET "0, .° [ PATENT
064113.0103

Full name of the first inventor

Geoffrey B. Hoese

Inventor's signature ///?4%2L/’—-

Date ! z'zz[ﬁ‘l
Residence (City, CounFy, State) Austin, Travis County,
: Texas
Citizenship United States of Amefica
Post Office Address 1904 Ann Arbor Avenue

Austin, Texas 78704

Full name of the second inventor
Jeffry T. Russell

L faw

Inventor's signature

7~
Date | //[)mm, Lo B2 1997
Residence (City, County, State) Cibolo, Guadalupe County,
Texas
Citizenship United States of America
Post Office Address . - . . . -.205 Kariba Cove .-

Cibolo, Texas 178108

AUS01:123882.1

Oracle-Huawei-NetApp Ex. 1002, pg. 457



(ATTORMEY'S DOCKET 064113.0103)

PORNf PTO-1595 ' uU.S. DEPARTMENT OF COMMERCE
1-31-92 ° RECORDATION FORM COVER SHEET Patent and Trademark Office
PATENTS ONLY
To the Honorable Commissioner of Patents and Trademarks. Please record the attached original documents or copy thereof.

1. Name and Address of Conveying Party(ies): 2. Name and Address of receiving Party(ies):
_Geoffrey B. Hoese Name: Crossroads Systems, Inc.
1904 Ann Arbor Avenue
Austin, Texas 78704 Internal Address: Suite 11-300
. . . . . Street Address: 9390 Research Blvd.
O Individual/Citizenship: United States of America
City: Austin
Additional name(s) of conveying party(ies) attached? State/Zip Texas 78759
_ X  Yes No
3. Nature of conveyance:
X Assignment Merger ® Corporation/State Texas
Security Agreement Change of Name
Other '
Additional name(s) & address(es) Yes | X | No
Execution Date: December 22,1997 attached?

4. Application number(s) or patent number(s):
If this document is being filed together with a new application, the execution date of the application is: December 22, 1997

A. I B. Patent No.(s)
‘ Additional Numbers attached? [ ] ves [ x]no
5. Name and address of party to whom correspondence 6. Total number of applications and patents involved: -1
concerning document should be mailed:
Name: Anthony E. Peterman 7. Total Fee (37 CFR 3.41): $40.00
Internal Address: Baker & Botts, L.L.P. X Enclosed
Street Address: 2001 Ross Avenue Authorized to be charged to deposit account
City/State/Zip Dallas, Texas 75201-2980 8. Deposit account number:
(Attach Duplicate Copy of this page if paying by deposit account)
DO NOT USE THIS SPACE

9. Statement and signature. , ‘
To the best of my knowledge and belief, the foregoing information is true and correct and any attached copy is a true copy of the

original document.
Anthony E. Peterman T ALY LY December 31, 1997
Name of Person Signing ' Signatdre : ‘ Date

Total number of pages including cover sheet | 4

OMB No. 0651-0011 (exp.4/94)
] Do not detach this portion
Mail documents to be recorded with required cover sheet information:
. Commissioner of Patent and Trademarks Mm mlppwon
Box Assignments
Washington, D.C. 20231

Public burden reporting for this sample cover sheet is estimated to average about 30 minutes per & to be ded, includi time for reviewing the document and gathering the data needed, and completing and
reviewing the sample cover sheet. &Mmmumnp:din;misbmﬂenmhmmdzu.s.PamananOﬂ‘u.OfTuoﬂnfmimSm.m-lwoC.Wuhinpm, D.C. 20231, and to the Office of
|_Mamgement and Budget, Paperwork Reduction Project, (0651-0011), Washington, D.C. 20503.

Oracle-Huawei-NetApp Ex. 1002, pg. 458



U.S. Patent and Trademark Office

Recordation Form Cover Sheet -Form PTO-1595 (01/31/92)

Patents Only

- Page 2

AUSD3:124956.1

Attorneys Docket: 064113.0103
Section 1 -Name of conveying parties

Additional names (individual)
Jeffry T. Russell

205 Kariba Cove

Cibolo, Texas 78108

United States of America

Oracle-Huawei-NetApp Ex. 1002, pg. 459



- '}_ :.-:
ATTORNEY DOCKET N -'y..~ PATENT

*064113.0103

ASSIGNMENT

WHEREAS, we, the undersigned inventors of residence as
listed, have invented certain new and useful improvements as
below entitled, for which application for United States
Letters Patent is made, said application having been executed
on the date set forth below; and

WHEREAS, Crossroads Systems, Inc. (hereinafter referred
to as "Assignee"), a Texas corporation, with its principal
address at 9390 Research Blvd., Suite 1I-300, Austin, Texas
78759, desires to acquire our entire right, title and interest
in and to the invention, and in and to the said application
and any Letters Patent that may issue thereon;

NOW, THEREFORE, for good and valuable consideration, the
receipt and sufficiency of which is hereby acknowledged, we
assign to Assignee, all right, title and interest in and to
the said invention and in and to the said application and all
patents which may be granted therefor, and all divisions,
reissues, continuations, continuations-in-part and extensions
thereof; and we authorize and request the Commissioner of
Patents and Trademarks to issue all patents for said
invention, or patents resulting therefrom, insofar as our
interests are concerned, to Assignee.

We also assign to Assignee, all right, title and interest
in and to the invention disclosed in said application _
throughout the world, including the right to file applications
and obtain patents, utility models, industrial models and
designs for said invention in its own name throughout the
world, including all rights to publish cautionary notices
reserving ownership of said invention and all rights to
register said invention in appropriate registries; and we
further agree to execute any and all powers of attorney,
applications, assignments, declarations, affidavits, and any
other papers in connection therewith necessary to perfect such
right, title and interest in Assignee.

We will communicate to Assignee any facts known to us
respecting any improvements; and, at the expense of Assignee,
we will testify in any legal proceedings, sign all lawful
papers, execute all divisional, continuation, continuation-in-
part, reissue and substitute applications, make lawful oaths
and declarations, and generally do everything possible to vest
title in Assignee and to aid Assignee to obtain and enforce
proper protection for said invention in all countries.
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PATENT
Attorney Docket No.: CROSS-1120
(formerly 064113.0103)

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In the Application of: Geoffrey B. Hoese, et al.

Serial No. 09/001799

Filing Date: December 31, 1997

Group Art No. Unknown

Title STORAGE ROUTER AND METHOD FOR PROVIDING
VIRTUAL LOCAL STORAGE

CERTIFICATION UNDER 37 CFR §1.8

. I hereby certify that this documents is being
Copy from Prior Application deposited in the United States Postal Sefvice as
first class mail on the date identified below in an
envelope addressed to: Assistant Commissioner

for Patents, Washington, D.C. 20231

Rebecca Morrison
Assistant Commissioner of Patents 4 |5 - q y

Washington, D.C. 20231 Date

REVOCATION OF POWER OF ATTORNEYS
AND

POWER OF ATTORNEY AND CHANGE OF MAILING ADDRESS

Sir: .

Crossroads Systems, Inc., which is the assignee of record of 100% of the right,
title and interest in the above-identified application, as evidenced by the Assignment enclosed _
herewith, hereby revokes all previous Powers of Attomney and appoints the following attomeys,
all of the firm of Gray Cary Ware & Freidenrich, LLP, to prosecute the above-identified
patent application and to transact all business in the Patent and Trademark Office connected
therewith.

WILLIAM N. HULSEY I Registration No. 33,402
STEPHEN E. REITER Registration No. 31,192
GREGORY P. RAYMER Registration No. 36,647
DAVID F. KLEINSMITH Registration No. 40,050
BARRY N. YOUNG Registration No. 27,774
TIMOTHY W. LOHSE Registration No. 35,255
STANLEY H. KIM Registration No. 40,047
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Applicant(s): Geoffrey B. Hoese, et al. PATENT

Senial No.: 09/001799 : Attorney Docket No.: 103671.991120
Filed: December 31, 1997 . (formerly 064113.0103)
Page 2 :

MARNIE WRIGHT BARNHORST Registration No. 36,740

DARLENE W. HAYES Registration No. 33,899

RAMSEY R. STEWART Registration No. 38,322

STEVEN R. SPRINKLE Registration No. 40,825

MICHAEL A. HOFF Registration No. 40,018

We hereby state that we have reviewed and understand the contents of the above-
identified specification, including the claims, as amended by any amendment(s) referred to above.

We acknowledge the duty to disclose information which is material to the
examination of this application in accordance with Title 37, Code of Federal Regulations,
§ 1.56(a).

Direct all telephone calls to WILLIAM N. HULSEY III at (512)
457-7040.

Address all correspondence to:

William N. Hulsey OI
GARY CARY WARE & FREIDENRICH, LLP

100 Congress Avenue, Suite 1440
Austin, Texas 78701

Respectfully submitted,
CROSSROADS SYSTEMS, INC.

-

By:

Brian R. Smith
Chief Technical Officer

Dat aaavf (L (97%

AUM001078.1
103671-991120
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(ATTORNEY 'S DUCKEL U04113.U1U3)
FORM PTO-1595

J.S. DEPARTMENT OF COMMERCE

1-31-92 RECORDATION FORM COVER SHEET Patent and Trademark Office
] PATENTS ONLY
l To the Honorable Commissioner of Patents and Trademarks. Please record the attached original documents or copy thereof.
l 1. Name and Address of Conveying Party(ies): 2. Name and Address of receiving Party(ies):
‘Geoffrey B. Hoese Name: Crossroads Systems, Inc.
1904 Ann Arbor Avenue
Austin, Texas 78704 Internal Address: Suite 11-300
. . 5 . . Street Address: 9390 Research Blvd.
O Individual/Citizenship: United States of America
| Civy: Austin
Additional name(s) of conveying party(ies) attached? State/Zip Texas 78759
X Yes No
3. Nature of conveyance:
X Assignment Merger 8 Corporation/State Texas
Security Agreement Change of Name
Other
Additional name(s) & address(es) Yes X | No
il Execution Date: December 22,1997 attached? ' '

4. Application number(s) or patent number(s):
If this document is being filed together with a new application, the execution date of the application is: December 22, QM

A. I B. Patent No.(s)

Additional Numbers attached? [ Jves [x ]No
5. Name and address of party to whom correspondence 6. Total number of applications and patents involved: 1
concerning document should be mailed:
Name: Anthony E. Peterman 7. Total Fee (37 CFR 3.41): $40.00
Internal Address: Baker & Botts, L.L.P. X Enclosed
Street Address: 2001 Ross Avenue Authorized to be charged to deposit account
City/State/Zip Dallas, Texas 75201-2980 8. Deposit account number:

(Attach Duplicate Copy of this page if paying by deposit account)
DO NOT USE THIS SPACE

9. Statement and signature.
To the best of my knowledge and belief, the foregoing vJormanon is true and correct and any attached copy is a true copy of the

ZM . . W g
thony E. Peterman -/ y é December _

Name of Person Signing ’ Signature Date
Total number of pages including cover sheet I 4

OMB No. 0651-0011 (cxp.4/94)

Do pot detach this portion
Mail documents to be recorded with rcquired cover sheet information:
i Commissioner of Patent and Trademarks
Box Assignments
Washington, D.C. 20231

Mghﬂuwhmw“m:w“mmwmw 0 be ded, i ing time for revicwing
feviewing the sample cover sheet. Send comments regarding this burden estimate 1o the U.S. Paserx and Trademark Office, Office of Information Sysiems, PK2-1000C, Washingion, D.C. 20231, and w the Office of

i Mamgement and Budget, Prperwork Redoction Project, (0651-0011), Washingon, D.C. 20503.
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Attorneys Docket: 064113.0103
Section 1 -Name of conveying parties

Additional names (individual)
Jeffry T. Russell

205 Kariba Cove

Cibolo, Texas 78108

United States of America
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ASSIGNMENT

WHEREAS, we, the undersigned inventors of residence as
listed, have invented certain new and useful improvements as
below entitled, for which application for United States
Letters Patent is made, said application having been executed
on the date set forth below; and

WHEREAS, Crossroads Systems, Inc. (hereinafter referred
to as "Assignee"), a Texas corporation, with its principal
address at 9390 Research Blvd., Suite II-300, Austin, Texas
78759, desires to acquire our entire right, title and interest
in and to the invention, and in and to the said application
and any Letters Patent that may issue thereon;

NOW, THEREFORE, for good and valuable consideration, the
receipt and sufficiency of which is hereby .acknowledged, we
assign to Assignee, all right, title and interest in and to
the said invention and in and to the said application and all
patents which may be granted therefor, and all divisions,
reissues, continuations, continuations-in-part and extensions
thereof; and we authorize and request the Commissioner of
Patents and Trademarks to issue all patents for said !
invention, or patents resulting therefrom, insofar as our
interests are concerned, to Assignee.

We also assign to Assignee, all right, title and interest
in and to the invention disclosed in said application
throughout the world, including the right to file applications
and obtain patents, utility models, industrial models and
designs for said invention in its own name throughout the
world, including all rights to publish cautionary notices
reserving ownership of said invention and all rights to
register said invention in appropriate registries; and we
further agree to execute any and all powers of attorney,
applications, assignments, declarations, affidavits, and any
other papers in connection therewith necessary to perfect such
right, title and interest in Assignee.

We will communicate to Assignee any facts known to us
respecting any improvements; and, at the expense of Assignee,
we will testify in any legal proceedings, sign all lawful
papers, execute all divisional, continuation, continuation-in-
part, reissue and substitute applications, make lawful oaths
and declarations, and generally do everything possible to vest
title in Assignee and to aid Assignee to obtain and enforce
proper protection for sajid invention in all countries.
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VIRTUAL LOCAL STORAGE
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Atty. Docket No.
PRELIMINARY AMENDMENT CROSS1120-13

Applicants: Goeffrey B. Hoese, et al.

Application Number Filed
Unknown September 9, 2003
For:

Storage Router and Method for Providing Virtual
Local Storage

Group Art Unit Confirmation Number:
Unknown Unknown

Certification Under 37 C.F.R. §1.10

Mail Stop: Patent Application I hereby certify that this document is being deposited with
Commissioner for Patents the United States Postal Service as Express Mail to
© Addressee in an envelope addressed to: Mail Stop: Patent
Alexandria, VA 22313 Application, Commissiongr for Patents, Alexandria, VA
22313 on September , 2003.

. _amu_gqude '
Dear Sir: Janice Pampell

Please amend the application as follows:

IN THE SPECIFICATION

Following the title, please insert the following paragraph:

RELATED APPLICATIONS
This application is a continuation of and claims the benefit of the filing dates of U.S. Patent
Application Serial No. 10/081,110 by inventors Geoffrey B. Hoese and Jeffry T. Russell, entitled
“Storage Router and Method for Providing Virtual Local Storage” filed on February 22, 2002
which in turn is a continuation of U.S. Application No. 09/354,682 by inventors Geoffrey B.
Hoese and Jeffry T. Russell, entitled “Storage Router and Method for Providing Virtual Local
Storage” filed on July 15, 1999, now U.S. Patent No. 6,421,753, which in turn is a continuation
of U.S. Patent Application Serial No. 09/001,799, filed on December 31, 1997, now U.S. Patent
No. 5,941,972, and hereby incorporates these applications by reference in their entireties as if
they had been fully set forth herein.

Gray Cary\AUM113229.1
103671-990000
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Attorney Docket No. Continuation Application
CROSS1120-13 Customer ID: 25094

IN THE CLAIMS
1-14 Cancelled

15. (New) A storage router for providing virtual local storage on remote storage
devices to a device, comprising:
a buffer providing memory work space for the storage router;
a first Fibre Channel controller operable to connect to and interface with a first Fibre
Channel transport medium;
a second Fibre Channel controller operable to connect to and interface with a second
Fibre Channel transport medium; and
a supervisor unit coupled to the first and second Fibre Channel controllers and the
buffer, the supervisor unit operable:
to maintain a configuration for remote storage devices connected to the second
Fibre Channel transport medium that maps between the device and the remote storage devices
and that implements access controls for storage space on the remote storage devices; and
to process data in the buffer to interface between the first Fibre Channel
controller and the second Fibre Channel controller to allow access from Fibre Channel initiator
devices to the remote storage devices using native low level, block protocol in accordance with
the configuration.

16. (New) The storage router of claim 15, wherein the configuration maintained by
the supervisor unit includes an allocation of subsets of storage space to associated Fibre
Channel devices, wherein each subset is only accessibie by the associated Fibre Channel

device.

17. (New) The storage router of claim 16, wherein the Fibre Channel devices
comprise workstations.

18. (New) The storage router of claim 16, wherein the remote storage devices

comprise hard disk drives.

19. (New) The storage router of claim 15, wherein each of the first Fibre Channel

Gray Cary\AUM113229.1
103671-990000
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controller comprises:

a Fibre Channel (FC) protoco! unit operable to connect to the Fibre Channel transport
medium;

a first-in-first-out queue coupled to the Fibre Channel protocol unit; and

a direct memory access (DMA) interface coupled to the first-in-first-out queue and to the
buffer.

Gray Cary\AUM113229.1
103671-990000
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20. (New) A storage network, comprising:
a first Fibre Channel transport medium;
a second Fibre Channel transport medium;
a plurality of workstations connected to the first Fibre Channel transport medium,;
a plurality of storage devices connected to the second Fibre Channel transport medium;
and
a storage router interfacing between the first Fibre Channel transport medium and the
second Fibre Channel transport medium, the storage router providing virtual local storage on
the storage devices to the workstations and operable:
to map between the workstations and the storage devices,
to implement access controls for storage space on the storage devices, and
to allow access from the workstations to the storage devices using native low
level, block protocol in accordance with the mapping and access controls.

21. (New) The storage network of claim 20, wherein the access controls include an
allocation of subsets of storage space to associated workstations, wherein each subset is only

accessible by the associated workstation.

22. (New) The storage network of claim 20, wherein the storage devices comprise
hard disk drives.

23. (New) The storage network of claim 20, wherein the storage router comprises:

a buffer providing memory work space for the storage router,

a first Fibre Channel controller operable to connect to and interface with the first Fibre
Channel transport medium, the first Fibre Channel controller further operable to pull outgoing
data from the buffer and to place incoming data into the buffer;

a second Fibre Channel controller operable to connect to and interface with the second
Fibre Channel transport medium, the second Fibre Channel controller further operable to pull
outgoing data from the buffer and to place incoming data into the buffer; and

a supervisor unit coupled to the first and second Fibre Channel controllers and the
buffer, the supervisor unit operable:

to maintain a configuration for the storage devices that maps between

workstations and storage devices and that implements the access controls for storage space on

Gray Cary\AUM113229.1
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CROSS1120-13 Customer ID: 25094

the storage devices; and

to process data in the buffer to interface between the first Fibre Channel
controller and the second Fibre Channel! controller to allow access from workstations to storage
devices in accordance with the configuration.

Gray Cary\AUM113229.1
103671-990000
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24, (New) A method for providing virtual local storage on remote storage devices to
Fibre Channel devices, comprising:

interfacing with a first Fibre Channel transport medium;

interfacing with a second Fibre Channel transport medium;

maintaining a configuration for remote storage devices connected to the second Fibre
Channel transport medium that maps between Fibre Channel devices and the remote storage
devices and that implements access controls for storage space on the remote storage devices;
and

allowing access from Fibre Channel initiator devices to the remote storage devices using
native low level, block protocol in accordance with the configuration.

25. (New) The method of claim 24, wherein maintaining the configuration includes
allocating subsets of storage space to associated Fibre Channel devices, wherein each subset

is only accessible by the associated Fibre Channel device.

26. (New) The method of claim 25, wherein the Fibre Channel devices comprise
workstations.

27. (New) The method of claim 25, wherein the remote storage devices comprise
hard disk drives.

Gray Cary\AUM113229.1
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28. (New) An apparatus for providing virtual local storage on a remote storage
device to a device operating according to a Fibre Channel protocol, comprising:

a first controller operable to connect to and interface with a first transport medium,
wherein the first transport medium is operable according to the Fibre Channel protocol;

a second controller operable to connect to and interface with a second transport
medium, wherein the second transport medium is operable according to the Fibre Channel
protocol; and

a supervisor unit coupled to the first controller and the second controller, the supervisor
unit operable to control access from the device connected to the first transport medium to the
remote storage device connected to the second transport medium using native low level, block
protocols according to a map between the device and the remote storage device.

29. (New) The apparatus of Claim 28, wherein the supervisor unit is further operable
to maintain a configuration wherein the configuration includes the map between the device and
the remote storage device, and further wherein the map includes virtual LUNs that provide a
representation of the storage device.

30. (New) The apparatus of Claim 29, wherein the map only exposes the device to
LUNSs that the device may access.

31.  (New) The apparatus of Claim 28, wherein the supervisor unit is further operable
to maintain a configuration including the map, wherein the map provides a mapping from a host
device ID to a virtual LUN representation of the remote storage device to a physical LUN of the

remote storage device.

32. (New) The apparatus of Claim 28, wherein the remote storage device further
comprises storage space partitioned into virtual local storage for the device connected to the
first transport medium.

33. (New) The apparatus of Claim 32, wherein the supervisor unit is further operable
to prevent the device from accessing any storage on the remote storage device that is not part
of a virtual local storage partition assigned to the device

Gray Cary\AUM113229.1
103671-990000
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34. (New) The apparatus of Claim 28, wherein the first controller and the second

controller further comprise a single controller.

Gray Cary\AUM113229.1
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35. (New) A system for providing virtual local storage on remote storage devices,
comprising:
a first controller operable to connect to and interface with a first transport medium
operable according to a Fibre Channel protocol;
a second controller operable to connect to and interface with a second transport medium
operable according to the Fibre Channel protocol;
at least one device connected to the first transport medium,;
at least one storage device connected to the second transport medium; and
an access control device coupled to the first controller and the second controller, the
access control device operable to:
map between the at least one device and a storage space on the at least one
storage device; and
control access from the at least one device to the at least one storage device
using native low level, block protocol in accordance with the map.

36. (New) The system of Claim 35, wherein the access control device is further operable
to maintain a configuration wherein the configuration includes the map between the at least one
device and the at least one storage device, and further wherein the map includes virtual LUNs
that provide a representation of the at least one storage device.

37. (New) The system of Claim 36, wherein the map only exposes the at least one
device to LUNs that the at least one device may access.

38. (New) The system of Claim 35, wherein the access control device is further
operable to maintain a configuration including the map, wherein the map provides a mapping
from a host device ID to a virtual LUN representation of the at least one storage device to a

physical LUN of the at least one storage device.

39. (New) The system of Claim 35, wherein the at least one storage device further
comprises storage space partitioned into virtual local storage for the at least one device.

Gray Cary\AUW113229.1
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40. (New) The system of Claim 39, wherein the access control unit is further operable to
prevent at least one device from accessing any storage on the at least one storage device that
is not part of a virtual local storage partition assigned to the at least one device.

41. (New) The system of Claim 35, wherein the first controller and the second controller
further comprise a single controller.

Gray Cary\AUM113229.1
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42, (New) A method for providing virtual local storage on remote storage devices,
comprising:

mapping between a device connected to a first transport medium and a storage device
connected to a second transport medium, wherein the first transport medium and the second
transport medium operate according to a Fibre Channel protocol;

implementing access controls for storage space on the storage device; and

allowing access from the device connected to the first transport medium to the storage
device using native low level, block protocols.

43. (New) The method of Claim 42, further comprising maintaining a configuration
wherein the configuration includes a map between the device and the one storage device, and
further wherein the map includes virtual LUNs that provide a representation of the storage
device.

44. (New) The method of Claim 43, wherein the map only exposes the device to LUNs
that the device may access.

45. (New) The method of Claim 42, further comprising maintaining a configuration
including a map from a host device ID to a virtual LUN representation of the storage device to a
physical LUN of the storage device.

46. (New) The method of Claim 42, further comprising partitioning storage space on the

storage device into virtual local storage for the device.

47. (New) The method of Claim 46, further comprising preventing the device from
accessing any storage on the storage device that is not part of a virtual local storage partition
assigned to the device.

48. (New) A system for providing virtual local storage, comprising:

a host device;

a storage device remote from the host device, wherein the storage device has a storage
space;

a first controller;

Gray Cary\AUM113229.1
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a second controller
a first transport medium operable according to a Fibre Channel protocol, wherein the first
transport medium connects the host device to the first controller;
a second transport medium operable according to the Fibre Channel protocol, wherein
the second transport medium connects the second controller to the storage device;
a supervisor unit coupled to the first controller and the second controller, the supervisor
unit operable to:
maintain a configuration that maps between the host device and at least a portion
of the storage space on the storage device; and
implement access controls according to the configuration for the storage space
on the storage device using native low level, block protocol.

49. (New) The system of Claim 48, wherein the supervisor unit is further operable
to:

maintain a configuration that maps from the host device to a virtual representation of at
least a portion of the storage space on the storage device to the storage device; and

allow the host device to access only that portion of the storage space that is contained in

the map.

50. (New) The system of Claim 49, wherein the configuration comprises a map from
a host device ID to a virtual LUN representation of the storage device to a physical LUN of the
storage device.

51. (New) The system of Claim 48, wherein the storage device further comprises
storage space partitioned into virtual local storage for the host device.

52. (New) The system of Claim 51, wherein the supervisor unit is further operable to
prevent the host device from accessing any storage on the storage device that is not part of a

virtual local storage partition assigned to the host device.

53. (New) The apparatus of Claim 48, wherein the first controller and the second
controller further comprise a single controller.
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REMARKS

Applicants appreciate the time taken by the Examiner to review Applicants’ present
application.

Applicant has made an earnest attempt to place this case in condition for allowance. For
the foregoing reasons, Applicant respectfully requests full allowance of Claims 15-53.

The Director of the USPTO is hereby authorized to charge any deficiencies or credit any

overpayment to Deposit Account No. 50-0456 of Gray Cary Ware & Freidenrich LLp.

Respectfully submitted,

Gray Cary Ware & Freidenrich LLP

John L. Adair

Reg. No. 48,828
Dated: September 1 , 2003

1221 South MoPac Expressway
Suite 400

Austin, TX 78746-6875

Tel. (512) 457-7142

Fax. (512) 457-7001
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Address: COMMISSIONER OF PATENTS AND TRADEMARKS

Washington, 0.C. 20231
°°"47u ot
| SERIALNUMBER | FILNGDATE | FIRST NAMED APPLICANT . | ATTORNEYDOCKETNO. |
gR/001799 12231797 HOESE NE4113. 0103
{ EXAMINER ]
CHAN. EDDIE b
BAKER AND EOTTS .
h . ART UNIT PAPER NUMBER
S0l ROSS AVENULE { L ]
DAOLLAS TX 73201-2920 2741 ~
DATEMALED:  n7/10/9% |
This is in response to the Power of Attomey filed . 04r20/59E
‘[0 1. The Power of Attorney to you in this application.has been revoked by the applicant. Future oorrespondence will - ' ¥

be mailed to the new address of record. 37 CFR 1.33.

a] 2. The Power of Attorney to you in this application has been revoked by the assignee who has intervened -
as provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record. (37 CFR 1.33).

O 3. The withdrawal as attorney in this application has been accepted. Future correspondence will be mailed to the

new address of record. 37 CFR 1.33. .
Lnephnd_ 7920645

This Is a communication from the
Copy from Prior Application Patent and Trademark Office

ﬁ] 4. The Power of Attorney in this application Is accepted. Correspondence in this applicaiion will be mailed to the
below-noted address as provided by 37 CFR 1.33,

O s, The Power of Attorney in this application is not accepted for the reason(s) checked below:
[J a..The Power of Attorney is from an assignee and the Certificate required by 37 CFR 3.73 (b) has not been
received.
O b. The person signing for the assignee has omitted their empowerment to sign on behalf of the assignee.

Oc. The Invbntor(s) is without authority to appoint attorneys since the assignes has intervened as provided by
37 CFR 3.71.

7 d. The signature of ] ) , @ co-inventor in this
application, has been omitted. The Power of Attorney will be entered upon receipt of conﬂrmanon signed
by sald co-inventor.

{Oe. The person(s) appointed in the Power of Attorney is not registered to practice before the U. S. Patent &
Trademark Office.

[Jt. The revocation is not signed by the applicant, the assignee of the entire interest, or gne particular principal
attorney having the authority to revoke.

WILLLIAM N HULSEY TII

[TGARY CARY WARE & FREIDENRICAILLE ' B
100 CONGRESS AVENUE WY Lol

SUITE 1440 This is a communication from the
AUSTIN TX 78701 - Patent and Trademark Office
L |
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PATENT APPLICATION FEE DETERMINATION RECORD

v _—

;‘,‘

Application or Docket Number

**ifth "Highest Number Previously Paid For” IN THIS SPACE is less than 3, enter *3."
The "Highest Number Previously Paid For” (Total or Independent) is the highest number found in th appropriat box in column 1.

FORM PTO-875 (Rev. 12/02)

*U.S. Govemment Printing Office: 2003—499-464/78011

. (7 e
Effective January 1, 2003 e S o3
CLAIMS AS FILED - PART 1 SMALL ENTITY OTHER THAN
(Column 1) Column 2 TYPE [ OR SMALL ENTITY
TOTAL CLAIMS 2,67 RATE | FEE RATE | FEE
| FOR NUMBER FILED NUMBER EXTRA BASIC FEE} 375.00 OR[BASIC FEE| 750.00
TOTAL CHARGEABLE CLAIMS g‘/") minus 20= |* ./ ) . X$ 9= e /', 'Q\R X$18=
* P o
INDEPENDENT CLAIMS ) minus3 = ¢ -1 7. -
/ Xa2= | 1 J3r] X84=
MULTIPLE DEPENDENT CLAIM PRESENT D i
+140= or| +280-=
* If the difference in column 1 is less than zero, enter “0” in column 2 TotaL /7. or- ToTAL
CLAIMS AS AMENDED - PART Il OTHER THAN
Column 1 (Column 3) SMALL ENTITY OR SMALL ENTITY
CLAIMS
ADDI- ADDI-
< REMAINING
= AFTER PREVIOUSLY | boren! RATE |TIONAL RATE | TIONAL
z AMENDMENT PAID FOR FEE FEE
= .
% Total Minus *ok = X$ 9= OR X$18=
w . _
5 Independent |« Minus ok = X42= OR X84=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM | I
+140= OR]} +280=
TOTAL OR TOTAL
ADDIT. FEE ADDIT. FEE
Column 2)  (Column 3)
] REMAINING NUMBER PRESENT ADDI- ADDI-
; AFTER PREVIOUSLY EXTRA RATE |TIONAL RATE | TIONAL
] AMENDMENT PAID FOR FEE FEE
= Total .
g ota Minus ok = X$ 9= OR] X%$18=
W 1 independent Minus =
5 ndependen * inu ok X42= OR X84=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM g
+140= OR| +280=
TOTAL OR TOTAL,
ADDIT. FEE ADDIT. FEE
(Column 3)
o REMAINING NUMBER PRESENT ADDI- ADDI-
E AFTER PREVIOUSLY EXTRA RATE |TIONAL RATE ] TIONAL
g AMENDMENT PAID FOR FEE FEE
% Total * Minus ok = X$ 9= or| xs18=
g independent |« Minus sk =
< X42= oR| X84=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM I I
+140= OR | +280=
* Ifthe entry in column 1 is less than the entry in column 2, write “0” in column 3. —TOTAl
** 1f the "Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter “20. ADDII‘OIIQIE- OR ADDI‘TI'?;QI!E.

T —————————
Patent and Trademark Offic, U.S. DEPARTMENT OF GOMMERGE
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PATENT APPLICATION SERIAL NO.

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE
FEE RECORD SHEET

09/11/2003 HDERESS1 00000033 10658163

01 FC:2001 375.00 0P
02 FCs2201 168.00 0P
03 FC:2202 171.00 0P
PTO-1556
(5/87)

*U.S. Govemment Printing Office: 2002 — 489-267/69033
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PATENT APPLICATION SERIAL NO.

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE
FEE RECORD SHEET

fdjustsent date: 12/12/2003 UEDWIJE
11728/2003 SDIRETA1 00000013 500456 10658163

01 FC:1051 130.00 CR

12/12/2003 UEDWIJE 00000002 500456 10658163
01 FC:2051 65.00 DA

PTO-1556
(5/87)

*U.S. GPO: 2000-468-987/39595
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