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To commence the transfer of the next segment of the
block of data to be transferred, the master drives
DSO* low 739 and, after a Predetermined perlod of
time, drives DsoO* high 741. '-In response to the
5 transition of DSO* from high to low, respectively ‘739
and 741, the slave latches the data being broadcast by
the master over data lines D0OO through D31, 743. The
master places the next segment of the data to be
transferred on data lines D00 through D31, 745, and
10 awaits receipt of a DTACK* signal in the form of a
high to low transition, 747.
The slave then driﬁes DTACK* low, 749, and, after
a4 predetermined period of time, drives DTACK* high,
751.. The data .latched by the slave, 743, is written
15 to the device selected to store the data and the
device address is incremented 753. The slave waits
for another transition of DSO* from high to low 737.
The transfer of data will continue in the above-

*

described manner until. all of the data has been
- 20 transferred from the master to the slave. After all .
of the data has been transferred, the master will

release the address lines, address modifier lines,

data llnes, IACK* line, LWORD* line and DSO* 1line,

755. The master will then wait for receipt of a

25 DTACK* high to low transition 757. The slave will
" drive DTACK* low, 759 and, after a predetermined
period of time, drive DTACK* high 761. 1In response to

the receipt of the DTACK* high to low transition, the

master will drive as* high 763 and then release the

30 AS* line 76S5. ’
Fig. 8, parts a through C, is a flowchart '
illustrating the operations involved in accomplishing . ®

the fast transfer protocol BLOCK READ cycle To
initiate a BLOCK READ cycle, the master broadcasts the
35 memory address of the data to be transferred and the
address modifier across the DTB bus 801. The master
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drives the LWORD* signal low and the IACK* signal high
801. As noted previously, a special address modifier
indicates to the slave module that the fast transfer
' protocol will be used to accomplish the BLOCK READ.

S The slave modules connected to the DTB receive the
address and the address modifier broadcast by the
master across the bus and receive LWORD* low and IACK*
high 803. Shortly after broadcasting the address and
address modifier 801, the master drives the AS* signal

10 low 805. The slave modules receive the AS* low signal
807. Each slave individually determines whether it
will participate in the data transfer by determining
whether the broadcasted address is valid for the slave
in question 809. If the address is not valid, the

15 data transfer does not involve that particular slave
and it ignores the remainder of the data transfer
cycle. }

The master drives WRITE* high to indicate that the
transfer cycle about to occur is a READ operation 811.

20 Phe slave receives the WRITE* high signal 813 and,
knowing that the data transfer operation is a READ
operation, places the first segment of the data to be
transferred on data lines D00 through D31 819. The
master will wait until both DTACK* and BERR* are high

25 818, which indicates that the previous slave is no
longer driving the DTB.

The raster then drives DSO* low 821 and, after a
predete mined interval, drives DSO* high 823. The
master then awaits a high to low transition on the

30 DTACK* signal line 824. As shown in Fig. 8B, the
slave then drives the DTACK* signal low 825 and, after
a predetermined peridd of time, drives the DTACK*
sigral high 827.

In response to the transition of DTACK* from high

35 to low, ;espectively 825 and 827, the master latches
the data being transmitted by the slave over data
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lines DOO through D31, 831. Thé data latched by the
master, 831, is written to a device, which has been
selected to store the data the device address is
incremented 833.

5 " The slave places the next segment of the data to be
transferred on data lines D00 through D31, 829, and
then waits for another transition of DSO* from high to
low 837.

To commence the transfer of the next segment of the -
10 block of data to be transferred, the master drives
DSO* low 839 and, after a'predetermined period of
time, drives DSO* high 841. The master then waits for
the DTACK* line to transition from high to low, 843.
The slave drives DTACK* low, 845, and, after a
15 predetermined period of time, drives DTACK* high, 847.
In response to the transition of DTACK* from high to
low, respectively 839 and 841, the master latches the
data being transmitted by the slave over data lines
DOO through D31, 845. The data latched by the master,

- 20 845, is written to the device selected to store the
data, 851 in Fig. 8C, and the device address is
incremented. The slave places the next segment of the
data to be transferred on data lines D00 through D31,
849. .

25 The transfer of data will continue in the above-

, described manner until all of the data to Dbe
transferred from the slave to the master has been
written into the device selected to store the data.
After all of the data to be transferred has been N

30 written into the storage device, the master will .

) release the address lines, address modifier lines, .
data lines, the TACK* line, the LWORD line and DSO* ..
line 852. The master will then wait for receipt of a ‘
DTACK* high to low transition 853. The 8lave will

35 drive DTACK* low 855 and, after a predetermined peribd
-of time, drive DTACK* high 857. 1In’ response to the
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receipt of the DTACK* high to low transition, the
master will drive AS* high 859 and release the AS*
line 861.
To implement the fast transfer protocol, a
S " conventional 64 mA tri-state driver is substituted for
the 48 mA open collector driver conventionally used in
VME slave modules to drive DTACK*. Similarly, the
conventional VMEbus data drivers are replaced with 64
mA tri-state drivers in SO-type packages. The latter
10 modification reduces the ground lead inductance of the
actual driver packagé itself and, thus, reduces
“ground bounce® effects which contribute to skew
between data, DSO0* and DTACK*. In addition, signal
return inductance along the bus backplane is reduced
15 by using a connector system having a greater number of
ground pins so as to minimize signal return and mated-
pair pin inductance. One such connector system is the
“High Density Plus® connector, Model No. 420-8015-

000, manufactured by Teradyne Corporation.
'
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The parity FIFOs 240, 260 and 270 (on the network
5 . controllexrs 110), and 544 and 554 (on storage
processors 114) are each implemented as an ASIC. All
the parity FIFOs are identical, and are configured on
power-up or during normal operation for the particuiar
function desired. The parity FIFO is designed to
. 10 allow speed matching between buses of different speed,
and to perform the parity generation and correction
for the parallel SCSI drives.
The FIFO comprises two bidirectional data ports,
Port 2 and Port B, with 36 x 64 bits of RAM buffer
15 between them. Port A is 8 bits wide and Port B is 32
bits wide. The RAM buffer is divided into two parts,
each 36 x 32 bits, designated RAM X and RAM Y. The
two ports access different halves of the buffer
alternating.to the other half when available. When
20 the chip is configured as a parallel parity chip (e.g.
one of the FIFOs 544 on SP 114a), all accesses on Port
B are monitored and parity is accumulated in RAM X
and RAM Y alternately.
A The chip also has a CPU interface, which may be 8
25 - or 16 bits wide. In 16 bit mode the Port A pins are
used as the most significant data bits of the CPU
interface and are only actually used when reading or
writing to the Fifo Data Register inside the chip.
A REQ, ACK handshake is usedbfor data transfer on

30 both Ports A and B. The chip may be configured as ] »
either a master or a slave on Port A in the sense .
that, in master mode the Port A ACK / RDY output i L4

signifies that the chip is ready to transfer data on
Port A, and the Port A REQ input specifies that the
35 slave is responding. In slave mode, however, the Port
A REQ input specifies fhat the master requires a datg
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transfer, and the chip responds with Port A ACK / RDY
when data is available. The chip is a master on Port
B since it raises Port B REQ and waits for Port B ACK
to indicate completion of the data transfer.

S SIGNAL DESCRIPTIONS
Port A 0-7, P
Port A is the 8 bit data port. Port A P, if used,
is the odd parity bit for this port.

10 ' A Req, A Ack/Rdy
These two signals are used in the data transfer
mode to control the handshake of data on Port A.

uP Data 0-7, uP Data P, uPAdd 0-2, CS

15 . These signals are used by a microprocessor to
address the programmable registers within the chip.
The odd parity signal uP Data P is only checked when
data is written to the Fifo Data or Checksum Registers

and microprocessor parity is enabled.

20 Clk
The clock input is used to generate some of the
chip timing. It is expected to be in the 10-20 Mhz
range.

25 . Read En, Write En
During microprocessor accesses, while CS is true,
these signals determine the direction of the
microprocessor accesses. During data transfers in the
WD mode these signals are data ‘strobes used in
30 conjunction with Port A Ack.
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Port B 00-07, 10-17, 20-27, 30-37, OP-3P

Port B is a 32 bit data port. There is one odd
parity bit for each byte. Port B OP is the parity of
bits 00-07, PortB 1P is the parity of bits 10-17, Port-
B 2P is the parity of bits 20-27, and Port B 3P is the
parity of bits 30-37.

B Select, B Req, B Ack, Parity Sync, B Output Enable

These signals are used in the data transfer mode to
control the handshake of data on Port B. Port B Req
and Port B Ack are both gated with Port B Select.
The Port B Ack signal is used to strobe the data on
the Port B data lines. The parity sync signal is
used to indicate to a chip configured as the parity
chip to indicate that the last words of data involved
in the parity accumulation are on Port B. The Port B
data lines will only be driven by the Fifo chip if all
of the following conditions are met:

a. the data transfer is from Port A to Port B;

b the Port B select signal is true;

c. the Port B output enable signal is true; and

da

the chip is not confiqured as the parity chip
or it is in parity correct mode and the Parity
Sync signal is true. :

Reset

This signal resets all the registers within the
chip and causes all bidirectional pins to be in a high
impedance state.

DESCRIPTION OF OPERATION
" Normal Operation. Normally the chip acts as a

Vsimple FIFO chip. A FIFO is simulated by using two

RAM buffers in a simple ping-pong mode. It is
intended, but not mandatory, that data is burst into
or out of the FIFO on Port B. This is done by holding
Port B Sel signal low and pulsing the Port B Ack
signal. When transferring data from Port B to Port A,
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data is first written into RAM X and when this is
full, the data paths will be switched such that Port
B may start writing to RAM Y. Meanwhile the chip will
begin emptying RAM X to Port A. When RAM Y is full

5 and RAM X empty the data paths will be switched again
such that Port B may reload RAM X and Port A may
empty RAM Y.

Port A Slave Mode. This is the default mode and
the chip is reset to this condition. In this mode the
10 chip waits for a master such as one of the SCSI
adapter chips 542 to raise Port A Request for data
transfer. If data is available the Fifo chip will
respond with Port A Ack/Rdy.
. Bort A WD Mode. The chip may be configured to run
15 in.the WD or Western Digital mode. 1In this mode the
chip must be configured as a slave on Port A. It
differs from the default slave mode in that the chip
responds with Read Enable or Write Enable as
appropriate together with Port a Ack/kdy. This mode
20 is intended to allow the chip to be interfaced to the
Western Digital 33C93A SCSI chip or the NCR 53C90 SCSI
chip.
Port A Magter Mode. When the chip is configured as
a master, it will raise Port A Ack/Rdy when it is
25 - ready for data transfer. This signal is expected to
be tied to the Request input of a DMA controller which
will respond with Port A Req when data is available.
In order to allow the DMA controller to burst, the
Port A Ack/Rdy signal will only be negated after every
30 8 or 16 bytes transferred.
Bort B Parallel Write Mode. In parallel write
mode, the chip is cdnfigured to be the parity chip for
a parallel transfer from Port B to Port A.. In this
modé, when Port B Select and Port B Request are
35 asserted, data is written into RAM X or RAM Y each
time the Port B Ack signal is received. For the first
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block of 128 bytes data is simply. copied into the
selected RAM. The next 128 bytes driven on Port B will
be exclusive-ORed with the first 128 bytes. This
procedure will be repgated-for'all drives such that
5 the parity is accumulated in this chip. The Parity
Sync signal should be asserted to the parallel chip
together with the last block of 128 bytes. This
enables the chip to switch access to the other RAM and
start accumulating a new 128 bytes of parity. '

10 Port B Parallel Read Mode - Check Data. This mode

' is set if all drives are being read and parity is to
be checked. 1In this}case‘the Parity Correct bit in
the Data Transfer Configuration Register is not set.
The parity chip will first read 128 bytes on Port A as

15 in a normal read mode and then raise Port B Request.
While it has this signal . asserted the chip will
monitor the Port B Ack signals and exclusive-or the
data on Port B with the data in its selected RAM. The
Parity Sync should again be asserted with the last

20 block of 128 bytes. In thikt mode the chip will not
drive the Port B data lines but will check the output
of its exclusive-or logic. for zero. If any bits are
set at this time a parallel parity error will be
flagged.

25 Port B Paralle) Read Mode - Correct Data. This
mode is set by setting the Parity Correct bit in the
Déta‘Transfer Configuration Register. 1In this case
the chip will work exactly as in the check mode except
that when Port B Output Enable, Port B Select and _

30 ~Parity Sync are true the data is driven onto the Port e
B data 1lines and a parallel parity check for zero is :

~ not performed. o -
.~ Byte Swap. In the normal mode it is expected that -
Port B bits 00-07 are the first byte, bits 10-17 the

35 second byte, bits 20-27 the third byte, and bits 30-37

the last byte of each word. The order of these bytes
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may be changed by writing to the byte swap bits in the
configuration register such that the byte address bits
are inverted. The way the bytes are written and read
also depend on whether the CPU interface is configured
5 as 16 or 8 bits. The following table shows the byte
‘ alignments for the different possibilities for data
transfer using the Port A Request / 'Acknowledge

handshake:
CPU Invert Invert Port B Port B Port B Port B
10 I/F Addr 1 Addr 0 00-07 10-17 20-27 30-37

8 False  False PotA PotA PortA PortA

byte0  byte 1 byte2  byte 1

15 8 False True Port A Port A Port A Port A
: byte 1 byte 0 byte 3 byte 2

8 True False PotA - PotA PotA PortA
byte2 byte3 byteO byte 1

20 8 True True Port A Port A Port A Port A
byte 3 byte 2 byte 1 byte 0

16 False False Port A uProc Port A uProc
byte 0 byte O byte 1 byte 1

25 16 False True uProc Port A uProc Port A
byte 0_ byte 0 byte 1 byte 1

16 True False PortA  uProc Port A uProc
' byte 1 byte 1 byte 0 byte 0
30 16 True True uProc Port A uProc Port A
byte 1 byte 1 byte 0 byte 0
When the Fifo is accessed by reading or writing the
Fifo Data Register through the microprocessor port in
35 8 bit mode, the bytes are in the same order as the
table above but the uProc data port is used instead of
Port A. 1In 16 bit mode the table above applies.
Odd Length Transfers. If the data transfer is not
a multiple of 32 words, or 128 bytes, the
40 microprocessor must manipulate the internal registers
of the chip to ensure all data is transferred. Port
A Ack and Port B Req are normally not asserted until
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all 32 words of the selected RAM are available. These
signals may be forced by writing to the appropriate
RAM status bits of the Data Transfer Status Register.

When an odd length transfer has taken place the
microprocessor must wait until both ports are
quiescent before manipulating any registers. It
should then reset both of the Enable Data Transfer
bits for Port A and Port B in the Data Transfer
Control Register. It must then determine by reading
their Address Registers and the RAM Access Control
Register whether RAM X or RAM Y holds the odd length
data. It should then set the corresponding Address
Register to a value of 20 hexadecimal, forcing the RAM
full bit and setting the address to the first word.
Finally the microprocessor should set the Enable Data
Transfer bits to allow the chip to complete the
transfer.

At this point the Fifo chip will think that there
are now a full 128 bytes of data in the RAM and will
trénsfer 128 bytes if allowed to do so. The fact that
some of these 128 bytes are not valid must be

recognized externally to the FIFO chip.

BL IST v
£ i i i r W
Register Address 0. This register is cleared by
the reset signal.

Bit O WD Mode. Set if data transfers are to
use the Western Digital . WD33C93a
protocol, otherwise the Adaptec 6250
protocol will be used.

Bit 1 Parity Chip. Set if this chip is to
accumulate Port B parities.

Bit 2  Parity Correct Mode. Set if the parity

chip is to correct parallel parity on
Port B. .
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. If set, the
microprocessor data bits are combined
with the Port A data bits to effectively
produce a 16 bit Port. All accesses by
the microprocessor as well as all data
transferred using the Port A Request and
Acknowledge handshake will transfer 16
bits.

P . Set to
invert the least significant bit of Port
A byte address.

. Set to
invert the most significant bit of Port
A byte address. :

r . Set to enable the
carry out of the 16 bit checksum adder to
carry back into the least significant bit
of the adder.

Reset. Writing a 1 to this bit will
reset the other registers. This bit
resets itself after a maximum of 2 clock
cycles and will therefore normally be
read as a 0. No other register should be
written for a minimum of 4 clock cycles
after writing to this bit.

Data Transfer Control Register (Read/Write)

Register Address 1. This register is cleared by

the reset signal or by writing to the reset bit.

Bit

Bit

Bit

0

1

2

Enable Data Transfer on Port A. Set to
enable the Port A Reqg/Ack handshake.

Enable Data Transfer on Port B. Set to
enable the Port B Req/Ack handshake.

Port A to Port B. If set, data transfer
is from Port A to Port B. If reset, data

transfer is from Port B to Port A. In

order to avoid any glitches on the

request lines, the state of this bit

should not be altered at the same time as

the enable data transfer bits 0 or 1

above.
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Bit 3 uProcesgor Parity Enable. Set if parity
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Pifo Data Register or .
5 reading from the Fifo Data or Checksum !
Registers, or during a Port A
Request/Acknowledge transfer in 16 bit
mode. The chip will, however, always
re-generate parity ensuring that correct
10 parity is written to the RAM or read on
: the microprocessor interface.

Bit 4 Port A Parify Enable. Set if parity is
. to be checked on Port A. It is checked

15 o when accessing the Fifo Data Register in
16 bit mode, or during a Port A

Request/Acknowledge transfer. The chip

will, however, always re-generate parity

ensuring that correct parity is written

20 to the RAM or read on the Port A

interface.

Bit 5 Port B Parity Enable. Set if Port B
. : data has valid byte parities. If it is
25 not set, byte parity is generated
internally to the chip when writing to
the RAMs. Byte parity is not checked
when writing from Port B, but always

checked when reading to Port B.

- 30 Bit 6 Checksum Enable. Set to enable writing
to the 16 bit checksum register. This

register accumulates a 16 bit checksum
for all RAM accesses, including accesses
: to the Fifo Data Register, as well as all
35 writes to the checksum register. This
bit must be reset before reading from the
Checksum Register.

Bit 7 Port A Master. Set if Port A is to

40 operate in the master mode on Port A
during the data transfer.

Data Transfer Status Register (Read Qply) e
Register Address 2. This register is cleared by P

45 the reset signal or by writing to the reset bit. .

Bit 0 i r Y. Set if any bits
are true in the RAM X, RAM Y, or Port A
byte address registers.
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r . Set if the
uProc Parity Enable bit is set and a
parity error is detected on the
microprocessor interface during any RAM
access or write to the Checksum Register
in 16 bit mode.

Bost A Parjty Error. Set if the Port A
Parity Enable bit is set and a parity
error is detected on the Port A interface
during any RAM access or write to the
Checksum Register.

B ral . Set if
the chip is configured as the parity
chip, is not in parity correct mode, and
a non zero result is detected when the
Parity Sync signal is true. It is also
set whenever data is read out onto Port
B and the data being read back through
the Dbidirectional buffer does not
compare.

0- i . Set
whenever the data being read out of the
RAMs on the Port B side has bad parity.

Ram Access Control Register (Read/Write)
Register Address 3. This register is cleared by
the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.

Bit O
Bit 1
Bit 2

Bort A byte address 0. This bit is the
least significant byte address bit. It
is read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

Port A byte address 1. This bit is the
most significant byte address bit. It is

read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

Port A to RAM Y. Set if Port A is

accessing RAM Y, and reset if it is
accessing RAM X .
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Bit 3 Port B to RAM Y. Set if Port B is
accessing RAM Y, and reset if it is
accessing RaM X .

Bit ' 4 Long Burst. If the chip is configured to
transfer data on Port A as a master, and
this bit is reset, the chip will only
negate Port A Ack/Rdy after every 8
bytes, or 4 words in 16 bit mode, have
been transferred. If this bit is set,
Port A Ack/Rdy will be negated every 16
bytes, or 8 words in 16 bit mode.

Bits 5-7 Not Usged.

RAM X_Adds Regist (Read/Hrite)

" Register Address 4. This register is cleared by
the reset signal or by writing to the reset bit. The
Enable Data Transfer bits in the Data Transfer Control
Register must be reset before attempting to write to
this register, else the write will be ignored.

Bits 0-4 RAM X word address
Bit 5 RAM X full
Bits 6-7 Not Used

RAM Y Address Register (Read/Write)

Register Address 5. This register is cleared by
the reset signal or by writing to the reset bit. The
Enable Data Transfer bits in the Data Transfer Control
Register must be reset before attempting to write to
this register, else the write will be ignored.

Bits 0-4 RAM Y word address
Bit 5 RAM Y full
Bits 6-7 Not Used

Fifo Data Register (Read/Write)

Register Address 6. The Enable Data Transfer bits
in the Data Transfer Control Register must be reset
before attempting to wr;te to this register, else the
write will be ignored. The Port A to Port B bit in

SUBSTITUTE SHEET

Oracle-Huawei-NetApp Ex. 1002, pg. 1215




WO 91/03788 ' PCT/US90/04711

-95-

the Data Transfer Control register must also be set

before writing this register. If it is not, the RAM

controls will be incremented but no data will be

written to the RAM. For consistency, the Port A to

5 PortB should be reset prior to reading this register.

Bits 0-~7 are Fifo Data. The microprocessor may

. access the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

10 bit CPU Interfacé the most significant byte will use

the Port A 0-7 data lines, and each Port A access will
increment the Port A byte address by 2.

Port A Checksum Register (Read/Write)
15 Register Address 7. This register is cleared by
the reset signal or by writing to the reset bit.
Bits 0-7 are Checksum Data. The chip will
accumulate a 16 bit checksum for all Port A accesses.
If the chip is configured with a 16 bit CPU interface,
20 the most significant byte is read on the Port A 0-7
data lines. If data is written directly to this
register it is added to the current contents rather
than overwriting them. It is important to note that
the Checksum Enable bit in the Data. Transfer Control
25 Register must be set to write this register and reset
to read it.

PROGRAMMING THE FIFO CHIP
In general the fifo chip is programmed by writing
30 to the data transfer configuration and control
registers to enable a data transfer, and by reading
the data transfer status register at the end of the
transfer to check the completion status. Usually the
data transfer itself will take place with both the
35 Port A and the Port B handshakes enabled, and in this
case the data transfer itself should be done without
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any otﬁer microprocessor. interaction. In some
applications, however, the Port A handshake may not be
enabled, and it will be necessary for the
microprocessor to £ill or empty the fifo by repeatedly
5 writing or reading the Fifo Data Register.

Since the fifo chip has no knowledge of any byte
counts, there is no way of telling when any data
transfer is complete by reading any register within
this chip itself. Determination of whether the data

10 transfer has been completed must therefore be done by
some other circuitry outside this chip.

The following C language routines illustrate how
the parity FIFO chip may be programmed. The routines
assume that both Port A and the microprocessor port

15 are connected to the system microprocessor, and return
' a size code of 16 bits, but that the hardware
addresses the Fifo chip as long 32 bit registers.

struct FIFO_regs {
unsigned char config,ai,a2,a3 ;
20 unsigned char control,b1,b2,b3;
unsigned char status,c1,c2,c3;
unsigned char ram_access_control,d1,d2,d3;
unsigned char ram_X_addr.e1,e2,e3;
. unsigned char ram_Y_addr,f1,12,13;
25 unsigned long data;
. unsigned int checksum,h1;

#define FIFO1 ((struct FIFO_regs*) FIFO_BASE_ADDRESS)

30 #define FIFO_RESET 0x80
#define FIFO_16_BITS 0x08
#define FIFO_CARRY_WRAP 0x40
#define FIFO_PORT_A_ ENABLE 0x01
#define FIFO_PORT_B_ENABLE 0x02 , .

35 #define FIFO_PORT_ENABLES 0x03 Coe
#define FIFO_PORT_A TO B 0x04 :
#define FIFO_CHECKSUM ENABLE 0x40 . R
#define FIFO_DATA IN_RAM 0x01 . ®
#define FIFO_FORCE_RAM_FULL 0x20

40 #define PORT_A_TO_PORT Bi(fifo) ((fifo-> control ) & 0x04)
#define PORT_A_BYTE_ADDRESS(fifo) ((fifo->ram_access_control) &
0x03) .
#define PORT A TO_RAM_Y!(fifo) ((fifo->ram_access_control ) & 0x04)
#define PORT_B_TO_RAM_Y(fifo) ((fifo-> ram_access control) & 0x08)
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The following routine initiates a Fifo data transfer using two
values passed to it.

5 config_data This is the data to be written to the configuration register.

control_data This is the data to be written to the Data Transfer Control
Register. If the data transfer is to take place
automatically using both the Port Aand Port B
10 handshakes, both data transfer enables bits should be
set in this parameter.

15 unsigned char config_data, control_data;

FIFO1->config = config_data | FIFO_RESET; /* Set
Configuration value & Reset */ :
FIFO1->control = control data & (~FIFO_PORT_ENABLES); /* Set

FIFO_initiate_data_transfer(config data, control_data)

20 - everything but enables */
FIFO1->control = control data; - /* Set data transfer
enables */
2 5 /*t.**m***ﬁ*****mim*t*mm"!*t”t****m"ﬂﬂ

The following routine forces the transfer of any odd bytes that
have been left in the Fifo at the end of a data transfer.
It first disables both ports, then forces the Ram Full bits, and then
re-enables the appropriate Port. '
30 falaininiaininieinieiniuisinisiniaiaininiatuisdiaiodindeindeindobodoiedoiod bbb ot /

FIFO_force_odd_length_transfer()
FIFO1->control &= ~FIFO_PORT_ENABLES; /* Disable Ports A & B
if (PORT_A TO PORT B(FIFO1)) {

if PORT_A TO_RAM_Y(FIFO1)) {
FIFO1->tam_Y_addr = FIFO_FORCE_RAM FULL; /*

35 */

Set RAM Y full */
40. }
else FIFO1->ram_X_addr = FIFO_FORCE_RAM_FULL ; /* Set
RAM X full */ '
FIFO1->control | = FIFO_PORT_B_ENABLE ; id
Re-Enable Port B */
45
else {
if (PORT B TO_RAM Y(FIFO1)) {
FIFO1->ram_Y_addr = FIFO_FORCE_RAM_FULL ; /*
Set RAM Y full */
50 } '
else FIFO1->ram_X_addr = FIFO_FORCE_RAM_FULL ; /* Set
RAM X full */
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FIFO1->contral | = FIFO_PORT_A_ENABLE ; A
Re-Enable Port A */
}

¥

/ L 2 22333323 aaaasaaltasatra s e it o et da g sttt

The following routine returns how many odd bytes have been
left in the Fifo at the end of a data transfer.

int FIFO_count_odd_bytes()
{

int number_odd_bytes;
number_odd_bytes=0;
if (FIFOT->status & FIFO_DATA_IN RAM) {
if (PORT_A_TO_PORT_B[FIFO1)) {
number_odd bytes =
(PORT_A BYTE_ADDRESS(FIFO1)) ;
if (PORT_A_TO_RAM_Y(FIFO1))
number_odd_bytes + = (FIFO1->ram_Y_addr) *

4;
else number_odd_bytes + = (FIFO1->ram_X_addr) * 4 ;
else { ' '
if (PORT_B_TO_RAM_Y(FIFO1)) ‘
number odd_bytes = (FIFO1->ram_Y_addr) * 4 ;
else number_odd_bytes = (FIFO1->ram_Xaddr) * 4 ;
}
i
return (number_odd_bytes);
} .
A AR AR AR ARk RRR

The following routine tests the micropracessor interface of the
chip. It first writes and reads the first 6 registers. It then writes 1s, 0s, and
an address pattern to the RAM, reading the data back and checking it.

The test returns a bit significant error code where each bit
represents the address of the registers that failed.

Bit 0 = config register failed

Bit 1 = control register failed

Bit 2 = status register falled

Bit 3 = ram access control register failed
Bit 4 = ram X address register failed

Bit 5 = ram Y address register failed
Bit 6 = data register failed

Bit 7 = checksum register failed

REARERAATEAAEETRARAREEREX AR RARAREREARTAEARERREARR AT AR ARAR Tk /

#define RAM_DEPTH 64 /* number of lang words in Fifo Ram */
reg_expected_datal6] = { OXTF, OXFF, 0x00, Ox1F, 0X3F, Ox3F }; |
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char FIFO_uprocessor_interface_test()
{

unsigned long test_data;

char *register_addr;

int |;

char j,error;

FIFO1->config = FIFO_RESET; /* reset the chip */

error=0;

register_addr = (char *) FIFO1;

j=1

/* first test registers 0 thru 5 */

for (i=0;i<6;i++) {
*register_addr = OxFF; /* write test data */
if (*register addr 1= reg_expected_data[i]) error. | = |;
*register_addr = 0; /* write Os to register */
if (*register_addr) error | = j; -
*register_addr = OxFF; /* write test data again */
if (*register_addr |= reg_expected_data[i]) error | = j;
FIFO1->config = FIFO RESET; /* reset the chip */
if (*register_addr) error] = J; /* register should be 0 */
register_addr+ +; /* go to next register */
] <<=1;

/* now test Ram data & checksum registers
test 1s throughout Ram & then test 0s */

for (test data = -1; test data I= 1; test data++) { /* test for 1s

&0s */
FIFO1->config = FIFO _RESET | FIFO_16_BITS ;
FIFO1->control = FIFO_ PORT_A_TO_B;
for (i=0;i<RAM_DEPTH;i+ +) [* write data to RAM

FIFO1->data = test_data;
FIFO1->contro! = 0;
for (i=0;i<RAM_DEPTH;i+ +) )
if (FIFO1->data |= test_data) error |=j; /*read &
check data */

if (FIFO1->checksum) error | = 0x80; /* checksum
should = 0 */ :
}

*/

/* now test Ram data with address pattern
uses a different pattem for every byte */

test data=0x00010203; /* address pattern start */
FIFO1->config = FIFO_RESET | FIFO_16_BITS |
FIFO_CARRY_WRAP;
FIFO1->control = FIFO PORT_A TO B |
FIFO_CHECKSUM ENABLE;
for (1=0;i<RAM_DEPTH;i+ +) {
FIFO1->data = test_data; /* write address pattemn */
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test_data += 0x04040404;
}
test data=0x00010203; /* address pattern start */
FIFO1->control = FIFO_CHECKSUM_| ENABLE S
for (i=0;i<RAM_DEPTH;l+ +) { .7
if (FIFO1=>status 1= FIFO_DATA_IN_RAM) , _
error | = 0x04; J* should be data in ram */

_ if (FIFO1->data |= test_data) error | = J; /* read & check . ®
address pattern */ . e
test data + = 0x04040404;

}

if (FIFO1->checksum [= 0x0102) error | = 0x80; /* test checksum of
address pattern */

FIFO1->config = FIFO RESET | FIFO_16_BITS ; /* inhibit carry wrap

*/
FIFO1->checksum = OxFEFE; */* writing adds to checksum */
. if (FIFO1->checksum) error | =0x80; /* checksum should be 0
if (FIFO1->status) error | = Ox04;  /* status should be 0 */
} return (error);
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CLAIMS
What is claimed is:

1. Network server apparatus for use with a data
network and a mass storage device, comprising:

an interface processor unit coupleable to said
network and to said mass storage device;

a host processor unit capable of running remote
procedures defined by a clieht node on said network;
and

means in said interface processor unit for
satisfying requests from said network to store data
from said network on said mass storage device, for
satisfying requests from said network to retrieve data
from said mass storage device to said network, and for
transmitting»predefined categories of messages from
said network to said host processor unit for
processing in said host ©processor unit, said
transmitted messages including all requests by a
network client to run client-defined procedures on
said network server apparatus.

2. Apparatus according to claim 1, wherein said
interface processor unit comprises: ‘

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage
device;

a buffer memory; and

means:

for transmitting to said data control unit
requests from said network to store specified storage
data from said network on said mass storage device,

for transmitting said specified storage data
from said network to said buffer memory and from said
buffer memory to said data control unit,

for transmitting to said data control unit
requests from said network to retrieve specified
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retrie;al data from said mass storage device to said
network,
for transmitting said specified retrieval data
from said data control unit to said buffer memory and
from said buffer memory to said network,
and for transmitting said predefined
categories of messages from said network to said host
processing unit for processing by said host processing
unit. )
3. Apparatus according to claim 2, wherein said
data control unit comprises:
a storage processor unit coupleable to said mass
storage device; ‘
-a file processor unit;
means on said file processor unit:
for translating said file system level storage
requésts from said network into requests to store data
at specified physical storage locations in said mass
storage device, ‘
for instructing said storage processor unit to
write data from said buffer memory into said specified
physical storage 1locations in said mass storage
device, .
for translating file system level retrieval
requests from said network into requests to retrieve
data from specified physical retrieval locatioms in
said mass storage device,
and for instructing said storage processor
unit to retrieve data from said specified physical

retrieval locations in said mass storage device to

said buffer memory if said data from said specified
physical locations is not already in said buffer
memory; and

means in said storage ©processor unit for
transmitting data between said buffer memory and said
mass storage device.
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4. Network server apparatus for use with a data
network and a mass storage device, comprising:

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage
device; .

a buffer memory; and

means:

for transmitting from said network control
unit to said data control unit requests from said -
network to store specified storage data from said
network on said mass storage device,

for transmitting said specified storage data
'by DMA from said network control unit to said buffer
memory and by DMA from said buffer memory to said data
control unit,

for transmitting from said network control
unit to said data control unit requests from said
network to retrieve specified retrieval data from said
-mass storage device to said network,

and for transmitting said specified retrieval
data by DMA from said data control unit to said buffer
memory and by DMA from said buffer memory to said
network éontrol unit.

5. A data control unit for use with a data -
network, a mass storage device and a buffer memory,
and in response to file system level storage and
retrieval requests from said data network, comprising&

“a storage processor unit coupleable to said mass -
storage device;

a file processor unit; 7

means on said file processor unit:

for translating said file system level storage
requests into requests to store data at specified
physical storage locations in said mass storage
device,
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for instructing said storage processor unit to
write data from said buffer memory into said specified
physical storage 1locations in said mass storage
device, .
for translating said file system level
retrieval requests into requests to retrieve data from
specified physical retrieval locations in said mass
storage device, ‘ A

.and for instructing said storage processor
unit to retrieve data from said specified physical
retrieval locations in said mass storage device to
said buffer memory if said data from said specified
physical locations is not already in said buffer
memory; and ’

means in said storage processor unit for
transmitting data between said buffer memory and said
mass storage device.

6. A data control unit for use with a data
network and a mass storage device, and in response to
file system level storage and retrieval requests from
said data network, comprising:

a data bus;

a buffer memory bank coupled to said bus;

storage processor apparatus coupled to said bus and
coupleable to said mass storage device;

file processor apparatus coupled to said bus, said
file processor apparatus including a local memory
bank;

means on.said file processor unit for translating
said filé system level storage requests into requests .
to store data at specified physical storage locations
in said mass storage device and for translating said

‘file_systgm level retrieval requests into requests to

retrieve data from specified physical retrieval
locations in said mass storage device, said means
including means for caching file control information
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through said local memory bank in said file processor
unit; and

means for caching the file data, to be stored or
retrieved according to said storage and retrieval
requests, through said buffer memory bank.

7. A network node for use with a data network and
a mass storage device, comprising:

a system buffer memory;

a host processor unit having direct memory access
to said system buffer memory;

a network control unit coupleable to said network
and having direct memory access to said system buffer
memory; '

a data control unit coupleable to said mass storage
device and having direct memory access to said system
buffer memory;

means for satisfying requests from said network to
store data from said network on said mass storage
device, for satisfying requests from said network to
retrieve data from said mass storage device to said
network, and for transmitting predefined categories of
messages from said network to said host processor unit
for processing in said host processor unit, said means
comprising means ' '

for transmitting from said network control
-unit to said system memory bank by direct memory
access file data from said network for storage on said
mass storage device,

for transmitting from said system memory bank
to said data control unit by direct memory aécgss said
file data from said network for storage on said mass
storage device, A

for transmitting from said data control unit
to said system memory bank by direct memory access
file data for retrieval from said mass storage device
to said network, ‘
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. and for transmitting from said system memory
bank to said network control unit said file data for
retrieval from said mass storage device to said
network; ’

at least said network control unit ‘including a
microprocessor and local instruction storage means
distinct from said system buffer memory, all
instructions for said microprocessor residing in said
local instruction storage means. ’

8. A network file server for use with a data
network and a mass storage device, comprising:

a host processor unit running a Unix operating
system; _

an interface processor unit coupleable to said
network and to said mass storage device, said
_interface processor unit including means for decoding
all NFS requests from sa;’.d network, for performing all
procedures for satisfying said NFS requests, for
encoding any NFS reply messages for return
transmission on said network, and for transmitting
predefined non-NFS categories of messages from said
network to said host processor unit for processing in
said host processor unit.
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high speed collective file transfer method before setting
communication link in file transfer origin making use of
second storage media where input-output isfaster than first
storage media and its first storage media , doing compression
or other treatmentvis-a-vis file data inside first storage media ,
while in order to do data transfer ,to transfer file data to

- second storage media with this invention , after

completingtreatment for file data , It sets communication

link , without administering treatment file data inside second
storage media , vis-a-vis data , without administering
treatment, with protocol and file forwarding destination which
it lumps together transfers to network card file data which
transmission is done vis-a-vis data in network card while
lumping together transferring to second storage media ,
treating thawing or other ithas possessed means which it
transfers to first storage media .
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Claims

(#5553 RO TEE) [Claim (s )]

1. 274N OEEFRRUI7ANDEEXTENEN, T2 mE E{T51-

Respectively, data transfer is done with transfer origin of 1.file and forwarding destination of file , it is

HORAT—H1R. B1OREEE. RUSF10RERELYAENDEENEVE20 R EBRENSEKIR
AHEHR7—FTIOFvERVT, 77MILOEET T, BIEVVIERETIHIC. F10ORBERERDI7ZIL
TFTRITHLT, SHCELER. TR, RUIL—22 7 OHOVT AN DORBEFIVEND, BT7
AINT—RERART =R RAENLTE20REREAIEREETIFIEE. MR I7ANOEETT. §ISET7
ANT—RRTIVEBORT & EEIVEREL. IRE20REBERENOI7ILT—4%, FhIZHLT
REBEHESTIC GIRART N RENLTEE., MAAT 9/ RCESESh TV ERBERD RV
—9THFTIN—EA—BEEL, BRYNT—ITETRIh—EhoRvb DI —O~NGETEFEIRE. T71ILDE
BET. BRI — I DRELEEDAAT 4/ RIZESEENTVBI RV T—HFH Toh—FAfmEsh
FHIRI7Z7ANT—3%. T—2OHBE. TOraL B, RUIL—307 2800V ThonBLiEEd

*Making use of general purpose computer architecture which consists of second storage media where input-output
speed is faster than general purpose data bus , first storage media , and said first storage media , while in transfer origin
of file , before setting communication link , at least treating any one inmidst of compression, protocol terminal , and
flaming vis-a-vis file data inside first storage media , protocol which through general purpose data bus , sequential
transfers said file data to second storage media and, With forwarding destination of protocol and file where in transfer
origin ofaforementioned file , after completing treatment for theaforementioned file data , it sets communication link ,
without administeringtreatment vis-a-vis that, through aforementioned general purpose data bus , to the network
adapter card for computer communication which directly, is connected to said general purpose data bus it
lumpstogether transfer file data inside aforementioned second storage media , from the said network adapter card to
network transmission they do, Aforementioned file data which transmission is done, withoutadministering thawing ,
protocol terminal , of data or each treatment which includes flaming to network adapter card which from
aforementioned network isconnected to general purpose data bus of said forwarding destination

EBRATANRENLTE20OREEE~—IEEEL. IREEYVIEBRT HFEIEE. IR I7MILDE
EET.AISBEY IEBRLI-E. A E 20 BB E

Through said general purpose data bus , with forwarding destination of protocol and aforementioned file which it lumps
together transfers to second storage media , release theaforementioned communication link , after releasing
aforementioned communication link , theaforementioned second storage media

ADT—RIHLT, PEKELBRELE BELEOFOLThMN I DORBETVEAS, ERBBE NI
RFE20REREADO T —AEMRARAT AN RENLTE1ORERE~GETIFIRE 2HTHLEH
RMETEHI7ANERSE. 2. FRFI1BBOI7AUEEFECENT, MRERATT, HIRI7INT 2%
HIRRISD =0T H TED—EDLRIR R VNI —INEETHHEIC,

Vis-a-vis data inside, while treating any one in midst of thawing treatment and communication treatment at least,
sequential data inside aforementioned second storage media which was treated through theaforementioned general
purpose data bus , regarding to file transfer method which itstates in file transfer method . 2.Claim 1 which designates
that it possesses protocol which it transfers to first storage media as feature, inaforementioned transfer origin, When
aforementioned file data from aforementioned network adapter card transmission it does to aforementioned network ,

ZI7MNT A1 BEREHEBBO/ b B TiREL ., D
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Eo transfer said file data with packet unit of one or a plurality , at same time ]
BNTYNDEREXREZERETHRYFTI—IFK file transfer method . which designates that it uses memory
LRELT, HIRREETOE 2 ORBIREAT address whichcorresponds to site where data which
FNTINMIHET BT 2RI TS corresponds to the said packet inside aforementioned transfer
BRICRETHATYFTRLRAZRAWNS JL% original second storage media as network address appointing
BT 7ML EERE, forwarding destination of said packet , is housed as feature
3. 3.

FRR2E|MDIEESEIZE T,

Regarding to transfer method which is stated in Claim 2,

FykD—HBOFTaraELT 15—FybTOraL(P)EH

As protocol of network layer Internet protocol (IP ) business

L

Itis

IPAYH DA T a8z, B AT T FLRZFE5THTE

In option region of IP header-; description above [memoria ] Grant dress

ERMETIOTMLVEES L,

file transfer method . which is made feature

4. BERMBEDI7ANEEFEICENT, MREETT, HRIZFANT—FEMRRICI—ITFTEN
—FMSRIRFI VI —INEETBIREEIC. BO7ANT—2E 1 BELISERB O/ v B TEEL, HD
BT DEEEEIET HRVET—ITFLRELT, Fyb0—4/8

Regarding to file transfer method which is stated in 4.Claim 1, whenin aforementioned transfer origin, aforementioned
file data from theaforementioned network adapter card transmission it does to aforementioned network , as network
address which transfers said file data with packet unit of one or a plurality , atsame time appoints forwarding
destination of said packet , network layer

DRBEHTFLA, MTREETOE2DRBERAERTH AT IMIHET HT—

D which corresponds to said packet inside logical address , aforementioned transfer original second storage media

’)‘#ﬁfﬂ’léh‘(b‘éfﬁﬁﬁl:“fﬁ?é#&'J?Fl/Z\ BRURTEEEHEEDRTED /N

predetermined of memory address , and aforementioned forwarding destination which correspondto site where [ta ] is
housed [ha ]

—FOx7EENTE1ODN-FIFFRLRAEHELTEESN -7

Page 6 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg. 1246



W01997033227A1

1998-8-4

Integrating hardware address in order to identify [douea ], it was defined [waaru ]

FOARIZAZ—IR—REDTFFLRAZRAND JEE{RETEII7MIVEERE,

file transfer method . which designates that unique one-dimensional address is used for

{dowaido ] as feature

5. BRATRBOI7ANERFECENT, MREETT. MRI7ZAINT —FEMRIVNIT—IFFTEH

—FHvoEl

Regarding to file transfer method which is stated in 5.Claim 1, inaforementioned transfer origin, aforementioned file
data from theaforementioned network adapter card before

BRYRT—INBRET DGEIC IR T 277 AU BEEERE O/ b B Tingeh, &5(2, &
RI7MNDEERT, HIRI7ANT—REEZRINT—ITH Toh—

When transmission it does to description network , aforementioned data file to be transferred with packet unit of one or.
a plurality , furthermore, intransfer origin of aforementioned file , aforementioned file data said network adapter car

FOSRIR AV T —INMEE T HFIRA.

From [do ] to aforementioned network transmission protocol which isdone,

RENYYMIRIREETOE 2 ORERKIC
BFBZNTYMIRET AT 2D ETE 7L
RERTYMEFR T ESLT, fIRREEEIODE
EREEH-TICENT I EIEREETEF
e, BIRSEEEN S/ YD BLEERES
HEFICE, ZBREERER T VbD
HERIRMICZERTOE 2 DRERENS
BRABLTEBETLFEIEREH. BISEI274N
DEREET.MREEBIVIERBBTIFIE
N, BELEAYYMDIS—FyIETUN.
BRTCT—IORERVRBRYNRELLE M o]
RENTYE IREGEER~EEREERT
CEG A EDE 2 OREREA~NERE
BLTH<FIRE., T—3DRERUT—ED
RYDp O i EL—AMREEh =/ ryb
[ZOLWTIE. BHICChEREL. &\ VrD
BHShAREBEAEEZN\ TV BES T
R THEE LUBRETIRZERUVRYDE
WSO EIRREBLTHLEESIC, FIRRE
HEhtz I\ UybrDERBATRELRENR Y Y RE

FIREET~NBALTHEEERTEFIRS.
© BENATYREZITERo %, By ERT
RBEGTHEWV-RIEEEICER/TSFIEES
O SEERRET RPN EES .

Granting start address and packet length of data which
corresponds to the said packet in aforementioned transfer
original second storage media in transmission packet ,without
waiting for affirmative response from aforementioned
forwarding destination ,when receiving retransmission
demand for packet from protocol and aforementioned
forwarding destination which sequential it transmits said
packet , Only packet which receives said retransmission
request reading * is resent including protocol which from
selectively said transfer original second storage media ,
protocol where with forwarding destination of aforementioned
file , protocol which releases aforementioned communication
link , does error check of packet which is received, midway
omission of data or reception packet where error does not
occur, without returning affirmative response
toaforementioned transfer origin, to second storage media of
said forwarding destination sequential compilation does and,
It abolishes this at once concerning omission of data and the
packet where at least one in error of data is detected,
compilation of said packet memory region which it should
you do, as is less crowded just said packet capacity fraction
later sequential compilation it does packet which does not
have the omission or error which are received, Description
above notifying start address and packet length of packet
whichis detected to aforementioned transfer origin, after
receiving the protocol and retransmission packet which
require retransmission, the said packet description above in
memory region which is less crowded compilation file
transfer method . which designates that protocol which is
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6.

FHRE 1 "/EOIPANEEFEIZBT,
B I27M L DEIEEIZ, RURT—H 124D
I-AN—FENLTHBOHREERL., &
BHROBERDODD 1 DTHIE | DHHERA.
BIPANDEETINGT—R2I7AINERH
HIESC, AR ksl sitiEETIzhY
EhY. HIRE | DIFKEDOMTE 1 DBEY.
DOEREML, FTRRERAKAS.FIRE 1 OUY
VENLTHIRE | DRI OEShBRIET
FANANDTUE LT IERAEREXZYIL.
BIERERE &AL, BTECE 1 DIFKRICAYZE DY,
BIREETEDBTE 2 DY IEREIIL, B
SEE KA. HIEE 2 OYLIEBLTHIRT
— RV NEMREETHO—T v
IZRAHL. ZSEHHEL-TFT—2I7 158
HEERDE 2 ORERE~—IEEmEL. Bkt
HEEM, BIR—IEEER TRICHIRE 200U
DEBRL. BIREAEMN, FIGEE 2 DRER
HFEROT—RZHL T, PLEKELARFNE, B
ERBODOLNThL | DOMBETFLVEA
o ERLEEII-FIRE 2 OREBRERDT
—AEBIRARAT 21\ RENLTHEELD
%1 OREREANGEEL, ATRREXLN., §l
BIVF LTIV ERABEREFIERETL. BIREI
DV OENLTHIRIZANT —2EZE%EE
DFE 1 DRBREAHSHIRE 1 DIREKRASUS
LICEREL. BIRCERE A SISV F Lk
BETRICHRE | OULIEERTS &%
BHMET 7 NEE S,

7.

1998-8-4

doneis included as feature
6.

Regarding to file transfer method which is stated in Claim
1,through [nettowaakuintafeesukaado ] to forwarding
destination of aforementioned file , you connect terminal of
plural , first terminal which is a one in terminal of the said
plural , occasion where data file is read out from transfer
originof aforementioned file , aforementioned forwarding
destination , becomesaforementioned transfer cause and
changes, establishes first communication link between
aforementioned first terminal , Aforementioned forwarding
destination , through aforementioned first link , demand
foraforementioned file which is sent from aforementioned
first terminal random access stack , aforementioned
forwarding destination , to become theaforementioned first
terminal and change, to establish second link
betweenaforementioned transfer origin, aforementioned
forwarding destination , Aforementioned data file from
aforementioned transfer origin reading , said reading it is in
sequential making use of aforementioned second link to
second storage media of said forwarding destination to lump
together transfer data file , while theaforementioned
forwarding destination , to release aforementioned second link
afterdescription above bundle transfer ending, aforementioned
forwarding destination ,treating any one in midst of thawing
treatment and communication treatmentat least vis-a-vis data
inside aforementioned second storage media , sequential
through aforementioned general purpose data bus , to transfer
data inside aforementioned second storage media which was
treated to first storage media of the said forwarding
destination , aforementioned forwarding destination ,
sequential to execute aforementioned random access request,
through aforementioned first link , from first storage media of
the said forwarding destination to transfer aforementioned file
data to random to theaforementioned first terminal ,
aforementioned forwarding destination , Description above
file transfer method . which designates that theaforementioned
first link is released after random transfer ending asfeature

7.

FRE6RBOERSRIZHNT,

Regarding to transfer method which is stated in Claim 6,

ATECERA TTICH L CRIBICHB ORI SERMOS VX LTI ERERNH-

Vis-a-vis aforementioned transfer origin simultaneously from terminal of plural random access demand for plural oh

f-1Ba1c,
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It is when,

ATEREnd st HIRRBICERSNEEROSO LTI ERABEREBELT

Aforementioned forwarding destination , rearranging random access demand for plural which description above

simultaneously is required

R BBENSUT LT EAERLETF 507 (e R E R h b — LT — oo T L RH BT
ERIECRBDIFANEESZICBLNT, MIRGEELE/ \TYrDIL—
RELTHEESE. MRGERENTIRE20Y L IERBTHRT—5277 1V ENRERETNS

ZEERBMETIOFAVERE AL, 8.

sequential , each terminal random access lumping together data file which isrequired regarding to file transfer method
which is stated in the file transfer method . 8.Claim 6 which designates that it reads out in sequential as feature from
aforementioned transfer origin, functioning with theaforementioned forwarding destination as router of packet ,
aforementioned forwarding destination making use of aforementioned second link aforementioned data file from

aforementioned transfer origin

Do MISHEA L BEREE DB 20 REEEA~—EERE T AR, 7T

When in sequential lumping together transferring to second storage media of the reading , said forwarding destination ,

before

REETMN IR T 277N E1EEIERE O/ BT, HhDE&

Description transfer origin, aforementioned data file with packet unit of one or a plurality ,at same time said

INTYNCHTREE T O E2ORIBRARN TR/ vk

IZ/IET BT —2HHER.

In packet inside aforementioned transfer original second storage media said

packet

data which corresponds houses

ShTWBBFRZERTAEYFRLAEHAXD
FRETSLTEEL. RIS LN KRGS
KDE 2 DREREADT—RIZHLT, D4
ELBRFRE BELBODOWNVTAN 1 D
DRBETWVGLS, [ERBEBEN-ZE 2 O
RIERERNOT—2ERIEART 2/ \ X%
LTREmELDE | ORERE~TET I
12, ZEE AN fiRREGETIc LT 5EEh
F=ARYFRELAREY A XDERIZTIC, ZE 2
DERERERNDZERT I EREZEEDE |
DREREIZTHEL. WREEEMNIRIY
FLT7OCREREIERETL.AIEE 1| DY
VOENLTHIRIZANT~3EZRELED
F1ORBRENSHEE | DIHEERASTUT L

(CEEd BB, BEREER KA. MR T —57

7AVE | BFEEEERBO/ Ty BE T M
. BREETICE>THRHE&NE-AEYFEL
REFAXDEBREBUZR/ AT IMIFELT
RIEEE | DIERAEEL, SSIC HIRE1LD
WRICEWT. ISR/ vbZfd 5 &h-AEY

Granting data of memory address and size which show site
which is done while transmitting, when aforementioned
forwarding destination treating any one in midst of thawing
treatment and communication treatmentat least vis-a-vis data
inside second storage media of said forwarding destination to
the first storage media of said forwarding destination ,
sequential data inside said second storage media which
wastreated through aforementioned general purpose data bus ,
transferring, When said forwarding destination , in data of
memory address and size which aregranted in aforementioned
transfer origin in origin, compilation doesreception packet
inside said second storage media in first storage media of said
forwarding destination , theaforementioned forwarding
destination sequential executes aforementioned random
access request,through aforementioned first link ,
aforementioned file data from the first storage media-of said
forwarding destination transferring to random to
aforementioned first terminal , aforementioned forwarding

- destination , Aforementioned data file with packet unit of one

or a plurality , at sametime, granting data of memory address
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FELRAESH A XDERETICHE | DIHEROD

IEDRERBICT 228 TH L&l
WETHT—2EmERE,

9.

1998-8-4

and size which are grantedin aforementioned transfer origin to
said packet again, on basis of data of memory address and
size which it transfers to theaforementioned first terminal , are
granted to aforementioned packet furthermore, in
aforementioned first terminal , in predetermined memory
region of said first terminal data transfer method . which
designates that compilation it does data asfeature

9.

ERE1~FRESEHOVT MM BERBOT—REEHREETTD

data transfer method which is stated in any one claim which is stated in Claim 1 ~Claim 8 isexecuted

t=HnTngs LEREL-REEE,

storage media . which program of for sake of storage is done

10. T—REXEFTS-HOE1ORAT—H/IRE,

first general purpose data bus in order to do 10.data transfer and,

BI1DREEELE,

first storage media and,

BIEEE 1 OREBEA LY AL DEENENF20RBIBEEL.

second storage medium where input-output speed is faster than aforementioned first
storage media and,

WRE1OABRT A RIZESESh TV EBEEROE10ORYET—

first for computer communication which is connected to aforementioned first general purpose data bus [nettowaa ]

IF7ETah—KE,

[kuadaputakaado ] With,

BREYHERETHHIC, IR 1 ORBREANOTI7AULT—RIZHLT

Before setting communication link , in file data inside aforementioned first storage media confronting

OEKELER. TOraB i, RUIL—SUTOFDONThNM DD

At least place of any one in midst of compression, protocol terminal , and flaming

BETVENS, BI7ANT LR FE1ORAT 2/ RENLTHIRE20 EBEEEANERGEZT 510

DE1DEEFEE. :

Page 10 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg. 1250




W01997033227A1

. 1998-8-4

While doing reason, first forwarding means in order through aforementioned first general purpose data bus , sequential
to transfer said file data to aforementioned second storage media and,

BIREI7ANT R THRBORT &, WiEY V%R EL ‘ N ES £20

After completing treatment for aforementioned file data , communication link is set

Description above | second

REREROI7MILT—RIZHLTREXIE
ST ERI7ANT—2%. AR E 1| ORABT
—ANRENLTERE. BIREE | ORvbI—7
FPETN—E~—§F8EL, ZE 1| OFRVED
—IFETRAN—EhS Ry T—O~EET S
T-ODEEFRE., #HTIEmETHEBLE.

F—REEETI-HDE2ORBT—8/IX
&, B3 OREEREE. FIRE 3 ORERK
FYAHHEEHGENE 4 ORIEMAE, Bl
5258 2 ORBRT—ANRICESEEhTLNAEHE
WEEROSE 2 ORVNI—H9FHETHH—K
& BIRRRYRT—ONSHIESE 2 DRvbI—
IT7ETah—FE~GEEh /IR I 7ML T—
A% FT—HAORE. Tara . RUIL
—SUJESCWVThoRBLESS I, AT5
F20RAT—HNRENLTAHRE 4 DRIE

Bk~ —fEEEL. AIREEEY I ERKRT S

T-ODOBMFEE, WRRAEYIERRKLE
#®.HIRE 4 OREREROT—RIZHLT.
DEELRFLE, BELBODOLT hh
1 DORBETWNVEHLS, IERNEBEh R
FA4DREBEREROT—AEHIRE20ORET
—RIRENLTHIEE 3 DB E~EET
B1-ONDE 2 DEEEFHRE #HTHEHEES
i;ﬁ;t ZBHTHLERMETHI7M L E
EEEE,

11.

FERIA 10 BEBEO 77/ NEREEIZENT,
AR EE T B MR 77 LT —42%H]
BE 1 ORYLIT—OT7HETah—Fh SRR+
YRD—INRETIHERIZ. EIFINT—4
% 1 BF-BEREO/ B TEEL.,
MO BTV DEEEEIERT ARV —
IFFLRELT, HIREE 2 DRERERNTEHN
TN G T BT —aNEHREN DG FRICH
BT BAERYTFRELRAZERANS JEERHETD
T7MNVEREEE,

12.

Without administering treatment vis-a-vis file data inside
storage media ,said file data , through aforementioned first
general purpose data bus , transfer original computer and
second general purpose data bus in order to do data transfer
and storage media of the third which possess transmission
means. in order directly, it lumps togethertransfers to
aforementioned first network adapter card , from said first
network adapter card to network the transmission to do and,
From second network adapter card and aforementioned
network for computer communication which isconnected to
storage media and aforementioned second general purpose
data bus of 4 th where input-output speed is faster than
storage media of aforementioned third theaforementioned file
data which transmission is done, without administering
thawing , protocol terminal , of data or each treatment which
includes flaming toaforementioned second network adapter
card , through aforementioned second general purpose data
bus , it lumpstogether transfers to storage media of '
aforementioned 4 th , While treating any one in midst of
thawing treatment and communication treatment at least
releasing means in order to release aforementioned
communication link and, after releasing aforementioned
communication link , vis-a-vis the data inside storage media
of aforementioned 4 th , sequential file transfer device . which
designates that forwarding destination computer which
possesses second forwarding means in order through
aforementioned second general purpose data bus ,to transfer
data inside storage media of aforementioned 4 th which were
treated to storage media of aforementioned third ispossessed
as feature ‘

11.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network
adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10, as
network address which transfers said file data with packet unit
of one or a plurality , at same time, appoints forwarding
destination of said packet , file transfer device . which
designates that memory address whichcorresponds to site
where data which corresponds to the said packet inside
aforementioned second storage media is housed is used as
feature

12.

Page 11 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg. 1251




W01997033227A1

FRIA 11 BEOEEEBIZENT, Rubk9
—oBOFabaiéLT 158—FyhFara
LLAPYERLY., IPAYFT DA T a faLRIC, |
BARYTFLREETHE #RB#ETED
TANERER.

13.
HRE 10 BHOI7ANGEEEBICH T,

AIERERR LSt HAS. BISC D7 A LT —2 %0
BE 1| DRI I—HPH TIH—EHSHEIRR®
YT =N GET RIS BRIFINT—4

% 1 BEF-EEBEO/ Ty EATEREL. -

MO BT IR DEERERET SR VT —
J9FELARELT, RybT—OBOHRHBMTFL
A HIEEHE 2 OREERERTE/ \ryNMI G
THT AP BHESN TWAIBRTICHIE T 54
EYT7FLR RUHTRREE ST ERA DR
DN—FOx7%HMNT2LHDN—KIIF7T
FLREHEALTEE SN =T—LKI/FIZa
I~ REOTPRLRAEZRND JEFRHE
EFTRIFANEGEEE,

14.

SERIE 10 BHOI7MIIVEREBEICHINT,
RIS TETEHMN IR 27/ L T—4%H]
85 1| ORVRT—HFHTah—EHh SRR+
YT —INRET BB EIC FIRT 2774
LE | BFLIEHEO/Nyy B Tin%
L. &Iz, AIREEFEMN. ZE/ b
(CRIEEEE 2 DREEAKICHS+55/\rykoxt
BT3F—2DABET7RLRENrINEEGS
LT, B mE At BRI SO ERICEEFT-
FIB T b EIRREET HFBE, Btk
ZEFEBIONRTIDBERERERIT-E
FIZIX, ZBEEREZ =TI OHER
RUIZHTRSE 2 OREREIRAHLTE
Z2THFERERL. WIRHEBFIENS. S2{EL
=Ry IrDIS—FzvIE TV EPTTF—
ADRERUBYMBELLENE2E Y
b WIREEEHEBANEELELERT L
732(, BIEEEE 4 DREBE/RE~NREREFE LTS
FHE, THAOREBERUT—E2DRYDSD
DV EE—ANRBHER /M ybZDNT
[FELBICChEREL. B/ VrvbDERHEENS
REBBHEEEZN\YILNBES TR TS
EF UBRETIRERVRYDEL NSy
ZIERSBHEL TR E LI, BIRBHE SN -/
SybDEBTRLAENR Yy RERTREE T
HEB~BHLTERZERTIFRE. B
FERr b ERITER STz, By ERIRE
FTEW-EREREICERHT2FREFTS
CEERBHETEIFMIVEREEE,
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file transfer device . which designates that aforementioned
memory address is granted to option region of IP header ,
making use of Internet protocol (IP )in transfer device which
is stated in Claim 11, as protocol of network layer , as feature

13.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network
adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10, as
network address which transfers said file data with packet unit
of one or a plurality , at same time, appoints forwarding
destination of said packet , Integrating hardware address in
order to identify predetermined hardware inside memory
address , and aforementioned forwarding destination
computer which correspond to site where the data which
corresponds to said packet inside logical address,
aforementioned second storage media of network layer is
housed, file transfer device . whichdesignates that it uses
unique one-dimensional address for world wide which is
defined asfeature

14.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network
adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10,
granting start address and packet length of data
whichcorresponds to said packet which transfers
aforementioned data file with packet unit of one or a
plurality , furthermore, aforementioned transmission means ,
in theaforementioned second storage media in transmission
packet , Without waiting for affirmative response from
aforementioned forwarding destination computer ,when

. receiving retransmission demand for packet from means.

aforementioned forwarding destination computer which said
packet sequential is transmitted, the error check of packet
where only packet which receives said retransmission request
reading * is resent has means which from selectively
aforementioned second storage media , aforementioned
release protocol ,receives action, Is done concerning omission
of means. data which and packet where at least one in error of
data is detected to storage media of theaforementioned 4 th
midway omission of data and reception packet where error
does not occur, to aforementioned transferoriginal computer
without returning affirmative response, sequential compilation
this isabolished at once, compilation of said packet memory
region which it should you do as it is lesscrowded just said
packet capacity fraction , later sequential compilation it does
packet which doesnot have omission or error which are
received, description abovenotifying start address and packet
length of packet which is detected toaforementioned transfer
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15.

FHRIE 10 BEMOO7AMILVEGEREBIZHINT,

EHIT, BTREE A ERICR YT —H 1042
TI—RA—FENLTESESN-EHOEXRE
BiEL. ZEXEHIHMN, REROHEER
DHEO 1 DTHAIE | O RHMETRESETTE
ERHIOT—RI7ANERAH TR, HIE
EETHERICRYEDLY, BIRE | OFERE
OBTE | DEBIIEEIL. WRE1D
YoOENLTHIRE | OFERMSESHDHET
RIZFANADSISVELTICRAEREZXRYY
L. RIEEE | DIRKRIHYEDY, BTEtEET

STHBEDHTE 2 UL IEREIL, AIRE

2 QY OERBWTRIRRT—3 77/ IV ERIGEE
BERXHEEIS—F oo v LIcRAH L,
HAHBLIE-T—2771ILERIRE 4 OGS
h~—1BEnEL, AR REEER TRICHIR
F2DUVOERBRRL. BIEEE 4 ORIBEENA
DT —RIHLT, PEELFRFRE, FEQD
BOhOWLTFhN | DORBEFLVELS, B
RUBShI-FIRE4OTERERDT—42%
HEE 2 ORBAF—EN\AENLTHIREID
RERGEATEL, BIRIVFTLTIERE
REFEREITL.FBE 1 DU IEMLTHIE
T7ANT—HEREE 3 DREREHISHTEE
B 1 OWERAFUF LICEEL, MRS L
BERTRICHEE 1 DY IEBIRTIFER
YD CLERMLTIOTMNEREE,

16.

1998-8-4

original computer , after receiving means. retransmission
packet which requires retransmission, said packet description
above in memory region which is less crowded the
compilation file transfer device . which designates that it
possesses the means which is done as feature

15.

Furthermore, through [nettowaakuintafeesukaado } to
aforementioned forwarding destination computer , in file
transfer device which is stated in Claim 10, terminal of plural
which is connected is possessed, said forwarding destination
computer , occasion where the first terminal which is a one in
terminal of said plural reads out data file from aforementioned
transfer original computer , becomes theaforementioned
transfer original computer , change, You establish first
communication link between aforementioned first terminal ,
through theaforementioned first link , demand for
aforementioned file which issent from aforementioned first
terminal random access stack , becomes theaforementioned
first terminal and changes, establishes second link between
theaforementioned transfer original computer ,
Aforementioned data file from aforementioned transfer
original computer reading , said reading it is in sequential
making use of aforementioned second link to storage media of
aforementioned 4 th to lump togethertransfer data file , while
releasing aforementioned second link afterdescription above
bundle transfer ending, treating any one in themidst of
thawing treatment and communication treatment at least
vis-a-vis the data inside storage media of aforementioned 4

th , sequential , data inside storage media of aforementioned 4
th which were treated through aforementioned second general
purpose data bus , is transferred to storage media of
aforementioned third , aforementioned random access request
sequential is executed, through aforementioned first link ,
theaforementioned file data from storage media of
aforementioned third istransferred to random to
aforementioned first terminal , Description above file transfer
device . which designates that itpossesses means which
releases aforementioned first link after random transfer
ending as feature

16.

SEORIA 15 ERMODEREEIZHINT,

In transfer device which is stated in Claim 15,

HTECERE SE AT HMAS, ATECER R SUE FARI S H L TRIBHIE R O ER M SHE B D

Aforementioned forwarding destination computer , vis-a-vis aforementioned transferoriginal computer simultaneously

from terminal of plural plural
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SUF LT IERERNH-15EIZ. ZRBIZERINF-EROSVTLTY

When there is random access request, said plural which is requiredsimultaneously [randamuaku ]

CRAEREZBELT. BR. BHERLSIUT LT IERBERLET 27711

Rearranging [sesu ] request, sequential , each terminal random access data file whichis required

ERIREmA T BN —BLTO— 7o v LITHEA T FRERTD

Lumping together from aforementioned transfer original computer , the means which it reads out in sequential it
possesses

CEERMETROPMIIVERREERE,

file transfer device . which designates thing as feature

17. 35RE 15 RHOI7ANEREBIZH VT,

In file transfer device which is stated in 17.Claim 15,

BIEREmE RS BRI vhO L —2ELTHIGEL

Aforementioned forwarding destination computer it functions as router of packet ,

AR bE i SR, BT — A7 L%, 1BE AR REN T &

Aforementioned transfer original computer , aforementioned data file , packet of one or a plurality single

T, A2/ VY MIMTREE T OE 20 RIBERERNTE AT YNBSS

At rank, at same time in said packet it corresponds to said packet inside aforementioned transfer original second storage
media

T—ANBHREh TOBERETT AT TRLREY A XDEHERFELTEETHFRERL, ARtk kst
BN, BIRE40REREADOT—RHLT, DaleLRRNE, JEF&EEG)FIJUJL\?‘*L#VJO)ME’&??
WEAS, IRR BB =R EADRERERDT—

Granting data of memory address and size which show site where data is housed while to possess means which
ittransmits, aforementioned forwarding destination computer , treating any one in midstof thawing treatment and
communication treatment at least vis-a-vis data inside storage media of aforementioned 4 th , sequential D inside
storage media of said 4th which was treated

SEMRE2ORABT—F N\ RAENLTHIREIDRERE~EE T DRI, 7T

When [ta ] through aforementioned second general purpose data bus , transferring to the storage media of
aforementioned third , before

Eﬁﬁiiﬁ%fﬁ&l:d:o‘(ﬁ%éhf:i-‘&')7Fbx&*f'(xa)f‘ﬁ*$l:7_ul:. ZRBADERBRERADRE N7V EX
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EIDRIBRKICEH/T DFRLE.

In data of memory address and size which are granted with thedescription transfer original computer in origin,
reception packet inside storage media of said 4th in storage media of said third compilation the means. which is done

RSV LTV RABEREBRETL. WRE1DULIERLTHIRT7

[fa]

sequential to execute aforementioned random access request, through theaforementioned first link , description above

ALT—E%REEE 3 OREWEISHIES |
DR~ LIZERE T AR, §TEET—42
I77A40LE | BEEEHEBO/NYryREE T,
MO BB EEAHERICL>THR EEhIA
BYPFLREH A XDBEHREBUR/ ATV
5L THIRE | OHEKR~GEETEIFERES
L. BIEEE 1| OIEmEKRAS G/ \ryhzfiss
RI=AFBYTRELRES A XDERETICES |
DEROFEDREBEEBICT—2%EETH
gﬁ%ﬁ?é CEERRETIT—AEREEE

Specification
[READEEMELEA]

BE—EIFAINGEEFERVEB L LIZE
BAZXERTTA-H0T0TSLEREL-
RERE BNSH RRARRVNIT—IICHE
Bahf=nR—yFiLava—4, T—HRF—
ay  ZBEEHEREOBBOMOBEEIZA
WTHBLEE— 7/ VEEFEZRUE
BIRICGRESZERTTHEHOTOTSA
FRRtEL-EBEN Gl T 5.

ERBN

TILFATAPEROFXRLLLLLIC. ERZD
KEE/\WITF—2EY—\Hhd1—HFiEkKIC
BETIH—EANETETEELLS,

BRO VODETHA U TIUE)ITELTIE.

274N DEERB G ST TR RE O —FF
BULLEZRLGEDHBEG RS, FLIEM
L.hiY—n_TatuydOaFEES10,
2RI —HDOEZELLIZED A E+RICE
NFEMTELL,

" ZhIZx LT, CD-ROMI #ACBRE 1 ARIZH Y
THRIRBEBD/ULHYT—2EHPLELLE 10
BT —YDOEEAT+TIZEREL, HIEIZR
IRI—HFBRTHIEIZEY 1 - DO FFEE
IBFEENEZGND,

When yl data from storage media of aforementioned third
transferringto random to aforementioned first terminal ,
aforementioned data file with packet unit of one or a
plurality , at same time, granting data of memory address and
size which are granted with aforementioned forwarding
destination computer to said packet again, to possess means
which it transfers toaforementioned first terminal ,
aforementioned first terminal , On basis of data of memory
address and size which are grantedto aforementioned packet
in predetermined memory region of said first terminal data
transfer device . whichdesignates that it possesses means
which data compilation isdone as feature

[Description of the Invention ]

storage media technical field this invention which high speed
collective file transfer method and the program in order to
execute device and transfer method storage is done it was
connected to network [paasonarukonpyuuta ], using for
communication between workstation , various communication
terminal or other equipment , regards storage media which
preferred high speed collective file transfer method and
program in order to execute device andtransfer method
storage is done.

background technology

With materialization of multimedia age , image or other large
capacity bulk data service which from the server is delivered

" in user terminal more and more becomes important.

Regarding VOD (video-on-demand ) of present state , also
halt and rewinding or other control command of the motion
picture , increase considerably not only a transfer start
command of file ,because this becomes load of server
processor , they are not possible toutilize merit to fully with
acceleration of network .

Vis-a-vis this, bulk data of large capacity which is suitable to
CDROM one layer and motion picture 1 is transferred to
compilation media of user with several seconds or several 10
second , convenience /economy of user is thought by
releasing network instantaneously.
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ARRI, ChERRTILOOFERVEE
#RUTHLOTHLHH . KREADH SH L
LHABREZRRWICOLTLUT. BEESBLT
HMICEREAT B,

20A X ATM R9hT—9F7 8 FTah—F&E
HLIAREER7T—XTIOFVvETRTEHTH
Y. B 20B (77N EZTORLERT,
KBEI7INERETIROT—IOFTnE
TTRNETHD,

7 EZETORIL(fp)lEA 28—y TO
rJU(TCP/IP) LICEZ T T Ur— a2 THY.
TCP/IP %88, BHEHOKRA CPUPRRE
EBE)TYIMIITELTREShS,

F1-. ® 21 (X ATM(Asynchronous Transfer Mo

de:ERMEZE TRV IZAVEHBEDT7 -
A LERE T O (fip:file transfer protcol)® ~

Farai Ry I THY. RITTBN—FITT
#HELTRLTLNS,

TCP. IP RIS SNAP/LLC (X, ThEhERik&il{H
Zabka/L(Transmission Control Protocol).
UA—FybFOaN (Intemet Protocol) RU
TRy I—=0F AR MHBI LV HIH
(Subnetwork Access Point/Logical Link Contr
o) DEETH S,

Ftz, TWEh, AAL R ATM 7H TF—2ar
LAV (ATM Adaptation Layer). SAR [tz/L 53
B#8 3% 4T L 1 ¥ (Segmentation And Reassem
bly Sublayer), PHY [X:RE Okl (Physical
Protocal), S/P ZEHRILI TP NIINTLILERE
TYRRETH S,

1998-8-4

this invention, it is a method in order to actualize this and
somethingwhich offers device , but below, referring to
drawing concerningeach element technology which becomes
background technology of this invention , you explain

indetail.

As for Figure 20 A in figure which shows general purpose
computer architecture which equips the ATM network adapter

card , Figure 20 B when receiving large capacity fi

le making

use of file transfer protocol , is flowchart which shows flow of

data .

file transfer protocol (ftp ) with application which is recorded
on Internet protocol (TCP/IP ),includes TCP/IP , is treated
with host CPU (central processing unit ) of computer as the

software .

In addition, inscribing hardware which with protocol stack of
file transfer protocol (ftp:filetransfer protcol )when ATM
(Asynchronoustransfer mode :asynchronous transfer mode )

link is used, is executed it has shown Figure 21 .

TCP, IP and SNAP/LLC, reépective forwarding control
protocol (Transmissioncontrol protocol ), Internet protocol
(internet protocol ) and are abbreviation of sub network

access point /logic link control (Subnetworkaccess
Point/LogicalLinkcontrol ).

In addition, respectively, as for AAL ATM
[adaputeeshonreiya ] (ATMA daptationLayer ), as
cell portion percentage assembly sub layer

for SAR

(SegmentationAndReassemblySublayer ), as for PHY the
logic protocol (physical Protocal ), as for S/P conversion it is
a abbreviation which shows serial /parallel conversion.

CCTI7ALNERTORALNERVT, KBE 7ML E2ETIEOEE

When receiving large capacity file here making use of file transfer protocol , operation

EHBAT S, BE . R ERITOVTEIRBROBEOIRBEASFILEIETEDT,

You explain. Furthermore, because sequence of similar operation just becomesopposite is concerning transmitting

side ,

SRAZEHBET H, ATM—LAN(O—HIL TP RybI—2 :Local Area N

<seq>local area network work :local AreaN Explanation is abbreviated. ATM - LAN

etwork) ENHEBARYNTI—IE10MSELNTE T —RIE. FT AT

data which is sent from etwork) or other computer network E10 first, AT
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M7E TEHh—FESTRIESN . RED2—ILOS/PERF YT, CILBRMFYTIZE>T. MELSPERIFE
N .S3INALDEILT—EELT ATMLAYFYTIZEEIR  ATMLA Y E2®IEEND, ATMLAY TlXVCL/V
PI({RA8/X R &8I F: Virtual Path Identifier.” {38 F 4RIV RF: Virtual Channel Identifier) (CkD 5 EE. 2 &
me

It is received with Madapter card ES, with optical module and S/P conversion chip , cell synchronization chip , terminal
is done physical layer , it is transferred by ATM layer chip as cell data of 53 byte , terminal is done ATM layer . With
ATM layer to separate with VCI /VPI (virtual path identifier :virtual path identifier hldentifier/virtual channel

identifier :virtual channel identifier nnelldentifier ), multiple treatment

Kb hd. AALLAY GBESMT5) TIESARFYTIZ&Y ., L DAVFERL= 48 /XA MSAR—PDU(TA
FaJLF—H21 =y Protocol Data Uint)) D{E#HR%E) YL, CRCF v (MEITTKIRE : Cyclic Redundancy Ch
eck) OF—FRFTVI%EITLN. CPCS(AVN—TI U RAYT

<seq> [konbaajensusabu ] </seq>link to do data of SAR- PDU (protocol data unit :protocol data Uint ), CRC check
(Round redundant inspection:CyclicRedundancyCheck ) and to do the data length check , CPCS Is done. With
AALlayer (Usually type 5 ) 48 byte which exclude header of cell due to SARchip

LA 3£:& &8 : Convergence Sublayer Common Part) —PDUDRAO—F%H

payload of layer common section:ConvergenceSublayercommon Part) - PDU shape

BT 5 (" 2085H), CPCS—PDURAO—FIZ1—F57—RELTHE RN RAI/SA (CC CIZPCI/ A (Periphera
1 Component Interconnect Bus)) EBRUPCITYyTEAZENL T, RRCPU-ETIZERE SN %,

<seq>Here through PCI bus (Peripheralcomponent InterconnectBus ) E3 and PCI bridge E4, it is transferred to host
CPU *El. It forms, * (Figure 20 B reference ).As for CPCS- PDU payload as user data general purpose bus of high
speed

HRARCPU-ENIZELNETF—RIPTF—2T S L{ELTHY. CPUIE

To data IP data gram which is sent to host CPU *E1 we to have converted, as for CPU

IP LAVEIERLEHELT. hTi{eshi=o7 sequential terminal doing IP layer , it removes contents of file
ANEET—3DHGEMYHT. _ transfer data which encapsulation is done.
ZLT.7RAk CPU-El 1, BYHLI-EET— And, host CPU *El1, through PCI bus E3, houses contents of
-0 5% PCI /AR E3 #ALT. N—FF4X transfer data which is removed in hard disk E6.

Y E6IZIRT B,

6. B’ 20AIZH LT, E30IXZCRT(F4 AT LA : Cathod-Ray Tube)

Furthermore, in Figure 20 A, as for E30 CRT (display :Cathod-RayTube )

CE31ET 57099 —K, E321F%—K—F, E33EF—~K—Fa>

As for E31 as for graphic board , E32 as for keyboard , E33 keyboard Kong

rO—5THY, PCVIRESRUPCITY U EAZEHLTRRLCPU
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With jp7 roller , through PCI bus E3 and PCI bridge E4, host CPU

E1&ESETh TS,

*E1 it is connected.

LROESIGEIFANEXETOARINEZLOTOI AN RSV L TRIFE

As description above as for file transfer protocol on many protocol stack actualization

hB37T)r—3>THY., FOTHOTORILD ZLMNHRASCPUTREIN TN, FIZTCPLA YV IZF—4
DEEREETI O RAFCPUIZIXKRELAFTE M >TIV=, D=8, ATM—LAND &SIZEELHE
BRI —IDSBETRYNI—IFETAh—FIcF—anEEkEh, P TIh—E D SPCIN & 57 5 & bnk
AHEEAR/ AREN L THRRARCPURIIZ T =AM EREINSIGEITHENTE, Tarai D A CPUTRESH
Bt=8. IPMIEED AL —

**With application , are treated many of protocol of lower position with host CPU . As for especially TCP layer in
order to respond data receive , thelarge load depended‘on host CPU . Because of this , like ATM - LAN from high
speed computer network with high speed the data transmission is done in network adapter card , through high speed
transmission possible general purpose bus like PCI from adapter card when data is transferred to host CPU side,
putting, because are treated many of protocol with CPU ,slew of file transfer

FUACPUNMEBEE HIZHBEM TLEL ., BELHTH/RYNT—IDRENA+HEMEHVED SRR
Hotze RIZ,ATMAVRNI—IRTCRERENRELT—REENNETHHEIC

There was a problem that [putto ] is restricted by throughput of CPU ,fully cannot utilize capacity of high speed
computer network . When next, communication speed different data transfer lies between inside ATM network

DWTERBAT 5, B 22 (3, EDATMY L HZAWNV-1B S DT 2O FIR

Being attached, you explain. As for Figure 22 , protocol of data transfer when conventional ATM link is used

L ENERRTH-HDEERBROBBERL TS, I7MLT—FEEM

With, outline of equipment configuration in order to actualize that is displayed. It houses file data

LT3 Ty —B101&aV T Y3 —nB101RDTF—45EAHTHEXB102A1EDATMA Ay
FBIOBIHEHGEINTEY, ThENDA P71 —REENRLEDZLDET S, Thbb, AVT Y —/B101
EATMRAAYFB103ED AP TT—REE L 155Mbps (Megabits per second) THY. ATMAAyFB103&8%
KB102ED AU FTVT—RAEEIL25Mbps THSET D, HARB102H 3 F Y —/BI10OTRADIPAILT
—BIIFIRALTT—42%5& B TICX £F, iaﬁmozb(vb‘-r'u')’l &YarFovy

terminal B102 which reads out data inside contents server B101 and contents server B101 which it has done is
connected by ATM switch B103 of 1, respective interface speed makes different ones. As for interface speed of
namely, contents server B101 and ATM switch B103 with 155 Mbps (Megabitspersecond ), as for interface speed of
ATM switch B103 and terminal B102 we assume that they are 25 Mbps . terminal B102 access doing in file data inside
contents server B101, to read out data, first, terminal B102 with Signa ring [kontentsusa ]

—/\B101EDATMY U OEREERL. ATMRAAYFB103M 3T
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setting request to do ATM link of [ba ] B101, ATM switch B103 [konte }

Y —/NB101 L353K B102 fHlD ATM )9
#HRET D,

ZORBIXRDD C TL— (0 FHEES X
TJL—)yEBLThEhb,

RWTATMY VOB, 2T Y Y —/\B
101 HSIEEK B102 ~ ATM tL{bEhf=-T74
LF—aftEERkah, ZhidRbo U TL—v
A—FEREETL— ) ERLTRENS,

ECHM. ZDEEATMARAAYF BI03 (X AAL(A
™ PETTF—Sav LA V)ULED EEILAY
nBITHE. LILOAVTIERDH(VCLVP
DESRBLT. LILE—ADR—rhSADR
—bARLYF TS BT TH S

F1-. ATM XA YF B103 OREPIZIL, FEE
RICSHBEINDKFELRERENTFLELT
LVELY,

D=8, ATM RLYF B103 DEFhFhDR
—bDA B —RFEE N, LabL=80< 155M
bps & 25Mbps &LV KSIZRADIFGEICIZ. RS
vF OEREEEHEEFZDIFE (X 25Mbps)
IZfBlEh, BEA T —RQVTIYY—
/ABI101-ATM XA vF B103 )M EF B T=
ti"\ﬂ N

(2, AVFUYH—/8 B0l ROTPAILT
—RIZHLT. = VT HHEARTEDT
[ BRET—2DBEROLSITHEZEREL,
BEY —BEILEVNSESUSY LT IERETT
Si581%. AT YH—/ABI0l ISBXLG AR
DB LE, ESHIZEBOERISREFIZTY
HLF VLRSI ELE X, LoF58EEE
EMETLTLES,

LLEERBAL =&z, B 22 (ZRT &SLEED
ATM Y212 B 774 NDT—REETIE, A
TM A1 YF B103 A, a2 571 —REE
DR—MEDOXRBEI7MIL DT —HEREFIC
DELINIZEELEROL-ODRERTIEN
HEF-OTULVLY,

Li=hSoT. B sBEAMEE A 21— REE
IZBISh, SEAUH71—ANERIZHA
TERVEVWSHBRNH T,

IS MU —RAEEIMEEIZHBEINS
CEITMA B EEFET—AI27MILDT IR
DESNZTFANADTUE LT Y ABIZHL
TAVTFUUY—sX BI0] (SBKRLZAF ML
Y, ESIZET7PAINT— RN EXEELFETS
BHERELESTIV,

[ntsusaaba ] B101 and ATM link between terminal B102 are
set.

You can do this treatment making use of Cplane (Call control
signal transfer plane ) of in the diagram .

Next, after ATM link establishing, from contents server B101
to ATM-cell isconverted file data which is transferred to
terminal B102, can do thismaking use of Uplane (user data
transfer plane ) of in the diagram .

However, at time of this ATM switch B103 upper position
layer not to treat above AAL (ATM [adaputeeshon ] * layer ),
only header information of cell referring to (VCI, VPI ), the
cell from port of one side switching just is done to port of
other .

In addition, large scale storage media which is needed for rate
conversion does not exist in interior of ATM switch B103 .

Because of this , as though interface speed of respective port
of ATM switch B103 did, description above, way, 155 Mbps
and 25 Mbps , incase of different , when forwarding rate of
switch is on low speed side, the governing it is done in 25
Mbps ) , high speed interface (Between contents server
B101-ATM switch B103 ) effective use is not possible.

Furthermore, it is not {shiikensharuakusesu ] vis-a-vis file
data inside contents server B101, liketime of regeneration of
image data when random access such as rewinding , rapid
feed , haltis done, in addition to fact that excessive load
depends on contents server B101,when furthermore
simultaneously random access it is done from terminal of
plural etc, forwarding rate decreases more.

As above explained, with data transfer of file , ATM switch
B103, does nothave large capacity storage media for rate
conversion which is needed at time of data transfer of large
capacity file between port of different interface speed with
kind of conventional ATM link which is shown in Figure 22 .

Therefore, there was a problem that forwarding rate
governing is done in the low speed interface speed , cannot
utilize high speed interface effectively.

Furthermore, in addition to interface speed being restricted to
low speed ,like access of image , voice data file excessive
load depended on contents server B101 in thetime of random
access to file , furthermore forwarding rate of file data
hadbecome factor which decreases.
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L‘éo

BEUTTAWSET AV TCP THERE
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BNMEITL—LIZHIET B,
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2 ZAHB(SEQ:Sequence Number)% TCP ~Nv4
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V= RABEBIE. EF—FAN)—LDIZEHIT
BETDRTAVNDBRDT—RELBEE /NI
HTHRLI-LOT, EfERILFICHESh,
LRERZShET—2D /(M EMELTHY
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ZEMIERET AV ELLRETHE S
BRERZBESETCPAYHITIYELILT. Ch
# ACK(Acknowledgement: H EMHE)ELTE
ERIZR Y,

HEEZBSE, EEMSRISEETREY
—TOABESERL, TAERELGCELWME
FCR{ETELIEEXBANGENTHSAMT
Ehhd,

EERIIZD ACK #1556, ACK #2{ELE%
DOTROET A EREET S,

—EDZA LT IMELIRIZ ACK 2L
L, ZDETANIEET B,

TCP DIFE . LFED ACK OIS LT IMELL
RADKRZEICEDLDH. BEHDME—O
BETHS,

23 [Z TCP Ik BHBEMEBFRT,

B 23 (&, EERRUZERASHEBRBIZH TS
TCP O7A—arka—ILERTHA LFv—b
ThHb.

23 (X EECHISRZERIAN 10 /(x5 1
JrAVEDT—3%EETHHERL TN,

- E 23 1%, | BB OEERICE TS~
VRAES SEQ=40 DT A, R{ERTEL
(RESNGMEEERLTLS,
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Next, you explain concerning background technology of
protocol of file data transfer .

TCP (Transmissioncontrol protocol :forwarding control
protocol ) is transport layer protocol which presently is widely
usedwith communication between computer .

TCP in order to actualize communication where reliability is
high,like below does [handosheiku ] between sending /
reception, when there isa error and a omission in data ,
resends.

Furthermore segment which is used at below you display
transfer unit with TCP , you correspond to packet or frame in
theother protocol .

mapping doing sequence number (SEQ:SequenceNumber ) of
segment which is transmitted fromnow on in TCP header it
transmits transmitting side .

As for sequence number , being something which displays
initial data position of the segment in in all data stream with
byte unit , at time of communication establishment
initialization it is done, later it adds number of bytes of the
data which was transferred. :

When above-mentioned segment is received correctly,
mapping doingresponse verification number in TCP header ,
it returns called side to transmitting side ACK
(Acknowledgement:affirmative response) as this.

Response verification number displays sequence number
which transmitting side should transmit next, without
omission is used data with the objective which notifies fact
that with correct order it canreceive to transmitting side .

transmitting side waits for this ACK, after receiving ACK,
transmitsfollowing segment for first time.

If ACK is not received within fixed timeout value, it resends
the segment .

In case of TCP , thing, is mechanism of only one because
ofretransmission with not yet reception which is within
timeout valueof above-mentioned ACK.

In Figure 23 retransmission treatment is shown with TCP .

As for Figure 23 , it is a time chart which shows flow control
of the TCP in between transmitting side and called side
computer .

Figure 23 has shown example which from transmitting side
transfers the data of 10 byte X Ssegment to called side .

In addition, as for Figure 23 , segment of sequence number
SEQ=40 at time-oftransfer of first, has shown case where it is
not correctlyreceived with called side .

mapping doing sequence number of respective SEQ=10, 20,
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FH SEQ=10,20,30,40,50 DL — U RBE B4
yELTLTEET .

S{E@IIL. SEQ=10,20,30 DEET ALNEIEL
(2{EL. TDOHE . ACK=20,30,40 % TCP ~vv
2B LT LTEET 5.

EERIL. BT AVCOREDEA LT HME
LA T ACK=20,30,40 ¥ 2{EJ 5.,

ZOHITIE 1 @B DEEMIZSEQ=40 Dt A
VAR ERITELLREZNLEL DT, EEAR
Tlt SEQ=40 Dt T ALNERELTHORE
DA LT IMELURT ACK=50 #2{ET5HZ
ENTERLY,

ZEAZX. 34 LT HMEZ B AT SEQ=40
DT AVMNZIS—MBELELOEHBL. S
EQ=40 DT AU MEEXET S,

Ff-. SEQ=50 DtF AUMZxT S ACK
BOEALTIMELUARTESNTIGN &I
25D T, AEAIE SEQ=50 E{EEMSHA L
T MEAERBL -6 AT SEQ=50 Dt F Ak
£EET 5.

153 TCP O &S51Z ACK DHTHERDRETS
FHiETIX. BEERTA-HIZITEISEER
DEAIERTEFLRTNIELESTEN,

Tl IT—DECHET AV | B
HETH TALUBO T AVETRTE
ELGFNIEESAL, :

ZOH—BIS—NRETHE. BERTA
VAR RBMICHEMLTLESEWSEELH

ALK FICKBED/INILIT—EEZLD
BT AUMIBEILTEETEESLET I r—
2avMFE . PIAIE. ZE/MHS NAK(Negati
ve Acknowledgement: FEEGE)EELTHE
BT AV BHINEEEZTIAEICHRHLT,
BEEDENZELHETLTLEIRAL LD,

512 TCP DG EREERIL, IP(Internet Protoc
ol: A A% ybTa FILA N ETOTFELA
NRFERZTHSITIVINMLETHS-&.
BRLENRHETHS.

ERAFLEZDOAIZEFTHESN-2OTH
Y. ZRHIT, #EEFIZHELT, 2<nFOr
)b, EENEE CPU ABRBELTLM=C&ICEK
BIFAIVEEBRDOANL—TIYMETFTEHREL.
BERLHEBRINT =0T RIENTER
WN—TIMNeBE—EI7INGEEFEZRUE
BHRICEEAEERTTEEHOTOTIL
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30, 40, 50 in TCP header of 5 segment , it transmits

“transmitting side .

called side receives each segment of SEQ=10, 20, 30
correctly, every time, the mapping does ACK=20, 30, 40 in
TCP header and transmits.

transmitting side receives ACK=20, 30, 40 within
predetermined timeout value of each segment .

With this example segment of SEQ=40 being called side
whentransferring first , because it is not received correctly,
afterwith transmitting side transmitting segment of SEQ=40,
it is not possibleto receive ACK=50 within predetermined
timeout value.

As for transmitting side , it judges as thing where with
timeout value passage time point error occurs in segment of
SEQ=40, resends segment of SEQ=40.

In addition, because it means that either ACK for segment of
SEQ=50 is not sent within predetermined timeout value,
transmitting side from at timeof SEQ=50 transmission
timeout value resends segment of SEQ=50 with time point
which passage is done.

Like above-mentioned TCP with method where does
responseverification with only ACK, in order to receive
retransmission,you must wait for timer end of normally
transmitting side .

In addition, segment after that must be resent entirely even
withwhen segment which error occurs is just 1.

Because of this when error occurs once, there is a problem

. thatretransmission segment increases in cumulative .

These, dividing bulk data of especially large capacity into
many segment ,in case of application which it transfers,
returning NAK (NegativeAcknowledgement:negative
response) from for example called side , become cause where
transport efficiency decreases considerablyvis-a-vis method
which resends specific segment forcible .

Furthermore after as for TCP or other response verification,
finishing the lower position layer terminal to IP (internet
protocol :Internet protocol ) layer , because it is a software
treatment which itdoes, fast processing is difficult.

As for this invention considering to above-mentioned point,
beingsomething which it is possible, this invention improves
throughput decreaseat time of file transfer by fact that CPU
treated many protocol , communication treatments in Prior
Art, It designates that storage media which high
[suruuputsuto ] high speed collective file transfer method and
program utilizes high speed computer network to fully in
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orderwhich to execute device and transfer method storage is
done isoffered as objective .

In addition, as for other objective of this invention , rate
conversion of the different ATM link of interface speed being
possible, dispersing also large load where furthermore, it
depends on server such as random access of large capacity
file , itis to actualize high transfer throughput .

In addition, it is to offer data transfer method where high
throughput is acquiredeven with when other objective of this
invention evades decrease of the transport efficiency which
originates in response verification in software treatment
ofeach every packet , divides data into plural packet and
transfers.

Disclosure of Invention

In order to solve above-mentioned problem , as for first
embodiment of the this invention , respectively, making use
of general purpose computer architecture which consists of
the second storage media where input-output speed is faster
than general purpose data bus , first storage media , and said
first storage media in orderto do data transfer with transfer
origin of file and forwarding destination of the file , in
transfer origin of (a ) file , before setting communication

link ,vis-a-vis file data inside first storage media , At least,
while treating any one in midst of compression, the protocol
terminal , and flaming , in transfer origin of protocol and

(b )aforementioned file which through general purpose data
bus , sequential transfer the said file data to second
description 100,000,000 media , after completing thetreatment
for aforementioned file data , to set communication link , file
data inside aforementioned second storage media , Without
administering treatment vis-a-vis that, through
theaforementioned general purpose data bus , with forwarding
destination of protocol and (c ) file which it lumps together
transfers to network adapter card for computer
communication ,directly, is connected to said general purpose
data bus from said network adapter card to network the
transmission it does, to network adapter card which from
aforementioned network isconnected to general purpose data
bus of said forwarding destination transmission
aforementioned file data which is done, Without
administering thawing , protocol terminal , of data or each
treatment whichincludes flaming , through said general
purpose data bus , protocol which it lumpstogether transfers to
second storage media , releases aforementioned
communication link (d ),with forwarding destination of
aforementioned file , after releasing theaforementioned
communication link , at least vis-a-vis data inside
theaforementioned second storage media , thawing treatment,
While treating any one in midst of communication treatment,
sequential itis a file transfer method which designates that it
possesses protocol which through aforementioned general
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purpose data bus , transfers data inside theaforementioned
second storage media which was treated to first storage media
as feature.

In addition, program in order to execute data transfer method
of this invention , the storage doing in storage media,
distribution fabric is possible with the form .

In addition, other embodiment of this invention first network
adapter card for computer communication which is connected
to second storage media and aforementioned first general
purpose data bus where the input-output speed is faster than
first general purpose data bus and first storage media and
aforementioned first storage media in order to do (a ) data
transfer and, before setting communication link , atleast
vis-a-vis file data inside aforementioned first storage

media ,compression, While treating any one in protocol
terminal , and flaming , first forwarding means inorder
through aforementioned first general purpose data bus ,
sequential to transfer the said file data to aforementioned
second storage media and after completing treatmentfor
aforementioned file data , it sets communication link , without
administeringtreatment vis-a-vis file data inside
aforementioned second storage media , the said file data,
through aforementioned first general purpose data bus , direct,
second network adapter card for computer communication
which is connected to storage media and theaforementioned
second general purpose data bus of 4 th where input-output
speed is faster than thetransfer original computer and second
general purpose data bus in order to do (b ) data transfer and
storage media of third and storage media of aforementioned
third whichpossess transmission means in order it lumps
together transfers to theaforementioned first network adapter
card , from said first network adapter card to network
transmission to do and, From aforementioned network
aforementioned file data which transmission is done, without
administering thawing , protocol terminal , of data or
eachtreatment which includes flaming to aforementioned
second network adapter card ,through aforementioned second
general purpose data bus , releasing means in order it lumps
togethertransfers to storage media of aforementioned 4 th , to
release theaforementioned communication link and, after
releasing aforementioned communication link ,vis-a-vis data
inside storage media of aforementioned 4 th , At least while
treating any one in midst of thawing treatment and
communication treatment, sequential it is a file transfer device
whichdesignates that forwarding destination computer which
possesses second forwarding means in order
throughaforementioned second general purpose data bus, to
transfer data inside storage media ofaforementioned 4 th
which were treated to storage media of theaforementioned
third is possessed as feature.

file transfer method of this invention designates that protocol
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terminal or other manytreatment where CPU treated in Prior
Art is not done at timeof data transmission as feature.

As for file data lumping together host memory or other high
speed input-output possible memory , andbetween network
adapter card because input-output it is done, throughput of file
transfer rises.

Because of this, network because in a short time it is released,
the effective use can do high speed computer network .

In addition, file data which once, is stored in memory with the
transmitting side before communication link setting of
network , sequential compilation is done from the large
capacity storage media of low speed , like hard disk with
called side of file , afterreleasing network , in disk
compilation is done in sequential .

Because when transferring data between this memory , hard
disk , input-output of hard disk is fully low speed in
comparison with forwarding rate of general purpose data

bus ,making use of this difference, protocol treatment or other
treatmentbecomes possible.

With file transfer method of this invention , in order effective
use to do high speed network , in order not to restrict
forwarding rate of network adapter card , from the storage
media of first or third it lumps together transfers file data
second of high speed , or between storage media of 4 th at this
time,does not treat with central processing unit .

second or storage media and first or third of 4 th data transfer
between storage media while releasing network , in transfer -
origin of the namely, file before transmission of file , with
forwarding destination of file doesafter transmission of file .

Compressing at time of this , making use of speed difference
of the writing speed and general purpose data bus of storage
media of first or third while &treating data thawing , protocol
terminal or other , second or storage media and it transfers
thesequential data first or third of 4 th between storage

media .

Because of this, at time of file transfer, be able tb
actualizehigh throughput of network , network can be released
to early stage even case of file transfer of large capacity .

simple explanation Figure 1 of drawing is configuration
example of computer which is connected to ATM network
with one embodiment of this invention and block diagram
which showsflow of file data .

Figure 2 is configuration example of computer- which is
connected to ATM network with other one embodiment of
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I7ANT—ROFIhERTIOVIRATHS, this invention and block diagram which shows theflow of file
data .

B3 3. CORPDMD—KREHREIZLS AT Figure 3 is configuration example of computer which is
M b —IIZHEGSh St R OERHAE connected to ATM network with other one embodiment of

I7ANT—ROFIhERTIOVIETHS, this invention and block diagram which shows theflow of file
data .

B4t BISRTRERICBT 5974 LT—4 As for Figure 4 , it is a flowchart which shows protocol of
DEEXTOVREOFIREEZRTHIAETSH treatmentwith forwarding destination of file data in
% configuration which is shown in Figure 1 .
BEsiE. B UHIRTRRICSTET77MLT—4 As for Figure 5 , it is a flowchart which shows protocol of
DEELTORBOFIRERTHARTS treatment intransfer origin of file data in configuration which
% is shown in Figure 1 .
61 B ISRIBRICEITEI7MILT—4 As for Figure 6 , it is a flowchart which shows protocol of
DEEHIOSZEETTOLEBOFIEERTHN treatment toreception from transmission of file data in
HtHb. configuration which is shownin Figure 1.
7TiX. KREO—REREIZLD ATM T7 Figure 7 is figure which explains protocol of ATM file
AVEE R EZDOFIRESHALI-ATH S, transfer method with one embodiment of this invention .
B8 k. B 7 ITRY ATM J7 M VERid S %% Figure 8 is block diagram which shows configuration of
ERTL-OOEEOEEERTIOVIRT device in order toactualize ATM file transfer method which is
5%, shown in Figure 7 .
B9 (& ATM R yF&2 XY —/{ D100,1— Figure 9 is figure which shows configuration example when
YR D200,a>7 Y H—s{ D300,ATM RA ATM switch &secondary server D100, user terminal D200,
vF D400 # ATM TeHL =158 OB HIE R contents server D300, ATM switch D400 isconnected with
TRTHD, , ATM.
10 (&, 22T Y4 —s1D300 Hh5 ATM R4 Figure 10, when from contents server D300 lumping together
YF&2 RY—/\DI00 ITKBEEI7(ILT—4 transferring large capacity file data in ATM switch
*—FERXTIBOTOrANAEYYETF—4 &secondary server D100 is figure which shows flow of
DFNERTETH S, protocol stack and the data .
11 (£, 2—4#K D200 S ATM R4vF  -Figure 11 when random access doing from user terminal
&2 RY—/\ D100 (THLTSUH LT IERT D200 vis-a-vis ATM switch &secondary server D100,
ABROTOPIAINREYIETF—EDFNERT isfigure which shows flow of protocol stack and data .
BtH5.
12 (&, FRBAZE . N\—FT1RIICEHSh Figure 12 , when this invention , simultaneously to large
RXBEI7PANICEABIZTIOERTHIEEIZ . capacity file which compilation is done access it does in hard
BAL-EEREERATH-HOETHS, disk , is figure in order toexplain embodiment which is

applied.

131&, BRADT—FEEHHICLDT—3 Figure 13 is figure in order to explain transfer protocol of the
DEEFIREHRATS-HOEATHS. data with data transfer method of this invention .
14(Z, UDP /7 yb DT+ —I v ERTET Figure 14 is figure which shows format of UDP packet .
H5,
& 15 i, ATM/AAL-5 CPCS-PDU DT4—< Figure 15 is figure which shows format of ATM
vhETTETHSD. : /AAL-5CPCS*PDU .
B 16 (X, FZRAIZLDBT 2L —YR%E Figure 16 is figure which shows data transfer sequence with
TYTETHD, this invention .
17 &, ARBITHH BT —LEREEOH As for Figure 17 , it is a figure which shows configuration

e — e -
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EplETTETSHS,

18 1%, FZRBIZESTRLARED —FiER
TETHS.

B 19 (X, ARBAICEEZTFLABEDO—HIETR
TRTHS,

20A (& ATM RybhT—HF7E Tah—K%%
HL-ARHER7—X¥TIFvERT IOy
YRITHY., B 20B THFDOI7ALEETOR
ANERWNWTABEIZANERETIRDOT
—ADFNERTRNAETHS.

B 21 (. ATM UV 9ZRWE=D7/ILEERETO
PO TArILREYIEFNERTT SN
—KYI7%FEHE-HTHS,
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example of data transfer device in this invention .

Figure 18 is figure which shows one example of address form
with the this invention .

Figure 19 is figure which shows one example of address form
with the this invention .

As for Figure 20 A with block diagram which shows general
purpose computer architecture which equips the ATM
network adapter card , Figure 20 B when receiving large
capacity file making use of conventional file transfer
protocol , is flowchart which shows flow of data .

Figure 21 protocol stack of file transfer protocol which uses
ATM link is figurewhich collected hardware which executes
that.

B 22 (X, EEDATMYLHEBN-IEE DT —EEEDFIRE. ThERE

Figure 22 , actualizes protocol of data transfer when conventional ATM link is usedand, that

T5ODEEBRDBRBHTHS.

It is a conceptual diagram of equipment configuration in order to do.

23 [, ERDOFEQIRURERFERMICH THTCPO7A—aFA—

As for Figure 23 , conventional transmitting side and TCP in between called side computer [furookontoroo ]

WERTRALFv—bERTETH D,

It is a figure which shows time chart which shows jpl1 .

REAZRET HHORBDHE

preferred embodiment in order to execute invention

D%, B 1 EIORBEELELTH  —F 7420, BE2XEEIDE

As for Figure 1, hard disk , second as storage media of first or third ordescription of 4 th

BIRKEL TOHEBEEATE) (DRAM: F 1 F39H55 8 L7 IR AEY

<seq>DRAM :dynamic random access memory semiconductor memory as * media

:Dynamic Random Access Memory) MSRRAHRAMAEYZANV-RBEREEL. XRBICKDIT7MILEEA
EEERTAATMARYN T —JICHESEN I HBOEBRFIE 7N T—20OFNhEFTTRTHS, BEURT
BERIE, RAMCPU-F1, DRAMETIER SN DS HRAMAEYF2, EENRA/ XA THDHPCI/AAFI, CPULP
CINRZEEISRAM—PCITYYTF4, MBLAYNSAALLA Y ETERIET DATMR YN D —OFEL T 2h—F
(HANERYNT =4 8—T—RAB—F)F5, N—FF4RA9F6, RUATMR YL T—HF10THD, RIZLk
BROHERIZHENT ATM—LANZEOATMR YR I —HF 1055
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It is a configuration example of computer which is connected to ATM network which;possesses equipment
configuration which uses host memory which consists of Dynamicrandom access memory ) executes file transfer
method with this invention and a figure whichshows flow of file data . Each configuration which is shown in Figure 1
is ATM network adapter card (Or network interface face card ) F5, hard disk F6, and ATM network F10 which to
AALlayer terminal are done with such as host CPU *F1, DRAM from the host - PCI bridge F4, physical layer which
ties PCI bus F3, CPU and PCI bus which are a general purpose bus of the host memory F2, high speed which
configuration is done. Next in above-mentioned configuration , from ATM - LAN or other ATM network F10

RKBEI7MNHBUESREADGEEOREMUOFIRIZOVT. BT RURI4ESE

You refer to Figure 1 and Figure 4 large capacity file concerning protocol of called side when transmission it is done

LTEBREAT 5. 48, B4 BISRT I7MLOREFIRERNERT RARTHD, FTHEEShTET7
AN ATMEYRI—IF 10D BATMAR YR I— 07 F FEN—FFSIZEHEEND (H4DRTYTB1~B2), AT
MRy —O 7 FTaH—LEFSATIRETHESORIFPLS PER. IR

Doing, you explain. Furthermore, Figure 4 reception protocol of file which is shownin Figure 1 is flowchart which
shows flow. First file which is transferred from ATM network F10 transmission is donein ATM network adapter card
F5, (step B1~B2 of Figure 4 ).Inside ATM network adapter card F5 first terminal and S/P conversion and cell of light
signal same

HEWNST-MEBL A (PHY) DB IHFITLN . ATML AV AALALIRRIZ EBIL A PRI TF—2hERkSh 5, AT
MLAXTIELEIZVCL/VPHZ &S L DS ES N THOM. AALLA Y TIE L D48/ bDRA(O—FEHE
LTCPCS—PDU%ERL. CRCOPREDFIVIET>THLC

terminal of physical layer (PHY ) such as period is done, to ATM layer , AAL the data is transferred to upper position
layer side in sequential . With ATM layer demultiplexing of cell to be done mainly with the VCI/VPI , with AALlayer

connecting payload of 48 byte of cell ,configuration to do CPCS- PDU , after doing check of CRC and the length , C

PCS—PDUNRAO—FE1—4T—RELTRMYNT,

You remove payload of PCS - PDU as user data .

ATM, AAL LA Y£&iELTRYHEhT-T7
AILDT—R1E PCI /1RRADINR VF Fv 7 (Bus
I/F)h PCI /XA F3 ~EE%k&hd,

ZDEEATMTHFTIH—KFS DINAVF Fv
TXI7ANT—EDERHEKELTHRRN PC1 T
Yw F4 £ 8RT 5,
RYNI—=H9FEThIh—K F5 hoEksht-T
—RFRAR-PCI TYyP F4 ENLTRARAE
| F2 ~E&ICEi‘Ih B(RTvT B2~B3),

RARAEY R I~ ETEZLN-F—4lL CP
CS-PDU R/O—FNEFETHS.

CPCS ¥ TCIEX7H T2h—K F5 HMD/\—FHT
FCRIGEENS-6 . EERBMNAETHY. P
CI /XX F3,7RAR-PCI TYv¥ F4, DRAM-F2
DT —SERBETRTN—FITT7THD]-

terminal doing ATM , AALlayer , data of file which is
removed istransferred from bus I/Fchip (BusI/F ) of PCI bus
to PCI bus F3.

At time of this , bus I/Fchip of ATM adapter card F5 selects
host PCI bridge F4 as forwarding destination of file data .

data which was transferred from network adapter card F5
through host -PCI bridge F4, istransferred to high speed to
host memory F2 (step B2~B3 ).

data which in host memory F2 is stored with bundle it
continues to bea CPCS-PDU payload .

Because to CPCS terminal it is done with hardware inside the
adapter card F5, fast processing being possible, as for data
transfer of PCI bus F3, host -PCI bridge F4, DRAM -F2
becauseit is a hardware entirely, there is not restriction of
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H, VIO I FRBICKDEEFEEDH B
t;t\o

TPANT—EIDEENRTLI-E . ATM X A
™ YL OFLRTL. R2ybT— F10 #RRY

e

RARARY R IZ—{ETCE X ONT-T—2IX CP
CS-PDU RAMA—FDKETHY . EWI71I/L
THABENBELBHFIHEEN TV,

ZhSDMEBIE CPU IZ&KBYIMITI VBT
Hd-., HEDFEICE>TT—4eE% I
FERIZREBT3E07 M IVEEZD AL —TurE
ELETEETLES,

TITC ARATIEE. —BEETHRARAEY F2
ICEBEh-REDFFEFI7AINEXLTLE
L RUhT—S FI10 #BRLT-#% T CPU-F1 A'
RELREDREBEITS,

FYbI—% F10 ZEMRLIz%. CPU-F1 L.
ARABY F2 IT—ETEZX 5N /- CPCS-PDUR
AO—KFORETFT—RHLTRIEY L IFREL
TH5RARTvT B4),

%L T, CPU"F1 l&. CPCS-PDU RAA—F DK
EF—RIZ/HLT. IL—3 T RFYTBS).. 7
ARV RIHATYT B6), RULEBIZIHLTT
—SBHE(ATYT BYDOLREBEITL., TR
ET—ADhHERMYEL. BRYHELI-T—4%
N—FT 4R F6 ~E#MT DA TV BY),

COESIC. ZEMIC. ESATELEI7ZAIL
. NA—FTFTARY)  KERTIRI . BRT—
TEORBERERECORNTIEN—FT1
RV FOIZEB/ENDIMN IN—FTARIF6FD
EHREEAA, BABLORKEEXRA/
A F3 OBRRELEEEICHR +HEETH
%,

L1=b8o T ARARAEY F2 MHN—FF4RY F
6 ~DEEIL, PCI /XX F3 ORAEEEES
EFLTHERALEGEZRLEFGST . N—FT1X
IF6 DR ICEREADEBEODEESAIEE
IZ8bhEf=. N—FTARIMBHRBINARL 4
— DA RARD/INYITFATYADEE R
ELTEFTENBILIZES,

RARAEY F2 DBN—RTLRIF6 ~DF—4
DEEAHDOKRIEHAREIZ CPU-F1 [ZRRARAE
YR AD77MIT—RIZx§ HREEEDR
BEISEMNTEZDT, ChOoDBBIZLD
N—FT4RY F6 DEEZAHEEDETIIR
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forwarding rate in software treatment.

After transfer of file data ends, ATM ends ATM link ,
releases network F10.

As for data which in host memory F2 is stored with bundle
with the state of CPCS-PDU payload , as for thawing
treatment etc when it is a compressed file it is not
administered.

These treatments decrease because it is a software treatment
with the CPU , when it treats simultaneously in data transfer
with conventional method , the throughput of file transfer
considerably.

Then, with this invention , while it is a state which once was
compressed to host memory F2 with high speed file it
transfers, after releasing the network F10, CPU *F1 treats
thawing or other .

After releasing network F10, as for CPU *F1, communication
link is establishedvis-a-vis state data of CPCS-PDU payload
which in host memory F2 is stored withbundle (step B4 ).

And, CPU *F1, flaming (step B5 ), protocol terminal (step
B6 ), and treats according to need data thawing (step

B7 )vis-a-vis state data of CPCS-PDU payload , removes
contents of data whichit should transfer, houses data which is
removed to hard disk F6 (step B8 ).

this way, finally , file which is sent compilation is done in
hard disk , magneto-optical disk , magnetic tape or other large
capacity storage media (With this example hard disk F6 ), but
maximum speed of hard disk Féor other continuous writing ,
reading is fully low speed in comparisonwith maximum
forwarding rate of general purpose bus F3.

Therefore, from host memory F2 as for transfer to hard disk
F6, continuing the maximum forwarding rate of PCI bus F3, it
did not become with transfer which you use,adjusted to
writing speed of low speed to magnetic memory media of
hard disk F6, it meansto be executed as discontinuous transfer
to buffer memory inside bus interface which hard disk has.

Because to do thawing or other treatment for file data inside
host memory F2 it ispossible CPU *F1 to respiratory pause of
writing of data to hard disk F6 from host memory F2,
decrease of writing speed of hard disk F6 does not occur
inthese treatments.
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RIZE HZRTHERIZHENLT, RARCPUL AvD
ATM RwkD—9 FI0 NKBE 77/ EEE
FHREERMOFIRE-HO>VTE I RUE S5
LTERBAT S,

LHEGEEMOFIRT. 2EQOFIRELEME
DIENELDLOTHY, COHE. B 1 ITRT
KNZEFT-2EMUOFIREFRAEDTAEL
%,

CFT EETRETFAINEN—FTARIF6IZ
B#MTHRTYT AL,

CPU-Fl k. "—FFARIF6 BTN TINS
T—3ERABLENS F—EEBARTYTA
2). 7AranBHATYT AHRUIL—EY
J(ATyT Ad)%{T>T.CPCS-PDU RAO—F
DRETT—2ERAAE) F2 IZR{ETHR
Tv7 AS).

RIZ.CPU-F1 [ ATM Y2 HEBEILL(RTYS
A6), R T—HTFHETRHh—K F5 (2L TI7
INVDEEFIRDTHARTYT AT).

FYNT—OFHTAh—KF512, PCI/SAF3 %
NLTHRARAEY F2 IZR{BSN TLVS CPCS-P
DU RAO—FDREOTF—2EEIEHRAHHL
T.AAL L 44T SAR-PDU {Z9EIL. ATM L
ANV TATM ELEL T PIBLANIZ&DTAT
M RykT—2 F10 NMRET B(R TV A8),

TLT. 27 NVDEENBRTLIZESAT CP
U-Fl [XBEU 9% BIRT 5,

CO&ESZTFANDERERFICIE, T—2 M.
TOrAaNEERUIL—IUT DRBET-T-
BOT—3%RARAEY F2 [ZER{EL. KA A
EYRIZREEIN-T %R INTI—OTF7ET
2 F5 hoOEERAHLT, #vh7—2 FI0 ~
EETBEIILI=ZDOT. N—FFTLRY F6 hid
DERAHELULE KRR CPUFI (2&DTF—4
WRIBM, R T—OFHTH F5 DIEEEES
BT &AL,

B 6. B4 ITRTERADI7ANERESE
IZEDERETOFIES. B S ITRTERBED
F77ANEEREICKDEETTOFIEE., —
EORBELTITHGENRBOFhERLE:
LD TH5.

B 62T, XAFvF C1~C8 (B 5 IZRTR
Tv7 Al~A8 DARIZ, RTvF C8~C15 (FH
4 [2RT ATy BI~B8 DBz, ThEh X
BLTWS,
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Referring to Figure 1 and Figure 5 is done concerning
protocol of transmitting side whichto ATM network F10 in
configuration which is shown next in Figure 1, from the host
CPU 1 large capacity file transmission , you explain.

Furthermore, protocol of transmitting side being something
which becomes the protocol of called side and flow of reverse
direction , in case of this ,becomes protocol of called side
which attaches arrow which it showsin Figure 1 and flow of
reverse direction .

First, file which it should transfer is housed in hard disk F6
(step Al).

CPU *F1 data which is housed in hard disk F6 reading , data
compression (step A2 ), protocol terminal (step A3 ) and
doing flaming (step A4 ), with state of CPCS-PDU payload
remembers data in host memory F2 (step A5 ).

Next, CPU *F1 establishes ATM link and (step A6 ), transfers
file vis-a-vis network adapter card F5 command , (step A7 ).

network adapter card F5, through PCI bus F3, reading *,
divides data of the state of CPCS-PDU payload which is
remembered in host memory F2 into SAR-PDU directly with
AALlayer , with ATM layer with physical layer transmission
doesto ATM network F10 as ATM-cell , (step A8 ).

And, being at point where transmission of file ends, CPU *F1
releases communication link .

this way when transferring file , after treating data
compression , protocol terminal and flaming , storage to do
data in host memory F2, data whichis remembered in host
memory F2 from network adapter F5 reading *, transmission
isdone directly to network F10, because it required, with
reading treatmentand host CPU *F1 from hard disk F6 data
processing , transmission speed of [nettowaakuadabuta ] F5
there are not times when it decreases.

Figure 6 with file transfer method of this invention which is
shown in Figure 4 in transfer origin is something which shows
flow oftreatment when it does protocol , as consecutive
treatment with the protocol with forwarding destination and
file transfer method of this invention whichis shown in Figure
5.

In Figure 6 , as for step C1~CS8 in treatment of step A1~A8
which isshown in Figure 5 , step C8~C15 corresponds to
treatment of the step B1~B8 which is shown in Figure 4 ,
respectively.
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B 6 ITRTEIINTZ7MILDEETRUIEE %
DEH T.RAF CPUF1 M &LELVERARAE
YR ERYNI—I T ETIh—KF5BDT—4
DEEFTIET. I7INDEEDAINL—T
yhEEYKE(THIEMNTES,

R H2Z28BLT. &1 28BLTRHALE
REMBEOEHRBIZOVTERAT D,

ISR ARBPOEBEHEEL. F1 RIEHE3
DREREELTN—FTLRI. 2 XIEXE 4
DRERBELTHRAMEYDOKDYIZR YL
T=OF7HATah—FERURBF—2/ R LI
BEAH DTG FEEAEYIZLDAEYR
—FEBRHELE-RLDTHD,

2 IZRTEHERIL, "R+ CPU-G1, DRAM
ETCHERESNBTRANEY G2, EEDRAA/N
ATHAPCI/AX G3, CPU & PCI/AREH AR
AR-PCI TYvP G4, EBL AV HD AAL LA
YETRIETD ATM RvbT—H97H ToHh—
F G5, /\—FT4R% G6. DRAM ETiEpish
% PC1 1NR LD AEYHR—F G7. ATM ®ub7
"-7 G10 -C'béc

BEE 1 ISRTLOER—DYMFERTLHE
SEROEBARIX, B 1 (TR RIGT DR ER
B0t TH,

RIZE 2 ITRIHERICELNT, ATM-LAN E0D
ATM FYrT—OMNSKRBEI7AILHEERE
OB EDFIEEHRAT S,

274 ILIE ATM R ybT—49 G10 > ATM
YI—HF7ETRh—K G5 Iim%ksh B,

ATM R yhIT—OFHT3Hh—K GS A TIIME
LAY ATM LAYV, AAL ~NERRICKRIFE
h. LELAVRIT—42%8&%T 5,

AAL LAY Z#8IELTRYHEIAIZD7ILD
F—4I% PCI /XAD/IRX UF FyF(PCI 78R
ha—3)M5 PCL /R G3 ~ER%kEh 3,

ZDEEATMTETAH—E G5 DISAVFFv
JIR 1 DIFEEFRELY, R—D PCI /X G
3 LOAERYER—F G7 2771 T—32DE%
FA—HIrELTHRET 5.

RYRI—DFETBH—FK G5 EAEYR—F G7
I$E-PCI/XAG3DI—L b TCHY . ATM R
yhT—9 Gl10 hoFmEEESN I T7MINT—
BEZN—TILRESTICAERYR—K G7 122
EALTEMNTES,

F- B OBRICHEAR, RARAEYG2EFIA

o o — 1Y P S
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As shown in Figure-6 , with transfer origin of file and both of
forwarding destination , by fact that it transfers data between
the host memory F2 and network adapter card FS which do
not mind host CPU *F1, throughput of transferof file can be
made larger.

Next, referring to Figure 2 , referring to Figure 1 , you
explainconcerning modified example of embodiment which
you explain.

embodiment of this invention which is shown in Figure 2 as
network adapter card isactual ones which on same general
purpose data bus dispose memory board with high speed
input-output possible semiconductor memory in place of host
memory hard disk , second or as storage media of 4 th as
storage media of first or third .

Each configuration showing in Figure 2 is with such as host
CPU *Gl1, DRAM niemory board G7, ATM network G10 on
the PCI bus which configuration is done with such as PCI bus
G3, CPU which is a general purpose bus of host memory G2,
high speed which configuration is done and from host -PCI
bridge G4, physical layer which ties the PCI bus to AALlayer
ATM network adapter card G5, hard disk G6, DRAM which
terminal is done.

Furthermore, it is something which is similar to configuration
which asthose which are shown in Figure 1 shows
configuration which has code which possesses same numeral ,
in Figure 1 and corresponds.

protocol when large capacity file is transferred from ATM
-LAN or other ATM network in configuration which is shown
next in Figure 2 , is explained.

file from ATM network G10 transmission is done in ATM
network adapter card GS.

Inside ATM network adapter card GS5 to physical layer , ATM
layer , AAL terminal it is done in sequential ,transfers data to
upper position layer side.

terminal doing AALlayer , data of file which is removed
istransferred from bus I/Fchip (PCI bus controller ) of PCI bus
to PCI bus G3. :

Appoints memory board G7 on same PCI bus G3 at time of
this , the bus I/Fchip of ATM adapter card G5 unlike case of
Figure 1, as forwarding destination target of the file data .

With same -PCI bus G3 agent , throughput without dropping
file data which high speed transmission is done from ATM
network G10, can network adapter card GS and memory
board G7 write to memory board G7.

In addition, you can call configuration which faces to file
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LEWS . KEED 77/ IVEEICELN K
EERD,

COBRICBVWT, 274NV T—2DEREN
TLE=#, ATM (X ATM Y 9FETL, Rubk
9—9§$7&'§'6o

PCI /XX G3 LD AEYAR—F G7 IZEZX 5N T -
F—AI% CPCS-PDU RAO—KDKETHY.
EHI7INTHIEENFEENBE(IEEA
TLEL,

B 1 D& ERBRIZ. ChODIPAILT~EIZ
NI HRBE N—FTARI~ADEZAHE
BEENROELEEIZEEFFALT. —FF
ARYIZERET HHTITER CPU-Gl TREEST
ju

E31E. B2 DRBTF—RNALIZTYvSFyY
TE#HTZHETRAT—S/REHIRLTA
RAT—421R&H5—D2HBEL. RYLT—97
FTaN—FEARYR—FEZOHFHRENIZA
RAT—3 1 RZEGL-thOEEREEZRT
HTH5.

3 ISR BHEMRIE., /RAM CPU-HI, DRAM

ETHRENZKRANAEY H2, BFROABN
R TC# 5 PCI /XA H3a,H3b, CPU & PCI /3R %
$EASTRRAN-PCI TYwP H4, BIEL AV H\D AA
LLAVETRIGETHATM R T—oF7H T4
H—F H5. NAAA—D A RAERNELT=/\—
F742%9 H6. DRAM £ TH#EmMEh S PCI /XX
LEDAEYHR—KHT. 2 DD PCINREEET S
PCI-PCI V¥ H8, TUyI I kYEFHT-I<HiIR
SNtz PCI /XX HY, #LT ATM SvhT—H H
10 TH .

RIZ.HE 3 #B3RLT. CORITTTHEAIZE
LVT ATM-LAN %0 ATM RybT—4% H10 i
LRBBIFAINEZINDBEDOFIEIZD
WTEHRBBAT S, ‘

74T ATM RybT—%9 H10 1D ATM R
YNI—=HFHTRHh—E HS IZEtsh 3,

ATM RYbT—OF7 X F2h—K HS R TCIXHE
LAY.ATM LAY, AAL ~EIERIZKIFE
h, ELAYQIcT—4%8&:%T 5,

AAL LAVERELTRYHESA:-I711LD
F—A(& PCI 7/XAD/IR UF FvF(PCI 78R
ka—3)/5 PCI 78R H3b REEEEh 3,

CDEE COPCI/ARH3b IZE 1.2 DIESE
I£84Y, kZRMD PCI TYw P T CPU Xk
AR IZESENDITNSHFELEL TS PCI/AR
H3a T34, COBIZHHLSIZPCI-PCITy
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transferof amount and large capacity which do not utilize host
memory G2 in comparisonwith configuration of Figure 1 .

In this configuration , after transfer of file data ends, ATM
ends the ATM link , releases network .

As for data which is stored in memory board G7 on PCI bus
G3 with the state of CPCS-PDU payload , as for thawing
treatment etc when it is a compressed file it is not
administered.

In same way as case of Figure 1, treatment for these file data
in writing speed to hard disk and forwarding rate of bus
making useof difference, before transferring to hard disk ,
treats with thesequential CPU *G1.

By fact that bridge chip is provided on general purpose data
bus of Figure 2 ,expanding general purpose data bus , general
purpose data bus another new construction it does Figure 3 , it
is afigure which shows other embodiment which is connected
to general purpose data bus which network adapter card and
memory board this new construction is done.

Each configuration which is shown in Figure 3 is PCI bus H9,
and ATM network H10 which are expanded anew by PCI
-PCI bridge H8, bridge which memory board H7, 2 PCI bus
on PCI bus which configuration is done with such as PCI bus
H3a, H3b, CPU which is a general purpose bus of the host
memory H2, high speed which configuration is done and from
host -PCI bridge H4, physical layer which ties PCI bus to
AALlayer hard disk H6, DRAM which builds in ATM
network adapter card HS, bus interface which terminal isdone
connects with such as host CPU *H1, DRAM .

Next, referring to Figure 3 , you explain concerning protocol
when large capacity file is transferred from ATM -LAN or
other ATM network H10 in configuration which it shows in
this figure.

file from ATM network H10 transmission is done in ATM
network adapter card HS.

Inside ATM network adapter card H5 to physical layer , ATM
layer , AAL terminal it is done in sequential ,(transfers data to
upper position layer side.

terminal doing AALlayer , data of file which is removed the
PCI bus H3b * is transferred from bus I/Fchip (PCI bus
controller ) of PCI bus .

In order at time of this , this PCI bus H3b is not PCI bus H3a
whichexists from cause of being connected to CPU and host
memory with PCI bridge of host unlike case of Figure 1, 2,
for there tobe a this figure, anew it is a PCI bus H3b which
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U H8 THI-IZHMENT-PCI/XAH3b TH B,

ZO#FBENT- PCI /SR H3b (ETTH53HS PCI
INZ H3a &I3HITHS,

#xENT- PCI /3R H3b IZIZ ATM 7R 74N
~—F HS & 2 IZRT AERYR—F G7 LR A
FYR—F H7 SIS h, PHT4h—FHS D
NRVF Fy7 3R 2 DigE LRk, B—a PCI
/AR H3b LDAEYHR—K HT 20740V T—4
DEEXI—TIbELTIERT 5.

FYNI—IPHFTaH—E H5 EAERYHR—F HT

[EHE/ENT-F-PCI /XX H3b DI~ T
HY.ATM RyrT—9 H5 hoEEmEEhT-
T7AINT=REAN~TYMERESTIZAEY
R—F H7 IZ2EFALTENTES,

F- B2 DBFEEEARDZEFTH T 2H—E H3,
AEYR—FH7 HEHEH S DPCI/NAH3bIZ(E
#1Z PCI R—F (X —T o MAES S ALV
BHNREJETES,

EE. O PCI/AAH3alZIZ T 57499 XK —
FOF—R—K, 200 BB#B0 147
—RAR—=FEIEFEINBIENHY . ATM #
YT =T T AN—REARYHR—FHIR%E
KELIZEHTELELEENHS(E 20A BB),

COBE. D PCl T—UxMZ&BINRYS
IAMZEY,PCI IRADT—REEDAN—T
YrHET T HEENHIHN. R 3 OKSIZ7H
FHH—F HS EARYER—F HT HERHSh B/
REHD PCI Tz b EIEBIDNRIZT B
ElzkY, PHETAN—K HS EAEYR~FHT &
DHDBEVWRIL—TYrERIETIENTE
60

BICNRELSETIIENTELOTKREBREY
FALDERZIZEVTEERAN—TYRR
TEd,

LROBRIZBENT, I7MILT—2DEEM
BTLEE ATMIZATM YD S9FETL, Ry
rI—O%BRINT 5. :

PCl LD AEYHR—K H7 IZEXShf-T—XIL
CPCS-PDU RAO—KDRETHY. EHEI274
ILTHIEEDRENBEIBEATLVEN,

1 DIFELEFRFRIZ. ChEDT7AINT—5IC
WHTRLBIE, N—FTARI~DEEAHE
BENRDOEAEECEFMALT. N—FT
AR H6 |85 % § BRIICER CPU-HI THLE
#1715,

ZDEE, AEYHR—K HT RO F—421Z PCI-PCI
Ty H8 %L T CPU-HI AEHSh 3R D
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configuration is done with the PCI -PCI bridge HS.

As for PCI bus H3b which this new construction is done PCI
bus H3a which is fromorigin is independence.

memory board H7 which is similar to memory board G7
which is shown in ATM adapter card H5 and Figure 2 is
connected by PCI bus H3b which new construction is done,
the bus I/Fchip of adapter card HS similarity to case where it
is a Figure 2 ,appoints memory board H7 on same PCI bus
H3b as forwarding destination target of file data .

network adapter card H5 and memory board H7 with same
-PCI bus H3b agent which new construction isdone,
throughput without dropping, it can write file data which the
high speed transmission is done to memory board H7 from
ATM network HS.

In addition, when you compare with case of Figure 2 ,
because the PCI board (agent ) is not connected to other
things in PCI bus H3b where adapter card H3, memory board
H7 is installed, bus can be monopolized.

Usually, there are times when graphics board and interface
board etc of keyboard , other peripheral equipment are
connected in original PCI bus H3a, there are times when
ATM network adapter card and memory board cannot possess
bus completely, (Figure 20 A reference).

In case of this , when throughput of data transfer of PCI bus
decreases with other PCI agent with bus request , it is, but like
the Figure 3 adapter card HS and throughput whose between
of memory board H7 is high canbe guaranteed from adapter
card H5 and bus where memory board H7 isinstalled other
PCI agent by making another bus .

Especially, because it is possible to possess bus , it
canactualize high throughput at time of transferring large
capacity file .

In above-mentioned configuration , after transfer of file data
ends, the ATM ends ATM link , releases network .

As for data which is stored in memory board H7 on PCI with
the state of CPCS-PDU payload, as for thawing treatment etc
when it is a compressed file it is not administered.

In same way as case of Figure 1, treatment for these file data
in writing speed to hard disk and forwarding rate of bus
making useof difference, before transferring to hard disk H6,
treats with thesequential CPU *H1.

At time of this , data inside memory board H7 through the
PCI -PCI bridge H8, is transferred to PCI bus H3a side where
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PCl /AR H3a {Z8nt&h b,

PCI/\A H3a [CERk & f-F—31X CPU-HI [Z
E-oTHEBENT-#, CPU-HI MEFSIBH
@ PCI /3R H3a IS hB/1\—F T4V H6
(a3 d (R

COESZE 1~3 OVWTHhOBRIZEWLNTES
FRED ATM RUrIT—HF7FTaHh—FhbS
DEWEEEEFHBLAELKSIZ, CPU (2L
AMBAEEYIZ DRAM ETCHEREh D AT
128559 %,

ChizkY, RybT—0%BHIZBRTE. &
B ATM Rk —0%HHHRATES,

BRENLTERATHIN—FT(RIFOHES
RIEEEREGESAHEEN BN &
RORARNREMHEMICE->TEHREEEDEF

fd:lt\o

EITN—FTARI~NDT—2EENED N
TWAERHZRALTRESOREEZIT,

Rz, LEROE 1~E 6 #SBUTRALI-EXR
- BICKAHBREREEATM RYLT—IART
BERENRLEIT—IGEENNETSHE
ISHRTHEEOERBHBEICOVTERBAT 5.

7TIZEWT,ARETEE GPC . CPU(F R
REHED), N—FTARDORAAERIEDK
BFRETENE MSDERD ATM 74 74,20
SOBODT—REEEFITIRBT—4/{R GPD
B #6950 THY. FIRIER 1| [TRTEE
METITIZERATHLDKRAL CPU-F1 &0
ADEBIHGTHLDTHS,

ZOBA . RAEHEH GPC IX ATM A1V F&2
RY—/SVR ELTHEEL. ATMOFPE TR A
DPLADP2 2T L TEN TR T1,T2 H4EH
Ehd,

COEEK T2 AL B | ISR EBRETIK, 2
{ERITRALSRA CPU-F1 LD EBEREIC
HET LN THS,

UizhoT B 7 IZRTREREX. B 1 IZF
TSERTHNWSKRA CPU-FI EEDRADE
BIZ, ESIZR YR T—HTFPETAH—FENLT
HOIFER(C ZTIIER THZESLI-ERI-x

TISREEBEETE., BAIEUTIZRYT
FIF1~9 &> TREERTTIENTES,
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CPU *H1 isinstalled.

data which was transferred to PCI bus H3a after being treated
over CPU *H1, compilation is done in hard disk H6 which is
connected to the PCI bus H3a side where CPU *H1 is
installed.

this way in order not to restrict forwarding rate where is high
from ATM network adapter card of high speed
communication regarding whichever configuration of Figure
1 ~3, withoutadministering treatment with CPU , it transfers
to memory which with such as DRAM configuration is done.

Because of this, be able to release network to early stage ,
effective use is possible high speed ATM network .

Because continuous writing speed is slow, using general
purpose bus of high speed in discontinuous ,you must transfer
hard disk or other magnetic memory media which is ahead
final compilation .

It treats thawing or other then making use of time when data
transfer to the hard disk has broken off.

Next, referring to above-mentioned Figure 1 ~Figure 6-, when
with this invention which you explain each embodiment ,
communication speed different data transfer lies between
inside ATM network when applying, you explain concerning
embodiment . '

In Figure 7, general purpose computer GPC , CPU (central
processing unit ), being something which possesses general
purpose data bus GPDB which does data transfer ATM
adapter , at these of hard disk and the host memory or other
large capacity storage media MSD , plural time, with
embodiment which it shows in for example Figure 1 is
somethingwhich corresponds to host CPU *F1 and peripheral
which are used with the called side .

In case of this , general purpose computer GPC functions as
ATM switch &secondary server SVR, through the adapter
ADP1, ADP2 of ATM , terminal T1, T2 is connected
respectively.

this terminal T2, with embodiment which is shown in Figure
1, is somethingwhich corresponds to host CPU *F1 and
peripheral which are used with the transmitting side .

Thetefore, as for embodiment which is shown in Figure 7,
furthermorethrough network adapter card to host CPU *F1
and peripheral which are used with the called side which is
shown in Figure 1 ,'it corresponds to configuration
whichconnects other terminal (Here terminal T1).

With embodiment which is shown in Figure 7,
communication can be executedwith protocol 1~9 which is
shown below for example .
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(FIE1) ATM L0 VCLVPI ERBT—5/8
A GPDB RO 7RLAERGEEDHI&ITKD
T.RBF—%/3X GPDB #tLTHEH¥D AT
M 7HTEHIT ATM L EEE T HEEDIC,
F7H 7R ADP1,ADP2 oD TF—A%KEET
{EI4E MSD ICEFE S EICLY RAEH
# GPC % ATM R F &2 RY—/L SVR &L
THREE 5,

(FIE 2) XK T1 HaK T2 Mo XBET7A
NERAET-HOIT7ANEEZTIE. &
K TI MDIFER T2 IZTBYLIREBDI=HD
TFIUTENICEFNIERERASICL
Y. ATM AL YF &2 RY—/\SVR N KBEE?
7»_53»&1’:%0)7‘:&)0) ATM YO THBEFD
E R :

(FIF3) ATM R4 yF&2 RY—/ SVR Htifh
R T2 (Y hvbY, IERTI EDMTLTFYY
TFBILITEY R T EXBREBIERHEM
SD EDRTYLY 1 #RET S,

(FIE4 VoV LIZKY EERTI Ao RKBRED
FANZRTEISUA LTI RATEM, i
K TI S ATM AL yF&2 RY—/NSVR A
bhT. KEEEEN & MSD O IF avko—
SO FIFO IZRAYIEN S, .

(FIE 5) ATM AAyF&2 KH—s% SVR HidH
KTHZRBYIDY, HEERT2EOMTL T )
T35HI8Iz&Y . REERIERE MSD LR
T2 EDRIZU Y 2 %ERET D,

(FIE6) VY28t WKRTIATIEA
FTERBEI7ANE) YD 2 ZESTIHXR T2
Moo= v LICERH L., 35K T {Z8RE
THRHLYIZ, ABAT—4%/3X GPDB #A1LT
RESREIREMSD 12— 885X T D,

(FIE7) XBEREHEAEMSDADIFAIVER
ENETLE®. ST FIITI2E>THR T2
& ATM R YF&2 RY—/{SVR EDEDY
7 2%B8T 5.

(FIE8) V9 2mRKk,. KESRERAEM
SD @ UF arbA—S50 FIFO IZEH/ENTLVS
REEI7ZANADSUFALTHIRRATUESE
IEREFTL VY 1 Z2HLT.KBEI7IL
T—A% ATM AL YF&2 RY—sXSVR hdif
EKTI ~ASUHLIZER%ET S,

(FEIF9) BERTINSIPANADSUFELTY
LAMBTEIZ.ATM RAYF&2 XY —/1SV
R LR T1 EDRITYLHBBDT=HD LT+
Yo TEFWN REEBI7PINDS T LT —~
BEEERTTDH,
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VCI, VPI of {protocol 1 } ATM-cell and address inside
general purpose data bus GPDB by factthat it corresponds,
through general purpose data bus GPDB, as ATM-cell is
transferredbetween ATM adapter of plural , it functions data
from adapter ADP1, ADP2 by compilation doing, with
general purpose computer GPC as ATM switch &secondary
server SVR in large capacity storage media MSD .

When transferring because {protocol 2 } terminal T1 reads
out large capacity file from the terminal T2 file , fact that
ATM switch &secondary server SVR is ATM link for large
capacity file transferwith data element content which is
included in Signa ring cell for link settingfrom terminal T1 for
terminal T2, is recognized.-

{protocol 3 } ATM switch &secondary server SVR becomes
terminal T2 and changes, sets link 1 between the terminal T1
and large capacity storage media MSD by Signa ring doing
between terminal T1.

With {protocol 4 } link 1, random access command from
terminal T1 for large capacity file , being sentto ATM switch
&secondary server SVR from terminal T1, stack it is done in
FIFO inside I/Fcontroller of large capacity storage media
MSD .

{protocol 5 } ATM switch &secondary server SVR becomes
terminal T1 and changes, sets link 2 between the large
capacity storage media MSD and terminal T2 by Signa ring
doing between terminal T2.

After establishing {protocol 6 } link 2, terminal T1 using link
2, through general purpose data bus GPDB-instead of from
terminal T2 transferring to reading , terminal T1 in the
sequential , lumps together transfers large capacity file which
access is done in large capacity storage media MSD .

After file transfer to {protocol 7 } large capacity storage
media MSD completes, link 2 between the terminal T2 and
ATM switch &secondary server SVR is released with Signa
ring .

Afier releasing {protocol 8 } link 2, random access command
to large capacity file which compilation is done sequential is
executed in FIFO of I/Fcontroller of large capacity storage
media MSD ,through link 1, large capacity file data from
ATM switch &secondary server SVR is transferred to the
random to terminal T1.

From {protocol 9 } terminal T1 random access to file after
ending, does Signa ring for link release between ATM switch
&secondary server SVR and terminal T1, ends random data
transfer of large capacity file .
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Rz, LERFIRERBRTH-HDEEHIZD
WTEHREAT 5,

8 [XRIEERREICLSD ATM 77V ERER
FERBTA-H0EBEOERERTIAVy
HThHY. AEBILARGTERICLS ATM X
AYF&2 RY—/X D100 TH 5,

BIREIZRT &KL, "X+ CPU-C101. DRA
MF1+32v9 RAM)FTHREShHHRAMAE
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RLTLD,
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—ET4 AT D332,ATM PH T2 D333 HERF
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EFRAT D,

CCTC.E10IZIEE 9 DRy T—OFFAWTa
DTV —1X D300 Hhd ATM RAYF&2 R
H#—/3 D100 [CKBEI7MINT—42%— 8k
ZETHEOTOPINARSVIET—EADFinE
RLTHD,

#é. BRIZHLIT, SSCF (& co@+viay)
BY—ERCEHLHEETHEI Y —EREEFD
—F 4%~ a8 SSCOP XL TH CO ¥ —
ERZHBLHREERET I Y —EREKFIR
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&1 B 11 (121&, 32— K D200 iS5 ATM
RAYF&2 RY—s8 D100 IZHLTSUH LT
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Next, you explain concerning embodiment in order to

actualize theabove-mentioned protocol .

As for Figure 8 with block diagram which shows

configuration of device inorder to actualize ATM file transfer
method with same embodiment , the same equipment is ATM
switch &secondary server D100 with general purpose

computer .

Each configuration which is shown in same Figure

is ATM

adapter C107 of 25 Mbps whichconnect PCI bus C103 , host
CPU *C101 and PCI bus C103 which are a general purpose
bus of host memory C102, high speed which configuration is

done joining * on ATM adapter C105, hard disk C

106, user

terminal (Later description) side of 155 Mbps which withsuch
as host CPU *C101, DRAM (dynamic RAM ) are connected
on host -PCI bridge C104, contents server (Later description)

side.

configuration example when ATM switch &secondary server
D100 and user terminal , contents server , ATM switch which
on one hand, as for the Figure 9 , are shown in Figure 8 are

connected with ATM has beenshown.

Each configuration which is shown in Figure 9 is ATM switch
&secondary server D100, PC ( [paasonarukonpyuuta ]) or
other user terminal D200, contents server D300, contents

server D300 and the ATM switch D400 which ties

ATM

switch &secondary server D100 with general purpose

computer which is shown in Figure 8 .

Furthermore, user terminal D200 is done CPU *D221 and

ATM adapter D222 being connectedwith PCI bus,
configuration .

In addition, contents server D300 is done CPU *D331, hard

disk D332, ATM adapter D333 being connected
respectivelywith PCI bus , configuration .

Next, ATM file transfer method which uses above-mentioned

configuration isexplained.

When here, in Figure 10 from contents server D300 lumping
together transferring large capacity file data in ATM switch
&secondary server D100 making use of network of Figure 9

flowof protocol stack and data is shown.

Furthermore, as for- SSCF peculiar service dependence
coordination function which is a function, as for SSCOP as
for service dependence connection type protocol , SAR which

stipulates common function in the all COservice it
portion percentage & an assembly sub layer in CO
(connection )type service in same Figure .

is a cell

In addition, when random access doing from user terminal

D200 vis-a-vis ATM switch &secondary server

D100,protocol stack and data flow is shown to Figure 11 .
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hERLTHS,
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—/3 D300 D ATM PEL AN ATM Y 9% ER
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200 AT YH—si D300 DREET7MIL
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DATM YL IEZRTHEI0DCTIL—2D
T—ADFNESR).

YRS #IE, ATM XMYF D400 2L T.
2—HIER D200 K7 VLR T HarToyH—
/N D300 ROKRKBEIFAINEL T %L
[CEEAHL, ATM 7H 74 C105 RT PHY (Y
H), ATM,AALS OEZLAVYERIEEN-T—
4l% CPCS-PDU(CS #:@&-FabaiLT—4a
ZyMDORBTPCI/SACI03 [28EkEh, RAM-
PCITYyP Cl04 %ML T. —B, RARAEY C
102 IZEFEEINI S,

ZDEEATM 7H 743 C105 RO AALS BLF
DLAXNDRBIZELT/N—F I I 7 TCEB ke

it Z .
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D100,protocol stack and data flow is shown to Figure 11 .

First, it tries user terminal D200 to set ATM link to ATM
address of contents server D300 with Signa ring (protocol
such as for example Q.2931 ).

At time of this , ATM switch &secondary server D100 Signa
ring cell will recognize thespecific VCI, VPI (VCI =5, VPI
=0 ), you inform that it has been about that user terminal
D200 access will do to large capacity file (hard disk D332 ) of
contents server D300, furthermore by the data element
content which is carried with Signa ring cell of Q.2931.

Then, contents server D300 imitation it does ATM switch
&secondary server D100, does Signa ring between user
terminal D200, sets link (25 Mbps ) between hard disk C106
of user terminal D200 and ATM switch &secondary server
D100.

Namely with this invention , it is not to set ATM link between
user terminal D200 and contents server D300.

When and with this link , you see from user terminal D200,
ATM switch &secondary server D100 hypothetically
becomes contents server .

In addition, command for random access of large capacity file
which is sent from user terminal D200 destined for contents
server D300 stack is done in FIFO (Illustration is abbreviated
with memory of first-in, first-out type whichoutputs data
which FirstIn FirstOutmemory: first is inputted first. )inside
I/Fcontroller (PCI bus controller ) of hard disk C106.

As shown next in Figure 10 , ATM switch &secondary server
D100 becomes user terminal D200 and changes,with Signa
ring (Q.2931 ), through ATM switch D400, sets ATM link of
contents server D300 and155 MbPs (You refer to flow of data
of Cplane of Figure 10).

After link establishment, through ATM switch D400, user
terminal D200 large capacity file inside contents server D300
which access is done in sequential PHY (physical ), asfor data
which each layer of ATM , AALS terminal is done
istransferred by PCI bus C103 in form of CPCS-PDU (cs
common section -protocol data unit ) inside reading , ATM
adapter C105,through host -PCI bridge C104, once,
compilation is done in host memory C102. '

At time of this , treatment of layer of AALS or less inside
ATM adapter C105 is realizable with all hardware .
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Furthermore, as for forwarding rate of host memory C102,
PCI bus C103 , host -PCI bridge C104 because it is a fully
high speed incomparison with forwarding rate (155 Mbps ) of

ATM link , large capacity file it is possiblewithout restricting -

throughput of ATM link of 155 Mbps , to lumptogether to
transfer in host memory C102.

After file transfer to host memory C102 completes, ATM link
of contents server D300 and ATM switch &secondary server
D100 is released with Signa ring .

data after releasing ATM link and inside host memory C102,
again,through host -PCI bridge C104, PCI bus C103 , is
transferred to hard disk C106.

As here, mentioned earlier, random access command to large
capacity file from user terminal D200 the stack is done, to
FIFO of I/Fcontroller inside hard disk C106.

By fact that this is executed in order, with ATM link large
capacity file data through ATM adapter C107 (25 Mbps )
from ATM switch &secondary server D100, sequential it is
transferredto user terminal D200.

random access from user terminal D200 for file Signa ring for
ATM link releasebeing done after ending and between user
terminal D200, random data transfer of large capacity file
ends. ’

As above explained, according to this embodiment , installing
computer whichpossesses host memory and hard disk or other
large capacity storage media and data bus between

terminal ,functioning as ATM switch and server , from first
terminal case of the access to second terminal , from second
terminal to lump together transfer large capacity file in large
capacity storage media , after that, from first terminal being
something which is made random accessible to large capacity
storage media of computer , From point of view of first
terminal side computer becomes second terminal
hypothetically, from second terminal computer is visible in
first terminal .

this way, not only being able to do rate conversion of different
ATM link of the interface speed , due to especially combining
large capacity storage media and ATM switch , because large
capacity storage media it can utilize, as secondary server be
able to disperse large load such as random access of large
capacity file , effect that is acquired itcan be actualized high
transfer throughput .

In addition, as device is designated as configurable with PC or
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other general purpose computer ,because high speed general
purpose data bus was adopted, effect that is acquired on the
general purpose computer it can actualize function of this
invention which descriptionabove is done in inexpensive in
addition to above-mentioned effect.

Furthermore, user terminal D200 only 1 example which
connects to ATM switch &secondary server D100 has been
shown regarding above-mentioned embodiment ,, but number
of devices of user terminal D200 is good even with plural of
two or more .

Figure 12, when this invention , simultaneously to large
capacity file which compilation is done access it does in hard
disk , is figure in order toexplain embodiment which is
applied.

As for Figure 12 with configuration diagram of file transfer
device in the one embodiment of this invention , as for this
transfer system , hard disk group41 - 4 n of hard disk 2 of
transmission computer 1 and thetransmission computer 1
which consist of for example [paasonarukonpyuuta } and
reception computer group 31 - 3 n and reception computer
group 31 - 3 n which consist of for example
[paasonarukonpyuuta ] and, It has transmission computer 1
and network 5 which connects thereception computer group
31-3n.

Next you explain concerning transfer operation of
theabove-mentioned file transfer system .

From reception computer group 31 - 3 n vis-a-vis
transmission computer 1, we assume that there was demand
for random access to file .

As for this, when for example above-mentioned system is
applied to the VODsystem , as for transmitting side computer
in video server , as for called side computer group in the
client , as for file in motion picture or other video software ,
as for random access it is suitableto halt and rewind and rapid
feed to this video software .

Transmission computer 1 transfers, instead of responding to
real time in random access of plural which is required
simultaneously from thereception computer group 31 - 3 n of

_ plural , every file lumpingtogether file which includes data

which is required to therespective reception computer , copy
does to hard disk group 41 - 4 n of reception computer .

Until at time of this , while transfer is done in for example
reception computer 31, access request from other reception
computer group 32- 3 n stack does once with transmission
computer 1, transfer toreception computer 31 ends, you do not
respond to these requests.

In addition, response for reception computer of one is notto
respond to random access to portion of here and there in file
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of one directly, sequential to tail only reading is done from
head of file .

As for random access to file , on hard disk of each reception
computer in file which copy is done, each reception computer
does with the local .

When directly it tries to respond to random access from client
regarding server system which accommodates plural client
generally,, it isdifficult to increase quantity of client where
interrupt time of the software and load of server processor
increase considerably, high efficiency do computer in server
and accommodate.

In addition, as for access to hard disk , read-write head
moving, the seek operation speed in order position to attach in
cylinder of disk isslowest in mechanical .

this seek time becoming neck , as for random access
throughput decreasesconsiderably sequential in comparison
with read-write .

These are done after all true case, reading of data
treatmentchopping *, transfer time during treatment and
treatment required time originates in occupying major portion
in treatment of entirety .

As expressed with above-mentioned embodiment , with this
method , as fortransmission computer as much as possible
interrupt time and software treatment is decreased, in addition
hard disk throughput of total has improved by designating
transfer time during treatment and treatmentas minimum
sequential by devoting to reading .

Next, you explain with data transfer method of this invention
concerning other embodiment of transfer protocol of data .

As for Figure 13 , it is a time chart which shows data transfer
protocol in network where transmitting side and called side
computer are respectively connected.

transmitting side and called side computer , have timer in
order timer to do the called side memory and reception time
in order compilation to do transmitting side memory and
received information in order compilation to do data which it
should transmitrespectively.

When it compares with embodiment which is shown in Figure
1, transmitting side computer which is shown in Figure 13
corresponds to host CPU *F1 and peripheral which are used
with transmitting side which is shown in Figure 1, called side
computer which is shown in Figure 13 corresponds to host
CPU *F1 and peripheral which are used with called side
which is shown in Figure 1 .~

Furthermore, packet of SEQ=40 omission does Figure 13 , as
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the one example , case where error occurs in data of SEQ=60
hasbeen shown.

transmitting side computer reading it is data according to
communication protocol , for example UDP /IP of thattime of
reading , (UserDatagramprotocol :user data gram protocol
/internet protocol :Internet protocol ) and ATM /AAL-5 from
transmitting side memory , dividing data to packet , transmits
to network .

In packet which it transmits, start address and packet length in
transmitting side memory of packet are recorded.

transmitting side data (SEQ=10, 20, *, 110 ) with forwarding
rate which responds to domain of communications line
without waiting for response verification (ACK ) from the
called side , sends.

called side computer which receives packet , if there is not a
omission and a error of packet , sequential compilation does
received information in memory withoutreturning ACK to
transmitting side .

called side computer , when omission of packet occurs,
(packet of SEQ=40 ), predetermined time passage after doing,
granting transmitting side start address and packet length of
packet , resendsrequires to transmitting side (NAK=40 ).

In addition, when there is a error in packet which is received
(packet of SEQ=60 ),as packet is abolished at once, granting
transmitting side start address and packet length of packet , it
resends requires to transmitting side (NAK=60 ).

receiver side computer , when there is a omission and a error ,
omission ordesignates called side memory area which packet
which is abolished should housethat way as white space , later
compilation does packet which does nothave error which is
received in region after this white space region .

Furthermore, here, when omission of packet occurs with
called side ,it resends requires to transmitting side after
specified time , but when omission occurs, also it is possible
at once to resend to require to transmitting side .

In addition, as for capacity of called side memory area which
packet whichcannot acquire packet length with omission or
error should house,following to value of start address in
transmitting side memory which is granted to packet (In case
of this , packet of SEQ=>50 ) which is received next correctly
it can decide.

transmitting side which receives retransmission request
reading * reconstruction does retransmission packet from
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selectively transmitting side memory making use of start
address and packet length it is notified (NAK=60 and

NAK=40 ), resends to called side .

compilation it does in called side memory area where and,
called side which receives theretransmission packet according
to need reconstruction did retransmission packet , while itwas

a white space left and corresponded.

In case of this , because transmitting side start address and

packet length which it shouldresend are granted to

retransmission request from called side , with transmitting
side , reconstruction is possible retransmission packet easily.

In addition, if start address of packet which has

retransmissionrequest and value of packet length stack are
done, midway transmissionnot stopping, all data transmitting
it finishes, collecting theretransmission of packet of plural

lastly, it is possible alsoto do.

Referring to Figure 14 next, when data transfer method of this
invention it applies to data transfer between computer which

uses UDP /IP , being attached, youexplain.

With this embodiment , it is something which is suitable to

packet the UDP packet in data transfer .

Until recently, IP has spread widely as network layer protocol

of [konekushonresu ] communication , but data

communication isometry it is and when reliability is required,
it isnormal in transport layer protocol of upper position to use

aforementioned TCP .

But, if not to be considerable congestion called side buffer

quantity is the fully in communications line , after

if using

data transfer method with this invention , UDP is used in
transport layer, sufficient reliability and efficient data transfer

both achievements is possible.

14 (ZUDP/RY YD 74— YhETRT , UDP/ I vybDH A X(IHRK

Figure 14 shows format of UDP packet . As for size of UDP packet maximum

MNe4kBOAIERTHD. CDFE . EE/ Ty fF 5T B/ 7y EITU

Is variable length of 64 kB. In case of this , as for packet length which is granted to thetransmission packet U

DPAYH @ Length Z4—ILRIZRIE LT Eh TS, ZEQILBETFLA(X

mapping it is done in Lengthfield of DPheader . As for transmitting side start address

IPAYRA DRERDT1—ILF (BFIZIERK32E v+DIP Option 74—

<seq>IP Optionfee of for example maximum 32bit unused field of IP header
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injury of packet in communication can be detected by fact that
this checksum is used.

In addition within timeout value of called side it judges
omission of the packet , with not yet arrival of packet of
specific start address .

Making use of these, transfer and retransmission request of
data are done with aforementioned method .

When next, data transfer method of this invention it applies to
data transfer between the computer which uses ATM /AAL-5,
being attached, you explain.

With this embodiment it is suitable to packet CPCS-PDU
(common PartConvergenceSublayer-protocol data Unit:cs
common section protocol data unit ) in data transfer ,it is
suitable to cell ATM -cell in data transfer .

AAL-5 with objective which measures making efficient of
data transfer , doesnot provide header and trailer in SAR-PDU
(SegmentationAndReassembly-PDU :cell portion percentage
& assembly sub layer ), does error check inevery only
CPCS*PDU .

Figure 15 is something which shows format of
AAL-5CPCS*PDU .

size of CPCS-PDU maximum is variable length of 64 kB.

In case of this , packet length which is granted to transmission
packet mapping is done in LI (Lengthindicator ) field of
CPCS*PDU trailer .

transmitting side start address mapping does in unused field
(CPCS*UU (data between CPCSuser *user ) field and CPI
(common Partldentifier.common section identifier ) field of
for example 8bit ) of CPCS-PDU trailer .

With CPCS collecting SAR*PDU of plural , it does error
check of CRC *32 (Round redundant code of
CyclicRedundancyCheck-32:32bit ).

Because transfer unit is ATM-cell which attaches ATM
header to this SAR*PDU , omission and injury of cell being
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this CRC *32check , itcan detect simultaneously.

Making use of these, transfer and retransmission request of
data are done with aforementioned method .

According to this embodiment , conventional way doing
response verification inevery packet do, start address and
length of transmission packet byfact that communication it
does, acceleration and error of transfer making efficient of
retransmission of packet which is detected can beactualized
simultaneously between transmission and reception .

As above explained, dividing data into plural packet , when
ittransfers, lumping together without doing response
verification inevery packet , in order to transmit, transport
efficiency it can improve data transfer method of this
embodiment , from until recently considerably.

In addition, when error in communication with cause
retransmissionbecomes necessary, start address and packet
length of packet between the transmission and reception
communication after doing, method which selectively it
resends requiresspecific packet is taken from called side .

Because of this, it is not necessary to wait for end of
transmitting side timer for starting retransmission, it becomes
without either at sametime resending excess packet .

Furthermore when reconstruction doing retransmission packet
with the transmitting side , software treatment and because
memory managing can be designated as the minimum , being
much simple by comparison with TCP etc, it canactualize
efficient retransmission treatment.

In addition, especially, data transfer method of this invention
is ideal in order touse for transfer of bulk data .

Next, referring to Figure 13 ~Figure 15, you explain
concerning embodiment when itapplies to configuration when
it adds computer for relay which offersfunction embodiment
which you explain, as router between transmission and
reception computer .

With this embodiment , relay computer , corresponds to
transmitting side of host CPU *F1 and-peripheral which are
shown in Figure 1 which is shown in Figure 1 and those
which offer both functions of called side .

First, when it applies to data transfer between computer which
uses the AAL*S/ATM being attached, you explain below.

Transfer sequence example in this invention in Figure 16 is
shown.

With this embodiment , it is suitable to packet CPCS*PDU in
data transfer . .

size of CPCS-PDU maximum is variable length of 64 kByte.
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EEAHERI ARYIST—2ETOVH B THMHL, CPCS-P

As for transmitting side computer , from memory data with block unit reading , CPCS*P

DURAO—KIZhT LT 5, FDORIZ, ZAEYTOAVIDEGEEEFTIT

encapsulation it does in DUpayload . At that occasion, it transfers said memory block , [fu ]

FALDEBINLDA T2t PRLAECPCS—PDUN 158 OCPC

offset address from head of [airu ] CPC of CPCS- PDU trailer section

S—UUECPID 16bit 853 =R yELTT5(R 15 HB), FLT. ATM

mapping it does in 16 bitportion of S- UU and CPI, (Figure 15 reference ).And, ATM

Lt ML A VY RIGHE, SBEICRITTTF—2%2%{ETSH(SEQ=10, 2

<seq>SEQ=10, 2 After cell converting and physical layer terminal , data is transmitteddestined for addresee

0.--100),

0...100) .

TREDRY DA EMTIE. MELAY. ATML AV, AALL A Y #i5

With computer which relays data , physical layer , ATM layer , AALlayer terminal

#1795, AALL A Y BB IZCPCS-UUECPHIZTYE T &N -7K

It does. At time of AALlayer terminal mapping it was done in CPCS*UU and the CP], [ado ]

LABREMYEL. Z7FLAEPDUDH A X THALDESRELEIZK

[resu ] data is removed, on basis of data of LI whichis a size of said address and PDU said

HERICRTT—2EEAICRRLI- AT AT —42%CPCS—PDUH{ TDMA (Direct Memory Access:
FALIPARYT VLR &AL, T—EE2ERTH. T H3ETRTIAHBORBEAT) I —BHHIZERTD
Z&

Regarding to computer , in memory area which it guarantees in onefor data transfer DMA (direct memory access :direct
memory access ) it transfers data with CPCS- PDU unit , the compilation does data . In large capacity memory of
computer which relays data compilation do in the temporary

ICETYVRIDEEREICH L TREERZTIC LN ARELLESD,

It becomes possible to do rate conversion , so according to forwarding rate between link .

Page 44 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg. 1284



WO01997033227A1

FAERAE LB ERICAT TEZT 519
& BELETFLAEREOMBELLCHA
TSNS DMA B (kY. F—5EHH
7.

Chiz&Y,  EBROT—FEEIZELNTIH
FCHBELBOATEBEEDMICBRELT
LW =RR b CPU QOARINBREHEINDEHRIZ &
ERB(CYIFLEABESLLEWNV-OEELLT
BEMNTED,

IRUSREIST R EEABLIE. BY CP
CS-PDU RAA—FIZF—4a%hTtL{EL. CP
CS-UU.CPI IZ7FLAZEMTEHIEIZEHST
REEQFERICE->THEESh=-7ZFLAER
DREFET5

Chiz&kY ., ZEAUHEMISDEFESE
T IVF-IUFTCHEBBOATYRMETFL
RAEH A XEREERALI-SEEHEEENTEE
12735,
RICTS—T—2BEFIEORBEREIZDON
TEAT S,

iyl Y SRt HMERBII/ My E
RETHHARTE, T—HEZELYELS
Y. ATM LAY AAL LAV EIEETI,

AAL UMY #5852 CRC-32 SHHIZEYTIS—
R L= T —4(SEQ=40,60)I=DL Tl&. CPC
S-PDU B TEBLIZT—AEHEEL. HREEH
ICF—2F R ELHERICHLTPZRLRE P
DU RESAZERERAIL(NAK=4 0,60)
%5,

BREREZH-5E®RIE. FFLRALPDU K
ERICARYEEICHETRET—LEHH
HL. BU CPCS-PDU IZHTEIIELTEZET
3,

CDESZ. PRLREY A XDIEHEFELT
T—REEETHERITT—HDODEFEETSEH
BB CERLGNSCEET I LT
BUSHEREZEREREIZT TR Pi
HHEBRICEVTHETELAVIZESEN—KY
I7RBEEHELTHERVEENTLEEL
Y, b T —o2EMAHFTLEEIZAIDS
BENKIBICEFHShS,
RIZVRAT—21\A, KBEEAEY . xyhD
—o70raNERIGET DR VNI D48 T
—RT7HTRUE>THERESN I AR ER T
—XTIOFANSHEAT —REEEEDERH
IZDUWVTEREAT 5,

1998-8-4

When it transfers data destined for computer which becomes
the addresee , data is read out on basis of data of address and
length which are received from said memory area with DMA
transfer.

Because of this, as load of host CPU which so far
treatedtransfer treatment and memory managing intensively in
data transfer inside the device is lightened, because software
treatment does not participate intransfer treatment,
acceleration it is possible.

From memory area data reading it is after, again in
CPCS-PDU payload the encapsulation to do data , it retains
address data which by fact that the address is housed in
CPCS-UU, CPl is granted with transmitting side computer .

Because of this, from transmitting side computer to reception
computer , with endo *endo between memory between
computer high speed compilation transfer which utilizes
address and size data becomes possible.

Next you explain concerning embodiment of error data
retransmission protocol .

With computer which receives computer and finally packet
which relay the packet , data is received and physical layer ,
ATM layer , AALlayer terminal is done.

At time of AALlayer terminal data is abolished at once with
CPCS-PDU unit concerning data (SEQ=40, 60 ) which
detects error with CRC -32 calculation, cell NAK=40, 60 )
for retransmission request which includes address and PDU
length vis-a-vis computer which transmitted the data to said
computer is sent.

reading , encapsulation doing data which it should resend
from the memory area on basis of address and PDU length
again in CPCS-PDU itresends computer which receives
retransmission request.

this way, granting data of address and size , as ittransfers

data , while compilation doing between computer whichrelays
data efficient retransmission becomes possible with the lower
position layer with hardware treatment as main component by
fact that it transfersnot only between transmitting side
computer and called side computer , in between relay
computer , load which relates to retransmission considered as
network entirety islightened greatly .

Next, you explain concemning configuration example of data
transfer device which consists of general purpose computer
architecture which configuration is done with
[nettowaakuintafeesuadaputa ] which general purpose data
bus , large capacity memory , network protocol the terminal is
done.
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17 ICEBEBERETT,

ORISR EERIE. /b EREL. DB
L1, ATM LA¥ AAL LAYREZITS5H
YR —HLB—D1—RTE TH(H BT H
yhD—HFF FaHh—FK)C508. C509, C510, &
UCS1, BEERBT—R/SNATHBPCI/INR
C506 BUf C507. PCI /SRERRARINREA 4
71—R$BHRAN-PCI /AR TYyIERE C504
RU €505, RAMXR C503, hR R CPU(h &
MEE)CS502. DRAM THRENDRAMAE
1) C501 TH5,

PYRD—DLUBDI—ATH TR C508 =&
TT—2%ZEL. MBLAVY.ATM LAY E
itk LAY D VPIVCI EIZ&Y. k%
DHEBEESESNTWDIRYMNTI—H(4048D
I—-ATHTHEHEMNT B,

LT, B-VPUVCl fED L E/ ST T TL
TAAL LAVYETH—FATRIET 5,

AAL LAY #&IEEZ CRC-32 St EIZLYT—4
IF5—DFvIE{TI5EHIZ CPCS-PDU LA
SEBIZTIEL TSN TWBZRLAEREY A
XEmMYHL. O—AHJL CPU MHEAFAEY C50
1 (%L T CPCS-PDU Hi{ii T DMA X%ty
[

RARARY ICEWTERE ICEATREL RS T
HohLeHRA CPU MhisA—AJL CPU IZHL
TEDR—RAFRLRAEH A X EBHLTES,

CPCS-PDU FLAZEILYRMYLELI-7FLRE
B, LIZHB#HEh TS PDU K. /RARCPUIZ
KYBAE R -T—2ERBARAM AT
DR—APFLA, Y14 XDFEHRELEIZO—H
JU CPU [FFHRAMAEYIZHMTHZELRADE
§+§’&ﬁu. FBTFELRERDHDIELTTHE
Thb,

CRICKYRRIAEYZYL T 18y 7ELTHEE
RT3IELTREICLY. EETHIT7ANY A
XD AE)FEIEERAATY hIZFER TEL
WERIZEWTHEEBRSEUKT 35
BETIENTES,

ZFLTHRYNI—=HPHTBH—K C508 HA—H
JU CPU (%, VPIVCI fEMSRRBENT-§RE %
DAYRT =48I —ATHTH C511 OO
—AIL CPU [ZHLTHIRFFLAEY 1 XiFR
BT B, '

BHEZ G =RV D—9 L 83T2—RFHT
4 C511 dA—AhJL CPU (X, DMA % tuk
LRRARAE C501 hoT—2%5HHT,
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equipment configuration example is shown in Figure 17 .

It is a host memory C501 which configuration is done with
host -PCI bus bridge circuit C504 and C505, host bus C503,
host CPU (central processing unit ) C502, DRAM which PCI
bus C506 and C507, PCI bus and host bus which are a
network interface face adapter (Or network adapter card )
C508, C509, C510, and a CS511, high speed general purpose
data bus where each configuration which is shown in this
figurereceives packet , treats physical layer , ATM layer ,
AAlLlayer interface are done. ’

data is received with [nettowaakuintafeesuadaputa ] C508,
[nettowaakuintafeesuadaputa ] which computer of the
forwarding destifiation is connected is identified after physical
layer , ATM layer terminal , due to VPI /VCI value of cell
header .

And, [baffuaringu ], to AALlayer terminal it does cell of same
-VPI /VCI value inside card .

As check of data error is done at time of AALlayer terminal
with CRC -32 calculation, it removes address data and size
which mapping aredone to CPCS-PDU trailer section, local
CPU it transfers DMA with CPCS-PDU unit vis-a-vis host
memory C501 set .

In host memory useable region notifies base address and size
to transferbeforehand from host CPU vis-a-vis local CPU .

Also it is possible local CPU re-to calculate address which
ishoused in host memory on basis of data of base address ,
size of the host memory area for data storage , which receives
notification PDU lengthwhich is housed in address data , LI
which is removed from CPCS-PDU trailer section,with host
CPU to seek new address .

Because of this as ring buffer , it becomes possible, to use
host memory when memory area of file size amount which is
transferred cannot beguaranteed in host memory putting,
efficiency without impairing also itis possible to do data
transfer .

And local CPU of network adapter card C508 notifies
aforementioned address and the size data vis-a-vis local CPU
of [nettowaakuintafeesuadaputa ] C511 of forwarding -
destination which isdecided from VPI /VCI value.

local CPU of [nettowaakuintafeesuadaputa ] C511 which
receives notification transfers DMA and set reads out data
from host memory C501.

Page 46 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)

Oracle-Huawei-NetApp Ex. 1002, pg

. 1286



WO01997033227A1

T—H%EAHHLI-#%. AAL LAVRERFIC C
PCS-PDU kL AS%B(CPCS-UU, CPD)I=#TE2A
MESH-FELRETVELT TS,

ALY TRLAEHORFETD,

FOH%.ATM LA VBT EL{EShIEEE
HAEHEBICMITTEREShS,

ZODOEE, PCI /XX C506 & C507 (IR TIZEMET
BIEMNTEETHY ., RAMNADT—REREE
(X PCI 73X (32bit/33MHz=132MB/s) kY B &
(64bit/66MHz=528MB/s) Cdr S 1= PCI /XA
MORRARABYIZHLTT—2EA LA
LARIBIZITZDEIIZH R D,

PZIE, RYRT—H9 LRI —RAFT X T 2h—
K C508 TR{ELT=/ 49k PCI 78 & C507 D
FSEvIREICEFRAEGRAN AT EZEAD
ZENTTEETH D,

FLTRAMABRYICERLI-T—42(Z PCI /X
C507 DISEyIREICHLTHRAB T IEICEK
Y, BB T—AFERL. MSEvIEM
PRVEERBELICRAHTEVEEND
FRLET—REENTREER S,
IRARSEYIOARA—LIEHRAR PCI /SR T
YD DINAT —ERL—Sav iz &> T
—Fox7IcSYESERICREEND,
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data reading is after, at time of AALlayer treatment address
which receives aforementioned notification to CPCS-PDU
trailer section (CPCS-UU, CPI ) the mapping is done.

Because of this it retains address data .

After that, to cell it is converted with ATM layer processing
unit and it istransmitted destined for computer which becomes
addresee .

At-time of this , as for PCI bus C506 and C507 beingpossible
to operate in independence, as for data transfer speed of host
bus because PCI bus (32 bit/33MHz =132MB /s ) from it is a
high speed (64 bit/66MHz =528MB /s ), in order to be able to
do data writing and reading simultaneously, vis-a-vis host
memory from PCI bus side it is visible.

As for packet which is received with for example
[nettowaakuintafeesuadaputakaado ] C508 it ispossible to
write to host memory , regardless of traffic state of PCI bus
C507.

high speed and flexible data transfer that become possible and
in host memory the data compilation it does data which
compilation is done to whencongesting by reading out
according to traffic state of PCI bus C507, when amount of
traffic is little, it reads out at once.

Control of bus traffic is treated to high speed with bus
arbitration function of host PCI bus bridge by hardware .

UEBRBAL &SI AEEREICENE, /7 yMIFESh TS TEL

As above explained, according to this embodiment , it is granted to-the packet , [adore ]

AEREY A XEREFATHEITKY, VIFIITIZEH AR EEMERIESHABRBOARICHNTE
A NBEBRELTED, E5I2, I5—T—2OBEL X EQR FHLEZEM TR TH(PRENTS

BE#EMT

memory managing simplification is done with software by [su ] data andutilizing size data , acceleration is possible
compilation transfer treatment in communication between computer . Furthermore, between computer which relays
retransmission of the error data not only between transmitting side computer and called side computer

BIRMIZTICEMNTE, TCPELBRL THEMNLGHEEMEBNERRTES, BIC. ARBOT—2EEFEIT/ L
IT—BDEEIZHFETHD, RIZ.B13~F 172SBLTHALEREREICEWLWT/ MM 53570
ZADMOBEIZOVTEAT D, H181%, ZRRBIZLZ7PRLAMEDEEHETHI64E VD TRLR

selectively it is possible, to do, it can actualize efficient retransmissiontreatment by comparison with TCP . Especially,
data transfer method of this invention is ideal in transfer of bulk data . Next, referring to Figure 13 ~Figure 17, you
explain concerning other form of address which it grants to packet in embodiment which youexplain. As for Figure 18,
address of 64 bit which are a embodiment of address grant with this invention

ERO—PIERTEATHD, 5£5 32 EVMIIPPRL AT, TCP/IPEE
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It is a figure which shows one example of system . As for head 32bit with IP address , TCP/IP communication

THRENFERETIODOREBEPELATHS. 288D 24 EvhiL, SHEBRICERIN-T30OBMEMN
ERTAEYPRLRATHSD, =1L, Chik

So it is a logic address in order special running to do communication counterpart . 24 bit of 2 nd are memory address
which shows storage site of data which compilation is done inside computer . However, as for this

AEYDOBMERAICLIEHTRLATRIEL ERETIIPMINDOEABEHEERALETE4T7EVNTFFLATH
3,38 M3CyNMIHE#BDSCS

It is not an absolute address which designates 0 of memory as the source , it is a offset address which designates head
position of file which istransferred as source . As for 3 bit of 3 rd SCS of computer

1(Small Computer System Inerface)/NRIZHESEEhSSCSIT/NARAEB#HTHSCSI—IDTHD, mEDSEVH
CTEETaraLEERT S, BECEBLTIE, A-YRERBYIPFTFLRAZESICENHESBIEICEDID
ToraNERDIPRIETHNIE. ABRYTZFLAUTERET TIPS yMIAT LT HEIPA—FZ AL
HEENZOFEETRETHD

It is a SCSI - ID which recognizes SCSI device which is connected to the I (Smallcomputer system Inerface ) bus .
communication protocol is appointed with last 5 bit . In case of communication , user until recently sort can use IP
address . If protocol which is used in communication is conventional IP communication , without readingbelow
memory address , encapsulation does in IP packet , is through IP router the communication that way being possible, it
is

EEAEYTAVIICATYFPRLAZHFELTE Granting memory address to transfer memory block , with

E¥570ban T, 2 BEOAEYTFLA protocol which the communication is done, it reads memory

F7EYrPRLRZEZR#HAL L5129 5, address (offset address ) of 2 nd , it requires.

F=3BBOSCSIHIDAERATHIEIZRY, & In addition SCSI device inside computer can be appointed

HEBRO SCSI T/HAAREZEEERTH LM directly byusing SCSI -ID of 3rd .

T’%éo )

LROISLHMETRFLARRELEDZEIZEK data communication mechanism which does not question

Y BETOraLPHEBANERDLENT communication protocol and computer inside and outside

—HBEBEERILTHOENTES, asdescription above by taking integrated address system , can
be established.

=, FvrT—IBOTaraELT IP £ In addition, when IP is used as protocol of network layer ,

WAIESE. B 19 ISRT &SI YMIPRLA asshown in Figure 19 , address can be granted to packet .

5T BHIEMNTED,

EISRE &SI, B PBECHEDNDIP D As shown in figure, data of IP which usually, is usedin IP

BRI IP AvF ODPITRBFSID, communication is accommodated in IP header .

IP REEhBZF—ZIZE P AvT DS, encapsulation it does data where IP IP header is attached by

LEBMSEShI-T—4% IP AVFI(Z&DT data which is treated, is transferred from upper position layer

hFtniel. FTHRBIZET, with the IP header , transfers to lower position layer.
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FBIZTEBISEL-T—REIPAVTORNEE
BRFL. BEICISLTEEBIZET,

IPAYEDRDF T3 24— NLFIFTERD
REEHE, XTI RNLPY—R I~
LERNOEBERVDTRBXERSALL,

CDATLar T4~ ILRIZEEATYTOYID
AEYFRLARERYE LT THIEIZKY ., B
D IP L—3FNUT-ERRAICKDT—2EREM
wHeel,

L. LREEEREESHELTHRALAR
BIZkBIT7MIVERER A ZERITT H=HDOD
TadS ALK, 7AYE—T1RY £TA4RY,
BMIATRAVFOREREICHEMALTERS
HAIEMNTRETH S,

Fl A3 —RYMEEDRYNI—HOEFRAL
TRHETRIELTRETHD.
ULtEEZSRBLTARADREREGESR
BALT-AS, RREAIX. TOB/HBRITEELEHY
Mo HILLEC DN ANALETLTEREE
FARENTES,

TOH. FIROEREHERIHOPIETH
BAHFRIZTET . BEMICHERLTIEILESE
LY,

ARZBOTEAIK., HFHFBROBAIZRTLD
THHoT. BHIER KA RN,

EHIZ, RIFFEROBEADYEFRICETIER
PEER, TRTERADTARNEL S,

Drawings

[(=1]

1998-8-4

data which comes from lower position layer conversely
analyzes content of IP header , transfers to according to need
upper position layer.

Usually option field in IP header is not used with length of the
variable length , excluding special objective such as security
level and source root .

Is through conventional IP router data transfer becomes
possible with this invention by the mapping doing memory
address of transfer memory block in this option field .

Furthermore, referring to above-mentioned each

embodiment , in order toexecute file transfer method with this
invention which you explain asfor program , housing in
floppy disk , optical disk , magnetic optical disk or other
storage media , distribution fabric it ispossible to do.

In addition, using Internet or other network , distribution
fabric also it ispossible to do.

From here, referring to upper drawing aspect, you explained
embodiment of this invention , but it can execute this
invention, in other various shapewithout deviating from
emotion or principal feature.

Because of that, in all respects interpretation you do not have
to do theaforementioned embodiment in limited to be no more
than a mereillustration.

Range of this invention being something which is shown in
Claims , thewhat restraint is not done to specification main
text . ’ 4 .

Furthermore, deformation and modification which belong to
theequivalent theory of Claims are inside range of all this
invention .

[Figure 1]
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(3] [Figure 3 ]
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[=4] [Figure 4]
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(5] [Figure 5]
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(=) [Figure 6 ]
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(57) Abstract

A file server architecture is disclosed, comprising as separate processors, a network controller unit (110), a file controlter
unit (112) and a storage processor unit (114). These units incorporate their own processors, and operate in parallel with a local
Unix hest processor (118). All networks are connected to the network controller unit (110), which performs all protocol process- |
ing up through the NFS layer. The virtual file system is implemented in the file controller unit (112) and the storage processor
(114) provides high-speed multiplexed access to an array of mass storage devices. The file controller unit (112) controls file infor-
mation caching through its own local cache bufTer, and controls disk data caching through a large system memory which is acces-

sible on a bus by any of the processors.
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The invention relates to ocomputer data networks,
and more particularly, to network file server
architectures for computer networks.

Rescription of the Related Axt

Over the past ten years, remarkable increases in
hardware price/performance ratios have -.caused . a
startling shift in both technical and office computing
environments. Distributed workstation-server networks
are displacing the once pervasive dumb terminal
attached to mainframe or minicomputer. To date,
howe#er, network I/0 limitations have constrained the
potential performance available to workstation users.
This situation has developed in part because dramatic
jumps in microprocessor performance have exceeded
increases in network I/0 performance.

In a computer network, individual user workstations
are referred to as clients, and shared resources for
filing, printing, data storage and wide-area
communications are xeferred:to as servers. Clients
and servers are all considered nodes of a network.
Client nodes use standard communications protocols to
exchange service requests and responses with server
nodes. -

Present-day network clients and servers usually run
the DOS, MacIntosh 0S, 0S/2, or Unix '©operating
systems. Local networks are usually Ethernet or Token
Ring at the high end, Arcnet in the midrange, or
LocalTalk or StarLAN at the low end. The client-
server communication protocols are fairly strictly
dictated by the operating system environmeqt -
usually'one of several proprietary schemes for BCs
(NetWware, 3Plus, Vines, LANManager, LANServet);
AppleTalk for MacIntoshes; and TCP/IP with NFs'qr RFS

SUBSTITUTE SHEET
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for Unix. These protocols are all well-known in the
industry.

Unix client nodes'typically feature a 16- or 32-
bit microprocessor with 1-8 MB of primary memory, a
5 640 x 1024 pixel display, and a built-in network
interface. A 40-100 MB local disk is often optional.
Low-end examples aré 80286-based PCs or 68000-based
MacIntosh I'’s; mid-range machines include 80386 PCs,
MacIntosh I1's, and 680X0-based Unix workstations;
10 high-end machines include RISC-based DEC, HP, énd Sun
' Unix workstations. Servers are typically nothing more
than repackaged client nodes, configured in 19-inch
racks rather than desk sideboxes. The extra space of
a 19-inch rack is used for additional backplane slots,

15 disk or tabe drives, and power supplies.
Driven by RISC and CIsC microprocessor.
developments, client workstation performance has
increased by more than a factor of ten in the last few

years. Concurrently, these extremely fast clients
20 have also gained an appetite for data that remote
' servers are unable to satisfy. Because the I/O

shortfall is most dramatic in the Unix environment,
. the description of the preferred embodiment of the
present invention will focus on Unix file servers.
25 The architéctural principles that solve the Unix
server I1/0 problemf‘however, extend easily to server
performance bottlenecks in other eoperating system
environments as well. Similarly, the description of
the preferred embodiment will focus on Ethernet
30 implementations, though the principles extend easily
to other types of networks. !

In most Unix environments, cliants and servers
exchange file data using the Network File System
(“NFS"), a standard promulgated by Sun Microsystems

35 and now widely adopted by the UnixAcommunity. NFS is
defined in a document entitled, "NFS: Network File

SUBSTITUTE Shcey
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5ystem'Protocol Specification," Request For Comments
(RFC) 1094, by Sun Microsystems, Inc. (March 1989).
This document is incorporated herein by reference in
its entirety.

S While simple and reliable, NFS is not optimal.
Clients usihg NFS place considerable demands upon both
networks and NFS servers supplying clients with NFS
data. This demand 4is particularly acute for so-
called diskless clients that have no local disks and

10 therefore depend on a file server for application
binaries and virtual mémory paging as well as data.
For these Unix client—servef-donfiqurations, the ten-
to-one increase in client powér has not been matched
by a ten-to-one increase in Ethernet capacity, in disk
15 speed, or server disk-to-network I/O throughput.

The result is that the number of diskless clients
that a single modern high-end server can adequately
support has dropped to  between 5-10, depending on
client power and application workload. ?or clients

20 containing &mall local disks for applications and
paging; referred to as dataless clients, the client-
to-server ratio is about twice this, or between 10-

20.
Such 1low client/server ratios cause piegewise
- 28 - network configurations in which each lecal Ethernet
contajns isolated traffic for its own 5-10 (diskless)
elients and dedicated server. For overall

connectivity, these local networks are usually joined
together with an Ethernet backbone or, in the future,
30 with an FDDI backbone. These backbones are typically
connected to the local networks either by IP routers
or MAC-level bridges, coupling the 1local networks
" together directly, or by a second server functioning
as a network interface, coupling servers for all the
35 local networks together.

- SUBSTITUTE Surer
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In addition to performance considerations, the low
client-to-server ratio creates computing problems in
several additional ways:

1. Sharing. Development groups of more than 5-

5 10 people cannot share the same server, and thus
cannot easily share files without file replication and
manual, multi-server updates. Bridges or routers are
a partial solution but inflict a performance penalty
due to more network hops.

10 2. Administration. System administrators must
maintain many limited-capacity servers rather than a
few more substantial servers, This burden includes
network administration, hardw€re maintenance, and user
account administration.

15 3. File System Backup. System administrators or
operators must conduct multiple file system backups,
which can be onerously time consuming tasks. 1t is
also expensive to duplicate backup peripherals 6n each
server (or every few servers if slower network backup

20 is used).

4. Price Per Seat. With only 5-10 clients per
server, the cost of the server must be shared by only
a small number of users. The real cost of an entry-
level Unix workstation is therefore significantly

. 25 greater, often as much as 140% greater, than the cost
of the workstation alone. ) '

The widening I/0 gap, as well as administrative and
ecanomic considerations, demonstrates a need for
higher-performance, larger-capacity Unix file servers.

- 30 Conversion of a display-less workstation into a server
may address disk capacity 1séues, but does nothing to
address fundamental I/0 1limitations. As an NFS
server, the one-time workstation must sustain 5-10 or
more times the network, disk, backplane, and file

35 " system fthroughput than it was designed to support as
a ¢lient. Adding larger disks, more network adaptors,
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extra ﬁrimary memory, or even a faster processor do
not resolve basic architectural I/0 constraints; I/0
throughput does not increase sufficiently.
Other prior art computer architectures, while not
5 specifically designed as file servers, may potentially
be used as such. In one such well-known architecture,
a CPU, a memory unit, and two I/O processors are
connected to a single bus. One of the I/0 processors
- operates a set of disk drives, and if the architecture
10 is to be used as a server, the other I/O processor
would be connected to a network. This architecture is
not optimal as a file server, however, at least
‘because the two I/o-processors cannot handle network
file requests without involving the CPU. All network
15 file requests that are received by the network I/0
processor are first transmitted to the CPU, which
gakes appropriate requests to the disk-I/O processor
. for satisfaction 6f the network request.
In another such computer architecture, a disk
20 . ¢ontroller CPU manages access to disk drives, and
several other CPUs, three for example, may be
clustered around the disk controller CPU. Each of the
other CPUs can be ceonnected to its own network. The
network CPUs are each connected to the disk controller
25 CPU as well as ta each other for interprocessor
communication. One of the disadvantages of this
computer architecture is that each CPU in the system
runs its own complete operating system. Thus, network
file server requests must be handled by an operating

30 system which is also heavily loaded with facilities
and processes for performing a large number of other,
non file-gerver tasks. Additionally, the

interprocessor communication is not optimized for file

) server type requests. ’
35 . In yet another computer architecture, a plurality
of CPUs, eath having its own cache memory for data and
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instruction storage, are connected to a common bus with a system memory and a
disk controller. The disk controller and each of the CPUs have direct memory
access to the system memory, and one or more of the CPUs can be connected to a
network. This architecture is disadvantageous as a file server because, among other
things, both file data and the instructions for the CPUs reside in the same system
memory. There will be instances, therefore, in which the CPUs must stop running
while they wait for large blocks of file data to be transferred between system
memory and the network CPU. Additionally, as with both of the previously
described computer architectures, the entire operating system runs on each of the
CPUjs, including the network CPU. '

In yet another type of computer architecture, a large number of CPUs are
connected together in a hypercube topology. One of more of these CPUs can be
connected to networks, while another can be connected to.disk drives. ‘This
architecture is also disadvantageous as a file server because, among other things each
processor runs the entire operating system. ‘Ifxterproc&ssor communication is also not

optimal for file server applications.
SUMMARY OF THE INVENTION

In accordance with the present invention there is provided a network server
apparatus for use with a data network and a mass storage device, comprising:
an interface processor unit coupleable to said network and to said mass
storage device;
a host processor unit capable of running remote procedures defined by a
client node on said network: '
"means in said interface processor unit for satisfying requests from said
network to store data from said network on said mass storage device;
‘means in said interface processor unit for satisfying requests from said

930303,p:\oper\jcn64125SPE.7
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network to retrieve data from said mass storage device to said network; and
means in said interface processor unit for transmitting predefined categories
of messages from said network to said host processor unit for processing in said host
processor unit, said transmitted messages including all requests by a newwork client

S to run client-defined procedures on said network server apparatus.
BRIEF DESCRIPTION OF THE DRAWINGS
The invention will be described with respect to particular embodiments

10 thereof, and reference will be made to the drawings, in which:
Fig. 1. is a block diagram of a prior art file server architecture;

se00
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Fig. 2 1is a block diagram of a file server
architecture according to the invention;

Fig. 3 is a block diagram of one of the network
controllers shown in Fig. 2;

5 Fig. 4 is a block diagram of one of the file
controllers shown in Fig. 2; ‘ '

Fig. 5 is a block diagram of one of the storage.
processors shown in Fig. 2;

Fig. 6 is a block diagram of one of the system

10 memory cards shown in Fig. 2;

Figs. 7A-C are a flowchart illustrating the
operation of a fast transfer protocol BLOCK WRITE
cycle; and

Figs. B8A-C are a flowchart illustrating the

15 operation of a fast transfer protocol BLOCK READ
cycle.
DETAILED DESCRIPTION
For comparison purposes and background, an
20 illustrative prior-art file server architecture will

first be described with respect to Fig. 1. Fig. 1 is.
an overall block diagram of a conventional prior-art

Unix-based file server for Ethernet networks. It
consists of a host CPU card 10 with a single
25 microprocessor on board..  The host CPU card 10

connects to an Ethernet #1 12, and it connects via a
memory management unit (MMU) 11 to a large memory

array 16. The host CPU card 10 also drives a
keyboard, a wvideo display, and two RS232 ports (not
30 shown) . It also connects via the MMU 11 and a

standard 32-bit VME bus 20 to various peripheral
devices, including an SMD disk controller 22
controlling one or two disk drives 24, a SCSI host
adaptor 26 connected to a SCSI bus 28, a tape
35 controller 30 connected to a quarter-inch tape drive
32, and possibly a network #2 controller 34 connected
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to a second Etherret 36. The SMD disk controller 22
can communicate with memory array 16 by direct memory
access via bus 20 and MMU 11, with either the disk
controlier or the MMU acting as a bus master. This.
5 configuration is illustrative; many variations are
available.
The system communicates over the Ethernets using
industry standard TCP/IP and NFS protocol stacks. A
description of protocol stacks in general can be found
10 " in Tanenbaum, "Computer Networks®" (Second Edition,
' Prertice Hall: 1988). File server protocol stacks are
described at pages 535-546. The Tanenbaum reference
is incorporated herein by reference.
Basically, the following protocol layers are
15 implemented in the apparatus of Fig. 1:
Network Layer. The network layer converts data-
rackets between a formal specific to Ethernets and a
format which is independent of the particular type of
network used. the Ethernet-specific format which is
20 used in the apparatus of Fig. 1 is described in
Hornig, *"A Standard For The Transmission of IP
Datagrams Over Ethernet Networks,* RFC 894 (April
1984), which is incorpeorated herein by reference,
The Interpet Protocol (IP) Layer. This layer
25 provides the functions necessary to deliver a packaqé
of bits (an internet datagram) from a source to a
destination over an interconnécted system of networks.
For messages to be sent from the file server to a
client, a higher level in the server calls the TP
30 module, providing the internet address of the
destination client and the messagé to transmit. The
IP module performs any required fragmentation of the
message to accommodate packet size limitations of any
intervening gateway, adds internet headers to each
35 fragment, and calls on the nétwork layer to transmit
the resulting internet-datagrams. The internet header
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includes a local network destination address
(translated from the internet address) as well as
other parameters.

For messages received by the IP layer from the
network layer, the IP modale determines froh the
internet address whether the datagram is to be
forwarded to another host on another network, for
example on a second Ethernet such as 36 in Fig. 1, or
whether it is intended for the server itself. If it
is intended for another host on the second network,
the IP module determines a local net address for the
destination and calls on the local network layer for
that network to send the datagram. If the datagram is
intended for an applicatien program within the server,
the IP layer strips off the header and passes the
remaining portion of the message to- the appropriate
next higher layer. The internet protocol standard
used in the illustrative apparatus of Fig. 1 is
specified in Infcrmation Sciences Institute, "Internet
Protocol, DARPA Interdet Program Protocel
Specification,* RPC 791 (September 1981), which is
incorporated herein by reference. -

ICP/UDP Layer. This layer is a datagram service
with more elaborate packaging and addressing options

" than the IP layer. For example, whereas an IP

datagram can hold about 1,500 bytes and be addressed
to hosts, UDP datagrams can hold about 64KB and be
addressed to a particular port within a host. TCP and
UDP are alternative protocols at this layer;
applications requiring ordered reliable delivery of
streams of data may use TCP, whereas applications
(su¢h as NFS) w«hich do not require ordered and
reliable delivery may use UDP.

The prior art file sérver of Fig. 1 uses both TCP
and UDP. It usegs UDP for file server-related
services, and uses TCP for certain other services

SUBSTITETE SHEET

Oracle-Huawei-NetApp Ex. 1002, pg. 1345



WO 91/03788 PCT/US90/04711

-12-

which the server provides to network clients. The UDP

is specified in Postel, "User Datagram Protocol," RFC

7¢8 (August 28, 1980), which is incorporated herein by

referenre. TCP is specified in Postel, "Transmission

5 Control Protocol,* RFC 761 (January 1980) and RFC 793

' (September 1981), which is also incorporated herein by
reference.

XDR/RPC Layer. This layer provides functions

callable from higher level programs to run a

10 designated procedure on a remote machine. It also

provides the decoding necessary to permit a c¢lient

machine to execute a procedure on the server. For

example, a caller process in a client node may send a

call message to the server of Fig. 1. The call

15 message includes a specification of the desired

procedure, and its parameters. The message is passed

up the stack to the RPC layer, which calls the

appropriate procedure within the sérver. When the
procedure is complete, a reply message is generated
20 and RPC passes it back down the stack and over the

network to the caller client. RPC is described in Sun

Microsystems, 1Inec., “RPC: Remote Procedure Call
' Protocol Specification, Version 2,® RFC- 1057 (June
_ 1988), which is incorporated herein By reference.

25 RPC uses the XDR exterral -data representation
standard to represent iriformation passed to and from -
the underlying UDP layer. XDR is merely a data
encoding standard, useful for transferring data

~ between different computer architectﬁres. Thus; on

30 the network sifde of the XDR/RPC layer, information is
machine-independent; on the host application side, it
may not be. XDR is described in Sun Microsystems,
Inc., "XDR: External Data Representation Standard, "
RFC 10i4 (June 1987), which is incorporated herein by

35 ‘reference. |
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NFS Laver. The NFS ("network file system")
layer is one of the programs available on the server
which an RPC request can call. The combination of
host address, program number, and procedure number in

5 an RPC requestAcan specify one remote NFS procedure to
be called. :

Remote procedure calls to NFS on the file server of
Fig. 1 provide transparent, stateless, remote access
to shared files on the disks 24. NFS assumes a file

10 system that is hierarchical, with directories as all
but the bottom level of files. Client hosts can call
any of about 20 NFS procedures including such
procedures as reading a specified number of bytes from
a specified file; writing a specified number of bytes

15 to a specified file; creaﬁing, renaming and removing
specified files; parsing directory trees;‘creating and
removing d;rectoties; and reading and setting file
attributes. The location on disk to which and from
which data is stored and retrieved is‘always specified

20 in logical terms, such as by a file handle or Inode
desigriation and a byte offset. The details of the
actual data storage afe hidden from the client. The
NFS procedures, togetheér with peossible higher level
modules such as Unix VFS and UFS, perform all

- 25 conversion of logical data addresses to physical data
addresses such as drive, head, track and sector
identification. NFS is specified in Sun Microsystenms,
Inc., “NFS: Network File System Protocol
- Specification,” RFC 1094 (March 1989), incorporated
. 3Q herein by reference.

With the possible exception of the network layer,
all the protocol proceéssing described above is done in
software, by a single processor in the host CPU card
10. That is, when an Ethernet packet arrives on

35 Ethernet 12, the host CPU 10 performs all the proteocol
processing in the NFS stack, as well as the protocol

SUBSTITUTE SHEET

Oracle-Huawei-NetApp Ex. 1002, pg. 1347



WO 91/03788 PCT/US90/04711

-14-

proceséing for any other application which may be
running on the host 10. NFS procedures are run on the
host CPU 10, with access to memory 16 for both data
and program code being provided via MMU 11. Logically
S specified data addresses are converted to a much more
-physically specified form and communicated to the SMD
disk controller 22 or the SCSI bus 28, via the VME bus
20, and all disk caching is done by the host CPU 10
through the memory 16. The host CPU card 10 also runs
10 procedures for performing various other functions of
the file server, communicating with tape controller 30
via the VME bus 20. Among theseé are client-defined
remote procedures requested by client workstations.
If the server serves a second Ethernet 36, packets
15 from that Ethernet are trantsmitted to the host CPU 10
over the same VME bus 20 in the form of IP datagrams.
Again, all protocol processing except for the network
layer is performed by software processes running on
the host CPU 10. 1In addition, the protocol processing
20 f6r any ﬁessage that is to be sent from the server out
on either of the Ethernets 12 or 36 is also done by
processes running on the host CPU 10.
" It can be seen that the host CPU 10 performs an
enormous amount of processing of data, especially if
25 5-10 clients on each of the two Ethernets are making
file server requests and need to be sent responses on
a frequent basis. The host CPU 10 runs a multitasking
Unix operating system, so each incoming request need
not wait for the previous request to be completely
30 processed and returned before being processed.
Multiple processes are activated on the host CPU 10
for pérforming different stages of the processing of
different requests, so many requests may be in process
at the same time. But there is only one CPU on the
35 card 10, so the processing of these requests is not
accomplished in a truly parallel manner. The
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processes are instead merely time sliced. The CPU 10
therefore represents a major bottleneck in the
processing of file server requests.
Another bottleneck occurs in MMU 11, which must
S transmit both instructions and data between the CPU
card 10 and the memory 16. All data flowing between
the disk drives and the network passes through this
interface at least twice. A
Yet another bottleneck can occur on the VME bus 20,
10 which must transmit data among the SMD disk controller
22, the SCSI host adaptor 26, the host CPU card 10,
and possibly the network #2 controller 24. A

PREFERRED EMBODIMENT-OVERALL HARDWARE ARCHITECTURE
15 In Fig. 2 there is shown a block diagram of a
network file server 100 according to the invention.
It can include multiple network controiler (NC)
boards, ofie or more file controller (FC) boards, one
or more storage processor (SP) boards, multiple system
. 20 memory boards, and one or mare host processors. The
parti¢ular embodiment shown in Fig:. 2 inecludes four
network controller boards 110a-1104, two file
controller boards IIZa-iiZh, two storage processors
114a-114b, four system memory cards 116a-116d for a
25 total of 192MB of memory, and one local host processor
118. The boards 110, 112, 114, 116 and 118 are
connected together over a VME bus 120 on which an
enhanced block transfer mode as described in the
ENHANCED VMEBUS PROTOCOL application identified above
30 may be used. Each of the four network controllers 110
shown in Fig. 2 can be connected to up to two
. Ethernets 122, for a total capacity of 8 Ethernets

122a-122h. Each of the storage processors 114
operates ten parallel SCSI busses, nine of which can
35 each support up to three SC51 disk drives each. The.

tenth SCS! channel on each of the storage processors
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114 is used for tape drives and other SCSI
peripherals.

The host 118 is essentially a standard SunOs Unix
processor, providing all the standard Sun Open Network

5 Computing (ONC) services except NFS and IP routing.
Importantly, all network requests to run a user-
defined procedure are passed to the host for
execution. Each of the NC boards 110, the FC boards
112 and the SP boards 114 includes its own independent

10 32-bit microprocessor. These boards essentially off-
load from the host processor 118 virtually all of the
NFS and disk processing. Since the vast majority of
messages to and from clients over the Ethernets 122
involve NFS requests and responses, the processing of

15 these requests in parallel by the NC, FC and SP
‘processors, with minimal involvement by the local host
118, vastly improves file server performance. Unix
is explicitly eliminated from virtually all network,
file, and storage processing.

1

20 OVERALL SOFTWARE ORGANIZATION AND DATA FLOW

Prior to a detailed discussion of the hardware
subsystems shown ian Fig. 2, an overview of the
software structure will now be undertaken. The
software organization is destribed in more detail in -

25 the above-identified application entitled MULTIPLE
FACILITY OPERATING SYSTEM ARCHITECTURE.

Most of the elements of the software are well known
in the field and are found in most networked Unix
systeﬁs, but there are twe components which are not:

30 Local NFS ("LNFS") and the messaging kexrnel ("MK")
operating system kernel. These two components will be
explained first.

The Mesgaging Kernel. The various processors in
file server 100 communicate with each other through

35 * the uge of a messaging kernel running on each of the
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processors 110, 112, 114 and 118. These processors do
not share any instruction memory, so task-level
communication cannot occur via straightforward
procedure calls as it does in conventional Unix.

S Instead, the messaging kernel passes messages over VME
bus 120 to accomplish all necessary inter-processor
communication. Message passing is preferred over
remote procedure calls for reasons of simplicity and
_speed.

10 Messages passed by the messaging kernel have a
fixed 128-byte length. Within a single processor,
messages are sent by reference; between processors,
they are copied by the messaging kernel and then
delivered to the destination process by reference.

15 The processors of Fig. 2 have special hardware,
discussed below, that can expediently exchange and
buffer inter-processor messaging kernel messages.

The LNFS Local NFS interface. The 22-function NFS
standard wés specifically designed for stateless

20 operatien using unreliable communication. This means
that neither clients nor server can be sure if they
hear each other when they talk (unreliability). In
practice, an in an Ethernet environment, this works
well. , .

25 Within the server 100, however, NFS level datagrams
are also used for communication between processors, in
particular between the network controilers 110 and the
file controller 112, and between the host processor
118 and the file controlletr 112, For this internal

30 communication to be both efficient and convenient, it
is undesirable and impractical to have complete
statelessness or unreliable communications.

Consequently, a modified form of NFS, namely LNFS, is
used for internal communication of NF§ reduests and

35 responses. LNFS is uséd only within the file server
100; the external network protocol supported by the
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server.is precisely standard, licensed NFS. LNFS is
described in morxre detail below.

The Network Controllers 110 each run an NFS server
which, after all protocol processing is done up to the

S. NFS layer, converts between external NFS requests and

responses and internal LNFS requests and responses.

F2 - For example, NFS requests arrive as RPC requests with

XDR and enclosed in a UDP datagram. After protocol

processing, the NFS server translates the NFS request

10 into LNFS form and uses the messaging kernel to send
the request to the file controller 112.

The file controller runs an LNFS server which
handles LNFS regueésts both from network controllers
and from the host 118. The LNFS server translates

15 - LNFS requests to a form appropriate for a file system
server, also running on the file'controller, which
manages the system memory file data cache through a
block 1/0 layer.
'~ An overview of the software in each of the
20 processors will new be set forth.

Network Controller 110

The optimized dataflow of the server 100 begins
- with the intelligeat network controller 110. This
25 processor receives Ethernet packets from client
~workstations. It quickly identifies NFS-destined
packets and then performs full protocol processing on
them to the NFS level, passing the resulting LNFS
requests directly to the file controller 112. This
30 protocol processing includes IP touting and
reassembly, UDP demultiplexing, XDR decoding, and NF$§
request dispatching. The reverse steps are used to
send an NFS reply back to a client. Importantly,
these¢ time-consuming activities are performed directly

35 in the Network Controller 110, not in the host 118.
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The server 100 uses conventional NFS ported from
Sun Microsystems, Inc., Mountain View, CA, and is NFS

protocol compatible.
Non-NFS network traffic is passed directly to its

5 destination host processor 118.

The NCs 110 also perform their own IP routing.
Each network controller 110 supports two fully
barallel Ethernets. . There are four network
controllers in the embodiment of the server 100 shown
- 10 in Fig. 2, so that server can support up to eight
Ethernets. For the two Ethernets on the same network
controller 110, IP routing occurs complétely within
the network controller and gererates no backplane
traffic. Thus attaching two mutually active Ethernets

15 t6 the same controller not only minimizes their inter-
net transit time, but also significantly reduces
backplane contention on the VME bus 120. Routing

table updates are distributed t5 the network
controllers from the host processor 118, which runs
20 either the gated or routed Unix demon.
While the network contreller described here is
- designed for Ethernet LANs, it will be understood that
the invention ¢an be used just as readily with other
network types, including FDDI.

25 File Controllef 112
In addition to dediecating a separate processor for
NFS protocol processing and IP routing, the server 100
also dedicates a separate processor, the intelligent
file controller 112, to be responsible for all file
30 system.processing It uses conventional Berkeley Unix
4.3 file system code and uses a hlnary;compatible data
representation on disk. These two choices allow all
standard file system utilities (particularly blbck-
level tools) to run unchanged.
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The file controller 112 runs the shared file system
used by all NCs 110 and the host processor 118. Both
the NCs and the host processor communicate with the
file controller 112 using the LNFS interface. The NCs

S 110 use LNFS as described above, while the host
processor 118 uses LNFS as a plug-in module to SunOs’s
standard Virtual File System ("VFS") interface.

When an NC receives an NFS read request from a
client workstation, the resulting LNFS request passes

10 to the FC 112. The FC 112 first searches the system
" memory 116 buffer cache for the requested data. If
found, a reference to the buffer is returned to the NC

110. If not found, the LRU (least recentiy used)

cache buffer in system memory 116 is freed and

15 reassigned for the requested block. The FC then
directs the SP 114 to read the block into the cache

buffer from a disk drive array. When complete, the SP

so notifies the FC, which in turn notifies the NC 100.

~ The NC 110 then sends ah NFS replf, with the data from

20 the buffer, back to the NFS citient workstatién out on
the network. Note that thé SP 114 transfers the data

into system memory 116, if necessary, and the NC 110
transferred the data from system memorylllﬁ to the

networks. The process -takes place without any
25 invqQlvement of the host 118.
Storage Proceggof
The intelligent storage processor 114 manages all
disk and tape storage operations. While autonomous,
30 storage processors are primarily directed by the file

controller 112 to move file data between system memory

116 and the disk subsystem. The exclusion of both the

host 118 and the FC 112 from the actual data path

helps to supply the performance needed to service many
35 remote clients.
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Additionally, coordinated by a Server Manager in
the host 118, storage processor 114 can execute server
backup by moving data between the disk subsystem and
tape or other archival peripherals on the SCSI

S channels. Further, if directly accessed by host
processor 118, SP 114 can provide a much higher
performance conventional disk interface for Unix,
virtual memory, and databases. In Unix nomenclature,
the host. processor 118 can mount boot, storage swap,

10 -and raw partitions via the storage processors 114.

Each storage processor 114 operates ten parallel,
fully synchronous SCs1 channels (busses)
éimultaneously. Nine of these channels support three
arrays of nine SCSI disk drives each, each drive in an

15 array being assigned to a different SCSI channel. The

tenth SCSI channel hosts'up to seven tape and other

SCSI peripherals. In addition to performing reads and

writes, SP 114 performs device-level optimizations

such as disk seek queue sorting, directs device error

20 recovery, and controls DMA transfers between the
devices and system memory 116.

Host Processor 118
The local host 118 has three main purposes: ta run
25 Unix, to provide standard ONC network services for

clients, and ta run a Server Manager. §8ince Unix and
ONC are ported from the standard SunOs Release 4 and
ONC Services Release 2, the server 100 can provide
identically compatible'high-level ONC services such as
30 the Yellow Pages, Lock Manager, DES Key Authenticatoé,
Auto Mounter, and Port Mapper. sSun/2 Network disk
booting and more general IP internet services such as
Telnet, FTP, SMTP, SNMP, and reverse ARP are also
supported. Finally, print spoolers and similar Unix
35 demons operate trarnsparently.
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Thé host processor 118 runs the following software
modules:

TCP and socket lavers. The Transport Control
" Protocol (*TCP*"), which is used for certain server
5 functions other than NFS, provides reliable bytestream
communication between two processors. Socket are used

to establish TCP connections.
VES interface. The Virtual File System ("VFS*®)
interface is a standard SunOs file system interface.

10 It paints a uniform file-system picture for both users
and the non-file parts of the Unix operating system,
hiding the details of the specific file system. Thus
standard NFS, LNFS, and any local Unix file system can
coexist harmoniously.

15 UFS interface. The Unix File System (®"UFS*")
interface is the traditional and well-known Unix
interface » for communication with local-to-tﬁe-
processor disk drives. 1In the server 100, it is used
to occasionally mount storage processor volumes

20 directly, without going through the file controller
112, Normally, the host 118 uses LNFS and goes
through the file controller.

Device layer. The device layer is a standard
software interface between the Unix device model and

25 different physical devite implémentations. In the
sexver 100, disk devices are not attached to host
processors directly, so the disk driver in the host’s
device layer uses the messaging kernel to communicate

. with the storage processor 114.

30 Route and Port Mapper Demons. The Route and Port
Mapper demons are Unix user-level background processes
that maintain the Route and Port databases for packet
routing. They- are mostly inactive and not in any
performance path.

35 Yellow Pages and Authentication Demon. The Yellow
Pages and Authentication services are Sun-ONC standard
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network services. Yellow Pages is a widely used
multipurpose name-to-name directory lookup service.
The Authentication service uses cryptographic keys to
authenticate, or validate, requests to insure that
requestors have the proper privileges for any actions
or data they desire. .

Server Manager. The Server Manager is an
administrative application suite that controls
configuration, logs error and performance reports, and
provides a monitoring and tuning interface for the
system administrator. These functions can be
exercised from either system console connected to the
host 118, or from a system administrator’s
workstation,

The host processor 118 is a conventional OEM Sun
central processor card, Model 3E/120. It incorporateé
a Motorola 68020 microprocessor and 4MB of on-board
memory. Other processors, such as a S?ARC-based
processor, are also possible.

The structure and operation of each of the hardware
components of server 100 will now be described in
detail. ’

NETWORK CONTROLLER HARDWARE ARCHITECTURE

Fig. 3 is a block diagram showing the data path and
some control paths for an illustrative one of the
network controllers 110a. It comprises a 20 MHz 68020
microprocessor 210 connected to a 32-bit
microprocessor data bus 212. Alsé connected to the
microprocessor data bus 212 is a 256K byte CPU memory
214. The low order 8 bits of the microprocessor data
bus 212 are connected through a bidirectional buffer
216 to an 8-bit slow-speed data bus 218. On the slow-
speed data bus 218 is a 128K byte EPROM 220, a 32 byte
PROM 222, and a multi-function peripheral (MFP) 224,
The EPROM 220 contains boot code for the network
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controller 110a, while the PROM 222 stores various
operating parameters such as the Ethernet addresses
assigned to each of the two Ethernet interfaces on the

board. Ethernet address information is read into the

5 corresponding interface control block in the CPU
memory 214 during initialization. The MFP 224 is a
Motorola 68901, and performs various local functions

such as timing, interrupts, and general purpose I/O.

~ The MFP 224 also includes a UART for interfacing to an

10 RS232 port 226. These functions are not critical to

the invention and will not be further described
herein.

The low order 16 bits of the microprocessor data
bus 212 are also coupled through a bidirectional
15 buffer 230 to a 16-bit LAN data bus 232. A LAN
controller chip 234, such as the Am7990 LANCE Ethernet
controller manufactured by Advanced Micro Devices;
Inc. Sunnyvale, CA., interfaces the LAN data bus 232
with the first Ethernet 122a shown in Fig. 2, Control
20 and data for the LAN controller 234 are stored in a
512K byte LAN memory 236, which is also connected to
the LAN data bus 232. A specialized 16 to 32 bit FIFO
chip 240, referred to lerein as a parity FIFO chip and
described below, is also connected to the LAN data bus
25 232. Also connectéd ta thé LAN data bus 232 is a LAN
DMA controller 242, which controls movements of
packets of data between the LAN memory 236 and the
FIFO chip 240. The LAN DMA controller 242 may be a
Motorola M68440 DMA controller using channel zero
30 only.
The sécand Ethernet 122b shown in Fig. 2 connects
to a second LAN data bus 252 on the network controller
card 110a shown in Fig. 3. The LAN data bus 252
connects to the 1low order 16 Dbits of the
35 microprocessor data bus 212 via a bidirectional buffer
250, and has similar componénts to those appearing on
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the LAN data bus 232, In particular, a LAN controller
254 interfaces the LAN data bus 252 with the Ethernet

-122b, using LAN memory 256 for data and control, and

a LAN DMA controller 262 controls DMA transfer of data.
between the LAN memory 256 and the 16-bit wide data
port A of the parity FIFO 260.

The low order 16 bits of microprocessor data bus
212 are also connected directly to another parity FIFO
270, and also to a control port of a VME/FIFO DMA
controller 272. The FIFO 270 is wused for passing
messages between the CPU memory 214 and one of the
remote boards 110, 112, 114, 116 or 118 (Fig. 2) in a
manner described below. The VME/FIFO DMA controller
272, which supports three round-robin non-prioritized
¢hannels for copying data, controls all data transfers
between one of the remote boards and any of the FIFOs
240, 260 or 270, as well as between the FIFOs 240 and
260. ' -

32-bit data bus 274, which is connected to the 32~
bit port B of each of the FIFOs 240, 260 and 270, is
the data bus over which these transfers take place.
Data bus 274 communicates with é local 32-hit bus 276
via a bidirectional pipelining latch 278, which is
also controlled by VME/FIFO DMA controller 727, which
in turn communicates with the VME bus 120 wvia a
bidirectional bufferx 280,

The local data bus 276 is also connected to a set
of control . registers 282, which are directly
addressable across the VME bus 120. The registers 282
are used mostly for system initialization and
diagnbstics.

The local data bus 276 is also coupled to the
microprocessor data bus 212 via a bidirectional buffer
284. when the NC 110a operates in slave mode, the CPU
memory 214 is directly addressable from VME bus 120.
One of the remote boards can copy data directly from
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the CPU memory 214 via the bidirectional buffer 284.
LAN memories 236 and 256 are not directly addressed

over VME bus 120.
The parity FIFOs 240, 260 and 270 each consist of
S an ASIC, the functions and operation of which are
described in the Appendix. The FIFOs 240 and 260 are
conficured for packet data transfer and the FIFO 270
is configured for massage passing. Referring to the
Appendix, the FIFOs 240 and 260 are programmed with

10 the following bit settings in the Data Transfer
Configuration Register: '
Bit Definition Setting
0 WD Mode - ) N/A
1 Parity Chip N/A
15 2 Pafity Correct Mode N/A
3 8/16 bits CPU & PortA intérface 16 bits(1)
4 Invert Port A address 0 : no (0)
5 Invert Port A address 1 " yes (1)
6 Checksum Carry Wrap yes (1)
20 7 Reset ! no (0)
The Data Transfer Control Register is programmed as
follows: ’
V] Enable PortA Reqg/Ack yes (1)
25 1 Enable PortB Req/Ack yes (1)
2 Data Transfer Direction ~ (as desired)
3 CPU parity enable no (0)
4 PortA parity enable no (0)
5 PortB parity enable ' no (0)
3a 6 Checksum Enable yes (1)
7 PortA Master yes (1)

Unlike the configuration used on FIFOs 240 and

260, the microp£Ocessor 210 is responsible for loading

and unloading Port A directly. The microprocessor 210

35 reads an entire 32-bit word from port A with a single
instruction using two port A access cycles. Port A
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data transfer is disabled by unsetting bits 0 (Enable
PortA’ Req/Ack) and 7 (PortA Master) of the Data
Transfer Control Register.
The remainder of the control settings in FIFO 270
S are the same as those in FIFOs 240 and 260 described
above.

The NC 110a also includes a command FIFO 290. The
command FIFO 290 includes an input port coupled to the
local data bus 276, and which is directly addressable

10 across the VME bus 120, and includes an output port
connected to the microprocessor data bus 212. As
explained in more detail below, when one of the remote
boards issues a command or response to the NC 110a, it
does so by directly writing a 1-word §32-bit) méssage

15 descriptor into WC 110a‘s command FIFO 290. Command
FIFO 290 generates a “FIFO not empty" status to the
microprocessor 210, which then reads the message
descriptor off the top of FIFO 290 and processes it.
If thé message is a command, then it includes a VME

20 address at whiech the message is located (presumably an
address in a shared memory -similar to 214 on one of
the remote boards), The microprocessor 210 then
programs the FIFO 270 and the VME/FIFO DMA controller
272 to copy the message from the remote location into

25 the CPU memory 214. '

Command FIFO 290 is a conventional two-port FIFO,
except that additional circuitry is .included for
generééing a Bus Error signal on VME bus 120 if an
attempt is made to write to the data input port while

30. the FIFO is full. Command FIFO 290 has space for 256
entries.

A noteworthy feature of the architecture of NC 110a
is that the LAN buses 232 and 252 are independent of

~ the microprocessor data bus 212. Data packets being

35 routed to or from an Ethernet are stored in LAN memory

236 on the LAN data bus 232 (or 256 on the LAN data
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bus 552), and not in the CPU memory 214. Data
transfer between the LAN memories 236 and 256 and the
Ethernets 122a and 122b, are controlled by LAN
controllers 234 and 254, respectively, while most data
5 transfer between LAN memory 236 or 256 and a remote
port on the VME bus 120 are controlled by LAN DMA
controllers 242 and 262, FIFOs 240 and 260, and
VME/FIFO DMA controller 272. An exception to this
rule occurs when the size of the data transfer is

10 émall, e.g., less than 64 bytes, in which case

' microprocessor 210 copies it directly without using
DMA. The microprocessor 210 is not involved in larger
transfers except in initiating them and in receiving
notification when they are complete.

15 The CPU memory 214 contains mostly instructions for
microprocessor 210, messages being transmittedvto or
from a remote board via FIFO 270, and various data.
blocks for controlling the FIFOs, the DMA contrdllers
and the LAN controllers. The mieroprocessor 210

.20 -accesses the data packets in the LAN memories 236 and
256 by .directly addressing them through the
bidirectional buffers 230 and 250, respectively, for
protocol processing. The local high-speed static RAM
in CPU memory 214 can therefore provide zero wait

25 state memory access for microprocessor 210 independent
of network traffic. This is in sharp contrast to the
prior art architecture shown in Fig. 1, in which all
data and data packets,. as well as microprocessor
instruc¢tions for host CPU card 10, reside in the

30 memory 16 and must communicate with the host CPU card

' ' 10 via the MMU 11. g

While the LAN data buses 232 and 252 are shown as
separate buses in Fig. 3, it will be understood that
they may ifnstead be implemented as a single combined

35 bus.
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NETWORK CONTROLLER OPERATION

In operation, when one of the LAN controllers (such
as 234) receives a packet of information over its
Ethernet 122a, it reads in the entire packet and
5 stores it in corréesponding LAN memory 236. The LAN
controller 234 then issues an interrupt to
microprocessor 210 via MFP 224, and the microprocessor
210 examines the status register on LAN controller 234
- (via bidirectional buffer 230) to determine that the
10 event causing the interrupt was a “receive packet
v completéd.“ In order to avoid a potential lockout of
the second Ethernet 122b caused by the prioritized
interrupt handling characteristic of MFP 224, the
mictopfocessor 210 does not at this time immediately
15 process the received packet; instead, such processing

is scheduled for a polling function.
When the polling function reaches the processing of
.the received packet, control over the packet is passed
to a software link level receive module. The 1link
20 level receive module then decodes the packet according
to either of two different frame formats: standard
Ethernet format or SNAP (IEEE 802 LCC) format. An
entry in the header in the packet specifies which
frame format was used. The link level driver then
25 determines which of three types of messages is
contained in the received packet: (1) IP, (2) ARP
packets which can be handled by a local ARP module, or
-(3) ARP packets and other packet types which must be
forwarded to the 1local host 118 (Fig. 2) for
. 30 processing. 1If the packet is an ARP packet which can
be handled by the NC 110a, such as a request for the
address of server 100, then the microprocessor 210
assembles a response packet in LAN memory 236 and, in
a conventional manner, causes LAN controller 234 to

35 transmit that packet hack gver Ethernet 122a. It is
noteworthy that the data manipulation for
S8UBSTITUTE SHEET

Oracle-Huawei-NetApp Ex. 1002, pg. 1363



WO 91/03788 PCT/US%0/04711

-30-

accomplishing this task is performed almost completely

in LAN memory 236, directly addressed by
micropracessor 210 as controlled by instructions in

CPU memory 214. The function is accomplished also

5 without generating any traffic on the VME backplane
120 at all, and without disturbing the local host 118.

If the received packet is either an ARP packet

which cannot be processed completely in the NC 110a,

or is another type of packet which requires delivery

10 to the local host 118 (such as a client request for
the server 100 to execute a client-defined procedure),

then the microprocessor 210 programs LAN DMA
controller 242 to load the packet from LAN memory 236

into FIFO 240, programs FIFO 240 with the direction of

15 data transfer, and programs DMA controller 272 to read
the packet out of FIFO 240 and across the VME bus 120
inté system memory 116. In particular, the

microprocessor 210 first programs the LAN DMA
controller 242 with the starting address and length of
20 the packet in LAN memory 236, and programs the
controller to begin transferring data from the LAN
memory 236 to port A of parity FIFO 240 as soon as the
FIFO is ready to receive data. Second, microprocessor
210 programs the VME/FIFO DMA controller 272 with the
25 destination address in system memory 116 and the
length of <the data packet, and instructs the
controller to begin transferring data from port B of

the FIFO 260 onte VME bus 120. Finally, the
, microprocessor 210 programs FIFO 249 with the
30 direction of the transfer to take place. The transfer

then proceeds entirely under the control of DMA
controllers 242 and 272, without any further
involvement by microprocessor 210. .

The microprocessor 210 then sends a message to host

35 118 that a packet is available at a specified system
memory address. The microprocessor 210 sends such a
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messagé by writing a message descriptor to a software-
emulated command FIFO on the host, which copies the
message from CPU memory 214 on the NC via buffer 284
and into the host’s local memory, in ordinary VME
5 block transfer mode. The host then copies the packet
from system memory 116 into the host’s own local
memory using ordinary VME transfers.
If the packet received by NC 110a from the network
is an IP packet, then the microprocessor 210
10 determines whether it is (1) an IP packet for the
server 100 which is not an NFS packet; (2) an IP
packet to be routed to a different network; or (3) an
NFS packeét. If it is an IP packet for the server 100,
but not an NFS packet, then the microprocessor 210
15 causes the packet to be transmitted from the LAN
memory 236 to the host 118 in the same manner
described above with respect te certain ARP packets.
If the IP packet is not intended for the server
100, but rather is to be routed to a client on a
20 different network, thean the packet is copied into the
LAN memory associated with the Ethernet tc which the
destination client is connected. If the destination
client is on the Ethernet 122b, which is on the same
NC board as the source Ethernet 122a, then the
25 microprocessor 210 causes the packet to be copied from
'LAN memory 236 into LAN 256 and then causes LAN
controller 254 to transmit it over Ethernet 122b. (Of
course, if the two LAN data buses 232 and 252 are
combined, then copying would be unnecessary; the
30 - microprocessor 210 would simply cause the LAN
controller 254 to read the packet out of the same
locations ifi LAN memory to which the packet was
written by LAN controller 234.)
The copying 6f a packet from LAN memory 236 to LAN
35 memoéry 256 takes place similarly to the copying
described above from LAN memory to system memory. For
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transfer sizes of 64 bytes or more, the microprocessor
210 first programs the LAN DMA controller 242 with the
starting address and length of the packet in LAN
memory 236, and programs the controlier to Dbegin
S transferring data from the LAN memory 236 into port A
of parity FIFO 240 as soon as the FIFO is ready to
receive data. Second, microprocessor 210 programs the
LAN DMA controller 262 with a destination address in
LAN memory 256 and the length of the data packet, and
10 instructs that controller to transfer data from parity
FIFO 260 into the LAN memory 256. Third,
migroprocessor 210 programs the VME/FIFO DMA
controller 272 to clock words of data out of port B of
the FIFO 240, over the data bus 274, and into port B
15 . of FIFO 260. 'Finally, the microprocessor 210 programs
~ the two FIFOs 240 and 260 with the direction of the
transfer to take place. The transfer then proceeds
entirely under the control of DMA controllers 242, 262
and 272, without any further involvement by the
20 microprocessér 210. Like the copying from LAN memory
to system memory, if the transfer size is smaller than
64 bytes, the microprocessor 210 performs the transfer

directly, without DMA,
When each of the LAN DMA controllers 242 and 262
25 complete their work, they so notify microprocessor 210
by a respective interrupt provided through MFP 224.
When the microprocessor 210 has received Dboth
interrupts, it programs LAN controller 254 to transmit
the packet on the Ethernet 122b in a conventional

30 manner.

 Thus, IP routing between the two Ethernets in a
single network controller 110 takes place over data
bus 274, generating no traffic over VME bus 120. Nor
_ is the host processor 118 disturbed for such routing,
3s in contrast to the prior art architecture of Fig. 1.
Moreover, all but . the shortest copying work is
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performed by controllers outside microprocessor 210,
requiring the involvement of the microprocessor 210,
and bus traffic on microprocessor data bus 212, only
for the supervisory functions of programming the DMA
5 ~ controllers and the parity FIFOs and instructing them
to Dbegin. The VME/FIFO DMA controller 272 is
programmed by loading control registers via
microprocessor data bus 212; the LAN DMA controllerxs
242 and 262 are programmed by loading control

10 registers on the respective controllers via the
microprocessor data bus 212, respective bidirectional
huffers 230 and 250, and respective LAN data buses 232
and 252, and the parity FIFOs 240 and 260 are
programmed as set forth in the Appendix.

15 If the destination workstation of thé IP packet to
be routed is on an Ethernet connected to a different
one of the network controllers 110, then the packet is

Acopied into the appropriate LAN memory om the NC 110
to which that Ethernet is connected, Such copying is

20 accomplished by first copying the packet into system
memory 116, in the manner described above with respect
to certain ARP ©packets, and then notifying the
destination NC that a packet is available. When an NC
is so notified, it programs its own parity FIFO and

25 DMA controllers to copy the packet from system memory
116 into the appropriate LAN memory. It is noteworthy
that though this type of IP trouting does create VME
bus traffic, it still does not involve the host CPU
118.

30 If the IP packet received over the Ethernet 122a
and now stored in LAN memory 236 is an NFS packet
intended for the server 100, then the microprocessor
210 performs all necessary protocol preprocessing to
extract the NFS message and convert it to the local

35 NFS (LNFS) format. This may well involve the logical
concatenation of data extracted from a large number of
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individual IP packets stored’ in LAN memory 236,
resulting in a 1linked 1list, in CPU memory 214,
pointing to the different blocks of data in LAN memory
236 in the correct sequence.

S The exact details of the LNFS format are not
" important for an understanding .of the invention,
except to note that it includes commands to maintain

a directory of files which are stored on the disks
attached to the storage proceséors 114, commands for

10 reading and writing data to and from a file on the
disks, and various configuration management and
diagnostics control messages. The directory

maintenance commands which are supported by LNFS

include the following messages baséd on conventional

15 NFS: get ‘attributes of a file (GETATTR); set
attributes of a file (SETATTR); 1look up a file
(LOOKUP); created a file (CREATE); remove a file
(REMOVE); rename a file (RENAME); created a new linked

- file (LINK); create a symlink (SYMLINK); remove a

20 directory (RMDIR); and return file system statistics
(STATFS). The data transfer commands supported by

LNFS include read from a file (READ); write to a file
(WRITE); read from a directory (READDIR); and read a

link (READLINK). LNFS also supports a buffer release

25 command (RELEASE), for notifying the file controller
that an NC is finished uéing a specified buffer in

system memory. It alsé supports a VOP-derived access
command, for determining whether a given type access

is legal for specified credential) on a specified file.

30 . If the LNFS request includes the writing of file
data from the LAN memory 236 to disk, the NC 110a

first requests a buffer in system memory 116 to be
allocated by the appropriate FC 112. When a pointer

to the buffef is returned, microprocessor 210 programs

35 LAN DMA controller 242, parity FIFO 240 and VME/FIFO
'DMA controller 272 to transmit the entire block of
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file data to system memory 116, Thelonly difference

between this transfer and the transfer described above

for transmitting IP packets and ARP packets to system

memory 116 is that these data blocks will typically
5 have portions scattered throughout LAN memory 236.
The microprocessor 210 accommodates that situation by
programming LAN DMA controller 242 successively for

" each portion of the data, in accordance with the
linked 1list, after receiving notification that the
10 previous portion is complete. The microprocessor 210
can program the parity FIFO 240 and the VME/FIFO DMA
controller 272 once for the entire message, as long as

the entire data block is to be placed contiguously in
system memory 116. If it dis not, then the
15 microprocessor 21Q can program the DMA controller 272
for sucecessive blocks in the same manner LAN DMA
controller 242. -

If the network controller 110a receives a message

from another processor in server 100; usually from

20 file controller 112, that file data is available in
system memory 116 for transmission on one of the
Ethernets, for example Ethernet 122a, then the network
controller 110a copies the file data into LAN memory

236 in a manner simildr to the copying of file data in .

25 the opposite direction. In particular, the
' microprocessor 210 first programs VME/FIFO DMA
controller 272 with the starting address and length of

the data in system memory 116, and programs the
controller to begin transferring data over the VME bus

30 120 into port B of parity FIFQ 240 as soon as the FIFO
is ready to receive data. The microprocessor 210 then
programs the LAN DMA controller 242 with a destination

address in LAN memory 236 and then length of the file

data, and instructs that controller to transfer data

35 from the parity FIFO 240 into the LAN memory 236.
Third, microprocessor 210 programs the parity FIFO 240
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with fhe direction of the transfer to take place. The
transfer then proceeds entirely under the control of
DMA controllers 242 and 272, without any further
involvement by the microprocessor 210. Again, if the
5 ' file data 1is scattered in multiple blocks in system
mémory 116, the microprocessor 210 programs the
-VME/FIFO DMA controller 272 with a linked list of the

blocks to transfer in the proper order.
When each of - the DMA controllers 242 ‘and 272
10 complete their work, they so notify microprocessor 210
through MFP 224. The microprocessor 210 then performs
all necessary protocol pracessing on the LNFS message
in LAN memory 236 in order to prepare the messagé for
transmission oJver the Ethernet 122a in the form of
15 Ethernet 1IP packets. As set forth above, this
protocol processing is performed entirely in network
controller 110a, without any involvement of the local

host 118.
It should be noted that the parity FIFQs are
20 ~ designed to move multiples of 128-byte blocks most

efficiehtly, The data transfer size through port B is

always 32-bits wide, and the VME'éddress'corresponding

to the 32-bit data must be quad-byte aligmed. The

_ data transfer size for port A can be either B or 16

25 bits. For bus utilization reasons, it is set to 16

bits when the corresponding local start address is

double-byte aligned, and is set at 8 bits otherwise.

The TCP/IP checksum is always computed in the 16 bit

mode. Therefore, the checksum word requires byte

30 swapping if the local start address is not double-
byte aligned. ' .

Accordingly, for transfer from port B to port A of

any of the FIFOs 240, 260 or 270, the microprocessor

210 programs the VME/FIFO DMA controller to pad the

35 transfer count to the next 128-byte boundary. The

extra 32-bit word transfers do not involve the VME
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bus, and only the desired number of 32-bit words will
be unlcaded from port A.
For transfers from port A to port B of the parity
FIFO 270, the microprocessor 210 loads port A word-
5 by-word and forces a FIFO full indication when it is
finished. The FIFO full indication enables unloading
from port B. The same‘procedure also takes place for
transfers from port A to port B of either of the
parity FIFOs 240 or 260, since transfers of fewer than
10 -128 bytes are performed under local microprocessor
control rather than under the control of LAN DMA
controller 242 or 262. For all of the FIFOs, the
VME/FIFO DMA controller is programmed to unload only
the desired number of 32-bit words.

15 FILE CONTROLLER HARDWARE ARCHITECTURE
The file controllers (FC) 112 may -each be a
standard off-the-shelf microprocessor board, such as
one manufactured by Motorola inc; Preferably,
however, a more specialized board is used such as that

20 shown in block diagram form in Fig. 4.
Fig. 4 shows one of the FCs 112a, and it will be
understood that the other FC can be identiecal. -In
- many aspects it is simply a scaled-down version of the
NC 110a shown in Fig. 3, and in some respects it is
25 scaled up. Like the NC 110a, FC 112a comprises a
20MHz 68020 microprocessor 310 connected to a 32-bit
microprocessor data bus 312. Also connected to the
microprocessor data bus 312 is a 256K byte shared CPU
memoky - 314. The 1low order 8 bits of the
30 microprocessor data bus 312 are connected through a
bidirectional buffer 316 to an 8-bit slow-speed data
bus 318. On slow-speed data bus 318 are a 128K byte
PROM 320, and a multifunction peripheral (MFP) 324.
The functionsg of the PROM 320 and MFP 324 are the same
35 as those described above with respect to EPROM 220 and.
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MFP 224 on NC 110a. FC 112a does not include PROM
like the PROM 222 on NC 110a, but does include a
parallel port 392. The parallel port 392 is mainly
for testing and diagnostics.

5 Like the NC 110a, the FC 112a is connected to the
VME bus 120 via a bidirectional buffer 380 and a 32-
bit local data bus 376. A set of control registers
382 are connected to the local data bus 376, and
directly addressable across the VME bus 120. The

10 local data bus 376 is also coupled to the
microprocessor data bus 312 via a bidirectional buffer
384. This permits the direct addressability of CPU
memory 314 from VME bus 120.

FC. 112a also includes a command FIFO 390, which

15 includes an input port coupled to the local data bus
376 and which is directly addressable across the VME
bus 120. The command FIFO 390 also includes an output
port connected to the microprocessor data bus 312.
The sfructuré, operation and purpose of command FIFO

20 390 are the same as those described above with respect
to command FIFO 290 on NC 110a.

The FC 112a omits the LAN data buses 323 and 352
which are present in NC 110a, but instead includes a
' 4 megabyte 32-bit wide FC memory 396 coupled to the

25 microproceésor data hus 312 via a bidirectional buffer
394. As will be seen, FC memory 396 is used as a
cache memory for file control information, separate
from the file data information cached in system memory
116.

30 The file controller embodiment shown in Fig. 4 does
not include any DMA controllers, and hence cannot act
as a master for transmitting or receiving data in any
block transfer mode, over the VME bus 120. Block
transfers do occur with the CPU memory 314 and the FC

35 ﬁemory 396, however, with the FC 112a acting as an VME
bus slave. In such transfers, the remote master
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addresses the CPU memory 314 or the FC memory 396
directly over the VME |Dbus 120 through the
bidirectional buffers 384 and, if appropriate, 394.

5 FILE CONTROLLER QPERATION
~ The purpose of the FC 112a is basically to provide
virtual file system services in response to requests
provided in LNFS format by remote processors on the
VME bus 120. Most requests will come from a network
10 controller 110, but requests may also come from the
local host 118.

The file related commands supported by LNFS are
identified above. They are all specified to the FC
112a in terms of logically identified disk data

15 - hlocks. For example, the LNFS command for reading

data from a file includes a specification of the file

from which to read (file system ID (FSID) and file ID

(inode)), a byte offset, and a ¢oumnt of the number of

bytes to read. The FC 112a converts that

20 identification into physicél form, namely disk and
Sector numbers, in-order to satisfy the command.

The FC 112a rupns a conventional Fast File System

 (FFS or UFS), which is based on the Berkeley 4.3 VAX

release. This code performs the tonversion and also

25 performs all disk data caching and control data

caching. However, as previously mentioned, control

data caching is performed using the FC memory 396 on

FC liﬁa,'whereas disk data caching is performed using

the system memory 116 (Fig. 2). Caching this file

30 control information within thée FC 112a avoids the VME

' bus congestion and speed degradation which would

result if file centrol information was cached in

systemn hemdry 116. The memory on the FC 112a is

directly accessed over the VME bus 120 for three main

35 purposes. FPirst, and by far the most frequent, are

. accesses to FC memory 396 by an SP 114 to read or
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write cached file control information. These are
accesses requested by FC 112a to write locally
modified file control structures through to disk, or
to read file control structures from disk. Second,

5 the FC’s CPU memory 314 is accessed directly by other
.processors for message transmissions from the FC 112a
to such other processors. For example, if a data
block in system memory is to be transferred to an SP
114 for writing to disk, the FC 112a first assembles

10 a message in its local memory 314 requesting such a
transfer. The FC 112a then notifies the SP 114, which
copies the message directly from the CPU memory 314
and executes the requested transfer.

A third type of direct access to the FC's local’

15 memory occurs when an LNFS client reads directory
entries. When FC 112a receives an LNFS request to
read directory entries, the FC 112a formats the
requested directory entries in FC memdry 396 and
notifies the requestor of their location. -The

20 requestor then directly accesses FC memory 396 to read
the entries,

The version of the UFS code on FC 112a includes
some modifications in order to separate the two
caches. In particular, two sets of buffer headers are

25 maintained,; one for the FC memory 396 and one for the
system memory 116. Additionally, a second set of the ‘
system buffer routines (GETBLK(), BRELSE(), BREAD(),
BWRITE(), and BREADA()) exist, one for buffer aceesses
to FC Mem 396 and one for buffer accesses to system

30 memory 116. The UFS cade is further modified to call
the appropriate buffer routines for FC memory 396 for
accesses to file centrol information, and to call the
appropriate buffer routines for the system memory 116
for the caching of disk data. A description of UFS

35 ~ may be found in chapters 2, 6, 7 and 8 of *Kernel
Structure and Flow," by Rieken and Webdb of .sh
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consulting (Santa Clara, California: 1988),
incorporaﬁed herein by reference.

When a read command is sent to the FC by' a
requestor such as a network controller, the FC first

5 converts the file, offset and count information into
disk and sector information. It then locks the system
memory buffers which contain that information,
instructing the storage processor 114 to read them

from disk if necessary. When the buffer is ready, the

10 'FC returns a message to the requestor containing both
the attributes of the designated file and an array of
buffer descriptors that identify the 1locations in
system memory 116 holding the data.

After the requestorAhas read the data out of the

15 buffers, it sends a release request back to the FC.
The release request is the same message that was
returned by the FC in response to the read request;
the FC 112a uses the information contained therein to
determine which buffers to free.

20 A write tommand is processed by FC 112a similarly
to the read command, but the caller is expected to

"write to (instead of read from) the 1locations in
system memory 116 identified by the buffer descriptors
‘ returned by the FC 112a. Since FC 112a employs write-

25 through caching, when it receives the release command -
from the requestor, it instructs storage processor 114
to copy the data from system memory 116 onto the

. appropriate disk sectors before freeing the system
memory buffers for possible reallocation.

30 The READDIR transaction is similar to ¥ead and
write, but the request is satisfied by the FC 1l12a
directly out of its own FC memory 396 after formatting
the requested directory information specifically for
this purpose. The FC 112a causes the storage

35 processor read the requested directory information
from disk if it is not already locally cached. Also,
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the sﬁecified offset is a "magic cookie" instead of a
byte offset, identifying directory entries instead of

an absolute byte offset into the file. No file
attributes are returned.
5 The READLINK transaction also returns no file

attributes, and since links are always read in their
entirety, it does not require any offset or count.
For all of the disk data caching performed through
system memory 116, the FC 112a acts as a central
10 authority for dynamically allocating, deallocating and
keeping track of buffers. If there are two or more
FCs 112, each has exclusive control over its own
assigned portion of system memory 116. In all of
these tranéactions, the requested buffers are locked
15 during the period between the initial .request and the
" release request. This prevents corruption of the data . .
by other clients,
Also in the situation where there are two or more
FCs, each file system on the disks is assigned to a
20 particular one of the FCs. FC #0 runs a process
called FC_VICE_PRESIDENT, which maintains a list of
which file systems are assigned to which FC. When a
client processor (for example an NC 110) is about to
make an LNFS request designating a particular file

23 systém, it first sends the fsid in a message to the
_FC_VICE_PRESIDENT asking which FC controle the
. specified file system. The FC_VICE_PRESIDENT

' responds, and the - client processor sends the LNFS

request to the designated FC. The client processor

30 also maintains its own list of fsid/FC pairs as it

discovers them, so as8 to minimize the number of such
requests to the FC_VICE_PRESIDENT.

STORAGE PROCESSOR HARDWARE ARCHITECTURE

35 In the file server 100, each of the storage
processors 114 can interface the VME bus 120 with up
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to 10 aifferent S8CSI buses. Additionally, it can do
so at the full usage rate of an enhanced block
transfer protocol of 5S5MB per second.
Fig. 5 is a block diagram of one of the SPs 1l14a.
S SP 114b is identical. SP 114a comprises a
microprocessor 510, which may be a Motorola 68020
microprocessor operating at 20MHz. The microprocessor
510 is coupled over a 32-bit microprocessor data bus
512 with CPU memory 514, which may include up to 1MB
10 of static RaM. The wmicroprocessor 510 accesses
instructions, data and status on its own private bus
512, with no contention from any other source. The
ﬁicroprocessor 510 is the only master of bus 512.
The low order 16 bits of the microprocessor data
15 bus 512 interface with a control bus 516 via a
"bidirectional buffer 518. The low order 8 bits of the
control bus 516 interface with a slow speed bus 520
via another bidirectional buffer 522. The slow speed
bus 520 connects to an MFP 524, similar to the MFP 224
20 in NC 110a (Fig. 3), and with a PROM 526, similar to
PROM 220 on NC 110a. The PROM 526 comprises 128K
bytes of EPROM which contains the functional code for
SP 114a. Due to the width and speed of the EPROM 526,
the functional code is copied to CPU memory 514 upon
25 reset for faster execution.
MFP 524, like the MFP 224 on NC 110a, comprises a
Motorola 68901 multifunction peripheral device. It
provides the functions of a vectored interrupt
controller, individually programmable I/O pins, four
30 timers and a UART. The UART functions provide serial
communications across an RS 232 bus {not shown in Fig.
5) for debug monitors and diagnostics. Two of the
four timing functions may be used as general-purpose
timers by the microprocessor 510, either independéntly
35 or in cascaded fashion. A third timer function
- provides the refresh clock for a DMA controller

Oracle-Huawei-NetApp Ex. 1002, pg. 1377



WO 91/03788 ~ PCT/US9%0/04711

-44-

described below, and the fourth timer generates the
UART clock. Aadditional information on the MFP 524 can
be found in *"MC 68901 Multi-Function Peripheral
Specification,* by Motorola, Inc., which is
5 incorporated herein by reference. The eight
general-purpose I/0 bits provided by MFP 524 are
configured according to the following table:

Bif Di £ Definiti

10 7 input Power Failure is Imminent - This
. functions as an early warning.

6 input SCSI Attention - A composite of the SCSI.
v Attentions from all 10 SCSI channels.
15 .
S input Channel Operation Done - A composite of
the c¢hannel done bits from all 13
channels of the DMA controller, described

below,
20

4 output DMA Controller Enable. Enables the DMA
Controller to run. .

3 input VMEbus Interrupt Done - Indicates the
25 completion of & VMEbus Interrupt.

2 input Command Available - Indicates that the
SP’'S Command Fifo, described Dbelow,
contains one or more command pointers.
30 -
1 output External Interrupts Disable. bDisables
externally generated interrupts to the
microprocessor 510.

35 0 output Command Fifo Enable. Enables operation of
. the SP’S Command Fifo. Clears the Command
Fifo when reset.

Commands are provided to the SP 114a from the VME

bus 120 via a bidirectional buffer 530, a local data

40 bus 532, and a command FIFO 534. The tommand FIFO 534
is similar to the command& FIFOs 290 and 390 on NC 110a

and FC 112a, respectively, and has a depth of 256 32-

bit entries. The command FIFO 534 is a write-only
register a8 seén on the VME bus 120, and as a read-

45 only register as seen by microprocessor 510. If the
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FIFO is full at the beginning of a write from the VME
bus, a VME bus error is generated. Pointers are
removed from the command FIFO 534 in the order
received, and only by the microprocessor 510. Command
available status is provided through I/0 bit 4 of the
MFP 524, and as a long as one or more command pointers
are still within the command FIFO 534, the command
available status remains asserted.

As previously mentioned, the SP 114a supports up to
10 SCSI buses or channels 540a-540j. 1In the typical
configuration, buses 540a-540i support up to 3 SCSI
disk drives each, and channel 540j supports other SCSI-
peripherals such as tape drives, optical disks, and so
on. Physically, the SP 114a connects to each of the
SCSI buses with an ultra-miniature D sub connector and
round shielded cables. Six 50-pin cables proviée 300
conductors which carry 18 siqhals per bus and 12
grounds. The cables attach at the front panel of the
SP 114a and to a commutator board at the disk drive
array. Standard 50-pin c¢ables connect each SCSI
device to the commutator board. Termination resistors
are installed on the SP 114a.

The SP 114a supports . synchronous parallel data
transfers up to 5MB per second on each of the SCSI
buses 540, arbitration, and disconnect/reconnect
services. Each SCSI bus 540 is connected fo- a
respective SCSI adaptor 542, which in the present
embodiment is an AIC 6250 controller IC manufactured
by Adaptec Inc., Milpitas, California, operating in
the non-multiplexed address bus mode. The AIC 6250 is
described in detatl in "AIC-6250 Functional
Specification,* by Adaptec Inc., which is incorporated
herein by reference. The SCSI adaptors 542 each
provide the necessary hardware interface and low-
level electrical protocol to implement its respective
SCSI channel. -
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The 8-bit data port of each of the SCSI adaptors
542 is connected to port A of a respective one of a
set of ten parity FIFOs 544a-5443j. The FIFOs 544 are
the same as FIFOs 240, 260 and 270 on NC 110a, and are
S cbnneeted and configured to provide parity covered
data transfers between the 8-bit data port of the
respective SCSI adaptors 542 and a 36-bit (32-bit plus
4 bits of parity) common data bus 550. The FIFOs 544
provide handshake, status, word assembly/disassembly
10 and speed matching FIFO buffering for this purpose.
The FIFOs 544 also generate and check parity for the
32-bit bus, and for RAID 5 implementations they
accumulate and check redundant data and accumulate

recovered data. ;
15 All of the SCSI adaptors 542 reside at a single
location of the address space of the microprocessor
510, as do all of the parity FIFOs 544. The
‘microprocessor 510 selécts individual controllers and
FIFOs for access in pairs, by first programming a pair
20 select register (not shown) to point to the desired
pair and then reading from or writing to the control
register address of the desired chip in the pair. The
microprocessor 510 communicatés with the contrel
registers on the SCSI adaptors 542 via the control bus
25 516 and an additional bidirectional buffer 546, and
communicates with the control registers on FIFOs 544
via the control bus 516 and a bidirectional buffer
552. Both the 5CSI adaptors 542 and FIFOs 544,emp10y
8-bit control registers, and register addressing of
3a the FIFOs 544 is arranged such that such registers
alias in consecutive byte locations. This allows the
microprocessor 510 to write to the registers as a
single 32-bit register, thereby reducing instruction

' overhead.

35 The parity FIFOs 544 are each configured in their
' ' Adaptec 6250 mode. Referring to the Appendix, the
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FIFOs 544 are programmed with the following bit
settings in the Data Transfer Configuration Register:

Bit Definition Setting
_ 0 WD Mode (0)
5 1 Parity Chip (1)

2 Parity Correct Mode (0)

3 8/16 bits CPU & PortA interface (0)

4 Invert Port A address 0 (1)

5 Invert Port A address 1 (1) 3
10 6 Checksum Carry Wrap (0)

7 Reset (0)

The Data Transfer Control Register is programmed as

follows:
15 Bit Definition Setting

o Enable PortA Req/Ack (1)

1 Enable PortB Req/Ack (1)

2 Data Transfer Direction as desired

3 CPU parity enable (0)
20 4 PortA parity enable (1)

5 PortB parity enable (1)

6 Checksum Enable (0)

7 PortA Master - (0)

In addition, bit 4 of the RAM Access Control

25 Register (Long Burst) is programmed for 8-byte bursts.

SCSI adaptors 542 each génerate a respective
interrupt signal, the status of which are provided to
microprocessor 510 as 10 bits of a 16-bit SCSI

) interrupt register 556. The SCSI interrupt register

30 556 is connected to the control bus 516.
Additionally, a composite SCSI interrupt is provided
through the MFP 524 whenever any one of the SCSI
adaptors 542 needs‘sérvicing.

An additional parity FIFO 554 is also provided in

35 the SP 114a, for message passing. Again referring to
the Appendix, the parity FIFO 554 is pxdgrammed with
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the following bit settings in the Data Transfer
Configuration Register: '

Bit Definition Setting
0 WD Mode (0)

5 1 Parity Chip . (1)
2 Parity Correct Mode (0)
3 8/16 bits CPU & PortA interface (1)
4 Invert Port A address 0 . (1)
5 Invert Port A address 1 (1)

10 6 Checksum Carry Wrap (0)
7 Reset (0)

The Data Transfer Control Register is programmed as

follows: '
Bit Definitio Setti

15 0 Enable PortA Req/Ack (0)
1 Enable PortB Req/Ack (1)
2 Data Transfer Direction as desired
3 CPU parity enable (0)
4 PortA parity enable (0)

20 5 "PortB parity enable (1)
6 Checksum Enable {0)
7 PortA Master (0)

In addition,  bit 4 of the RAM Access Control

Register (Long Burst) is prbgtammed for 8-byte bursts.

25 Port A of FIFO 554 is connected to the 16-bit
control bus 516, and port B is connected to the common

data bus 550. FIFQ 554 provides one means by which

the microprocessor 510 can communicate directly with

the VME bus 120, as is described in more detail below.

30 The microprocessor 510 manages data movement using
a set of 15 channels, each of which has an unique
status whic¢h indicates its current state. Channels
are implemented using a channel enable register 560
and a channel status register 562, both connected to

35 the control bus 516. The channel enable register 560
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is a 16-bit write-only register, whereas the channel
status register 562 is a 16-bit read-only register.
The two registers reside at the same address to
microprocessor 510. The microprocessor 510 enables a
5 particular channel by setting its respective bit in
channel enable register 560, and recognizes completion
of the specified opefation by testing for a "done" bit

in the. channel status register 562. The
microprocessor 510 then resets the enable bit, which
10 causes the respective "done" bit in the channel status

register 562 to be cleared.
The channels are defined as follows:
CHANNEL, FUNCTION
15 6:9 These channels control data movement to
and from the respective FIFOs 544 via the
common data bus 550. When a FIFO is
enabled and a request is received from
it, the channel becomes ready. Once the

.20 channel has been serviced a status of
done is generated.

11:10 These channéls control data movement between
a local data buffer 564, described below, and
25 the VME bus 120. When enabled the channel
becomes ready. Once the chahnel has been
serviced a status of done is generated.

12 When enabled, this channel causes the DRAM in
30 - local data buffer 564 to be refreshed based on
a clock which is generated by the MFP 524.
The refresh consists of a burst of 16 rows.
This channel does not generate a status of
done.
35
13 The mieroprocessor’s communication FIFO 554 is
serviced by this channel. When enable is set
and the FIFO 554 asserts a request then the
‘channel becomes ready. This channel generates
40 a status of done.

14 Low latency writes from microprocessor 510
onto the VME bus 120 are controlled by this
: ) channel. When this channel is enabled data is
45 ) moved from a special 32 bit register,
desoribed below, onto the VME bus 120. This
channel generates a done status.
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15. This is a null channel for which neither a

ready status nor done status is generated.
Channels are prioritized to allow servicing of the
5 more critical requests first. Channel priority is
assigned in a descending order starting at channel 14.
That is, in the event that all channels are requesting

service, channel 14 wil) be the first one served.
The common data bus 550 is coupled via a
10 bidirectional register 570 to a 36-bit junction bus
572. A second bidirectional register 574 connects the
junction bus 572 with the local data bus 532. Local
data buffer 564, which comprises IMB of DRAM, with
_ parity, is coupled bidirectionally to the junction bus
15 - 572. It is organized to provide 256K 32-bit words
" with byte parity. The SP l14a operates the DRAMs in
page mode to support a very high data rate, which
requires bursting of data instead of random single-
word accesses. It will be seen that the local data
20 buffer 564 is used to implement a RAID (redundant
array of inexpensive disks) algorithm, and is not used
for direct reading and writing between the VME bus 120

and a peripheral on one of the SCSI buses 540.

A read-only register 576, containing all zeros, is
25 also connected to the junction bus $72. This register
is used mostly for diagnostics, initialization, and
clearing of large blocks of data in system memory 116.
The movement of data between the FIFOs 944 and 554,
the local data buffer 564, and a remote entity such as
30 the system memory 116 on the VME bus 120, is all
controlled by a VME/FIFO DMA controller 580. The
VME/FIFO DMA controller 580 is similar to the VME/FIFO
DMA controller 272 on network controller 110a (Fig.
3), and is described in the Appendix. Briefly, it
35 includes a bit slice engine 582 and a dual-port static
RAM 584. One port of tHe dual-port static RAM 584
communicates over the.32-b1t microprocessor data bus
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512 with microprocessor 510, and the other port
communicates over a separate 16-bit bus with the bit

slice engine 582, The microprocessor 510 places
command parameters in the dual-port RAM 584, and uses
5 the channel enables 560 to signal the VME/FIFO DMA

controller 580 to proceed with the command. The
VME/FIFO DMA controller is responsible for scanning
the channel status and servicing requests, and
returning ending status in the dual-port RAM 584. The
10 dual-port RAM 584 is organized as 1K x 32 bits at the
32-bit port and as 2K x 16 bits at the 16-bit port. 2
example showing the method by which the microprocessor
510 controls the VME/FIFO DMA controller 580 is as
follows. First, ﬁhe microprocessor 510 writes into
15 the dual-port RAM 584 the desired command and
associated parameters for the desired channel. For
example, the command might be, “copy a block of data
from FIFO $44h out into a block of system memory 116
beginning at a specified VME address." Second, the
- 20 microprocessor sets the channel enable bit in channel

enable register 560 for the desired channel,
At the time the channel énable bit is set, the
appropriate FIFO may not yet be ready to send data.
Only when thé-VME/FIFO DMA controller 580 does receive
25 a "ready" status from the channel, will the controller
580 execute the command. In the meantime, the DMA
controller 580 is free to execute commands and move

data to or from other channels.

. When the DMA coantroller 580 does receive a status
30 of "ready* from the specified channel, the controller
fetchés the channel command and parameters from the
dual-ported RAM 584 and executes. When the ¢command is
complete, for example all the requested data has been
copied, the DMA céntroller writes status back into the

35 dual-port RAM 584 and asserts "done®" for the channel
in channel status register 562. The microprocessor
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510 is then interrupted, at which time. it reads
channel status register 562 to determine which channel
interrupted. The microprocessor 510 then clears the
channel enable for the appropriate channel and checks

5 the ending channel status in the dual-port RAM 584.

In this way a high-speed data transfer can take
place under the control of DMA controller 580, fully
in parallel with other activities being performed by
microprocessor 510. The data transfer takes place

10 "over busses different from microprocessor data bus
512, thereby avoiding any interference with
microprocessor instruction fetches.

The SP 114a also includes a high-speed register
590, which is coupled between the microprocessor data

15 bus 512 and the local data bus 532. The high-speed
register 590 is used to write a single 32-bit word to
an VME bus target with a minimum-of overhead. The
register is write wonly as viewed from the
microprocessor 510. In order to write a word onto the

20 VME bus 120, the microprocessor 510 first writes the
word inte the register 590, and the desired VME target
address into dual-port RAM 584. When the
microprocessor 510 enables the appropriate channel in
channel enable register 560, the DMA controller 580

25 transfers the data from the register 590 into the VME
bus address specified in the dual-port RAM 584, The
DMA controller 580 then writes the ending status to
the dual-port RAM and sets the channel ®"done® bit in
channel status register 562.

30 This procedure is very efficient for transfer of a
single word of data, but becomes inefficient for large
blocks of data. Transfers of greater than one word of
data, typically for message passing, are usually

-performed using the FIFO 554. '

35 The SP 114a also includes a series of registers

592, similar to the registers 282 on NC 110a (Fig. 3)
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and the registers 382 on FC 112a (Fig. 4). The

details of these registers are not important for an
understanding of the present invention.

N 5 STORAGE PROCESSOR OPERATION

The 30 SCSI disk drives supported by each of the
SPs 114 are visible to a client processor, for example
one of the file controllers 112, either as three
large, logical disks or as 30 independent SCSI drives,

10 depending on configuration. When the drives are
visible as three logical disks, the SP uses RAID 5
design algorithms to distribute data for each logical
drive on nine physical drives to minimize disk arm
contention. The tenth drive is left as a spare. The

15 RAID 5 algorithm (redundant array of inexpensive
drives, revision 5) is described in ®"A Case For a
Redundant Arrays of Inexpensive Disks (RAID)", by
Patterson et al., published at ACM SIGMOD Conference,
Chicagq, Ill., June 1-3, 1988, incorporated herein by

20  reference.

In the RAID 5 design, disk data are divided into
stripes.‘Data'stripes are recorded sequentialiy on
eight different disk drives. A ninth parity stripe,
the exclusive-or of eight data stripes, is recorded on

25 a ninth drive. If a stripe size is set to 8K bytes, a
read of 8K of data involves only one drive. A write of

8K of data involves two drives: a data drive and a

parity drive. Since a write requires the reading back

of old daté to generate a new parity stripe, writes

- 30 are also referred to as modify writes. The SP 1l14a
supports nine small reads to nine S8CSI drives

concurrently. When stripe size is set to 8K, a read of

64K of data starts all eight S8CSI drives, with each

drive reading one 8K stripe worth of data. The

35 parallel operation is transparent to the caller
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The parity stripes are rotated among the nine
drives in order to avoid drive contention during write
operations. The parity stripe is used to improve
availability of data. When one drive is down, the SP

5 1142 can reconstruct the missing data from a parity
stripe. In such case, the SP 114a is running in error
recovery mode. When a bad drive is repaired, the SP
114a can be instructed to restore data on the repaired
drive whiie the system is on-line.

10 When the SP 114a is used to attach thirty
independent SCSI drives, no parity stripe is created
and the client addresses each drive directiy.

The SP 1142 processes multiple messages
(transactions, commands) at one time, -up to 200

15 messages per second. The SP 1l14a does not initiate any
messages after initial system configuration. The
following SP 114a operations are defined:

01 No Op
02 Send Configuration Data
20 03 Receive Configuration' Data
05 Read and Write Sectors
06 Read and Write Cache Pages
07 IOCTL Operation
08 Dump SP 114a Local Data Buffer
25 09 Start/Stop A SCSI Drive
0G Inquiry ‘
OE Read Message Log Buffer
OF Set SP 114a Interrupt

The above transactions are described in detail in

30 the above-identified application entitled MULTIPLE
FACILITY OPERATING SYSTEM ARCHITEC’I‘DRE. For and !
understanding of the invention, it will be useful to
describe the function and operation of only two. of
these commands: read and write sectors, and read and

35 write cache pages.
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Read and Write Sectors

This command, issued usually by an FC 112, causes
the SP 114a to transfer data between a specified block
of system memory and a specified series of contiguous

S sectors on the SCSI disks. As previously described in
connection with the file controller 112, the
particular sectors are identified in physical terms.
In particular, the particular disk sectors are
identified by SCSI channel number {[0-9), SCSI IBP en

i0 that channel number (0-2), starting sector address on
the specified drive, and a count of the number of
sectors to read or write. The SCSI channel number is

‘zere if the SP 114a is operating under RAID 5.
The SP 114a can execute up to 30 messages on the 30
1% SCSI drives simultaneously. Unlike most of the
commands .té an SP 114, which are processed by
‘microprocessor 510 as soon as they appear on the
command FIFO 534, read and write éectors commands (as
well as read and write cache memory commands) are
20 first sorted and queued. Hernce, they are not served

‘ in the order of arrival,

When a disk .access command arrives, the
microprocessor 510 determines which disk drive is§
targeted and inserts the message in a queue for that

25 disk drive sorted by the target sector address. The
' microproaeséor 510 executes commands on all the queues
simultaneously, in the order present in the queue for
each disk drive. In order to minimize disk arm
movements, the microprocessor 510 moves back and forth
30 among queue entries in an elevator fashion.

If ro error conditions are detected from the SCSI
disk drives, the command is completed normally. When
a data check error condition occurs and the SP 114a is
configured for RAID 5, recovery actions using

35 redundant data begin automatically. When a drive is
’ down while the SP 114a is configured for RAID 5,
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recovéry actions similar to data check recovery take
place.
Read/Wrijte Cache Pages
5 This command is similar to read and write sectors,

except that multiple VME addresses are provided for
transferring disk data to and from system memory 116.
Each VME address points to a cache page in system
_ memory 116, the size of which is also specified in the
10 command. When transferring data from a disk to system
memory 116, data vare. scattered to different cache
pages; when writing data to a disk, data are gathered
from different cache pages in ‘system memory 116.
Hence, this operation is referred to as a scatter-

15 gather function.

The target sectors on the SCSI disks are specifiedb
in the command in physical terms, in the same manner
that they are specified for the read and write sectors
command. Termination of the command with or without

20 error conditions is the same as for the read and write
settors command.

The dual—port'RAM‘584 in the DMA .controller 580
maintains a separate set of commands for each channel
controlled by the bit slice engine 582. As each

25 channel completes its previous ‘operatibn, the
'~ microprocessor 510 writes a new DMA 6peration inte the
dual-port RAM 584 for that channel in order to satisfy
the next operation on a disk elevator gqueue.

The commands written to the DMA controller 580

30 - include an operation code and a code indicating
whether the operation is to be performed in non-block
mode, in standard VME block mode, or in enhanced block
mode. The operation codes supported by DMA controller
580 are as follows:
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QP CODE QPERATION
o NO-OP

5 1 ZEROES -> BUFFER Move zeraos from zeros
register 576 to local
data buffer 564.

2 ZERQES -> FIFO Move zeros from zeros
10 register 576 to the
‘ currently selected
FIFO on common data
bus 550. :

15 3 ZEROES -> VMEbus Move zeros from zeros
register 576 out onto
the VME bus 120.
Used for initializing
cache buffers in

20 . system memory 116.

4 VMEbus -> BUFFER Move data from the

VME bus 120 to the

local data buffer

25 . 564. This operation
ds used during a

write, to move target

data intended for a

down drive into the

30 : buffer for
participation in
redundancy
generation. Used

. only for RAID 5

35 application.

5 VMEbus ~-> FIFO New data to Dbe

written from VME bus
- onto a drive. Since
40 RAID S requires
' redundancy data to be
generated from data
that is buffered in
: local dAata Dbuffer
45 564, this operation
will be used only if
the SP 114a is not
configured for RAID
5.

50 6 VMEbus -> BUFFER & FIFO
Target data is moved from
VME bus 120 to a 8CSl
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device and is also
captured in the local data
buffer 564 for
participation in
redundancy generation.
Used only if SP 114a is
configured for - RAID 5

operation.

-> VMEbus This operation is not
used.

-> FIFO Participating data is

transferred to create
redundant data or
recovered data on a

disk drive. Used
only in RAID S
applicatioens.

-> VMEbus This operation is

used to move target
data directly from a
disk drive onto the
VME bus 120.

-> BUFFER Used to move
participating data
for recovery and
modify operations.
Used only in RAID 5
applications.

-> VMEbus & BUFFER
This operation is used to
save target data for
participation in data
recovery. Used only in
RAID 5 applications.

Fig. 6 provides a simplified block fliagram of the
preferred architecture of one of the system memory

cards 116a. Each of the other system memory cards are

the same. Each memory card 116 operates as a slave on
the enhanced VME bus 120 and therefore requires no on-
board CPY. Rather, a timing control block 610 is
sufficient to provide the necessary slave control
operations. In particular, the timing control bleck
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610, in response to control signals from the control
portion of the enhanced VME bus 120, enables a 32-bit
wide buffer 612 for an appropriate direction transfer
of 32-bit data between the enhanced VME bus 120 and a
) multiplexer unit 614. ‘The multiplexer 614 provides a
multiplexing and demultiplexing function, depending on
data transfer direction, for a six megabit by seventy-
two bit word memory array 620. An error correction
code (ECC) generation and testing unit 622 is also
10 connected 'to the multiplexer 614 to generate or
verify, again depending on transfer direction, eight
bits of ECC data. The status of ECC verification is
provided back to the timing control block 610.

15 ENHANCED VME BUS PROTOCOL

VME bus 120 is physically the same as an ordinary
VME bus, but each ¢f the NCs and SPs include
additional circuitry and firmwére for transmitting
datd using an énhanced VME block transfer protocoi.
20 The enhanced protocol is described in detail in the
above-identified application entitled ENHANCED VMEBUS
PROTOCOL UTILIZING PSEUDOSYNCHRONOUS HANDSHAKING AND
BLOCK MODE DATA TRANSFER, and summarized in the
Appendix hereto. Typically transfers of LNFS file
25 data -bétween NCs and system memory, or between SPs and
. system memory, and transfers of packets being routed
from one NC to another through system memory, are the
only types of tfansfers that use the enhanced protocol
in server 100. All other data transfers on VME bus
30 120 use either conventional VME block 'tranéfer

protocols or ordinary non-block transfer protocols.

MESSAGE PASSING
As is evident from the above description, the
35 @ifferent processors in the server 100 communicate

with each other via certain types of messages. 1In
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softwére, these messages are all handled by the
messaging kernel, described in detail in the MULTIPLE
FACILITY OPERATING SYSTEM ARCHITECTURE application
cited above. In hardware, they are implemented as
5 follows.
Each of the NCs 110, each of the FCs 112, and each
of the SPs 114 includes a command or communication
FIFO such as 290 on NC 110a. The host 118 also
includes a command FIFO, but since the host is an
10 unmodified purchased processor board, the FIFO is
emulated in software. The write port of the command
PIFO in each of the processors is directly addressable
from any of the other processors over VME bus 120.
Similarly, each of the processors except SPs 114
15 also includes shared memory such as CPU memory 214 on
NC 110a. This shared memory is also directly
addressable by any of the other processors in the
server 100. .
If one processor, for example network controller
20 110a, is tof@epd a message or command to a .second
processor, for example file controller 112a, then it
does so as follows. First, it forms the .message in
its own shared memory (e.g., in CPU memory 214 on NC
110a). Second, the mnmicroprocessor in the sendirig
25 - processor directly writes a message descriptor into
the command FIFO in the receiving processor. For a
command being sent from network controller 110a to
file controller 112&, the microprocessor 210 would
perform the write via bufféer 284 on NC 110a, VME bus
30 . 1120, and buffer 384 on file contioller 112a.
The command descriptor is a ,single 32-bit word
containing in its high order 30 bits' a VME address
indicating the start of a quad-aligned message in the

sender’'s shared memory. The 1low order two bits
35 indicate thé message type as follows:
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Type = DRescription

0 Pointer to a new message being sent
1 Pointer to a reply message
2 Pointer to message to be forwarded
5 3 Pointer to message to be freed; also
. message acknowledgment
All messages are 128-bytes long.
" "When the receiving processor reaches the command
descriptor on its command FIFO, it directly accesses
10 the sender’s shared memory*and copies it into the

receiver’'s own local memory. For a command issued
from network controller 110a to file controller 112a,
this would be an ordinary VME block or non-block mode
transfer from NC CPU memory 214, via buffer 284, VME
15 bus 120 and buffer 384, into FC CPU memoxry 314. The
FC microprocessor 310 directly accesses NC CPU memory
214 for this purpose over the VME bus 120.
When the receiving processor has received the
command and has completed its work, it sends a reply
20 message back to the sending processor, The reply
message may be no more than the original command

message unaltered, or it may be a modified version of

that message or a completely new message. "If the
reply message is not identical to the'original command
25 message, then the receiving processor directly

accesses the original sender’s shared memory to modify
the briginal_Acommand message Or overwrite it
completely. For replies from the FC 112a to the NC

110a, this involves an ordinary VME block or non-
30 block mode transfer from the FC 112a, via buffer 384,
VME bus 120, buffer 284 and inta NC CPU memory 214.
Again, the FC microprocessor 310 directly accesses NC
CPU memory 214 for this purpose over the VME bus 120.
Whether or not the original command message has
35 been changed, the receiving processor then writes a
reply message descriptor directly into the original
sender’'s command FIFO. The reply message descriptor
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contains the saﬁe VME address as the original command
message descriptor, and the low order two bits of the
word are modified to indicate that this is a reply
message. For replies from the FC 112a to the NC 110a,
5 the message descriptor write is accomplished by
microprocessor 310 directly accessing command FIFO 290
via buffer 384, VME bus 120 and buffer 280 on the NC.
Once this is done, the receiving processor can free
the buffer in its local memory containing the copy of
10 the command message.

When the original sending processor reaches the
reply message descriptor on its command FIFO, it wakes
up the process that originally sent the message and
permits it to continue. After examining the reply

15 message, the original sending processor can free the
original c¢ommand message buffer in its. owh local
shared memory. .

As mentioned above, network controller 110a uses

the buffer 284 data path in order to write message

20 descriptors onto the VME bus 120, and uses VME/FIFO
DMA contraoller 272 together with parity FIFO 270 in
order to copy messages from the VME bus 120 into CPU
memory 214. bther processors read from CPU memory 214
using the buffer 284 data path. ‘ ‘

25 File controller 112a writes message descriptors
onto the VME bus 120 using the buffer 384 data path,
and copies messages from 6ther processors’ shared
memory via the same data path. Both take place under
the control of microprocessor 310. Other processors

30 copy messages from CPU memory 314 also via the buffer
384 data path.

Storage processor 114a writes message descriptors
onto the VME bus using high-speed register 590 in the
manner described above, and copies messages from other

35 processors using DMA controller 580 and FIFO 554. The
SP 114a has no shared memory, however, so it useé a
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~ buffer in system memory 116 to emulate that function. That is, before it writes a
message descriptor into another processor’s command FIFO, the SP 114a first copies
the message into its own previously allocated buffer in system memory 116 using
DMA controller 580 and FIFO 5§54. The VME address included in the message
5 descriptor then reflects the VME address of the message in system memory 116.

In summary, the embodiments of the present invention involve a new, server-
specific I/0 architecture that is optimised for a Unix file server’s most common
actions — file operations. Roughly stated, a file server architecture is provided which

10 comprises one or more network controllers, one or more file controllers, one or
more storage processors, and a system or buffer memory, all connected over a
message passing bus and operating in parallel with the Unix host processor. The
network controllers each connect to one or more network, and provide all protocol
processing between the network layer data format and an internal file servér format

1S for communicating client requests to other processors in the server. Only those data
packets which cannot be interpreted by the network cdntrollers, for example client
requests to run a. client-defined program on the server, are transmitted to the Unix
host for processing. Thus the network controllers, file controllers and storage
processors contain only small parts of an overall operating systéfn, and each is
20 optimised for the particular type of work to which it is dedicated.

Client requests for file operations ar€ transmitted to one of the file controllers

reos

vous which, independently of the Unix host, manages the virtual file system of a mass
storage device which is coupled to the storage processors. The file controllers may

25 also control data buffering between the storage processors and the network
controllers, through the system memory. The file controllers preferably each include
a local buffer memory for caching file control information, separate from
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the system memory for caching file data. Additionally, the network controllers, file
processors and storage processors are all designed to avoid any instruction fetches
from the system memory, instead keeping all instruction memory separate and local.
This arrangement eliminates contention on the backplane between microprocessor
S instruction fetches and transmissions of message and file data.

The invention has been described with respect to particular embodiments
- thereof, and it will be understood that numerous modifications and variations are
possible within the scope of the invention.
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APPENDIX A
VME/FIFO DM3 Controller
In storage processor 1l4a, DMA controller 580
S . manages the data path under the direction of the

microprocessor 510. The DMA controller 580 is a

micfocoded 16-bit bit-slice implementation executing

pipelined instructions at a rate of one each 62.5ns.

It is responsible for scanning the channel status 562

10 _ and servicing request with parameters stored in the

dual-ported ram 584 by the microprocessor 510. Ending

status is returned in the raﬁ 584 and interrupts are
generated for the microprocessor 510.

Control Store. The g¢ontrol store contains the

15 microcoded instructions which <control the DMA

controller 580. The control store consists of 6 1K x

'8 proms configured to yield a 1K x 48 bit microworad.

Locations within the control store are addressed by

the sequencer and data is presented at the input of

20 the pipeline registers. ' |

' Sequencer. The sequencer controls program flow by

generating control store addresses based upon pipeline

data and variQus status bits. The control store

address consists of 10 bits. Bits 8:0 of the cohtrol

25 store address derive from a. multiplexer having as its

inputs either an ALU ouﬁput &r the output of an

incrementer. The incrementer can be preloaded with

pipeline register bits 8:0, or it can be incremented

as a result of a test condition. The 1K address range

30 is divided into two pages by a latched flag such that

the microprogram can execute from either page.

Branches, however remain within the selected page.

‘Conditional sequencing is performed by having the test

condition increment the pipeline provided address. A

35 false condition allows execution from the pipeline

' address while a true condition causes exebuﬁign from
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the address + 1. The alu output is selected as an
address source in order to directly vector to a
routine or in order to return to a calling routine.
Note that when calling a subroutine the calling

5 routine must reside within the same page as the
subroutine or the wrong page will be selected on the
return.

ALU. The alu comprises a single IDT49C402A

integrated circuit. It is 16 bits in width and most

10 closely resembles four 2901s with 64 registers. The

alu is used primarily for incrementing, decrementing,

addition and bit manipulation. All necessary control

signals originate in the control store. The IDT HIGH

PERFORMANCE CMOS 1988 DATA BOOK, incorporated by

15 reference herein, contains additional information
about the alu. '

Microword. The 48 bit microword comprises several

fields which control wvarious functions of the DMA

controller 580. The format of the microword is defined

20 below along with mnemoni¢cs and a description of each
function.
AI<8:0> 47:39 (Alu Instruction bits 8:0) The AI

bits provide the instruction for the
'49C402A alu. Refer to the IDT data

25 book for a complete definition of
the alu instructions. Note that the
19 signal input of the 49C402A is
always low. ‘

30 CIN 38 (Carry INput) This bit forces the

carry input to the alu.
RA<5:0> 37:32 (Register A address bits 5:0) These
bits select one of 64 registers as
.35 the “A® operand for the alu. These

bits also provide literal bits 15:10
for the alu bus.

RB<5:0> 31:26 (Register B address bits 5:0) These
40 bits select one of 64 registers as
the “B" operand for the alu. These
bits also provide literal bits 9:4
for the alu bus.
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LFD 25 (Latched Flag Data) When set this bit
causes the selected latched flag to be
set. When reset this bit causes the
selected latched flag to be cleared. This
bits also functions as literal bit 3 for
the alu bus.

LFS<2:0> 24:22 (Latched Flag.Select bits 2:0) The
meaning of these bits is dependent
upon the selected source for the alu
bus. In the event that the literal
field 1is selected as the bus source
then LFS<2:0> function as 1literal
bits <2:0> otherwise the bits are
used to select one of the latched
flags.

LFS<2:0> SELECTED FLAG
0 This value selects a null flag.
1 When set this bit enables the

buffer clock. When reset this
bit disables the buffer clock.

2 When this bit is cleared VME
bus transfers, buffer
operations and RAS are all
disabled.

3 NOT USED

4 When set this bit enables VME
bus transfers.

5 ‘When set this bit enables
buffer operations.

6 When set this bit asserts the
row address strobe to the dram
buffer,

7 When set this bit selects page

0 of the control store.

SRC<1,0> 20,21 (alu bus SouRCe select bits 1,0)
These bits select thé data source to
be enabled onto the alu bus.
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SRC<1.0> Selected Source
0 alu
1 dual ported ram
5 2 literal
3 . reserved-not defined
PF¢2:0> 19:17 (Pulsed Flag select bits 2:0) These
bits select a flag/signal to be
10 pulsed. :
PF<2:0> Flag
0 null
15
1 SGL_CLK
generates a single transition
of buffer clock.
20 2 SET_VB
forces vme and buffer enable to
be set.
. 3 CL_PERR
25 clears buffer parity error
status.
4 SET_DN
set channel done status for the
30 _ currently selected channel.
5 INC_ADR
idcrement dual ported ram
address. i
35
6:7 RESERVED < NOT DEFINED

DEST<3:0> 16¢13 {DESTination select bits 3:0) These
bits select one of 10 destinations

40 ' to be lbéaded from the alu bus.
DEST<3:0> Destination
: 0 null
45
1 WR_RAM

causes the data on the alu bus
to be written to the dual
ported ram.

50 DP<1S5:0> -> ram<15:0>

2 WR_BADD:
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loads the data from the alu bus
into the dram address counters.

© D<14:7> -> mux addr<8:0>
5 3 WR_VADL

loads the data from the alu bus
into the least significant 2
bytes of ‘the VME address
register.

10 D<15:2> -> VME addr<15:2>
D1 -> ENB_tional registers
D<15:2> -> VME addr<15:2>
D1 -> ENB_ELd
DO -> ENB_BLK

15

' 4 WR_VADH
loads the most significant 2
bytes of the VME address
register.

20 D<15:0> -> VME addr<31:16>

5 WR_RADD
loads the dual ported ram
address counters.
- 25 . DP<10:0> ~> ram addr <10:0>

6 WR_WCNT
loads the word ccunters.
D15 © -> count enable*
30 _ D<14:8> -> count <6:0>

7 WR_CO
loads the co-channel select
register,
35 D<7:4> -> CO<3:0y

8 WR_NXT
loads the next-channel select
. register.
40 D<3:0> ~> NEXT<3:0>

9 WR_CUR
loads the current-channel
- select register.
45 D<¢3:0> -> CURR <3:0>

10:14 RESERVED « NOT DEFINED
15 JUMP ‘
S50 : causes the cantrol store
‘sequencer to select the alu

data bus. :
‘D<8:0> -> T5_A<8:0>
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(TEST condition select bits 3:0)
Select one of 16 inputs to the test
multiplexor to be used as the carry
input to the incrementer.

o O U b

14:

15

10

FALSE
TRUE
ALU_COUT
ALU_EQ
ALU_OVR
ALU_NEG
XFR_DONE
PAR_ERR
TIMOUT
ANY_ERR
RESERVED
CH_RDY

-always false
-always true

-carry output of alu
-equals output of alu
~alu overflow

-alu negative
-transfer complete
~huffer parity error
-bus operation
timeout

~any error status

~-NOT DEFINED

-next channel ready

NEXT_2A<8:0> 8:0 (NEXT Address bits 8:Q) Selects an
instructions from the curreént page of the
control store for exeéecution.

Dual Ported Ram.

medium by which command,

The dual ported ram is the

parameters and status are

communicated between the DMA controller 580 and the
microprocessor 510. The ram is organized as 1K x 32 at
the master port and as 2K x 16 at the DMA port. The
ram may be both written and read at either port. '
The ram is addressed by the DMA controller 580 by
loading an 11 bit address into the address counters.
Data is then read inhto bidirectional registers and the
address counter is incremented to allow read of the

next location.
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Wriiing the ram is accomplished by loading data
from the processor into the registers after loading
the ram address. Successive writes may be performed
on every other processor cycle.

5 The ram contains current block pointers, ending
status, high speed bus address and parameter blocks.
The following is the format of the ram:

OFFSET 31 Q
10 0 ICURR POINTER 0 | STATUS 0 |
& 1 INITIAL POINTER 0 |
15 :
56 ICURR POINTER B { STATUS B |
sc 1 INITIAL POINTER B :
20 60 | not used 1 mot used |
64 | not used | not used. I
25 68  |CURR POINTER D | STATUS D |
6C | INITIAL POINTER B |
70 | not used | STATUS E |
3 74 |HIGH SPEED BUS ADDRESS 31:21010]
U PARAMETER BLOCK 0 |
s . T U
e T e T
40 The Initial Pointer is a 32 bit value which points

.the first command block of a chain. The current
pointer is a sixteen bit value used by the DMA
controller 580 to point to the ¢urrent command block.
The current command block pointer should be
45 initialized to 0x0000 by the microprocessor 510 before
enabling the channel. Upon detecting a value of 0x0000
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in the.current block pointer the DMA controller 580

will copy the lower 16 bits from the initial pointer

to the current pointer. Once the DMA controller 580

has completed the specified bperations for the
5 parameter block the current pointer will be updated to

point to the next block. In the event that no further

parameter blocks are available the pointer will be set

to 0x0000.

The status byte indicates the ending status for the

10 last channel operation performed. The following status

bytes are defined:

STATUS MEANING

0 NO ERRORS
1 ILLEGAL OP CODE
15 2 BUS OPERATION TIMEOUT
3 BUS OPERATION ERROK
4 DATA PATH PARITY ERRQR
The format of the parameter block is:
OFFSET - 31 0
20
0 } FORWARD LINK ' ]
4 ! NOT USED 1 WORD COUNT !
25 8 | VME ADDRESS 31:2, ENH, BLK H
¢ TERM 0 [ OP 0 | BUF ADDR 0 {
30 .
C+(4Xn) | TERMn | OPn | BUF ADDR n!
35
FORWARD LINK - The forward link points to the first
word of the next parameter block for execution. It
allows several parameter blocks to be initialized and
40 chained tb crédte & séquence of operations for:
execution. The forward pointer has the following
format:
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A31:A2,0,0
The format dictates that the parameter block must
start on a quad byte boundary. A pointer of 0x00000000
is a speciai case which indicates no forward 1link
5 exists. .
WORD COUNT - The word count specifies the number of
quad byte words that are to be transferred to or from
each buffer address or to/from thé VME address. A word
count of 64K words may be specified by initializing
10 the word count with the value of 0. The word count has
the foliowing format:
|D15|D14]D13|D12|D11|D10}D9|D8|D7|D6|D5|D4|D3}D2|D1|DO|

The word count is updated by the DMA controller 580
at the completion of a transfer to/from the last
15 specified buffer address. Word count is not updated
‘ after transferring to/from each buffer addréss and is
therefore not an accurate indicator of the total data
moved to/from the %ufferh Wbrd count represents the
amount of data transferred to the VME bus or one of

20 the FIFOs 544 or 554. !
VME ADDRESS - ' The VME address specifies the
starting address for .data transfers. Thirty bits
allows the address to §tartvat ény quad byte boundary.

25 ENH - This bit when set selects the enhanced block
transfer protocol <described in the above-cited
ENHANCED VMEBUS PROTOCOL UTILIZING PSEUDOSYNCHRONOUS
HANDSHAKING AND'BLOCKAMODE DATA TRANSFER application,
to be used during the VME bus transfer. Enhanced

30 protocél will be disabled automatically when
performing any transfer to or from 24 bit or 16 bit
address space, when the starting address is not 8 byte
aligned or when the word count is not even.

BLK ~ This bit when set selects the conventional

35 VME bleck mode protocol to be uged during the VME bus
transfer. Block mode will be disabled automatically
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when performing any transfer to or from 16 bit address
space. .
BUF ADDR - The buffer address specifies the
starting buffer address for the adjacent operation.
5 Only 16 bits are available for a 1M byte buffer and as
a result the starting address always falls on a 16
byte boundary. The programmer must ensure that the
starting address is on a modulo 128 byte boundary. The
buffer address is updated by the DMA contrbllex 580
10 after completion of each data burst.
|A19|A18|A17|A16]A15|A14|A13|A12|AT11|A10|A9|AB|A7|AG|AS|A4|
TERM - The last buffer address and operation within
a parameter block is identified by the terminal bit.
The DMA controller 580 continues to fetch buffer
15 addresses and operations to perform until this bit is
encountered. Once the last operation within the
parameter Dblock is executed the word counter is
updated and if not equal to zero the series of
operations is repeated. Once the word counter reaches
20 zero the forward link pointer is used to access the
next parameter block.
. 10{0}010{0{010}0}T!
OP - Operations are specified by the op code: The
op code byte has the following format: )
25 101010!0}0P310P2{0P1!0OPO! ' '
" The op codes are listed below ("FIFO" refers to any of
the FIFOs 544 or 554):
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OP CODE  OPERATION
0 NO-OP
1 ZEROES -> BUFFER
2 ZEROES ~-> FIFO
5 3 ZEROES -> VMEbus
4 VMEbus -> BUFFER
5 VMEbus -> FIFO
6 VMEbus -> BUFFER & FIFO
B 7 BUFFER -> VMEbus
10 8 BUFFER -> FIFO
-9 FIFO -> VMEbus
A FIFO -> BUFFER ,
B FIFO -> VMEbus & BUFFER
c RESERVED
15 D RESERVED
E RESERVED
F RESERVED
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APPENDIX B
Enhanced VME Block Transfer Protocol
The enhanced VME block transfer protocol is a
VMEbus compatible pseudo-synchronous fast transfer
S handshake protocol for use on a VME backplane bus
having a master functional module and a slave
functional module logically interconnected by a data
transfer bus. The data transfer bus includes a data
strobe signal line and a data transfer acknowledge
10 signal line. To accomplish the handshake, the master
transmits a data strobe signal of a given duratiol on
‘the data strobe line. The master then awaits the
reception of a data transfer acknowledge signal from
the slave module on the data transfer acknowledge
15 signal line. The slave then responds by transmitting
data transfer acknowledge signal of a given duration
on the data transfer acknowledge signal line.
- Consistent with the pseudo-synchronous nature of
the handshake protocol, the data to be transferred is
20 referehced to o6nly one signal depending upon whether
the transfer operation is a READ or WRITE operation.
In transferring data from the master functional
unit t6 the slave, the master broédcasts the data to
be transferred. The master asserts a data strobe
25 signal and the slave, in response to the data strobe
signal, captures the data broadcast by the master.
Similarly, in transferring data from the slave to the
master, the slave broadcasts the data to be
transferred t6 the master unit. - The slave then
- 30 asserts a data transfer acknowledge signal and the
master, in response ta the data transfer acknowledge
signal, captures the data broadcast by the slave.
The fast transfer protocol, while not essential to
the present invention, facilitates the rapid transfer
35 of large amounts. of data across a VME backplane bus by
substantially increasing the data transfer rate.
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These data rates are achieved by using a handshake
wherein the data strobe and data transfer acknowledge
signals are functionally decoupled and by specifying
high current drivers for all data and control lines.
S The enhanced pseudo-synchronous method of data
transfer (hereinafter referred to as "fast transfer
mode*) 1is implemented so as to comply and be
compatibhle with the IEEE VME backplane bus standard.
The protocol utilizes user-defined address madifiers,
10 defined in the VMEbus standard, to indicate use of the
fast transfer mode. Conventional VMEbus functional
units, capable only of implementing standard VMEbus
protocols, will ignore transfers made using the fast
transfer mode and, as a result, are fully compatible
15 with functional units capable of implementing the fast
' transfer mode.

The fast transfer mode reduces fhe number 'of bus
propagations required to accomplish a handshake from
four propagations, as required under conventional

20 VMEbus protocols, to only two bus propagations.
Likewise, the number of bus propagations required to
effect a BLOCK READ or BLOCK WRITE data transfer is
reduced. Consequently, by reducing the propagations
across the VMEbus to accomplish handshaking and data

25 transfér functions, the transfer rate is materially

’ increased.

The enhanced protocol is described in detail in the
above-cited ENHANCED VMEBUS PROTOCOL application, and
will only be summarized here. Familiarity with the

30 conventional VME bus standards is assumed.

In the fast transfer mode handshake protocol, only
two bus propagations are used to accomplish a
handshake, xather than four as required by the
conventional protocol. At the initiation of a data

338 transfer cycle, the master will assert and deassert
DSO* in the form of a pulse of a given duration. The
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deassertion of DSO* is accomplished without regard as
to whether a response has been received from the
slave. The master then waits for an acknowledgement
" from the slave. Subsequent pulsing of DSO0* cannot
5 occur until a responsive DTACK* signal is received
from the slave. Upon receiving the slave'’s assertion
of DTACK*, the master can then immediately reassert
data strobe, if so desired. The fast transfer mode
protocol does not require the master to wait for the
1a " deassertion of DTACK* by the slave as a condition
precedent to subsequent assertions of DSO*. In the
fast transfer mode, only the leading edge (i.e., the
assertion) of "a signal is significant. Thus, the
deassertion of either DSO* or DTACK* is completely
15 irrelevant for completion of a handshake. The fast
transfer protocol does not employ the DS1* line for
data strobe purposes at all.

The fast transfer mode protocol may be
characterized as pseudo-synchronous as it includes
20 - both synchronous and asynchrbnous aspects. The fast
transfer mode protocol is synchronous in character due
to the fact that DSO* is asserted and deasserted
without regard to a response from the slave. The
asynchronous aspect of the fast transfer mode protocol
25 is attributable to the fact that the master may not
subsequéntly assert DSO* until a response to the prior
strobe is received from the slave. Consequently,
because the protocol includesAhoth synchronous and
asynchronous components, it is most aecurately

.30 classified as ®"pseudo-synchronous."
The transfer of data during a BLOCK WRITE c¢ycle in
the fast transfer protocol is referenced only to DSO*.
The master first broadcasts valid data to the slave,
' and then asserts DSO to the slave. The slave is given
" 35 a predeternmined period of time after the assertion of
DSO* in which to capture the data. Herce, ¢lave
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modules must be prepared to capture data at any time,
as DTACK* is not referenced during the transfer cycle.

Similarly, the transfer of data during a BLOCK READ
cycle in the fast transfer protocol is referenced only

5 to DTACK*. The master first asserts DSO*. The slave
then broadcasts data to the master and then asserts
DfACK*. The master is given a predetermined period of
timeafter the assertion of DTACK in which to capture
the data. Hence, master modules must be prepared to

10 capture data at any time as DSO is not referenced
during the transfer cycle.

Fig. 7, parts A through C, is a flowchart
illustrating the operations involved in accomplishing
the fast transfer protocol BLOCK WRITE cycle. To

15 initiate a BLOCK WRITE cycle, the master broadcasts
the memory address of the data to be transferred and.
the address modifier across the DTB bus. The master
also drives interrupt acknowledge signal (IACK*) high

~and the LWORD* signal low 701. A special address

20 modifier, for example °1F,* broadcast by the master
indicates to the slave module that the fast transfer
protocol will be used to accomplish the BLOCK WRITE.

The starting memory address of the data to be
transferred should reside on a 64-bit boundary and the

25 size of block of data to be transferred should be a
multiple of 64 bits. In order to remain in compliance
with the VMEbus standard, the block must not cross a
256 byte boundary without performing a new address
cycle.

30 The slave modules connected to the DTB receive the
address and the address modifier broadcast by the
master across the bus and receive LWORD* low and IACK*
high 703. Shortly after broadcasting the address and
address modifier 701, the master drives the AS* signal

35 low 705. The slave modules receive the AS* low signal
707. Each slave 1ndi§idua11y determines whether it
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will participate in the data transfer by determining

whether the broadcasted address is valid for the slave

in question 709. If the address is not valid, the

data transfer does not involve that particular slave

5 and it ignores the remainder of the data transfer
cycle. ‘

The master drives WRITE* low to indicate that the

transfer cycle about to occur is a WRITE operation .

711, The slave receives the WRITE* low signal 713

10 and, knowing that the data transfer opération is a
WRITE operation, -awaits receipt of a high fo low
transition on the DS0* signal line 715. The master

" will wait until both DTACK* and BERR* are high 718,
which indicates that the previous slave is no longer

15 driving the DTB.

The master proceeds to place the first segment of
the data to be transferred on data lines D00 through
D31, 719. After placing data on D00 through D31, the
master drives DSO* low 721 and, after a predetermined

20 interval, drives DSO* high 723.

' In response to the transition of DSO* from high to
1ow, respectively 721 and 723, the slave latches the
data being transmitted by the master over data lines
DOO through D31, 725. The master- places the next

25 segment of the data to be transferred on data lines
D00 through D31, 727, and awaits receipt of a DTACK*
signal in the forn of a high to low transition signal,
729 in Fig. 7B. '

Referring to Fig. 7B, the slave then drives DTACK*

30 low, 731, and, after a predetermined period of time,
drives DTACK high, 733. The data latched by the
slave, 725, is written to a device, which has been

selected to store the data 735. The slave also
increments the device address 735. The slave then

35 waits for another transition of DSO* from high to low
737.
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To cbmmence the transfer of the next segment of the
block of data to be transferred, the master drives
DSO* low 739 and, after a predetermined period of
time, drives DSO* high 741. In response to the

-] transition of DSO* from high to low, respectively 739
-and 741, the slave latches the data being broadcast by
the master over data lines D00 through D31, 743. The
master places the next segment of the data to be
transferred on data lines D00 through D31, 745, and

10 awaits receipt of a DTACK* signal in the form of a
high to low transition, 747.

The slave theh drives DTACK* low, 749, angd, aftér
a predetermined period of time, drives DTACK* high,
751. The data latched by the slave, 743, is written

15 to the device selected to store the data and the
device address is incremented 753. The slave waits
for another transition of DSO* fromt high to low 737.
The transfer of data will continue in the above-
described manner until all of the data has been
- 20 transferred from the master to the slave. After all
of the data has beén transferred, the master will
release the address lines, address modifier lines,
data lines, IACK* line, LWORD* 1line and DS0* line,
755. The master will then wait for receipt of a
25 DTACK* high to low tramsition 759. The slave will
" drive DTACK* low, 759 and, after a predetermined
period of time, drive DTACK* high 761. In response to
the receipt of the DTACK* high to low transition, the
master will drive AS* high 763 and then release the
30 AS* line 76S.

Fig. 8, parts A through C, is a flowchart
illustrating the opérations involved in accomplishing
the fast transfer protocol BLOCK READ cycle. To
initiate a BLOCKVREAD4cycIe, the master broadcasts the

35 memory address of the data to be transferred and the
address modifier across the DTB bus 801. The master
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drives the LWORD* signal low and the IACK* signal high
801, As noted previously, a special address modifier
indicates to the slave module that the fast transfer
protocol will be used to accomplish the BLOCK READ.

5 The slave modules connected to the DTB receive the
address and the address modifier broadcast by the
master across the bus and receive LWORD* low and IACK*
high 803. Shortly after broadcasting the address and
address modifier 801, the master drives the AS* signal

10 low 805. The slave modules receive the AS* low signal
807. Each slave individually determines whether it
will participate in the data transfer by determining
whethef the broadcasted address is valid for the slave
"in question 809. If the address is not valid, the

15 data transfer does not involve that particular slave
and it ignores the remainder of the data transfer
cycle.

The master drives WRITE* high to indicate that the
transfer cycle about to occur is a READ operation 811.

20 The slave receives the WRITE* high signal 813 and,
knowing that the data transfer operation is a READ
operation, places the first segment of the data to be
transferred on data lines DOO through D31 819. The
master will wait until bhoth DTACK* ard BERR* are high

25 818, which indicates that the previous slave is no
longer driving the DTB.

The master then 8rives DSO* low 821 and, after a
predetermined interval, drives DSO* high 823. The
master then awaits a high to low transition on the

30 DTACK* signal line 824. As shown in Fig. 8B, the
slave then drives the DTACK* signal low 825 and; after
a predetermihed period of time, drives the DTACK*
signal high 827. '

In response to the transition of DTACK* from high

35 to low, respectively 825 and B27, the master latches
the data being transmitted by the slave over data
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lines DOO through D31, 831. Thé data latched by the
master, 831, is written to a device, which has been
selected to store the data the device address is
incremented 833.
5 The slave places the next segment of the data to be
' transferred on data lines D00 through D31, 829, and
then waits for another transition of DSO0* from high to

low 837. :
To commence the transfer of the next segment of the
10 block of data to be transferred, the master drives -

DSO* low 839 and, after a predetermined period of

time, drives DSO* high 841. The master then waits for
the DTACK* line to transition from high to low, 843.

The slave drives DTACK* low, 845, and, after a
15 predetetrmined period of time, drives DTACK* high, 847.
In response to the transition of DTACK* from high to

low, respectively 839 and 841, thé master latches the

data being transmitted by the slave over data lines
D00 through D31, 845. The data latched by the master,

20 845, is written to the devide selected to store the
data, 851 in Fig.' 8C, and the device address is
incremented. The slave places the next segment of the
data to be transferred on data lines D00 through D31,

849, : .

25 The trahsfer of data will continue in the above-

described manner until all of the data to be’
transferred frbm the slave to the master has been
written into the device selected to store the data.

After all of the data to be transferred has been

30 written into the storage device, the master will
release the address 1lines, address modifier lines,

data lines, the IACK* line, the LWORD line and DSO* .

line 852. The master will then wait for receipt of a

DTACK* high to low transition 853. The slave will

35 drive DTACK* low 855 and, after a predetermined period
' of time, drive DTACK* high 857. 1In response to the
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receipt of the DTACK* high to low transition, the
master will drive AS* high 859 and release the AS*

line 861.
To implement the fast transfer protocol, a
5 conventional 64 mA tri-state driver is substituted for

the 48 mA open collector driver conventionally used in
VME slave modules to drive DTACK*. Similarly, the
conventional VMEbus data drivers are replaced with 64
mA tri-state drivers in SO-type packages. The latter

10 modification reduces the ground lead inductance of the
actual driver package itself and, thus, reduces
“ground bounce" effects which contribute to skew
between data, DSO* and DTACK*. In addition, signal
return inductance along the bus backplane is reduced

15 by using a connector system having a greater number of
ground pins so as to minimize signal return and mated-
pair pin inductance. One such connector system is the
"High Density Plus* connector, Model No. 420-8015-
000, manufactured by Teradyne Corporation.
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APPENDIX C
Parity FIFO

The parity FIFOs 240, 260 and 270 (on the network
5 controllers 110), and 544 and 554 (on storage
processors 114) are each implemented as an ASIC. All
the parity FIFOs are identical, and are configured on
power-up or during normal operation for the particular
function desired. The parity FIFO is designed to
10 allow speed matching between buses of different speed,
and to perform the parity generation and correction
for the parallel SCSI drives.
The FIFO comprises two bidirectional data ports,
Port A and Port B, with 36 x 64 bits of RAM buffer
15 v between them. Port A is 8 bits wide and Port B is 32
bits wide. The RAM buffer is divided into two parts,
each 36 x 32 bits, designated RAM X and RAM Y. The
two ports access different halves of the buffer
alternating to the other half when available. When
20 the chip is configured as a parallel parity chip {(e.g.
one of the FIFds 544 on SP 114a), all accesses on Port
B are monitored and parity is accumulated in RAM X
and RAM Y alternately.
The chip also has a CPU xnterface, which may be 8
25 or 16 bits wide. 1In 16 bit mode the Port A pins are -
used as the most significant data bits of the CPU
interface and are only actually used when reading or
writing to the Fifo Data Register inside the chip.
A REQ, ACK handghake is used for data transfer on
30 both Poérts A and B. The chip may be corfigured as
either a master or a slave on Port A in the sense
that, in master mode the Port A ACK / RDY output
signifies that the chip is ready to transfer data on
Port A, and the Port A REQ input specifies that the
3s slave is responding. 1In slave mode, however, the Port
A REQ input specifies that the mastér requires a data
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transfer,  and the chip responds with Port A ACK / RDY
when data is available. The chip is a master on Port
B since it raises Port B REQ and waits for Port B ACK
to indicate completion of the data transfer.

5 SIGNAL DESCRIPTIONS
Port A 0-7, P
Port A is the 8 bit data port. Port A P, if used,
is the odd parity bit for this port.

10 A Req, A Ack/Rdy
These two signals are used in the data transfer
mode to control the handshake of data on Port A.

uP Data 0-7, uP Data P, uPAdd 0-2, CS

15 These signals are used by a microprocessor to
address the programmable registers within the chip.
The odd parity signal uP Data P is only checked when
data is written to the Fifo Data or Checksum Registers

" and microprocessor parity is enabled.

20 Clk _ A
. The clock inpﬁt is used to generate some of the
chip timing; It 1is expected to be in the 10-20 Mhz
range.

25 Read En, Write En ,
During microprocessor accesses, while CS is true,
these signals determine the direction of the
microprocessor accesses. During data transfers in the
. WD mode these signals are data strobes used in
30 conjunetion with Port A Ack.
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Port B 00-07, 10-17, 20-27, 30-37, OP-3P
Port B is a 32 bit data port. There is one odd
parity bit for each byte. Port B OP is the parity of
bits 00-07, PortB 1P is the parity of bits 10-17, Port
5 B 2P is the parity of bits 20-27, and Port B 3P is the
parity of bits 30-37.

B Select, B Req, B Ack, Parity Sync, B Output Enable
- These signals are used in the data transfer mode to
10 control the handshake of data on Port B. Port B Req
and Port B Ack are both gated with Port B Select.
The Port B Ack signal is used to strobe the data on
the Port B data 1lines. The parity sync signal is
used to indicate to a chip configured as the parity
15 chip to indicate that the last words of data involved
» in the parity accumulation are on Port B. The Port B
data lines will only be driven hy the Fifo chip if all
of the following conditions are met:

-a. the data transfer is from Port A to Port B;
20 b. the Port B select signal is true;
c. the Port B output enable signal is true; and

d. the chip is not configured as the parity chip
or it is in parity correct mode and the Parity
. Syn¢ signal is true.

25 Reset
This signal resets all the registers within the
vchip and causes ali bidirectional pins to be in a high
impedance state.

30 DESCRIPTION OF OPERATION
Normal Operation. Normally the chip acts as a
simple FIFO chip. A FIFO is simulated by using two
RAM buffers in a simple ping-pong mode. It is
intended, but not mandatory, that data is burst into
35 or 6ut of the FIFO on Port B. This is done by holding
Port B Sel signal low and pulsing the Port B Ack
signal. When transferring data from Port B to Port A,
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data is first written into RAM X and when this is
full, the data paths will be switched such that Port
B may start writing to RAM Y. Meanwhile the chip will
begin emptying RAM X to Port A. When RAM Y is full
5 and RAM X empty the data paths will be switched again
such that Port B may reload RAM X and Port A may
empty RAM Y.

Port A Slave Mode. This is the default mode and
the chip is reset to this condition. 1In this mode the
10 chip waits for a master such as one of the SCSI
adapter chips 542 to raise Port A Request for data
transfer. If data is available the Fifo chip will

respond with Port A Ack/Rdy.
Port A WD Mode. The chip may be configured to run
.15 in the WD or Western Digitalimode. In this mode the
chip must be configured as a slave on Port A. It
differs from the default slave mode in that the-chip
responds with Read Enable or Write Enable as
appropriate together with Port A Ack/Rdy. This mode

20 is intended to allow the chip to be interfaced to the
Western Digital 33C93A SCSI chip or the NCR 53C90 SCSI
chip.

Port A Master Mode. When the chip is configured as
a master, it will raise Port A Ack/Rdy when it is
25 ready for data transfer. This signal is expected to
be tied to the Request input of a DMA controller which
will respond with Port A Req when data is available.
In order ta allow the DMA controller to burst, the
Port A Ack/Rdy signal will only be negated after every
30 8 or 16 bytes transferred.
Port B Parallel Write Mode. In parallel write
mode, the chip is configured to be the parity chip for
a parallel transfer from Port B to Port A. 1In this
mode, when Port B Select and Port B Request are
3s asserted, data is written into RAM X or RAM Y each
time the Port B Ack signal is received. For the first
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block of 128 bytes data is simply copied into the
selected RAM. The next 128 bytes driven on Port B will |
be exclusive-ORed with the first 128 bytes. This
procedure will be repeated for all drives such that
5 the parity is accumulated in this chip, The Parity
' Sync signal should be asserted to the parallel chip
together with the 1last block of 128 bytes. This
enables the chip to switch access to the other RAM and
start accumulating a new 128 bytes of parity.

10 Port B Paxallel Read Mode - Check Data. This mode
is set if all drives are being read and parity is to
be checked. 1In this case the Parity Correct bit in
the Data Transfer Configuration Register is not set.
The parity chip will first read 128 bytes on Port A as

15 . in a normal read mode and then raise Port B Request.
While it has this signal asserted the chip will
monitor the Port B Ack signals and exclusive-or the
data on Port B with the data in its selected RAM. The
Parity Sync should again be asserted with the last

20 block of 128 bytes. In this mode the chip will not

" drive the Port B data lines but will check the output
of its exclusive-or logic fér zero. If any bits are
set at this time a parallel parity error will be
flagged. :

25 Port B Parallel Read Mode. - Correct Data. This
mode is set by setting the Parity Correct bit in the
Data Transfer Configuration Register. In this case
the chip will work exactly as in the check modé except
that when Port B Output Enable, Port B Select and

30 - Parity Sync are true the data is driven onto the Port
B data lines and a parallel parity check for zero is

- not performed. .

Byte Swap. 1In the normal mode it is expected that
Port B bits 00-07 are the first byte, bits 10-17 the

35 second byte, bits 20-27 the third byte, and bits 30-37

the last byte of each word. The order of these bytes
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may be changed by writing to the byte swap bits in the
configuration register such that the byte address bits
are inverted. The way the bytes are written and read
also depend on whether the CPU interface is configured
5 as 16 or 8 bits. The following table shows the byte
alignments for the different possibilities for data
transfer using the Port A Request / Acknowledge

handshake:
) - CPU  Invert Invert PortB  PortB PotB  PortB
10 I/F Addr1  AddrO  00-07 10-17 20-27 30-37

8 False Falss PotA PortA PotA PortA
byte 0 byte 1 byte 2 byte 1

15 8 False True Port A Port A Port A Port A
byte 1 byte O byte 3 byte 2

.8 True False PortA - PortA Port A Port A
byte 2 byte 3 byte O byte 1

20 8 True True PotA PortA PotA  PortA
. byte3 byte2 byte 1 byte O

16 False False Port A uProc =~ PortA uProc
byte O byte 0 byte 1 byte 1

25 16 False True uProc Port A uProc Port A
byte 0 byte O byte 1 byte 1

16 True False Port A uProc Port A uProc
byte 1 byte 1 byte O byte O

30 16 True True uProc  PotA  uProc  PortA
byte 1 byte 1 byte O byte 0
When the Fifo is accessed by reading or writing the
Fifo Data Register through the microprocesser port in
35 8 bit mode, the byfes are in the same order as the
‘table above but the uProc data port is used instead of
Port A. In 16 bit mode the table above applies.
04dd Length Transfers. If the data transfer is not
a multiple of 32 words, or 128 Dbytes, the
40 microprocessor must manipulate the internal registers
of the chip to ensure all data is transferred. Port
A Ack and Port B Reéq are normally not asserted until
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all 32 Qords of the selected RAM are available. These
signals may be forced by writing to the appropriate
RAM status bits of the Data Transfer Status Register.

When an odd length transfer has taken place the

_mieroprocessor must wait until Dboth ports are

quiescent before manipulating any registers. It
should then reset both of the Enable bata Transferx
bits for Port A and Port B in the Data Transfer
Control Register. It must then determine by reading
their Address Registers and the RAM Access Control
Register whether RAM X or RAM Y holds the odd length

- data. It should then set thée corresponding Address

Register to a value of 20 hexadecimal, forcing the RAM
full bit and setting the address to the first word.
Pinally the microprocessor should set the Enable Data
Transfer bits to allow the chip to complete the
transfer. o

At this point the Fifo chip will think that there
are now a full 128 bytes of data ih the RAM and will
transfer 128 bytes if allowed to do so. The fact that
some of these 128 bytes are not valid must be
recognized externally to the FIFO chip.

ansfe zon g ion Regigte Read /W, e

Register Address 0. This register is cleared by

Athe reset signal.

Bit 0. WD Mode. Set if data transfers are to
use the Western Digital WD33C93A
protocol, otherwise the Adaptec 6250
protocol will be used.

Bit 1 Parity Chip. Set if this éhip is to
accumulate Port B parities.

Bit 2 Parity Correct Mode. Set if the parity
chip is to correct parallel parity o
Port B.
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Bit 3 CPU Interface 16 bites wide. If set, the
microprocessor data bits are combined
with the Port A data bits to effectively
produce a 16 bit Port. All accesses by

5 the microprocessor as well as all data
transferred using the Port A Request and
Acknowledge handshake will transfer 16
bits.

10 Bit 4 Invert Poxt A byte address 0. Set to
invert the least significant bit of Port
A byte address.

Bit 5 Invert Port A byte address 1. Set to
15 invert the most significant bit of Port

A byte address,

Bit 6 Checksum Carry Wrdp. Set to enable the

. carry out of the 16 bit checksum adder to

.20 carry back into the least significant bit
of the adder.

Bit— 7 Reseft. Writing a 1 to this bit will
_ reset the other registers. This bit
25 - resets itself after a maximum of 2 clock
cycles and will therefore normally be
read as a 0. No other register should be
written for a minimum of 4 clock cycles
after writing to this bit.

30 - Data Trapsfer Control Register (Read/Write)
Register Address 1. This register is cleared by
the reset signal or by writing to the reset bit.

Bit © ‘Enable Data Transfer on Port A. Set to

enable the Port A Reqg/Ack handshake.
35 Bit 1 Enable Data Tranéfexr on Porft B. Set to
enable the Port B Reqg/Ack handshake.

Bit 2 Port A to Port B. 1If set, data tramnsfer
] is from Port A to Port B. If reset, data
- 40 transfer is from Port B to Port A. 1In
order to avoid any 'glitches on the
request lines, the state of this bit
should not be altered at the same time as
the enable data transfer bits 0 or 1
45 ' above.
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Bit 3 uErocesgor Parjity Enable. Set if parity
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Fifo Data Register or

S reading from the Fifo Data or Checksum
Registers, or during a Port A
Request/Acknowledge transfer in 16 bit.
mode. The chip will, however, always
re—generate parity ensuring that correct
10 : parity is written to the RAM or read on
' ’ the microprocessor interface.

Bit 4 Port A Parity Epnable. Set if parity is

to be checked on Port A. It is checked

15 when accessing the Fifo Data Register in
16 bit mode, or during a Port A

Request/Acknowledge transfer. The chip

will, however, always re-generate parity

ensuring that correct parity is written

20 to the RAM or read on the Port 2a
interface.

Bit S5 B ri le. Set if Port B

data has valid byte parities. If it is

25 not set, byte parity is generated

internally to the chip when writing to
the RAMs. Byte parity is not checked
when writing from Port B, but always
checked when reading to Port B.

30 Bit 6 Checksum Enable: Set to enable writing
to the 16 bit checksum register. This
register accumulates a 16 bit checksum
for all RAM accesses, including accéesses

. to the Fifo Data Register, as well as all

35 writes to the checksum register, This

' bit must be reset before reading from the
Checksum Register.

Bit 7 Port A Master. 8ét if Port A is to
40 operate in the master mode on Port A
during the data transfer.

Data Transfer Status Register (Read Only)
Register Address 2. This register is clgared by
45 the reset signal or by writing to the reset bit.

Bit O  Data in RAM X or RAM Y. Set if any bits
ate true in the RAM X, RAM Y, or Port A
byte address registers.
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Bit 1 wProc Port Parity Error. Set if the
uProc Parity Enable bit is set and a
parity error is detected on the
microprocessor interface during any RAM
access or write to the Checksum Register
in 16 bit mode.

Bit 2 Poxt A Parity Error. Set if the Port a
Parity Enable bit is set and a parity
error is detected on the Port A interface
during any RAM access or write to the
Checksum Register.

Bit 3 Port B Paralle) Parity Efror . Set if
the chip is configured as the parity
chip, is not in parity correct mode, and
a non zero result is detected when the
Parity Sync signal is true. It is also
set whenever data is read out onto Port
B and the data being read back through
the bidirectional buffer does not
¢compare. '

Bits 4-7 pPort B Bytes 0-3 Parity Frror. Set
whenever the data being read out of the
RAMs on the Port B side has bad parity.

Ram Access Contro) Register (Read/Write)

Register Address 3. This register is cleared by
the reset signal or by writing to the reset bit. The
Enable Data Transfer bits in the Datd Transfer Control
Register must be reset before attempting to write to
this register, else the write will be ignored.

Bit 0 Port A byte address 0. This bit is the
least significant byte address bit. It
is read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

Bit 1 Port A byte address 1. This bit is the
most significant byte address bit. It is
read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

Bit 2  Port A to RAM Y. Set if Port A is
accessing RAM Y, and reset if it is
accessing RAM X .
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Bit' 3 Port. B to RAM Y. Set if Port B is
accessing RAM Y, and reset if it is
accessing RAM X .

5 Bit ¢4 Long Burst. If the chip is configured to
transfer data on Port A as a master, and
this bit is reset, the chip will only
negate Port A Ack/Rdy after every 8
bytes, or 4 words in 16 bit mode, have

10 been transferred. If this bit is set,
Port A Ack/Rdy will be negated every 16
bytes, or 8 words in 16 bit mode.

Bits 5-7 Not Usegd.

15 RAM X Address Register (Read/Wrife)
Register Address 4. This register is cleared by
the reset signal or by writing to the reset bit. The
Enable Data Transfer bits in the Data Transfer Control
Register must be reset before attempting to write to

20 this register, else the write will be ignored.
Bits 0-4 ‘ RAM X word address
Bit 5 RAM X full
Bits 6-7 Not Used

25 . PRAM Y Address Register {Read/Write)

Register Address 5. This register is cleared by
the reset signal or by writing to the reset bit. The
Enable Data Transfer bits in the Data Transfer Control
Register must be reset before attenmpting to write to

30 this register, else the write will be ignored.
Bits 0-4 RAM Y word address
-Bit 5 RAM Y full
Bits 6-7 Not Used
35 Fifo Data Register (Read/Writel

Register Address 6. The Enable Data Transfer bits
in the Data. Transfer Con%trol Register must be reset
before attempting to write to this register, else the
write will be ignored. The Port A to Port B bit in
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the Data Transfer Control register must also be set

before writing this register. If it is not, the RAM

controls will be incremented but no data will be

written to the RAM. For consistency, the Port A to

5 PortB should be reset prior to reading this register.

Bits 0-7 are Fifo Data. The microprocessdr may

access the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

10 bit CPU Interface the most significant byte will use

the Port A 0-7 data lines, and each Port A access will
increment the Port A byte address by 2.

Port A Chec] Regist (Read/Write)
‘15 Register Address 7. This register is cleared by
the reset signal or by writing to the reset bit. A

Bits 0-7 are Checksum Data. The chip will

accumulate & 16 bit checksum for all Port A accesses.

‘ If the chip is configured with a 16 bit CPU interface,

20 the most significant byte ib read on the Port A 0-7
data lines. If data is written directly +to this
register it is added to the current contents rather

than everwriting them. It is important to note that

the Checksum Ehable bit in the Data Transfer Control

25 Register must be set to write this register and reset
to read it. ‘
PROGRAMMING THE FIFO CHIP

In general the fifo chip is programmed by writing

30 ~to the - data transfer configuration and control

registers to enable a data transfer, and by reading

the data transfer status register at the end of the
transfer to check the completion status. Usually the

data transfer itself will take place with both the

35 Port R and the Port B handshakes enabled, and in this
' caseé the data transfer itself should be done without
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any other microprocessor interaction. In some

applications, however, the Port A handshake may not be

enabled, and it will be ' necessary for the

microprocessor to £ill or empty the fifo by repeatedly
S writing or reading the Fifo Data Register.

Since the fifo chip has no knowledge of any byte
counts, there is no way of telling when any data
transfer is complete by reading any register within
this chip itself. Determination of whether the data

10 transfer has been coumpleted must therefore be done by
some other circuitry outside this chip.

The following C language routines illustrate how
the parity FIFO chip may be.programmed. The routines
assume that both Port A. and the microprocessor port

15 are connected to the system microprocessor, and return
a size code of 16 bits, but that the hardware
addresses the Fifo chip as long 32 bit registers.

struct FIFO_regs {
unsigned char config,al,a2,a3 ;
20 unsigned char control,b1,b2,b3;
unsigned char status,c1,c2,c3;
unsigned char ram_access_control,d1,d2,d3;
unsigned char ram X addr,e1,e2,e3;
unsigned char ram_Y_addr,f1,f2,13;
25 unsigned long data;
unsigned int checksum,hi;

#define FIFO1 ((struct FIFO_regs*) FIFO_BASE_ADDRESS)

30 #define FIFO_RESET 0x80
#defing FIFO_16_BITS 0x08
#define FIFO_CARRY_WRAP 0x40
#define FIFO_PORT_A_ENABLE 0x01
#define FIFO_PORT_B_ENABLE 0x02

35 #define FIFO_PORT_ENABLES 0x03
#define FIFO_PORT_A _TO_B Ox04
#define FIFO_CHECKSUM "ENABLE 0x40
#defing FIFO_DATA IN_RAM 0x01
#define FIFO_FORCE_RAM_FULL 0x20

40 #define PORT_A_TO PORT B(fifo) ((fifo-> control j & 0x04)
#define PORT_A_BYTE_ADDRESS(fifo) ((fifo->ram_access_control) &

0x03) .
#define PORT_A_TO_RAM _Y(fifo) ((ffo->ram_access_control) & 0x04)
#define PORT_B_TO_RAM_Yl(fifo) ((fifo-> ram_access_control ) & 0x08)
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. /t*tiﬁiitt’t!*"*!"'*.ti‘ttt KRRARRRARENRRERARARRRAARKRRRRRRRR

The following routine initiates a Fifo data transfer using two
values passed to it.

5 config_data This is the data to be written to the configuration register.

control data This is the data to be written to the Data Transfer Control
Register. If the data transfer is to take place
automatically using both the Port Aand Port B
10 handshakes, both data transfer enables bits should be
set in this parameter.

REARRRARAERRAARAEAARREEARRRRARARERERRARRRANERRRARSY "'.I"t.’l"l

FIFO_initiate_data_transfer(config_data, control_data)
.15 unsigned char config_data, control_data;

FIFO1->config = conﬁg data | FIFO_RESET; J*Set: - -
Configuration value & Reset *
FIFO1->control = contro!_ data & (~FIFO_PORT_ENABLES); /* Set

20 : everything but enables */ :
FIFO1->control = control_data ; /* Set data transfer
enables */
2 5 ! /*tﬂ‘tittt*"ﬁiittt.ﬁ"itt*tt‘*ﬁt*"'ﬁﬁ* AARRRENARNARARNRRAARAL

The following routine forces the transfer of any odd bytes that
have been ieft in the Fifo at the end of a data transfer.
It first disables both ports, then forces the Ram Full bits, and then
re-enables the appropriate Port..

30 R .Qt“tttmt'tt"t..tmﬁt"t”'m’!t'ﬁtt*t*.“tttt"ﬁl‘"/

FIFO_force_odd_length_transfer()
FIFO1->control &= ~FIFO_PORT_ENABLES; /* Disable Ports A & B

35 .
if (PORT_A_TO PORT_B(FIFO1)) {
i IPORT_A_TO_RAM _Y(FIFO1)) {
FIFG1->Tam_Y_addr = FIFO_FORCE | RAM_FULL; /*
Set RAM Y full */
' 40 }
else FIFO1->ram_X addr = FIFO_FORCE_RAM_FULL ; /* Set
RAM X full */
FIFO1->control | = FIFO_PORT_B_ENABLE ; /*
Re-Enable Port B */
45

else {
if (PORT B TO_RAM_Y(FIFO1)) {
FIFO1->tam_Y_addr = FIFO_FORCE_RAM FULL; /*
Set RAM Y full */

else FIFO1->ram_X addr = FIFO_FORCE _| RAM FULL ; /* Set
RAM X full */

50
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FIFO1->control | = FIFO_PORT_A_ENABLE ; /*
Re-Enable Port A */
-}
}
5 /.t"'tttttttt.tttttt"'tttttttt"tttttQtittti.'tt't.tti.ttt

The following routine returns how many odd bytes have been
left in the Fifo at the end of a data transfer.

.tﬂittttttt'tttt'ﬁ't*'tti*ﬁt*ttt.tﬁttt"*‘i'Qt*t*ttt*.tﬂtti/

10 int FIFO_count_odd_bytes()
{
int number_odd_bytes;
number_odd_bytes =0;
if (FIFO1->status & FIFO DATA IN RAM)
15 it (PORT_A_TO_PORT B{FIFO1)) {
number “odd bytes =
(PORT_A_BYTE_ADDRESS(FIFO1)) ;
if (PORT_A_TO_RAM_Y(FIFO1))
number_odd_bytes + = (FIFO1->ram_Y _addr) *
20 4;

else number_odd_bytes += (FIFO1->ram_X addr) * 4 ;

else {
if (PORT_B; TO_RAM_Y(FIFO1))
25 nurhber_odd_bytes = (FIFO1->ram_Y_addr) * 4 ;
else number_odd_bytes = (FIFO1->ram_X_addr) * 4 ;
}

}
return (number_odd_bytes);
30

/t**tt*ttt*t'it't*‘t*t.*t'ttttt*tﬁ*t'tt*tt.t'*ﬁﬁ'*it*t.tt?it

_ The fallowing routine tests the microprocessor interface of the
chip. It first writes and reads the first 6 registers. It then writes 1s, Os, and
35 an address pattern to the RAM, reading the data back and checking it.

The test returns a bit signiﬁcént error code where each bit
represents the address of the registers that failed.

40 Bit 0 = config register failed
: Bit 1 = control register failed

Bit 2 = $tatus register failed
Bit 3 = ram access control tegister failed
Bit 4 = ram X address register failed

45 Bit 5 = ram Y address register failed
Bit 6 = data register failed
Bit 7 = checksum register failed

RANARARRRERARR AR R RRREREARRARARRA A AR IR AARRARRARR A AR AR AR R, /

S0 #define RAM_DEPTH 64 /* number of long words in Fifo Ram */
reg_expected_data[6] = { OX7F, OxFF, 0x00, Ox1F, Ox3F, OxX3F };
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char FIFO_uprocessor_interface_test()
{
unsigned long test_data;
char *register_addr;
Int |;
char j,error;
FIFO1->config = FIFO_RESET; /* reset the chip */
error=0;
register_addr = (char *) FIFO1,
/* first test registers O thru 5 */
for (i=0;i<6; i++) {
*register_addr = OxFF; /* write test data */
if (*register_addr |= reg _expected data[x]) error | = J;
*register_addr = 0; /* write Os to register */
if (*regisier_addr) error | = j;
"regsster addr = OxFF; /* write test datd again */
(*reglster addr |= reg_expected_datal[i]) error | = j;
FIFO1 ->config = FIFO RESET; /* reset the chip */
if (*register_addr) error ] = j; /* register should be 0 */
register_addr+ +; [* 9o to next register */
j<<=1;
}
/* now test Ram data & checksum registers
test 1s throughout Ram & then test 0s */
for (test_data = -1; test_data I= 1, test data++) { /* testfor 1s
&0s*/
FIFO1->config = FIFO RESET | FIFO_ 16 BITS ;
FIFO1->control = FIFO_ PORT_A_TO B
for (i=0;i<RAM_DEPTH;i+ +) /* write data to RAM
*/
FIFO1->data = fest_data;
FIFO1->control = 0;
for (i=0;i<RAM_DEPTH;i+ 4)
it (FIFO1->data I= test_dataj error |= |, /*read &
check data */ A
if (FIFO1->checksum) error | = OxB80; /* checksum
should = 0 */
} .
/* now test Ram data with address pattern
uses a different pattern for every byte */
test data=0x00010203; /* address pattern start */

FIFO1->config = FIFO_RESET | FIFO_16_BITS |
FIFO_CARRY_WRAP;
FIFO1-> Control = FIFO PORT_A TO B |
FIFO_CHECKSUM_ ENABLE;
for (i=0;i<RAM_DEPTH;i+ +) {
FIFO1->data = test_data; /* write addtess pattern */
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' test_data + = 0x04040404;

}
test data=0x00010203; /* address pattern start */
FIFO1->control = FIFO_CHECKSUM_ENABLE;
for (i=0;i<RAM_DEPTH;I+ +) {
if (FIFO1->status 1= FIFO_DATA_IN_RAM)
error | = Ox04; 7* should be data in ram */-
if (FIFO1->data I= test_data) error | = j; /* read & check
address pattern */
test_data + = 0x04040404;

} :

it (FIFO1->checksum |= 0x0102) error | = Ox80; /* test checksum of
address pattern */

FIFO1->config = FIFO_RESET | FIFO_16_BITS ; /* inhibit carry wrap

FIFO1->checksum = OxFEFE;  /* writing adds to checksum */
/ if (FIFO1->checksum) error | =0x80; /* checksum should be 0
. % .
if (FIFO1->status) error | = 0x04;  /* status should be 0 */
return (error); :
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1.  Network server apparatus for use with a data
network and a mass storage device, compfising:

an interface processor unit coupleable to said
network and to said mass storage device;

a host processor unit capable of running remote
procedures defined by a client node on said network;

means - in saild interface processor unit for
satisfying requests from said network to store data
from said network 6n said masg storage device;

means in said interface processor unit for
satisfying requests from said network to retrieve data
from said mass storage device to6 said network; and
' means in said interface processor unit for
transmitting predefined categories of messages from
said network to said host processor unit for processing
in said host processor unit, said transmitted messages
including all requests by a network client to run
client-defined procedures on »said network server

o oo apparatus.

..
* L
K
-

2. Apparatus according to claim 1, wherein said

oe

e o

s oo
-

- o8

interface processor unit comprises:

L 3
.

280
.

oive’ a hetwork control unit coupleable to said network;

*
o0e
s

. _a data control unit coupleable to said mass

storage device;

a buffer memory;

Oracle-Huawei-NetApp Ex. 1002, pg. 1436



102

means in | said network <control unit for
transmitting to said data control unit requests from
said network to store specified storage data from said
ngtwork on said mass storage device;

means in sald network céntrol unit for
transmitting said specified storage data from said
network to said buffer memory and from said buffer
memory to said data control unit;

means in saiad network control unit for
transmitting to said data control unit requests from
said network to retrieve specified retrieval data from
said mass storage device to said network;

means in said network control unit for
transmitting said specified retrieval data from said
data control unit to said buffer memory and from said
buffer memory to said network; and

means in said network —control unit for
tragsmittxng ‘said predefined categories of messages
from said netwofk to6 said host processing unit for
processing by said host processing unit.

3. Apparatug according to claim 2, wherein said
data control unit comprises:

a storage processor unit coupledblé to said mass
storage device;

a file processor unit;

means on sald file processor unit; for translating

salid file system level storage requests from said
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network into requests to store data at specified
physical storage locations in said mass storage device{
means on said file processor unit for instructing
said storage processor unit to write data from said
buffer memory into said specified physical storage
locations in said mass sﬁorage device;

,méans on said file processor unit for translating
file system level retrieval requests from said network
into requests to retrieve data from specified physical
retrieval locations in said mass storage device;

means onAsaid file processor unit for instructing
said storage processor unit to retrieve data.from said
specified physical retrieval locations in said mass
storage device to said buffeér memory if said data from
said specified physical locations is not already in
said buffer memory; and

means in said storage processor unit for
transmitting data between said buffer memory and said
mass storage device.

4; Network server apparatus for use with a data
nefwork and a mass storage device, compribing:

- a network control unit coupleable to said network;

a data control unit coupleable to said mass

' storage device;

a buffer memory;
means for transmitting from said network control

unit to said data control unit requests from said
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network to store specified storage data from said
network on said mass storagé device;

means for transmitting said specified storage data
by DMA from said network control unit to said buffer
memory and by DMA from said buffer memory to said data
control unit; | |

means for transmitting from said network control
unit to said data control unit requests from said

network to retrieve specified retrieval data from said

'mass storage device to said network; and

means for transmitting said specified retrieval
data by DMAvfrom said data control unit to said buffer
memory and by DMA from said buffer memory to said
nietwork control unit.

5. Apparatus according to t¢laim 1, for wuse
further with a buffer memory, and wherein said requests
from said network to store and retrieve data include
file system leveli storage ‘and retrieval requests‘

respectively, and wherein said interface processor unit

' comprises:

a storage proceséor unit coupleable to said mass
storage device;

a file processor unit;

means on said file processor unit for translating
sald file system level storage requests inte requests
to store data at specified physical storage locations

in said mass storage device;
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means on said file processor unit for instructing
said storage processor unit to write data from said
buffer memory into said specified physical storage
locations in said mass storage device;

means on said file processor unit for translating
said file system level retrieval requests intoc requests
to retrieve data from specified physical retrieval
locations in said mass storage device;

means on said file processor unit for instructing
said storage processor unit to retrieve data from said
specified physical retrieval 1locations in said mass
storage device to saidlbuffer memory if said data from
said specified@ physical locations is not already in
said buffer memory; and

means in said storage processor unit for

transmitting data between said@ buffer memory and said

mass storage device.

6, A data control unit for use with a data
network and a mass storage device, and in response to
file system level storage and retrieval requests from
said data network, comprising:

a data bus different from said network;

a buffer memofy bank coupled td-said‘bus;

storage processor appaiatus coupled to said bus
and coupleablé to said fass storage device;

file processor apparatus coupled to said bus, said

file processor apparatus including a local memory bank;
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first means on said file processor unit for

translating said file system level storage requests

 into requests to store data at specified physical

storage locations in said mass ;torage device; and

second means on said file processor unit for
translating said file system level retrieval requests
into requests to retrieve data from specified physical
retrieval locations in said mass storage device, said
first and second means for translating collectively
including means for caching file control information
through said local memory bank in said file processor
unit,

said data control unit further ccmpr;sing means
for caching the file data, to be stored or retrieved
according to said storage and retrievgl requests,
through said buffer memory bank.

7. A network node for use with a data network
and. a mass storage device, comprising:

a system buffer memory;

a host processor unit having.diredt memory access
to sai@ system buffer memory;

a network control unit coupleableyfo said network
and having direct memory access to said system buffer
memory;

a data control unit coupleable to said mass
storage device and having direct memory access to said

system buffer memory;
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first means for satisfying requests from said
network to store data from said network on said mass
storage device; V
second means for satisfying requests from said
network to retrieve data from said mass storage device
to said network; and
third means for transmitting predefined categories
of messages from said network to said host processér
unit for processing in said hoét processor unit, said
first, second and third means collectively including
means for transmittiﬁg from said network
control unit to6 said system memory bank by direct
memory access file data from said network for stérage
on said mass storage device,
means for transmitting from said system
memory bank to sﬁid data control unit by direct memory
access said file data from said network for storage on
said mass storage device,
means for transmitting from said data control
unit to said system memory bank by -direct memory access
file data for retrieval from said mass storage device
to said network, and
means for transmitting from said system
memory bank to said network conttrél unit said file data
for retrieval from said mass storage device to said

network;
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at least said network control unit including a
microprocessor and local instruction storage means
distinct from said system b&%fer memory, all
instructions fof said microprocessor residing in said
local instruction stoiage means.

8. A network file server for use with a data
network and a mass storage device, comprising:

a host processor unit running a Unix operating
system;

an interface processor unit coupleable‘to said
network and to said mass storage device, said interface
processor unit including means for decoding all NFS
requests from said network, means for performing all
procedures for satisfying said NFS requesté, means for
encoding any NFS reply messages for return transmission
on said network, and means for transmitting predefimed

non-NFS categories of messages from said network to

'said host processor unit for processing in said host

processor unit.

9. Network server apparatus fbr use with a data
network, comprising:

a network controller coupleable to said network to
receive incoming information packets over said network,
said incoming information packets including certain
packets which contain pért or all of a request to said
server apparatus, said request being in either a first

or a second class of requests to said server apparatus;
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a first additional processor;

an interchange bus different from said network and
coupled between said network controller and said first
additional processor;

means in said network controller for detecting and
satisfying requests in said first class of requests
contained in said ceftain incoming information packetéQ
said network controller lacking means in saié network
controller for satisfying requests in said second class
of requests;

means in said network controller for detecting and
assembling into assefibled requests, requests in said
second class of requests contained in said certain
incoming information packets;

means for delivering said assembled requests from
said netwark controller to said first additional
piocessor over said interchange bug; and

means in gaid first additional processor for
further processing said assembled requests in 'said
second class of requests.

10. Apparatus according to claim 9, wherein said
packets each include a network node destination
address, and wherein said means in said network
controller for detecting and assembling into assembied
réquests, assembles said assembled requests in a format

which omits said network node destination addresses.
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11. Apparatus according to claim 9, wherein said
means in said network controller for detecting and
satisfying requests in said first class of requests,
assembles said requests in said first class of requests
into assembled requests before satisfying said requests
in said first class of requests.

12. Apparatus according to claim 9, wherein_said
packets .each 'include a network node destination
address, whérein said means in said network controller
for detecting and assembling into assembled requests,
assembles said assembled requests in a formaf which
omits said network node destination addresses, and
wherein said means in said network controller for
detecting and satisfying requests in said first class
of requests, assembles said requests in said first
class of requests, inh a format which omits said network
node destination addresses, before satisfying said
requests in saia first class of requests.

13. Apparatus according to claim 9, wherein said
means in said network controller for detecting and.
satisfyiné reéquests in said first class includgs means
for preparing an outgoing message in response to one of
said first class of requests, means for packaging said
outgoing message in outgoing information packets
suitable for transmission over said network, and means
for transmitting said outgoing information packets over

said network.
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14. Apparatus according to claim 9, further
comprising a buffer memory coupled to said interchange
bus, and wherein said means for deliverlng said
assembled requests comprises:

means for transferring the contents of said
assembled requests over said interchange bus into said
buffer memory; and -

means for ﬁotifying said first additional
processor of the presence of said contents in said
buffer memory.

15. Apparatus according to claim 9, wherein said
‘means in said first additional processor for further
processing said assembled requests includes means for
preparing an outgoing message in response to one of
said second class of requests, said apparatus further
comprising means for deliﬁering said outgoing message
from said first additional processor to said ﬂetwcrkv
controller over said interchange bus, said network
controller further comprising means in said network
controller for packaging said outgéing message in
outgoing information packets suitable for transmission
over said hetwork, and means in said network controller
for trangmitting said outgoing information packéges
over said network.

16. Apparatus according to ¢laim 9, wherein said
first class of requests comprises requests for an

address of said server apparatus, and wherein said
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means in said network controller for detecting and
satisfying requests in said first class comprises means
for preparing a response packet to such an addresa.
request and means for transmitting said response packet
over said network.

17. Apparatus according to claim 9, for use
further with a second data network, said network
controller being coupleable further to said second
network, wherein said first class of requests comprises
requests to route a message to a destination reachable
over said second network, and.wherein sald means in
said network controller for detecting and satisfying
requests in said first class comprises means for
detecting that one of said certain packets comprises a
reéquest to route a hessage contained in said one of
said certain packets to a destination reachable over
said second network, and meaﬁs for transmitting said
message over said second network.

18. Apparatus according to claim 17, for use
further " with a third data network, said network
controller further comprising means in said network
controller for detecting particular requests in said
incoming information packets to route a messdge
contained in said particular requests, to a destination
reachable over said third 'network, said apparatus

further comprising:
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a second network controller coupled to said
interchange bus and coupleable to said third data network;

means for delivering said message contained in
said particular requests to said second network
controller over said interchange bus; and

means in said second network controller for
transmitting said message contained in said particular
requests over said third network. -

19. Apparatus according to claim 9, for use
further with a third data network, said network
controller further comprising means in said network
controller for detecting particular requests in said
incoming information packets to route a message
contained in said particular fequests, to a destination

reachable over said third network, said apparatus

 further comprising:

a second network controller coupled to said
interchange bus and coupleable to said third data
network;

means for delivering said message contained in
said particular requests to sald second network
controller over said interchange bus; and

means 1in _sﬁid second network controller for
transmitting said message ¢ontained in said particular
requests over said third network.

20. Apparatus according to claim 9, for use

further with a mags storage device, wherein said first
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additional procéssor comprises a data control unit
coupleable to said mass storage device, wherein said
second class of requests comprises remote calls to
procedures for managing a file system in said maés
storage device, and wherein said means in said first
additional processdr for furthex prbcessing said
assembled requests. in said secona class of requests
comprises means for executing file ;ystem procedures on
said mass étorage device in response to said assembled
requests.

21. Apparatus according to claim 20, wherein said
file system procedures include a read procedure for
reading data from said mass storage device,

said means in said first additional processor for
further processing said assembled requests including
means for reading data from a specified location in
said mass storage deévice in response to a remote call
to said read procedure,

said apparatﬁs further including means for
delivering said data to said network controller,

said nétwofk controller further comprising means
on said network controller for packaging said data in
- outgoing information packets suitable for transmission
over said network, and means for transmitting said
outgoing informaticn packets over said network.

22. Apparatus acceording to ¢laim 21, wherein said

means for delivering comprises:
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a system buffer memory coupled to said interchange
bus;

means in said data control unit for transferring
said data over said interchange bus into said buffer
memory; and

means in said network controller for transferring
said data over said interchange bus from said system
buffer memory to said network controller.

23. Apparatus according to claim 20, wherein said
file system procedures inclﬁde a read procedure for
reading a specified number of bytes of data from said
mass storage Qevice beginning at an address spgcified
in logical terms including a file system ID and a file
ID, éaid means for executing file system procedures
comprising:

means for converting the logical address specified
in a remote call to said read procedure to a physical
address; and

means for reading d&ata from said physical address
in said mass storage device.

24. Apparatus according to ctlaim 23, wherein said
mass storage device comprises a disk drive having a
numbered tracks and sectors, wherein said 1logical
address specifies said file system ID, said file 1ID,
and a byte offset, and wherein said physical address

specifies & corresponding track and sector number.
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25. Apparatus according to claim 20, wherein said
file system procedures include a read procedure for
reading a specified number of bytes of data from said
mass storage device beginning at an address specified
in logical.terms 1nc1ﬁding a file system ID and a file
ID,

said data control unit cqyprising a file processor
éoupled to said interchange bus and é storage processor
coupled to said interchange bus and coupleable to said
mass storage device,

said file ©processor éompfising means for
converting the logical address specified in a remote
call to said read procedureé to a physical address,

‘ said apparatus further comprising means for
delivering said physical address to said storage
processor; |

said storage processor comprising means for
reading data from said physical address in said mass

storage device and for transferring said data over said

interchange bus into said buffer memory; and

means in said network controller for transferring
said data over said interchange bus from said system
buffer memory to said network controller.

26. Apparatus according to claim 20, wherein said
file system procedures include a write procedure for
writing data contained in an'assembled request, to said

mass storage device,
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said means in said first additional processor for
further processing said assembled requests inclﬁding
means for writing said data to a specified location in
said mass storage device in response to a remote\call
to said read procedure.

27. Apparatus according to claim 9, wherein said
first additional processor comprises a host computer
coupled to said interchange bus, wherein said second
class of requests comprises rémote cglls to procedures

other than procedures for managing a file system, and

wherein said means in said first additional processor

for further processing said assembled requests in said
second class of requests comprises means for executing
remote procedure calls in response to said assembled
requests.

28. Apparatus ac¢cording to claim 27, for use
further with a mass storage device and a data control
unit coupleable to said mass storage device and coupled
to said interchange - 'bus, wherein said network

controller further comprises means in said network

controller for detecting and assembling remote calls,

received overlsaid network, to procedures for managing
ra file system in said mass storage device,-and wherein
said data dontrol unit cdmprisea means for executing
file system procedures on said mass storage device in
response to said@ remote calls to procedures for

managing a file system in said mass storage device.
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29. Apparatus according to claim 27, further
comprising means for delivering all of said incoming
information packets not recognized by said network
controller to said host computer over said interchange
bus. »

30. Apparatus according te claim 9, wherein said
network controller comprises:

~ a microprocessor;
'a. leeal instruetion memofy. ¢containing 1local
instruction code;

a local bus coupled between said microprocessor
and said local instruction memory;

bus interface means for interfacing said
microprocessor with said@ interchange bus at times
determined by said microprocessor in response. to said
local instruction code; and »

network interface means £for interfacing said
mieroprocessor with said data hetwork,

said local instruction memory including all
instruction code necessary for said microprocessor to
perform said@ function of detecting and 'satisfying
requests in éaid. £irst class of requests, and all
instruction code necessary for said microprocessor to
perform said function of detecting and assembling into

assembled requests, requests in said second oclass of

V requests.
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31. Network server apparatus for use with a data
network, comprising:

a network controller coupleable to said network to
receive incoming information packets over said network,
said incoming }nformation packets includiﬁg certain
packets which contain part or all of a message to said
server apparatus, said message being in eithetr a first
or a second class of messages to said server apparatus,
said messages in said first class of messages including
certain messages containing requests;

a host computer; |

an interchange bus different from said network and
coupled between said network controller and said host
computer; -

means in said network controller for detecting and

satisfying said requests in Baid first class of

' messages ;

means for delivering messages in said second é1;95'
of messages from said network controller to said host
computer over said interchangeé bus; and

means in said host computer for further processing
said messages in said second class of messages.

32. Apparatus according to claim 31, wherein said
packets eé&ach include a network node destination
address, and wherein said means for delivering messages
in said second class of messages comprises means in

said network controller for detecting said messages in
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said second class of messages and assembling them into
assembled messages in a format which omits said network
node destination addresses.

33. Apparatus according to claim 31, wherein said
means in said network controller for detecting and
satisfying requests in said first class includes means
for preparing an outgoing message in response to one of
said requests in said first class of messages, means
for packaging said outgoing message in outgoing
information packets suitable for transmission over said
network, and meéng for transmitting said outgoing
information packets over said network.

34. Apparatus according to claim 31, for use
further with =2 second data network, said network
controller being coupleable further to said second
network, wherein said first class of messages comprises
messages to be routed to a destination reachable over
said second network, and wherein said means in said
network controller for detecting and s&tisfying
requests in said fiﬁst class comprizes means for
detecting that one of. said certain packets inclﬁdes é
request to route a message contained in said one of
said certain packets to a destination reachable over
said second network, and means for transmitting said
messagée over said second network.

35. Apparatus accor&ing to claim 31, for use

further with a third data network, said network
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controller further comprising means in said network
controller for detecting particular messages in said
incoming information packets to be routed to a
destination reachable over said third network, said
apparatus further comprising:

a second network controller coupled to said
interchange bus and coupleable to said third data
network; ) '

means for delivering said particular messages to
said second network controller over said interchange
hus; substantially without involving said host
computer; and

means in said seéecond network controller for
transmitting said message contained im said particular
requests over said third network, substantially without
involving séid host computer.

.A‘ 36. Apparatus according to eclaim 31, for use
further with a mass storage device, further coﬁprising
a data cohtrol unit coupleable to said mass storage
device, _

said netwerk controller further cdmprising means
in said network contraqller fof detecting ones of said
incoming information packets containing remote calls to
procedures for managing a file system in said mass
storage device, and means in said network controller

for assembling said remote calls from said incoming

Oracle-Huawei-NetApp Ex. 1002, pg. 1456



122

packets into assembled calls, substantially without
involving said host computer, ’

said apparatus further comprising means for
delivering said assembled file system calls to said
data control unit over said interchange - bus
substantially without involving said host computer, ad
said data control unit comprising means-in said data
contrel unit for executing filq system procedures on
said mass storage device in response to said assembled
file system calls, subsﬁantially without involving said
host computer.

37. Apparatus accotdinq to claim 31, fyrther
comprising means for delivering all of said incoming
information packets not recognized by said network
controller to said host computer over said interchange
bus.

38. Apparatus according to claim 31, wherein said
network controller comprises:

a microprocessor;

a local instruction memory containing local
instruction code;

a local bus coupled between said microprocessor
and said local instruction memory;

bus interface means for interfacing said
microprocessor with said interchange bus at times
determined by said microprocessor in response to said

local instruction code; and
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network interface means for interfacing said
microprocessor with-said data network,

said - local instruction memory including all-
instruction code necessary for said microprocessor to

" perform said function of detecting and satisfying
requests in said first class o: requests.

39. File server apparatus for use with a mass
storage device, comprising:

a requesting unit capable of issuing calls to file
system procedures in a device—indépendent form;

a file controller including means for converting
said file system procedure calls from said device-
indépendent form to a device-specific form and means
for issuing device~épeeific commands in response to at
least a subset of said procedure calls, said file
controller operating im parallel with said requesting
unit; and

a storage processor including means for exeduting

said device-specific commands on said mass storage‘

device, said storage processor operating in parallel

-, with said requesting unit and said file controller.
-q;' : 40. Apparatus according to claim 39, further -
oty comprising:

-
sese

an interchange bus;
first delivery means for delivering said file
system procedure calls from said requesting unit fo

said file controller over said interchange bus; and
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second delivery means for delivering said deviée-
specific commands from said file controller to said
storage processor over said interchange bus.

41. Apparatus according to claim 39, futthgr
comprising: ‘

an interchange bus coubled to said requesting “nit
and ?o said file controller; '

first memory means in said requesting unit and
addressable over said interchange bus;

second memory means iﬁ said file controller;

means in said requesting unit for preparing in
said first memory means one of said calls to file
system procedures;

means for nqtifying said file controller of the -
availability of said one of said calls in said first
memory means; and

means in said file controller for controlling an
access to said first memory means for reading said one
of said calls over said interchange bus into said
second memory means in response to said noﬁification,

42. Apparatus a¢cording to claim 41, wherein said
means for notifying said file controller comprises:

a command FIFO in said file controller addressable
over said interchange bus; and |

means in saidAtequesting.unit for controlling an
access to said FIFO for writing a descriptor into said

PIFO over said interchange Bus, said descriptor
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describing an address in said first memory means of
said one of said calls and an indication that said
address points to a message being sent.

43. Apparatus according to claim 41, further
comprising:

means in said file controller for controlling an
access to said first memory means over said interchange
bus for modifying said one of said calls in said first
memory means to prepare a reply to said one of said
calls; and

means for notifying said requesting unit of the
availability of said reply in said first memory.

44. Apparatus acco;ding éo claim 41, further
comprising:

a command FIFO in said requesting processor
addressable over said interchange bus; and

means in said file controller for controlling an
access to said FIFO for writing a descriptor into said
FIFO over said interchange bus, said descriptpr
describing said address in said -firgt memory and an
indication that said address points to & reply to said
one of said calls.

45. Apparatus according to claim 39, further
comprising: |

an interchange bus coupled to said file controller

and to said storage processor;
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second memory means in said file controller and
addressable over said intexrchange bus;

means in said file controller for preparing one of
said device-specific commands in said second memory
means; A

means for notifying said storage processor of the
availability of said one ofA said commands in said
second memory means; and

means in said storage processor for éontrolling an
ac¢ess to said second memory means for reading said one
of said commands over. said 1nterchadge bus in response
to said notification.

46. Apparatus according to claim 45, wherein said:
means foxr notifying said storage processor comprises:

a command FIFO in said storage Dprocessor
addressable over said interchange bus; and

means ih said file controller for controlling an
.access to said FIFO for writing a descriptor into said
. FIFO over said interchange bus, said descriptor
describing an addréss in said second memory of said one
of said calls and an indication th#t said address
points to a megsage being sent.

47. Apparatus according to claim 39, wherein said
means for converting said file system procedgte calls

comprises:
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a file control cache in said file controller,
storing device-independent to‘ device-~-specific
conversion information; and

means for performing said conversions in
accordance with said conversion information in said
file control cache.

48. Apparatus according to claim 39, wherein said'
magss storage device includes a disk drive having
numbered sectors, wherein one of saidA file system
procedure calls is a read data procedure call,

said apparatus further comprising an
interchange bus and a system buffer memory addressable
over said interchange bus, »

said means for converting said file system
procedure calls including means for issuing a read
sectors command in response to one of said read data
procédure calls, said read sectors command specifying
a starting sector on said disk drive, a count
ihﬂicating the amount of data to read, and a pointer to
a4 buffer in said system buffer memory, and

said méans for executing device-specific
commands including means for reading data from said
digk drive beginning at said starting sector and
continuing for the number of sectors indicated by said
coynt, and controlling an access to said system buffer
memory for writing said data over said interchange bus

to said buffer in said system buffer memory.
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49. Apparatus according to claim 48, wherein said
file controller further includes means for determining
whether the data specified in said one of said read
data procedure calls is already present in said system
buffer memory, said means for converting issuing said
read sectors command only if said data is not already
present in said sysﬁem buffer memory.

.50. Apparatus according to claim 48, further
comprising:

means in said storage processor for controlling a
nhotification of saidAfile controller when said read
sectors command has been executed;

means in said file contreller, responsive to said
notification from satd storage processor, for
controlling a notification of said requesting unit that
said read data procedure call has been executed; and

means inh said requesting unit, responsive to said
notification ftoﬁ said file controller, for controlling
an access to said system buffer memory for reading said
data over said interchange bus from said buffer in said
system buffer memory to said requesting unit.

51. Apparatus according to claim 39, wherein said

mass storage device includes a disk drive having

numbered sectors, wherein one of said file system

procedure calls is a write data procedure call,
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said apparatus further comprising an
interchange bus and a system buffer memory addressable
over saild interchange bus,

said - means for converting said file system
procedure calls including means for issuing a write
sectors command in response to one of said write data
procedure calls, saldA write data procedure call
including a pointer to a buffer in said system buffer

memory containing data to be written, and said write

- sectors command including a starting sector on said

disk drive, a count indicating the amount of data to
write, and said pointer to said buffer in said buffer
memory, and
said means for executing device-specific
commands including means for controlling an access to
said buffer memory for reading said data over said
interchange bus from said buffer in said system buffer
memory, and writing said dafa toe said disk drive
beginning at said starting sector and continuing for
the number of sectors indicated by said count.
$2. Apparatus according to claim 51, further
comprising:
means in said requesting unit for controlling an
access to said system buffer memory for writing said
data qver said interchange bus to said buffer in said

system buffer memory; and
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means in said requesting unit for issuing said one
of said write data procedure calls when said data has
been written to said bhuffer in said system buffer
memory.

53. Apparatus according to claim 52, further
comprising:

means in said requesting unit for issuing a buffer

‘allocation request; and

means in said file controller for allocating said
buffer in said system buffer memory in response to said

buffer allocation reqﬁest, said

and for providing
pointer, Before said data is written to said buffer in
said system buffer memory.

54. Network cohtroller apparatus for use with é
first data ﬁetwork carrying signals representing

information packets first

encoded according to a
physical layer protocol, comprising:

a first network interface unit, a first packet bus
and first packet. memory addressable by said first
network interface unit over said first packet bus, said
first network interface unit including means for
receiving signals over said first network representing
incoming information packets, extracting said incoming
information packets and writing said incoming
information packets into said first packet ﬁemory over
said first packet bus;

" a first packet bus port;
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first packet DMA means for reading data over said
first packet bus from said first packet memory to said
first packet bus port; and

a local processor including means for accessing
said incoming information packets in said first packet
memory and, in response to the contents of said

incoming information packets, controlling said £first

packet DMA means to read selected data over said first

packet bus from said first packet memory to said first
packet bus port, said local processor including a CPU,
a CPU bus and CPU hemory éontaining CPU instructiens,
said local processor operating in response to said CPU
instructions, said CPU instructions being received by
said CPU over said CPU bug independently of any of said
writing by said £irst network interface unit of
incoming information packets into said first pécket
memory over said first packet bus and independently of
any of said reading by said first packet DMA means of
déta over said first packet bus froﬁ said first packet
memory to said first packet bus port.

55. -Apparatus actording to claim 54, wherein said

first network irnterface uﬂit further includes means for

- reading outgoing information packets from said first

packet memory over said first packet bus, encoding said
outgoing informatiom packets according to said first

physical layer protocol, and transmitting signals over
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said first network representing said outgoing
information packets,

said local processor further including means
for preparing said outgoing information packets in said
first paéket memory, and for controlling said first
network interface unit to read, encode and transmit
said éutgoing information packets,

said receipt of CPU instructions by said CPU
over éaid CPU bus being independent further of any of

said reading by said first network interface unit of

" outgoing information packets from said first packet

memory over said first packet bus.

56. Apparatus according to claim 54, further
comprising a first FIFO having first and second ports,
said first port of said first FIFO being said first
packet bus port.

57. Apparatus according to claim 56, for use
further with an interchange bus, further COmprising
interthange bus DMA means for reading data from said
second port of said first FIFO onto said interchange
bus,

said local processgor further including means
for controlling said interchange bus DMA means to read
said data from said second port of said first FIFO onto
said interchange bus.

$8. Apparatus according to claim 54, for use

further with a second data network carrying signals

Oracle-Huawei-NetApp Ex. 1002, pg. 1467



133
representing information packets encoded according to
a second physical layer protocol, further comprising:

a second network interface unit, a second packet

‘bus and second packet memory addressable by said second

network interface unit over said second packet bus,
said second network interface unit including means for
reading Outgoing information packets from said second
packet memory over said second packet bus, encoding
said outgoing information packets according to said
second physical layer protocol, and transmitting
signals over said second network representing said
outgoing information packets;

a second packet bus port; and

second packet DMA means for reading data over said
second packet bus from said second packet bus port to
said second packet memory,

said lo;al processor further including means

for controlling said second packet DMA means to read

data over said second packet bus from said second

packet bus port to said second packet memory, and for

controlling said second network interface unit to read,
encode and transmit outgoing information packets from
said data in said second packet memory,

said receipt of CPU instructions by said CPU

‘over said CPU bus being independent further of any of

said reading by said second packet DMA means of data

over said second packet bus from said second packet bus
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port to said second packet memory, and independent
further of any of said reading by said second network
interface unit of outgoing information packets from
said second packet memory over said second packet bus,

and all of saild accesses to said first packet
memory over said first packet bus being independent of
said accesses to said second packet memory over said
second packet bus.

59. Apparatus according to claim 58, wherein said
second physical layer protocol is the same as said
first physical layer protocol. |

60. Apparatus according to claim 58, further
comprising means, responsive to signals from said
processof} for coupling data from said first packet bus
port to said second packet bus port.

61. Apparatus according to claim 61, further

'comprising:

first and second FIFOs, eadh having first and
second ports, said first port of said‘first FIFO being
said first packet bus porf and said first port of said
second FIFO being said second packet bus port;

an interchange bus; and

interchange bhs DMA means for transferring data
between said interchange bus and either said second
port of éaid first FIFO or séid second port of said
second FIFO, sélectably in response to DMA control

signals from said local processor.
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62. Apparatus according to claim 62, wherein said
interchange bus DMA means comprises:

a.transfer bus coupled to said second port of said
first FIFO and to said second port of said second FIFO;

coupling means coupled between said transfer bus
and said interchange 