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To commence the transfer of the next segment of the
block of data to be transferred, the master drives
Ds0* low 739 and, after a predetermined period of
time, drives DSO* high 741. '-In response to the

transition of DSO* from high to low, respectively 739
and 741, the slave latches the data being broadcast by
the master over data lines D00 through D31, 743. The
master places the next segment of the data to be
transferred on data lines D00 through D31, 745, ,
awaits receipt of a DTACK* signal in the form of a
high to low transition, 747.

The slave then drives DTACK* low, 749, and,

a predetermined period of time, drives DTACK* high,
751. The data latched by the slave, 743,

to the device selected to store the data and the
device address is incremented 753. The slave waits
for another transition of Ds0* from high to low 737.

The transfer of data will continue in the above-

after

is written

described manner until. all of the data has been
transferred from the master to the slave.

of the data has been transferred, the master will

release the address lines, address modifier lines,
data lines, IACK* line, LWORD* line and DSO* line,
755. "The master will then wait for 3

DTAcK* high to low transition 757. The slave will

drive DTACK* low, 759 and, after a predetermined
period of time, drive DTACK* high 761. In response to
the receipt of the DTACK* high to low transition, the

master will drive As* high 763 and then release the
AS* line 765.

8, parts A through C, flowchart

illustrating the operations involved in accomplishing
the fast transfer protocol BLOCK READ cycle. To
initiate-a BLOCK READ cycle, the master broadcasts the
memory address of the data to be transferred and the

address modifier across the DTB bus 801. The master

sussmure sum  
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drives the LWORD* signal low and the IACK* signal high
801.

indicates to the slave module that the fast transfer

As noted previously, a special address modifier

'protocol will be used to accomplish the BLOCK READ.

The slave modules connected to the DTB receive the

address and the address modifier broadcast by the

master across the bus and receive LWORD* low and IACK*

high 803. shortly after broadcasting the address and
address modifier 801, the master drives the AS* signal

low 805.

807.

will participate in the data transfer by determining

whether the broadcasted address is valid for the slave

If the address is not valid, the

data transfer does not involve that particular slave

The slave modules receive the As* low signal

Each slave individually determines whether it

in question 809.

and it ignores the remainder of the data transfer

cycle. ‘

The master drives WRITE* high to indicate that the

transfer cycle about to occur is a READ operation 811.

The slave receives the WRITE* high signal 813 and,

knowing that the data transfer operation is a READ
operation, places the first segment of the data to be

transferred on data lines D00 through D31 819. The

master will wait until both DTACK* and BERR* are high

818, which indicates that the previous slave is no

longer driving the DTB.

The raster then drives DSO* low 821 and, after a

drives DSO* high 823.

master then awaits a high to low transition on the

DTACK* signal line 824. 8B, the

slave then drives the DTACK* signal low 825 and, after

a predetermined period of time, drives the DTAcK*
signal high 827.

In response to the transition of DTACK* from high

predete mined interval,

As shown in Fig.

to low, respectively 825 and 827, the master latches"
the data being transmitted by the slave over data

SUBSTITUTE SHEET
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lines 1500 through D31, 331. The data latched by the
master, 831, is written to a device, which has been

selected to store. the data the device address is
incremented 833. '

The slave places the next segment of the data to be

transferred on data lines D00 through D31, 829, and

then waits for another transition of DSO* from high to
low 837. ‘ .

To commence the transfer of the next segment of the

block of data to be transferred, the master drives

DSO* low 839 and, after a predetermined period of

time, drives DSO* high 841. The master then waits for

the DTACK* line to transition from high to low, 843.

_The )slave drives DTACK* law, 845, and, after a
predetermined period of time, drives DTACK* high, 847.

In response to the transition of DTACK* from high to

low, respectively 839 and 841, the master latches the

data being transmitted by the slave over data lines

D00 through D31, 845. The data latched by the master,

845, is written to the device selected to store the

data, 851 in Fig. 8C,

incremented. The slave places the next segment of the

data to be transferred on data lines D00 through D31,

849. 4

The transfer of data will continue in the above-

described manner until all of the data to be

transferred from the slave to the master has been

and the device address is

written into the device selected to store the data.

After all of the data to be transferred has been

the master will

release the address lines, address modifier lines,
data lines, the IhCK* line, the LWORD line and DSO*

line 852. The master will then wait for receipt of a

DTACK* high to low transition 853. The slave will

drive DTACK* low 855 and, after a predetermined period

written into the storage device,

In response to the

sunsrnure smear
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receipt of the DTACK* high to low transition, the

master will drive AS* high 859 and release the AS*

line 861.

To fast

conventional 64 mA tri-state driver is substituted for
implement the transfer protocol, a

the 48 mA open collector driver conventionally used in

VME slave modules to drive DTACK*. Similarly, the

conventional VMEbus data drivers are replaced with 64
The latter

modification reduces the ground lead inductance of the

actual driver package itself thus,

“ground bounce“ effects which contribute to

DSO* and DTACK*, In addition,

return inductance along the bus backplane is reduced

and, reduces

skew

between data, signal

by using a connector system having a greater number of

ground pins so as to minimize signal return and mated-

One such connector system is the
Model No. 420-8015-

OOO, manufactured by Teradyne Corporation.
1

pair pin inductance.

“High Density Plus” connector,
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The parity PIFOS 240, 260 and 270 (on the network

pcontrollers 110), and 544 and 554 (on storage

processors 114) are each implemented as an ASIC. All

the parity FIPOs are identical, and are configured on

power-up or during normal operation for the particular

function desired. The parity FIFO is designed to

allow speed matching between buses of different speed,

and to perform the parity generation and correction

for the parallel SCSI drives.

The FIFO comprises two bidirectional data ports,

Port A and Port 3, with 36 x 64 bits of RAM buffer

between them. Port A is 8 bits wide and Port B is 32

bits wide. The RAM buffer is divided into two parts,

each 36 x 32 bits, designated RAM X and RAM Y. The

two ports access different halves of the buffer

alternating to the other half when available. when

the chip is configured as a parallel parity chip (e.g.

one of the«FIFOs 544 on SP 114a), all accesses on Port

B are monitored and parity is accumulated in RAM X

and RAM Y alternately.

A The chip also has a CPU interface, which may be 8

or 16 bits wide. In 16 bit mode the Port A pins are‘

used as the most significant data_bits of the CPU

interface and are only actually used when reading or

writing to the Pifo Data Register inside the chip.

A REQ, ACK handshake is used for data transfer on

both Ports A and.B. The chip may be configured as

either a master or a slave on Port A in the sense

that, in master_mode the Port A ACK / RDY output

signifies that the chip is ready to transfer data on

Port A, and the Port A REQ input specifies that the

slave is responding. In slave made, however, the Port

A BBQ input specifies that the master requires a data

8!JB_8_TlTUTE SHEET
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transfer, and the chip responds with Port A ACK / RDY

when data is available. The chip is a master on Port

B since it raises Port B REQ and waits for Port B ACK

to indicate completion of the data transfer.

§l£NAL_D££QBI2IIQN&

Port A 0-7, P

Port‘A is the 8 bit data port. Port A P, if used,

is the odd parity bit for this port.

A Req, A Ack/Edy

These two signals are used in the data transfer

mode to control the handshake of data on Port A.

u? Data 0-7, uP Data P, uPAdd 0-2, CS

These signals are used by a microprocessor to

address the programmable registers within the chip.

The odd parity signal uP Data P is only checked when

data is written to the Fifo Data or Checksum Registers

and microprocessor parity is enabled.

Clk

The clock input is used to generate some of the

chip timing. It is expected to he in the 10-20 Mmz
range.

Read En, Write En

During microprocessor accesses, while CS is true,

these signals the direction of the

microprocessor accesses. During data transfers in the

determine

WD mode these signals are data 'strobes used in
conjunction with Port A Ack. '

SUBSTITUTE SHEET
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Port B 60-07, 10-17, 20-27, 30-37,

Port B is a 32 bit data port.

parity bit for each byte. Port B OP is the parity of

OP-3P

There is one odd

bits 00-07, PortB IP is the parity of bits 10-17, Port-

B 2P is the parity of bits 20-27, and Port B 3P is the

parity of bits 30-37.

B select, B Reg, E Ack, Parity Sync, B Output Enable

These signals are used in the data transfer mode to

control the handshake of data on Port B. Port B Reg

and Port B Ack are both gated with Port B Select.

The Port 8 Ask signal is used to strobe the data on
the Port B data lines.

used to indicate to a chip configured as the parity

chip to indicate that-the last words of data involved

in the parity accumulation are on Port B. The Port B
data lines will only be driven by the Fifo chip if all

of the following conditions are met:

a. the data transfer is from Port A to Port B;

the Port B select signal is true;

the Port B output enable signal is true; and

the

or it is in parity correct mode and
.sync signal is true.

The parity sync signal is

h.

c.

d. chip is not configured as the parity chip
the Parity

Reset

This signal resets all the registers within the

chip and causes all bidirectional pins to be in a high

impedance state}

DE§§BIEIIQN_Q£_QEEEAIlQH

flg;maL_Qn§:a:;gn. Normally the chip acts as a

A FIFO is simulated by using two

RAM buffers in a simple ping-pong mode. It is

intended, but not mandatory, that data is burst into

or out of the FIFO on Port B. This is done by holding

Port 8 sel signal low and pulsing the Port B Ark
signal. When transferring data from Part B to Port A,

psuB_spnT1m-; sum s
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data is first written into RAM X and when this is

full, the data paths will be switched such that Port

3 may start writing to RAM Y. Meanwhile the chip will

begin emptying RAM X to Port A. When RAM Ylis full

and RAM X empty the data paths will be switched again
such that Port 3 may reload RAM X and

empty RAM Y. .

2g;t_A_§lage_Mg§g. This is the default mode and

the chip is reset to this condition. In this mode the

chip waits for a master such as one of the SCSI

adapter chips 542 to raise Port A Request for data

If data is available the Fifo chip will

respond with Port A Ack/Rdy.

.29£I_A_fl2_MQ§e.

in the WD or Western Digital mode.

Port A may

transfer.

The chip may be configured to run
In this mode the

It

differs from the default slave mode in that the chip

with Read Enable or Enable as

appropriate together with Port A Ack/Rdy. This mode

is intended to allow the chip to be interfaced to the

Western Digital 33C93A SCSI chip or the NCR 53C9O SCSI

chip.

Egr;_A_fia§ter_Mgde. When the chip is configured as

a master, it will raise Port A Ack/Rdy when it is

ready for data transfer.

chip must be configured as a slave on Port A.

responds Write

This signal is expected to

be tied to the Request input of a DMA controller which

will respond with Port A Req when data is available.

the

Port A Ack/Rdy signal will only be negated after every

In order to allow the DMA controller to burst,

8 or 16 bytes transferred.

mode, the chip is configured to be the parity chip for
a parallel transfer from Port B to Port A.- In this

mode,

In parallel write

when Port B Select and Port B Request are

written into RAM X or RAM Y each

time the Port B Ack signal is received. For the first

asserted, data is

_8_U_LTlTl|TE SHEET i
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black of 128 bytes data is simply.copied into the

selected RAM. The next 128 bytes driven on Port B will

be exclusive-0Red with the first 128 bytes. This

procedure will be repeated for all drives such that

the parity is accumulated in this chip. The Parity

Sync signal should he asserted to the parallel chip

together with the last block of 128 bytes. This

enables the chip to switch access to the other RAM and

start accumulating a new 128 bytes of parity. V

E2rI_E_2arallsl_Bsad_Meds_:_Qhssk_Data. This mode

is set if all drives are being read and parity is to
be checked. ‘

the Data Transfer Configuration Register is not set.

The parity chip will first read 128 bytes on Port A as

In this case the Parity Correct bit in

in a normal read mode and then raise Port 3 Request.

While it has this signal .asserted the chip will

monitor the Port B Ack signals and exclusive-or the
data on Port 3 with the data in its selected RAM. The

Parity Sync should again be asserted with the last

block of 128 bytes. In this mode the chip will not

drive the Port B data lines but will check the output

of its exclusive-or logic for zero. If any bits are

set at this time a parallel parity error will be

flagged.

RQIL_E_EE£11L2L_B&§i_MQi§_;_QQI£§2L_D§£a. This

mode is set by setting the Parity Correct hit in the

Data Transfer Configuration Register. In this case

the chip will work exactly as in the check node except

that when Port B Output Enable, Port B select and

Parity Sync are true the data is driven onto the Port

B data lines and a parallel parity check for zero is

Eyte_§wap. In the normal mode it is expected that

Port B bits 00-07 are the first byte, bits 10-17 the

second byte, bits 20-27 the third byte, and bits 30-37

the last byte of each word. The order of these bytes

sus_s_nIur:%suezr
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may be changed by writing to the byte swap bits in the

configuration register such that the byte address bits

are inverted. The way the bytes are written and read

also depend on whether the CPU interface is configured

The following table shows the byte

alignments for the different possibilities for data

transfer using the Port A Request / “Acknowledge
handshake:

cpu

I/F

as 16 or 8 bits.

Invert
Addr 0

Part B
00-07

Invert
Addr 1

Port 8
10-17

Part B
20-27

Port 3
30-37

Port A

byte 1

8 False False Port A
byte 0

Port A

byte 1

Port A

byte 2

Port A

byte 3

Port A

byte 0

False Port A

byte 1

Port A »
byte 2

Port A

byte 3

Port A

byte 0

Port A

byte 0

Port A

byte 2

Port A

byte 1

Port A

byte 0

True

True False Port A
byte 3

Port A

byte 2

Port A

byte 1

True True

False False Port A
byte 1

uProc

byte 1

Port A

byte 1

uProc

byte 0

Port A

byte 0
False uProc

byte 1

Port A

byte 0

uProc

byte 0_

Port A

byte 1

True

False uProc
byteo

Port A

byte 0

True uProc
bytel

Port A

byte 1

When the Fifo is accessed by reading or writing the

True uProc

byte 0

uProc

byte 1
True

Fife Data Register through the microprocessor port in

8 bit mode, the bytes are in the same order as the

table above but the uProc data port is used instead of

Port A. In 16 bit mode the table above applies.

 . If the data transfer is not

a niultiple of 32 words, 128 the

microprocessor must manipulate the internal registers

of the chip to ensure all data is transferred. Port

3 Ac}: and Port B Reg are normally not asserted until

SUBSTITUTE SHEET
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all 32 words of the selected RAM are available. These

signals may be forced by writing to the appropriate

RAM status bits of the Data Transfer status Register.

When an odd length transfer has taken place the
wait until both ports are

quiescent before manipulating any registers. It

should then reset both of the Enable Data Transfer

bits for Port A and Port B in the Data Transfer

Control Register. It must then determine by reading

their Address Registers and the RAM Access Control

Register whether RAM X or RAM Y holds the odd length
data.

Register to a value of 20 hexadecimal, forcing the RAM

full bit and setting the address to the first word.

microprocessor must

It should then set the corresponding Address

Finally the microprocessor should set the Enable Data‘

Transfer bits to allow the chip to complete the

transfer.

At this point the Fifo chip will think that there

are now a full 128 bytes of data in the RAM and will

transfer 128 bytes if allowed to do so. The fact that

some of these 128 bytes are not valid must be

‘recognized externally to the FIFO chip.

EL '1' V

f ‘ ' ' r W

Register Address 0.

the reset signal.

Bit 0 ET_l2_H_9E-

This register is cleared by

Set if data transfers are to
use the Western Digital . WD33C93A
protocol, otherwise the Adaptec 6250
protocol will be used.

garity Chip. Set if this chip is to
accumulate Port B parities.

 . Set if the parity
chip is to correct parallel parity on
Port B. .

SUBSTITUTE 3”“
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 . If set; the
microprocessor data bits are combined

with the Port A data bits to effectively
produce a 16 bit Port. All accesses by
the microprocessor as well as all data

transferred using the Port A Request and
Acknowledge handshake will transfer 16
bits.

 . Set to
invert the least significant bit of Port
A byte address.

 . Set to
invert the most significant bit of Port
A byte address. -

 - Set to enable the
carry out of the 16 bit checksum adder to

carry back into the least significant bit
of the adder.

39.131. Writing a 1 to this bit will
reset the other registers. This bit
resets itself after a maximum of 2 clock

cycles and will therefore normally be
read as a O. No other register should be
written for a minimum of 4 clock cycles
after writing to this bit.

 tfl

Register Address 1. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0  . Set to
enable the Port A Req/Ack handshake.

 .»Set to
enable the Port B Req/Ack handshake.

£gr:_A_;g_2g;t_E. If set, data transfer,
is from Port A to Port B. If reset, data
transfer is from Port 3 to Port A. In

order to avoid any glitches on the
request lines, the state of this bit
should not be altered at the same time as
the enable data transfer bits 0 or 1
above.

Bit 1

Bit 2

suasntufe sum
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u2r22sss9r_2arit2_Enahls. Set if parity
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Fifo Data Register or
reading from the Eifo Data or Checksum
Registers, or during a Port A
Request/Acknowledge transfer in 16 bit
mode. The chip will, however, always
re-generate parity ensuring that correct
parity is written to the RAM or read on
the microprocessor interface.

 . Set if parity 16
to be checked on Port A. It is checked

when accessing the Fifo Data Register in
16 bit mode, or during a Port A
Request/Acknowledge transfer. The chip
will, however, always re—generate parity
ensuring that correct parity is written
to the RAM or read on. the Port A
interface.

 . Set if Port B
data has valid byte parities. If it is
not set, _byte parity is generated
internally to the chip when writing to
the RAMs. Byte parity is not checked
when writing from Port B, but always
checked when reading to Port B.

Qhgg3§ng_£na§;e. set to enable writing
to the 16 bit checksum register. This
register accumulates a 16 bit checksum

for all RAM accesses, including accesses
to the Fifo Data Register, as well as all
writes to the checksum register. This
bit must be reset before reading from the
Checksum Register.

Bit 7  . set if Port A is to
operate in the master node on Port A
during the data transfer.

.I;ata_T_ra.mf 1ly.).

Register Address 2. This register is cleared hy

the reset signal or by writing to the reset bit.

Bit 0 i r Y. Set if any bits
are true in the RAM X, RAM Y, or Port A
byte address registers.

sussmure sneer
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 . Set if the
uProc Parity Enable bit is set and a
parity error is detected on the

microprocessor interface during any RAM
access or write to the Checksum Register
in 16 bit mode.

set if the Port A

Parity Enable bit is set and a parity
error is detected on the Port A interface
during any RAM access or write to the
Checksum Register.

29;; B garallel Rarity Ergo: . Set if
the chip is configured as the‘ parity
chip, is not in parity correct mode, and
a non zero result is detected when the
Parity Sync signal is true. It is also
set whenever data is read out onto Port
B and the data being read back through
the bidirectional buffer does not
compare.

 . Set
whenever the data being read out of the
RAMs on the Port B side has bad parity.

 

Register Address 3. ‘This register is cleared by

the reset signal or-by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.

Bit 0  . This bit is the
' least significant byte address bit. It

is read directly bypassing any inversion
done by the invert bit in the Data

Transfer Configuration Register.

 - This bit is the
most significant byte address bit. It is
read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

Pgr; A ;g 33M 2.
accessing RAM Y,
accessing RAM X .

Set if Port A is
and reset if it is

SUBSTITUTE SHEET
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£zu:;_1L_sxL_3anL_x.' set if Port 3 is
accessing RAM Y, and reset if it is
accessing RAM X .

Lgng_§g;§;. If the chip is configured to
transfer data on Port A as a master, and
this bit is reset, the chip will only
negate Port A Ack/Rdy after every 8
bytes, or 4 words in 16 bit mode, have
been transferred. If this bit is set,

Port A Ack/Rdy will be negated every 16
bytes, or 8 words in 16 bit mode. '

Bits 5-7 ngt_uasn.

Emxm, E .! [E :m.|]

"Register Address 4. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.

Bits 0-4 RAM X word address

Bit 5 RAM X full

Bits 6-7 Not Used

 r3el

Register Address 5. This register is cleared by

the reset signal or by writing to the reset hit. The

Enable Data Transfer bits in the Data Transfer Control

Register must_be reset before attempting to write to

this register, else the write will be ignored.

Bits 0-4 RAM Y word address

Bit 5 RAM Y full

Bits 6-7 Not Used

 

Register Address 6. The Enable Data Transfer bits

in the Data Transfer Control Register must be reset

before attempting to write to this register, else the

write will be ignored. The Rort A to Port B bit in

SUBSTHUTE SHEET
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the Data Transfer Control register must also be set

before writing this register. If it is not, the RAM

controls will be incremented but no data will be

written to the RAM. the Port A to

PortB should be reset prior to reading this register.
Bits 0-7 are Fifo Data.

For consistency,

The microprocessor may

vaccess the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

bit CPU Interface the most significant byte will use

the Port A 0-7 data lines, and each Port A access will

increment the Port A byte address by 2.

 

Register Address 7. This register is cleared by

the reset signal or by writing to the reset bit.

Bits The

accumulate a 16 bit checksum for all Port A accesses.

If the chip is configured with a 16 bit CPU interface,

the most significant byte is read on the Port A 0-7

If data is written directly to this

register it is added to the current contents rather

than overwriting them. It is important to note that

the Checksum Enable bit in the Data.Transfer Control

Register must be set to write this register and reset
to read it.

0-7 are Checksum Data. chip will

data lines.

EBQQRAMMING IHE FIEQ Qfllz

In general the fifo chip is programmed by writing

to the data transfer configuration and control

registers to enable a data transfer, and by reading

the data transfer status register at the end of the

transfer to check the completion status. Usually the

data transfer itself will take place with both the

Port A and the Port 8 handshakes enabled, and in this

case the data transfer itself should be done without

SUBSIITUTESHEET
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any other microprocessor. interaction. In

applications, however, the Port A handshake may not be

and it will be for the

microprocessor to fill or empty the fifo by repeatedly

writing or reading the Fifo Data Register.

since the fifo chip has no knowledge-of any byte

there is no way of telling when any data

transfer is complete by reading any register within

this chip itself. Determination of whether the data

transfer has been completed must therefore be done by

some

enabled, necessary

counts,

some other circuitry outside this chip.

The following C language routines illustrate how

the parity FIFO chip may be programmed. The routines

assume that both Port A and the microprocessor port

are connected to the system microprocessor, and return

a size code of 16 bits, but that the hardware

addresses the Fifo chip as long 32 bit registers.

struct FlF0__regs {
unsigned char ccnfig,a1,a2,a3 ;
unsigned char ccntrol,b1,b2,b3;
unsigned char status.c1,c2,c3;
unsigned char ram access__control.d1,d2,d3;
unsigned char ram:X addr,e1,e2,e3;
unsigned char ram_Y_-_addr,f1,f2,f3;
unsigned long data;

unsigned int checksurn.h1;

#define FIFO1 ((struct F|F0_regs*) 1=n=o_aAssgAoonEss)

I #deflne FIFO RESET 0x80
#define FIFO"16 BITS 0x08

#define F|FO:CKRRY_WRAP 0x40
#define FlFO_PORT A_ENABLE 0x01
#define FlFO__PORT_B_ENABLE 0x02
#define F|FO_PORT:ENABLES 0x03
#define F|FO__PORT A TO B 0x04 -
#define Fu=o_cHEcT<sTJM‘ENABLE 0x40
#define FlFO_DATA_IN_R/-TM 0x01
#define FlF0_FORCE_RAM_FULL 0x20

#define PORT A__TO PORT B(fifc) («mp control) & 0x04)
#define POR‘l’_'A_BYTE_AD5RESS(fifo) ’ ((fifo-> ram_aocess__oontrol) &
0x03) ‘ ‘

#define PORT A_TO__RAM Y(fifo) ((fifo->ram_aooess_oontrol) & 0x04)
#define POR1:B__T0_RAM](fifo) ((fifo-> ram_awess_control) & 0x08)

suasmure sum
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The following routlne Initiates a Flfo data transfer using two
values passed to it.

config_data This is the data to be written to the configuration register.

control_data This is the data to be written to the Data Transfer Control

Register. If the data transfer is to take place
automatically using both the Port Aand Port B
handshakes. both data transfer enables bits should be
set in this parameter.

it***i*fitktttt*i13*ifi*it**IitIttQifltitflflttittttifitfitittttifil

FlFO__initiate__data_transfer(conflg_data. oontrol_data)

l{msigned char config__data. control_data; ~
FIFO1->oonfig = oonfig data | FlFO_FiESEi'; /* Set

FIFO1->control = control data & (~FlF0_POFiT__lENABLES); /* Set
everything but enaBles */

FlFO1->control = control_data; T
enables */
}

Itt**ii*i****t**i*#****t*t*fififiiititiiiitttitl1§l§t&**fl*kt*t*

The following routine forces the transfer of any odd bytes that
have been left in the Frfo at the end of a data transfer.

It first disables both ports, then forces the Ram Full bits, and then
re-enables the appropriate Port.

fiifltiiI*t**tiitttiiiflitiititttflttfiitfitfiitfltfittttttiitiitttl

Configuration value & Reset 7/

/* Set data transfer

FlFO_force_odd_length_transfer0
{ . A .

FIFO!->cont’rol &= ~FlFO_PORT_ENABLES; /* Disable Ports A & Bt

if (PORT A TO PORT_B(FlFO1)) {
HTPDRT‘A TO_FiAM__Y(FlFO1)) {

FTF51->ram_Y_addr = FlFO__FORCE_RAM_FULL: /*
Set RAM Y full */

}

else FIFO1->ram_X_addr = FlFO_FOFlCE_RAM_FULL; /* Set
RAM x full */

FIFO1->contro| l= FlFO_PORT_B_ENABLE; /*
Re-Enable Port B */

}
else {

if (PORT_B T0_RAM Y(FlFOf)) {
FIF61->ram_Y_addr = FlFO_FORCE_FlAM__FULL; /*

Set RAM Y run */ V
else FIFO1->ram_X_addr = FlF0_FOFlCE_RAM_FULL: /* Set

RAM x fufl */

£3-ZSBSTITIETE SHEET
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I FIFO1->control |= FlFO__PORT_A'__ENABLE; /*
Re-Enable Port A */

}
}

!**f*tfii**i%t K§t§§iCi*i***ttf*fif*#ti#Qttt*fiKR
The following routine returns how many odd bytes have been

left in the Fifo at the end of a data transfer.

'k*ktti**tttRt**t#*tfi'*#I'i***t*ttt*I‘i*****'i'i’*ii'**'k****‘k****fi**!

Ti FIFO_oount_odd_bytes0
int number_odd_bytes;
number_odd_bytes=0;
if (FIFO1->status & FIFO DATA IN RAM)

lf (PORT_A TO_PURT_B'(Fli‘-'01)) {
num'ber odd bytes =

(PORT_A_BYTE_ADDFtES§(FiF(".'>1)) ;
if (PORT_A TO_RAM Y(FlFO1))

num'ber__odd_Bytes + = (FIFO1->ram_Y_addr) *
4:

else number_odd__bytes + = (FIFO1->ram_X_addr) * 4;

else {
if (PORT_B TO_RAM Y(FlFO1))

nurfiber odd_Bytes = (FIFO1->ramr_Y_‘addr) * 4 ;
else number_o3d_bytes = (FIFO1->ram_X_addr) " 4 ;

I} }
return (number_odd_bytes);

}

!*#kQ*t********fi****i*fit**t**tt**I‘§Q*tfiftt**tit**ii***fi*itfi*
The following routine tests the microprocessor interface of the

chip. It first writes and reads the first 6 registers. It then writes 1s. Os. and
an address pattern to the RAM, reading the data back and checking it.

The test returns a bit significant error code where each bit
represents the address of the registers that failed.

Bit 0 = oonfig register failed
Bit 1 = control register failed
Bit 2 = status register failed
Bit 3 = ram aooess control register failed
Bit 4 = ram X address register failed
Bit 5 = ram Y address register failed
Bite = data register failed
Bit 7 = cheoksum register failed

i*tt**i't**k*t*t*tttt*i***#t*t*fi*fk*fii***I‘Ii*t*Ik*fl***f***i*!

#deline RAM_DEPTH s4

reg_expected_data[6] = { 0x7F. QxFF. 0x00, 0x1F. 0x3F. 0x3F };

/* number of long words in Fife Ram‘ */_

8llli_SIlTllTE SHEET
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<{:har FlFO_uprocessor_interiace__test0
unsigned long test_data;
char *register_addr;
int I;

char j,error;

FlF01~>oonfig = FiFO_F{ESEi’;
error=O;

jregister_addr =(char *) FIFO1;=: 1;

/* first test registers O thm 5 */

for 0:0; i<6; i++) {

*register_addr = OxFF; /* write test data */
it (‘register addr l= reg_expected data[I]) error. | = J;
*register_aEidr = 0; /* wn'fe Os to register */
it (*register_addr) error |= j; '
*register_addr = OxFF; /* write test data again */
if (*register_addr l= reg_expected_data[i]) error |= ]; _
FIFO1->oonfig = FIFO RESET; /* reset the chip */
if (*register_addr) error'| = 1; /* register should be 0 */
register_addr+ +; /* go to next register */
]<<=h

/* now test Ram data & checksum registers
test 1s throughout Ram & then test Os */

tor (test_data = -1; test_data l= 1; test_data+ +) { /’ test for 1s
& Os */

FIFO1->oonfig = FIFOHESET | FIFO 16_BlTS;
FIFO1-> control = FIFO‘ POFiT_A_TO_E;
for G=O;i<RAM_DEPTH?i++) /* write data to RAM

FIFO1->data = test_data;
FIFO1->eontroi = 0;
for G=O;i<RAM_DEPTH;i+ +) ‘

if (FIFO1->data l= test_data) error |= j; /* read &
check data */

if (FIFO1->cheoksum) error |= oxao; /* checksum
should = O */ .

}

*/

/* new test Ram data with address pattern
uses a different pattern for every byte */

test data=ox0oo10203; /* address pattern start */
FIFO1->config = FlF0_RESET | FiFO_16_BlTS |

FIFO CARFiY_WRAP;
FIFOI->oontrol = FIFO POFiT_A_TO_B |

FIFO CHECKSUM ENABLE?
ft-Jr (|=0;i<RAii7T_DEPTH;i+ +) {

FIFO1->data = test_data: /' write address pattern "/
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test_data += 0x04040404:
}
test data=0xoOO10203; /* address pattern stan */
FIFO1->oontroI = FlFO CHECKSUM_ENABLE;
for (i=O;i<RAM_DEPTH';'|+ +) { »

if (FIFOI->status l= FIFO_DATA_lN RAM)
error |= 0x04; 7* should be data in ram */

if (FIFOI->data l= test_data) error |= 1; /* read & check
address "pattern */

address

*/

*/

test_data + = 0x04040404;
}
if (FIFO1->checksum l= 0x0102) error |= 0x80; /* test checksum of

pattern */ ‘
FIFO1->config = FlFO_RESET | FlFO__16_BlTS ; /* inhibit carry wrap

FIFO1->checksum =' OXFEFE;
if (FlFO1->checksum) error |=0x80;

‘ /* writing adds to checksum */
/* checksum should be 0

if (FlF0,t->status) error |= 0x04:
retum (error);

/* status should be 0 */

sussrlrurr. SllEEl
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What is claimed is:

1. Network server apparatus for use with a data

network and a mass storage device, comprising:

an interface processor unit coupleable to said

network and to said mass storage device;

a host processor unit capable of running remote

procedures defined by a client node on said network;
and

in said interface unit

satisfying requests from said network to store data

means
processor for

from said network on said mass storage device, for

satisfying requests from said network to retrieve data

from said mass storage device to said network, and for

transmitting predefined categories of messages from
said network to said host processor unit for

said host unit, said

transmitted messages including all requests by a

network client to run client-defined procedures on

processing in processor

said network server apparatus.

2. Apparatus according to claim 1, wherein said

interface processor unit comprises:

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage

device;

a buffer memory; and
means:

for transmitting to said data control unit

requests from said network to store specified storage

data from said network on said mass storage device,

for transmitting said specified storage data

from said network to said buffer memory and from said

buffer memory to said data control unit,

for transmitting to said data control unit

requests from said network to retrieve specified

gunsmuis sues
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retrieval data from said mass storage device to said
network,

for transmitting said specified retrieval data

from said data control unit to said buffer memory and

from said buffer memory to said network,

said

categories of messages from said network to said host

and for transmitting predefined

processing unit for processing by said host processing
unit.

3. Apparatus according to claim 2, wherein said

data control unit comprises:

a storage processor unit coupleable to said mass

storage device; ‘
—a file processor unit;

means on said file processor unit:

for translating said file system level storage

requests from said network into requests to store data

at specified physical storage locations in said mass

storage device, ‘

for instructing said storage processor unit to

write data from said buffer memory'into said specified

physical. storage locations in said mass storage

device, _

for translating file system level retrieval

requests from said network into requests to retrieve

data from specified physical retrieval locations in

said mass storage device,

and for instructing said storage processor

unit to retrieve data from said specified physical

_retrieval locations in said mass storage device to

said buffer memory if said data from said specified

physical locations is not already in said buffer

memory; and
said

transmitting data between said buffer memory and said

means in storage processor unit for

mass storage device.

suasmute sues
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4. Network server apparatus for use with a data

network and a mass storage device, comprising:

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage
device;

a buffer memory; and
means:

for transmitting from said network control

unit to said data control unit requests from said

network to store specified storage_data from'said

network on said mass storage device,

for transmitting said specified storage data

shy DMA from said network control unit to said buffer

memory and by DMA from said buffer memory to said data

control unit,

for transmitting from said network control

unit to said data control unit requests from said

network to retrieve specified retrieval data from said

mass storage device to said network,

and for transmitting said specified retrieval

data by DMA from said data control unit to said buffer

memory and by DMA from-said buffer memory to said

network control unit.

5. A data control unit for use with a data‘

network, a mass storage device and a buffer memory,

and in response to file system level storage and

retrieval requests from said data network, comprising:

‘a storage processor unit coupleable to said mass‘
storage device;

a file processor unit; T

means on said file processor unit:

for translating said file system level storage"

requests into requests to store data at specified

physical storage locations in said mass storage

device,

sunsmura sum g
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for instructing said storage processor unit to

write data from said buffer memory into said specified

physical storage locations in said mass storage

device, I '
file

retrieval requests into requests to retrieve data from

for translating said system level

specified physical retrieval locations in said mass

storage device, A A
‘and for ‘instructing said storage processor

unit to retrieve data from said specified physical

retrieval locations in said mass storage device to

said buffer memory if said data from said specified

physical locations is not already in said buffer
and

in unit

transmitting data between said buffer memory and said

memory;

means said storage processor for

mass storage device.

6. ~ A data control unit for use with a data

network and a mass storage device, and in response to

file system level storage and retrieval requests from

said data network, comprising:

a data bus;

a buffer memory bank coupled to said bus;

storage processor apparatus coupled to said bus and

coupleable to said mass storage device;

file processor apparatus coupled to said bus, said

file processor apparatus including a local memory

bank;

means on.said file processor unit for translating

said file system level storage requests into requests.

to store data at specified physical storage locations

in said mass storage device and for translating said

‘file_system level retrieval requests into requests to
data retrieval

locations in said. mass storage device,

retrieve from specified physical

said means

including means for caching file control information

SIIBSTITIITESHEET  
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through said local memory bank in said file processor

unit; and

means for caching the file data, to be stored or

retrieved according to said storage and. retrieval

requests, through said buffer memory bank.

7. A network node for use with a data network and

a mass storage device, comprising:

a system buffer memory;

a host processor unit having direct memory access

to said system buffer memory;

a network control unit coupleable to said network

and having direct memory access to said system buffer

memory; '

a data control unit coupleable to said mass storage

device and having direct memory access to said system

buffer memory;

means for satisfying requests from said network to

store data from said network on said mass storage

device, for satisfying requests from said network to

retrieve data from said mass storage device to said

network, and for_transmitting predefined categories of

messages from said network to said host processor unit

for processing in said host processor unit, said means

comprising means A

for transmitting from said network control

unit to said system memory bank by direct memory

access file-data from said network for storage on said

mass storage device,

for transmitting from said system memory bank

to said data control unit by direct memory access said
file data from said network for storage on said mass

storage device, A

for transmitting from said data control unit

to said system memory bank by direct memory access

file data for retrieval from said mass storage device

to said network, ‘
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. and for transmitting from said system memory
bank to said network control unit said file data for

saidretrieval from said mass storage device to

network;

at least said network. control .unit "including a

microprocessor and local instruction storage means

distinct said buffer all

instructions for said microprocessor residing in said

from system memory,

local instruction storage means.

8. A network file server for use with a data

network and a mass storage device, comprising:

a host processor unit running’ a Unix operating

system; A

an interface processor unit coupleable to said

said mass storage device, saidnetwork and to

_interface processor unit including means for decoding

all NFS requests from said network, for performing all
for forprocedures satisfying said NFS requests,

any NFS

transmission on said network,

encoding reply messages for return

and for transmitting

predefined non-NFS categories of messages from said

network to said host processor unit for processing in

said host processor unit.
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high speed collective file transfer method before setting
communication link in file transfer origin making use of
second storage media where input-output isfaster than first
storage media and its first storage media , doing compression
or other treatmentvis-a-vis file data inside first storage media ,
while in order to do data transfer ,to transfer file data to

- second storage media with this invention , afier
oompletingtreatrnent for file data , It sets communication
link , without administering treatment file data inside second
storage media , vis-a-vis data , without administering
treatment, with protocol and file forwarding destination which
it lumps together transfers to network card file data which
transmission is done vis-a-vis data in network card while

lumping together transferring to second storage media ,
treating thawing or other ithas possessed means which it
transfers to first storage media .
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Claims

ltfifitéeaiwtfil [Claim (s )1 V

1. 77»r)Lo)$ii£i:&U77»r)La)fi$£5E'E{¢#L€n. ~'r‘—51§£i£§t-T57‘:

Respectively, data transfer is done with transfer origin of l.file and forwarding destination of file , it is

&t)0)91Ffi€-‘~51/<1. %10).‘%‘E.‘f§fi§l7$. &UT3‘£1 0)E:Ef§!1%l7$J:U/XtfljJa2€J§‘s.7h<£L\%20)EBl‘§fif7l:7w3fi24I>5R
F¥l‘§"r§E§7-=\'--T"?-')'--t'€fiil.\‘C. 77‘f)l»0)§z-:i£JT|:'C'. iEi'§'J‘/7E§9$‘§‘%>fifil:. $1 a>:=.e1an;i2tvqm774;t

5"-9l:i=lL‘C. w7::<é:tEtr‘a’. 7‘n|~:Mr§firfi. 3'LU7Lz—E‘/7'0)Fl=0)L"§‘1’l.b\1 oa)a11E=&t-‘rt\7:;1.a<s3. 377
«rib-'r‘—5riiRm-F-:‘a:txéfrtxcfi2a>*.%B%9§l2k«IIE3z§i:i£a“F.Ea¥nE.1:. ETI§E774/l«0)$fii£fi:'G.fiiI§E77
«r/v+‘—9I:$e"4'Za&11§dJ5*a 7%. ifil§'J>0E§£$l,. fiI‘J‘E?E¥20)‘§'E‘l§9.¥l1lil’90)77«i’Il«-‘r-'—’;‘¥E. {'7rl.l:?#l.‘C
maétfieflz. fii‘I:§*a;‘Rm-'r‘—$n \'z='.»_>1rL'c'iet&. WME7‘-—sn \’1lZf§#s’i‘§$#L'L’L\/'.§>E‘l'fil§§5Ei'.;;Fli0)3?~“J l~'7
—’J7’5I'75r7J-—F~—lS§2‘:i£L. fi»‘l'~‘yl~'7—’775!’7”;‘I1J—l~'75\E»?~~yl~'7—-’J'\lf:i£*4'%>$JlEt. 774/WJEZ:
sister-. fi?I.’=.*a#vyr~'7——'725\:‘o.?.§fi5%_9t';a);‘J1m+‘—c»'/<;u:t§tst$:ri.'cL~z.>4=~yI~'7—775f75m—F«E:i£e=tL
#:3323774)»-7-‘—5i€. 5:-—@0m;§\ 7'1: I~:iM4§ia‘t. &U7lz-E‘/7‘€‘§{.‘L\?'1l’L0)5lEE‘l’.-fi‘éE"§‘l:

‘Making use of general purpose computer architecture which consists of second storage media where input-output
speed is faster than general purpose data bus , first storage media , and said first storage media , while in transfer origin
of file , before setting communication link , at least treating any one inmidst of compression, protocol terminal , and
flaming vis-a—vis file data inside first storage media , protocol which through general purpose data bus , sequential
transfers said file data to second storage media and, With forwarding destination of protocol and file where in transfer
origin ofaforementioned file , after completing treatment for theaforementioned file data , it sets communication link ,
without administeringtreatment vis-a-vis that, through aforementioned general purpose data bus , to the network
adapter card for computer communication which directly, is connected to said general purpose data bus it
lumpstogether transfer file data inside aforementioned second storage media , from the said network adapter card to
network transmission they do, Aforementioned file data which transmission is done, withoutadministering thawing ,
protocol terminal , of data or each treatment which includes flaming to network adapter card which from
aforementioned network isoonnected to general purpose data bus of said forwarding destination

. Eiiflfifii-‘-91§X’E1"rL,‘C%20)‘§EF§9%i7l5’\—?E$f:i£L. §I‘I‘§EiEf;§‘J>7€'fifi5€?"%>5l'=ll[Et. EiIE?E774ILU)§E
5£9‘E‘(‘. 'fiTlE5.’EiEi‘%"J‘/7€'flf3Il.T:?fr:. filI§E§§20)§El§9§i$

Through said general purpose data bus , with forwarding destination of protocol and aforementioned file which it lumps
together transfers to second storage media , release theaforementioned communication link , after releasing
aforementioned communication link , theaforementioned second storage media

PW)?-'Sll236J‘L,'C. ’}‘7'.‘I<é:‘bfl3i9&E. SETEJU1-E0)'=l='0>L“§’4‘r1.fJ\11>0)flllEEfiL\7EiJ‘-3. l|fi>5U&Eé9(L7‘:fiiI
§E%20)’§E."l§§§l7$P§0)7—9’é'IilI§E5H.l¥l7—$IIiXE‘J"rL'C%10)‘§E.‘l‘§ll§i$’\§ii.§'§'%>¥lIfit Efi’J'%>Zt"éfi

$&«':?%>77'1’ll«§z_ii£7:';'ft. 2. §§3l€1E1§Efi0)77*fIl«§ii£7:‘;‘;*&l:2F3L\‘C. 'fi?I§E$iEi£J'i:‘C'. fifi§E774)lr?—’fi’é
TiTI§E-‘r'~-yl~'7—076‘f757‘J—F75\I3§TI‘§E*‘y|~'7-7’\ifii£’§'éi%€rl:.

Vis-a-vis data inside, while treating any one in midst of thawing treatment and communication treatment at least,
sequential data inside aforementioned second storage media which was treated through theaforementioned general
purpose data bus , regarding to file transfer method which itstates in file transfer method . 2.Claim 1 which designates
that it possesses protocol which it transfers to first storage media as feature, inaforementioned transfer origin, When
aforementioned file data from aforementioned network adapter card transmission it does to aforementioned network ,

fi774Jl»-T'—5l"¢'-1 il§liT:l1?§§lilE0)/ {’f')l~$i:*L‘C'§i':i£L. 75“:
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To transfer said file data with packet unit of one or a plurality , at same time

3?! V7“) l‘0)§i§9E€‘i‘§E'5’§>5i~‘V|*'7—97|*' file transfer method . which designates that it uses memory
l/XtL/C. fiTI‘§E§z':i£7—l:0)¥ 2 ¢7)'.3§BT.§ll§i7$?l*l'G address whichcorresponds to site where data which
3/ V7“) H .‘_3'€=fl7(':'-?'6 "F-57 /fiififlfl 3111 L "5 corresponds to the said packet inside aforementioned transfer
*5 EH1 7~TTt7 '4'6ifU 7 F D15 R51 L ‘ 6 Z L’ 5' original second storage media as network address appointing
¥3ffl&§'5774)b§ii£/732$. forwarding destination of said packet , is housed as feature

3. 3.

.§.%3lUE2§Efl€1>$z':i£7:';‘£l:2l‘3L\‘C.

Regarding to transfer method which is stated in Claim 2,

?~\yI~U--7l3.;:0>7’I:: |~:Ul«tL'C 4‘J’5'—3?~'yl~7Dl~:1/lz(lP)€'FFl

As protocol ofnetwork layer Internet protocol (IP ) business

IP’\“J5?'O)7l'7"/a‘/fifiifili. 'F'lTi‘E7E)‘-‘E')7 F1212-“:tTfEFi'?aCé:

In option region of IP header’, description above [memoria ] Grant dress

Et#fit§‘»57741L«§ii£7E7;‘£.

file transfer method . which is made feature

4. Efiiklfit§E§1i0)77'f)l»§i5£75i£l:2F$l.\'C. fifisaiiiiic.§fI§a77»r/1»-?‘—5#&fi?I§‘e:i«-yI~'7—’J79‘7’97J
—l~'75‘-3TaiI§B=i'~“J|~'7—7'\l1T:i2'§'6i%%l:. §x"774'}l«'7"—’2'1’£*1lEi7‘:l2l:?§§$liE0)IV7'y|~${£'Z‘GEi$§L. 75‘?
Ea‘!i#vl~0)§ii£5’E§?‘§E*J'F€>7~‘yl~'7—77FI/2é:L.’C. »‘?~‘yl~7—’7E

Regarding to file transfer method which is stated in 4.Claim 1, whenin aforementioned transfer origin, aforementioned
file data from theaforementioned network adaptercard transmission it does to aforementioned network , as network
address which transfers said file data with packet unit of one or a plurality , atsame time appoints forwarding
destination of said packet , network layer

0J§fiEB4J7l~‘l/Z. fiiI’§E$Ei£5"I:0)¥20)§Ef§§§i1lil7i‘G§2'tIi’7"yl~l2i‘1‘Ef.'—?'Za7"—

D which corresponds to said packet inside logical address , aforementioned transfer original second storage media

’37'J‘$§§’:l’l3#L'CL\%>f%filI3'<‘\fEt‘S‘§'%>2‘=E'J7FlzX. B‘LUiI‘I§E$ii£5':‘:0)FfiE0)/\

predetermined of memory address , and aforementioned forwarding destination which correspondto site where [ta ] is
housed [ha ]

—l~"§I7’&tfi5|l"J'451’:I¢)0)/ \-—|~"7177FlzX§fi%L’CE§31’L7":'7—)l«
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Integrating hardware address in order to identify [douea ], it was defined [waaru ]

F'74Fl::L:—'77‘££—»K7—I:0)7Flz7sEFfil.\%> Cti'4#@¢‘:'9"§>77*f)l«§ii£7:T5£.

file transfer method . which designates that unique one-dimensional address is used for
[dowaido ] as feature

5 EXIE1§Efi0)77*f)|«§Ei£75$£l:3'5L\'C, Eil§Efii£:Tc‘E.EUEE77'fJL«:F—5i'EiI‘r?E3?'~‘yl~'7—979'76‘l7J
—i~vs\eau

Regarding to file transfer method which is stated in 5.Claim 1, inaforementioned transfer origin, aforementioned file
data from theaforementioned network adapter card before

'E§E¢'?'~-‘J|~'7—'7’\i1Eii’i'%>1%f:’.‘lZt ETIi§'E“r'—5'774)l»fJ<1lE3Ef:l:l:fifiilE0>IV7‘y|~${fi.'G§i:i£$7(L. ‘éBl:. E?!
§E774)b0)§i:i£7_i:‘C'. §7I§E77'f)L-’r’—’2"’E§§1?~‘yl~'7--77’5?'7§‘l7J—

When transmission it does to description network , aforementioned data file to be transferred with packet unit of one or.
a plurality , furthermore, intransfer origin of aforementioned file , aforementioned file data said network adapter car

|~’75\I‘:»fiI‘l‘E§E»?~-‘J|~'7-9’\i7Ei.§’4'6¥llEfJ‘.

From [do ] to aforementioned network transmission protocol which isdone,

i£lEI\°’7~yl~l:‘n“fI§E$ii£:’i:0)’fi20)EEf§!1§l>kI:
:fa‘|+%>‘£§I\”7'~yI~I:$6lfn‘S?'%>-7-‘-$¥0)5’&§E7I<b'
Kt/<*r-yl~E§31=f5L'C. fifi§E$i:i£$'E7‘J\tS0)“é'
EI«E%$"&?r*r1’:‘d’l:%?/<'7"yl~"&lllE3Ei£lE'4'%>$
llfit. fiTI§E§z':i£5Eb\I‘o/<’7"yl~<7)fii£¥3§"é§
lrfztélzli. .?§i§¥3R€’$‘vZ'|‘ff:/{’7"y|~0)
J+€:?§lRE’~Jl:§ax*§z':i£:T:0)’%' 2 a);=."El§9£l$fJ\Ea
E-E.7+tf5L.‘C§i’a"J'Ia$lIE’¢'Sa7+. fi?I§E774)L
0)fii£5’t‘:‘C*. fiTI‘E:E5fif§')>7’.a_“—fi1i5l’4'%>¥lIE
fl‘. §f§LT:/{’7"yi~0)I5—‘F::‘y7’&fi"l.‘.
ififih‘E5-‘-$I0)fiZ%&Ifi§L)iJ‘%$l,7i£75\af:
§fF§/V7-y|~’¢~E. §u‘1%;a§r:s£:"c«fitm=.§&m'
:é:f.t<. §§$z':i£9:':0)%.' 2 0)§ET§tt§1*'\lIE3fiE¥
l§L'Cr1><$JIEé:. -7-‘—’;1U)fiE%&U¥—90)
ifiw)=P0)¢7'£i<é:£-7ib‘i§tH$#tf:/<'7‘yl~
tzotvclah E*5l:.::h.E-fifib. §§I<’7\yl~0)
§fia‘=irL%>’<=5';5'E‘l§i:’Eii£'.‘%’x*IV7~yl~$§$}f£
l'r§h"C$$$. l>J.l?§'§l§*<l‘%'>9K%&U§l)0)f;
L\/i’7‘yl~£-l|fi3fiE§$§l.'Ct'1><&é:-'61:. fifiéfiifi
H:3#Lf:I<’r'7|-0)5Y:E7FlzXt/\”7'yl~EE
fiTI§E$i:i£:'rT:’\iEii1 l.‘C§i£"&§3R‘~i'65l’=lEt.
fiii/\°*r-yI~t§I-taxorzta. 3/<'7‘yI~’&fiTI

33$IT'C2i’$l.\f:§Bi‘.$‘i3H3&’l:§§’i'5§>5}3lllE§"éi‘
t: :&E1‘¥'rflt*d‘%>774Il«$Ei£7?;‘£.

Granting start address and packet length of data which
corresponds to the said packet in aforementioned transfer
original second storage media in transmission packet ,without
waiting for affirmative response from aforementioned
forwarding destination ,when receiving retransmission
demand for packet from protocol and aforementioned
forwarding destination which sequential it transmits said
packet, Only packet which receives said retransmission
request reading * is resent including protocol which from
selectively said transfer original second storage media ,
protocol where with forwarding destination of aforementioned
file , protocol which releases aforementioned communication
link , does error check of packet which is received, midway
omission of data or reception packet where error does not
occur, without returning affinnative response
toaforementioned transfer origin, to second storage media of
said forwarding destination sequential compilation does and,
It abolishes this at once concerning omission of data and the
packet where at least one in error of data is detected,
compilation of said packet memory region which it should
you do, as is less crowded just said packet capacity fraction ,
later sequential compilation it does packet which does not
have the omission or error which are received, Description
above notifying start address and packet length of packet
whichis detected to aforementioned transfer origin, afier
receiving the protocol and retransmission packet which
require retransmission, the said packet description above in
memory region which is less crowded compilation file
transfer method . which designates that protocol which is

Page 7 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1248

WO1997033227A1

6

:%§2ttIE 1 §Efi0>77»r/1«§i‘:i£7:'iz‘<tt:a*sL\'c.
fi7IEE774ILd)§ii£5’&l:, »‘?~'yl~'7—94>$'7
:—xn—F€1tLrtEfia)ta“i3lE='c‘t§t?cL.
1Efi0Jfia“ii3Ea>=t=0>io'Efi>1.‘>’£ia)fi.-i”ax2‘i<. E71
§a77«r1La)$£i£:T-.22»Bi-‘—6!77»r1Li§%:J+
tfl'9“B§§1:. fitréafiiiissiit. fifléaaaiifisizw)
§#>tJ.EtI%B§is* i 0)9a"‘ii'3l5<’:0)l’aEl'C*§€ 1 o>iEt§;'J.
>7EbE:zL,t fi?I§'E§Ei.¥_5E;5<.fi-‘1:.='Efi I 03')‘;
7=é:—1‘rL‘cfi1I‘Ea% 1 a>aa“ist:25~-552-amafifieav
7«rJL«0)5>5!'A77t1¥3tZEx5Iv7L.
fifi§a$zEi£5*eiJ<.F1TI’E;E§'=.’ i a>fiFs5Ei:f.;'»J3<ft>U.
fi?I‘.%B§;i£:“i:é:a)Fa‘i'C*%' 2 a>U>’J’&$:zL. E11
%E'.§Ei£9Eb<. mate 2 a)'J>’J’é‘:FfiL\‘C'é1I§E-‘r’
—97741i,éfi»‘1%a$ii£:T—.25\5>—'ry9wi,
lZ§'Tc«7+lf.L. es:-saw Lr:v‘-‘—t»«77»r11,=.§%§$z';
iiéecnfi 2 a>‘—.‘:Bfs‘t§t2$«—t%$i:i£L. ETIEEEE
iistffi.FiTI§E—1%$i:5£t§T§ai:fitI.€;a%2a>'J>
agent. fifréaéiiifezbt. fitiéafi 2a):=:Et.§t1£
47151740)-'r‘—’;“rI:$dL:c. 'J>tr<ttafifi;;€9&E, SE
i§6ll1E0)¢l30)L"‘5’1‘L7J\ l oa>5l&E€fiL\f:;2b<
B. lIEE>fiE9LlEa‘=tLf:'fiI‘I§E’% 2 0>‘E:El‘§9£l7liW0)-?
—6«§'ri1I;5.‘aaiFfiv‘-‘—'5r;t;<é1tLr§a§£i£stea>
% i 0)§El§iI¥i7l<'\$Ei£L. ‘ii‘?I§B$Ei£§l':1i<.fiTI
'§§E5‘/’5"A77t7»¥3R”¢£IlE>JE%i"i'l.. fiiliaéfi 1
0)')>7€’3’i‘L‘CfiilEE774Iln“—@EE§§Ei£5’E
09% 1 0)‘E:EtTn£t2t:io~6§11‘.=:E’£ i 0>t:i”iX«5/3’
Alzfiiiic. fiiI§E§z‘:i£$25<.fifI§E5:z5'J.t§i
i£t<§Tt£1:fiiJ§e% 1 a)'J>’Jéfifi%fi3z?'é. zaé
t?rt%:t«*;‘9*?a77»f1i,§i?ii£75;‘£.,

§§XIE6;=iefia)$fii£75;‘z*.I:2*sL\‘c.

Regarding to transfer method which is stated in Claim 6,

1 998-8-4

doneis included as feature

6.

Regarding to file transfer method which is stated in Claim
l,through [nettowaakuintafeesukaado ] to forwarding
destination of aforementioned file , you connect terminal of
plural , first te'rrninal which is a one in terminal of the said
plural , occasion where data file is read out from transfer
originof aforementioned file , aforementioned forwarding
destination , becomesaforementioned transfer cause and

changes, establishes first communication link between
aforementioned first terminal , Aforementioned forwarding
destination , through aforementioned first link , demand
foraforementioned file which is sent from aforementioned

first terminal random access stack , aforementioned
forwarding destination , to become theaforementioned first
terminal and change, to establish second link
betweenaforementioned transfer origin, aforementioned
forwarding destination , Aforementioned data file from
aforementioned transfer origin reading , said reading it is in
sequential making use of aforementioned second link to
second storage media of said forwarding destination to lump
together transfer data file , while theaforementioned
forwarding destination , to release aforementioned second link
afierdescription above bundle transfer ending, aforementioned
forwarding destination ,treating any one in midst of thawing
treatment and communication treatmentat least vis-a-vis data

inside aforementioned_ second storage media , sequential
through aforementioned general purpose data bus , to transfer
data inside aforementioned second storage media which was
treated to first storage media of the said forwarding
destination , aforementioned forwarding destination ,
sequential to execute aforementioned random access request,
through aforementioned first link , from first storage media of
the said forwarding destination to transfer aforementioned file
data to random to theaforementioned first terminal ,
aforementioned forwarding destination , Description above
file transfer method . which designates that theaforementioned
first link is released after random transfer ending asfeature

7.

§‘IlE'E§1fii£7—i:l:3t=ll,’C|§lli§l:$§¥lZ0)‘>’ti"ii3lE7'J\ Bi§§il0J5>’}"A77‘lzX¥3KbW:-.>

Vis-a-vis aforementioned transfer origin simultaneously from terminal of plural random access demand for plural oh
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—
’fiil%B§i:i£5’n':fJ‘. WEEE1B3‘:I:§3Ré#L7‘:§§$l0)’J>61’A7’7tx§3§’<E§EL‘C

Aforementioned forwarding destination, rearranging random access demand for plural which description above
simultaneously is required

. Jlfifik. éfiéiiifiibifi‘/5TL»77t1¥3i-it,T:'?'—’5*774)lzE'fiil‘§E§E5£:7c7f)\I3—l%L.‘C9—’fi>-\")l«l:%.-fi.r7+t:t1?‘
ZtE"f?‘ffi&?'6774/l»$ii£7:'i£u 8. E???I§6I%'Efi0)774Il»§Ei£7':7§£i:a‘:§L\‘C. fiTI."%'E§fii§5EEI{’7"yi~0))b—
’$V&:l.'C#£fi"é‘$1:t. §il§E§1_:i£5E75‘fiTl=§.E$20)'J2/7’&R3L\‘C'fiTI§B’r"—5?774)b’éfiil§E§f:i£7cb\I3

sequential , each terminal random access lumping together data file which isrequired regarding to file transfer method
which is stated in the file transfer method . 8.Claim 6 which designates that it reads out in sequential as feature from
aforementioned transfer origin, fiinctioning with theaforementioned forwarding destination as router of packet ,
aforementioned forwarding destination making use of aforementioned second link aforementioned data file from
aforementioned transfer origin

“/-'7‘/*‘/-t')t»l:.’5.-F-«7>*'t'l'4‘l,. §§§z':i£$*r':0)%2<T)‘i'§E1§lI;‘i'Ei7$’\—iE§i:i£*§‘?ol9;§§l:. fiil

When in sequential lumping together transferring to second storage media of the reading , said forwarding destination ,
before

Efliiiiizb‘. fiiI§B7"—’i77*I’II/E1iE1$f:ld:§§IiE0)IV7"yl~¥{fi'G. 7'3‘???

Description transfer origin, aforementioned data file with packet unit of one or a plurality ,at same time said

I §"7'~‘Jl~l.‘.fiiI§E§1':S£:rT:0)%20)§‘E%9£i$l79‘G§}z*I i‘7'“Jl~

In packet inside aforementioned transfer original second storage media said
packet

$2tL'CL\%>1%F)i’.£7T='§”>H”:')7Ft/X¢’:"J'«rX‘0)
t§fiE1=tE+t,'c53§f;;L. ‘§iI§E§£i£9Eb<E:a$23i£
9Er7>¥ 2 0)‘.5§Ef§il§i$|79t7)§"-5!l:$'=ll,'C. /M2:
<tt;fl:§9LlE.5Ef§.6l&Ea>4Jc7>L~?‘#1.b\ 1 0
cr>&I1E€fiL\7:;25<B.Iifi35ul&Ea=t1.f:.$% 2 0)
%'ate!«£t7l:I1sia)-'r‘—6r§fi«‘I‘.=:E2‘J1Fl%5-’—5r/<x=Ea’t
L'Cs§$ii£5'aa)’% l 0).§.E.‘T.“e!£i?li’\$i:i£?'%>l#
t:. E:£§fii£5e2b<. ri1I§B§z‘:i£:‘i:i:.i:-:'c{=ti-Héirt
r:><=E')7I~‘I/;<é:*2‘»r;<o)t§$‘&I:a‘cI:. 2
a>sar.e::;4:i:i:qa>§is;</rtyi-*.2aesa9ea>% 1
crJ.'=:a%b%i7ki:§%t,. iii‘.-':B§£b’§9e25<'rttI:~'.'a5>
5'1’./.x77'l'_'X¥3??€'l|E33Z¥fiL..fi7I§E'5§i=’ 1 0'}
‘/7€'1i‘L'Cfiil§B774)l«7‘-'-$'E§§§ii£5'E:t7)
'% 1a>.%Et§9%t2t<fs\:ss‘a?I§E§%' 1 a>fia”sSE~5>5r’J.t
lZ$i:i£’J'%all§lZ. 'éTI§E.'$z3i£9‘EfJ‘. fiiI§E‘r’—’$~'7'
741L£~ 1 ifilifztitfifilifid)/<’7vl~$ifi'C*. in‘
'3. TiiI§E§i:i5§7‘nl:oto'Ci‘i531'LT:)‘-‘E')7Flx
Xtfi-»fZc7Jt%?fi’.£filfi.=1‘§/t’7~yI~I:h‘E,~Lxc
fi1I%E§=:1o>fia“i$~$:Ei£L. 351:. fiTI§E%' l 0)
fiatfitzatstvc. fi~‘I§EI€’7'yI~I:h‘5$?(L7‘:2l=E*)

l:$¢=i$’9"%>¥—’5'iJ‘$-’r4’i.

data which corresponds houses

Granting data of memory address and size which show site
which is done while transmitting, when aforementioned
forwarding destination treating any one in midst of thawing
treatment and communication treatmentat least vis-a-vis data

inside second storage media of said forwarding destination to
the first storage media of said forwarding destination ,
sequential data inside said second storage media which
wastreated through aforementioned general purpose data bus ,
transferring, When said forwarding destination , in data of
memory address and size which aregranted in aforementioned
transfer origin in origin, compilation doesreception packet
inside said second storage media in first storage media of said
forwarding destination , theaforementioned forwarding
destination sequential executes aforementioned random
access requesf,through aforementioned first link,
aforementioned file data from the first storage media of said
forwarding destination transferring to random to
aforementioned first terminal , aforementioned forwarding

* destination , Aforementioned data file with packet unit of one
or a plurality , at sametime. granting data ofmemory address
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7|*'l/Xc‘:*i"f3\"0)li‘§$fi§7—l‘2lC§§%' l 0)§i“§3lE0) and size which are grantedin aforementioned transfer origin to
l3}’TE0)§B‘l§ii'Eli";'ilC5"—’2‘E§?§"9"%> C<’_"'&l3f said packet again, on basis ofdata of memory address and
H¢‘:?'%fi,"";?§f:i£7552t... size which it transfers to theaforementioned first terminal , are

‘ granted to aforementioned packet furthermore, in
aforementioned first terminal , in predetermined memory
region of said first terminal data transfer method . which
designates that compilation it does data asfeature
9.

353321.31 ~§§3RIE8‘E§EiZl20)l.\?’7(LiJ\11fi§Efi0)¥—5'§ii£75§£’&%Fr'§'%>

data transfer method which is stated in any one claim which is stated in Claim I ~Claim 8 isexecuted

f:6t>r7)7’l:7'SL».’&§E'l§l.7‘:§El‘§l1§l$t.

storage media . which program of for sake of storage is done

10. -‘r‘—9$z‘:i£Efi5f:&‘>a)%1a>iiLmi-‘-51/<x.1;.

first general purpose data bus in order to do l0.data transfer and,

'§10)‘EEl“§9¥l2K<’;.

first storage media and,

fiiI§E¥10)'a‘Ef§lI%l?$.J:l)J\.‘;l:. 7Ji$§75‘i2l.\%20)§El‘§lI£l$t.

second storage medium where input-output speed is faster than aforementioned first
storage media and,

fi?I%:E1'%1UJERFE=r‘—az<xi:t§¥fia‘<n'cL\6%+§&BiEf§m0>%'1an-yI~'7—

first for computer communication which is connected to aforementioned first general purpose data bus [nettowaa ]

’J79'7’5!7J—l~'é:.

[lcuadaputakaado] With,

iEf§'J>7€~§£i=4'%>§?ii:. ElI§E%1 a>‘.§'e1‘sf9§l7t:r1=i0>774iL?—6ii:$aiLt

Before setting communication link , in file data inside aforementioned first storage media confronting

. '&‘1::<.1:£E.tfi. 7:: i~:i1l»!t£‘i'a“ii. &U7|/-5‘/70)¢F0)l,\?‘7h.7‘J\1’)0)5lfl

At least place of any one in midst of compression, protocol terminal , and flaming

E’&?'?l.\7'f£7§‘|Eu. §.>z*77—rIL-7-‘—61=&EiI'.=ia% 1 a);‘HFfi-i-‘-5-I \‘;<é1‘rl,'cr‘ii‘i*§E%2aJ§afit£t2k«IE3zEi£fi'éf:&>
a>’%i o)§ii£¥E£.!_-. -
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While doing reason, first forwarding means in order through aforementioned first general purpose data bus , sequential
to transfer said file data to aforementioned second storage media and,

§7l§E774rII»¥-9l:§=H‘%>5lflE0)z'=‘: 7% . ifif;;')‘/’7E§5i7EL,

After completing treatment for aforementioned file data , communication link is set

:‘:iE'|§.ll;'iT.{3lEl3‘§0)77’()l«-1-‘--'13l:i*1L.'C9&EElifi
2:-41:. %77«f)L-7-‘—$1’.~_‘—. fifi§E§fi 1 0);‘Rfi-7-‘
-'3/\‘x>&frl,'c:E;t&. ‘nausea 1 0>ri'«yI~'7—/7
7@’7$«iJ-F«—4%$ii£l.. 1 a>:t~‘yI~'7
—’J75f7’6v7:—Ffs~:5#~~yI~'7—0«4i:i£'4'%>
r:&>a>li:5£$£fit. §=fia"%>$z':i£:r‘c§+§&t.
-‘r‘—9$£ie‘§€fi5f:&>a)%2a>3flFH+‘—5z:<x
t. % 3 misatahfitikt. mega 3 a>*.=:Et§t§it>k
J:tJJktim§t§25<§L\*se 4 aaeatfittfibtttt at
east: 2 a>;‘J1fii=:-‘-5!/<xi:1%’i$frL'ct\%.fa‘+§
maemana 2 a):r~-yI~'7—'J7£r’75z7J—F
é:. fiI‘l§E«‘l'~-yl-'7—775\B§?I§E% 2 0)#'~‘y|~'7—
’)75f7°ér7J—F«ti:i£a=:rLf:fitI§a77»r»=r‘—
9%. 7'-‘—5r0>fi2;§. 7I:Il~::/l«!t§fia"i. $1071»
—s>7'§*‘a?¢;L\#’9ru.a>5tL§%.H£E$ft:. ma
% 2 0);'J1FFl?—$I/<XE1l‘L’Cfi?I§E'§ 4 035313

a;12s«—aaaasac. anaasata-Juaaaarava.
T:U)0)fl73I5l'=§9t’:. '§7l§EiEf§'J‘J7’¢*_"$73IL'/':
ifi. §7l'§lE% 4 0)?-=:E."|Ell§l7l5l7?l0)7"'—’3l:3GlL.‘C.
’}‘7§T<:‘_'$%}§9flE. i§l§5l&E0)‘F0)l."J’1’L7‘J\
l ’)0)ME€'?‘—rL‘7aTfJ‘I3.||lEWflE$7l’LT:'fi7I§E
$40).‘-:s'ET.'*§il§f3$<l*l0):r'—5"¢iE‘FiiI§E¥20)iH.Fl3:I"
-9! §X"¢«_"fi‘l.,'CfiI'l§E% 3 (7)‘§El.§9§l$’\§iii£§'
67":6b0)¥ 2 0)§ii§$5Qt E7fi'*4'?7§Eii9l‘:%’r

iglfc‘: §§lf§’§'6Et*<*_"i5ffit§'577’t'llz§ii' Ev

ll.

Eéskrfi 10 €afio>774/Lfiiiafilzrstxt.
'§r‘I§i:‘§.=.i£:'u:=.'+fitfifJ<. §?I*.=:a77»rJt»-'r‘—’;7E'r=itI
‘SEE 1 a>rf~-yI~'7—’77’;f7’;1i:—FiJu‘=fifI%.'B?~
"Jl~'7—7’\l1'.‘ti$'§’%>1'%%l:. é.‘zz‘77«r;L-';-‘-51
E 1 {@§f:l:1EfifEaJN'r~yI~.i=H-*L'c«§£i£L,.
fr’). %1<*I\°’r'yI~0)§ii£5'&€—¥‘s‘:E’J'Zn4'~‘y|~'7—
77l~'lzXtL'C. ansaa 2 msaranatztmrexr/<
'7“;l~l:$6H'b?'%:7"—’5'75<l%¥#iE=h%>%F}il:$<=l
E5?”/5:<%'J7Ft»x€—FfiLv5 .:&€4‘r*rt£&«t1’%>
77«rJL§z‘:i££§E.

12.

Without administering treatment vis-a-vis file data inside
storage media ,said file data , through aforementioned first
general purpose data bus , transfer original computer and
second general purpose data bus in order to do data transfer
and storage media of the third which possess transmission
means. in order directly, it lumps togethertransfers to
aforementioned first network adapter card , from said first
network adapter card to fietwork the transmission to do and,
From second network adapter card and aforementioned
network for computer communication which isconnected to
storage media and aforementioned second general purpose
data bus of 4 th where input-output speed is faster than
storage media of aforementioned third theaforementioned file
data which transmission is done, without administering
thawing , protocol terminal , of data or each treatment which
includes flaming toaforementioned second network adapter
card , through -aforementioned second general purpose data
bus , it lumpstogether transfers to storage media of‘
aforementioned 4 th , While treating any one in midst of
thawing treatment and "communication treatment at least
releasing means in order to release aforementioned
communication link and, after releasing aforementioned
communication link , vis-a-vis the data inside storage media
of aforementioned 4 th , sequential file transfer device . which
designates that forwarding destination computer which
possesses second forwarding means in order through
aforementioned second general purpose data bus ,to transfer
data inside storage media of aforementioned 4 th which were
treated to storage media of aforementioned third ispossessed
as feature '

11.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network

adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10, as
network address which transfers said file data with packet unit
of one or a plurality , at same time, appoints forwarding
destination of said packet, file transfer device . which
designates that memory address whichcorresponds to site
where data which corresponds to the said packet inside
aforementioned second storage media is housed is used as
feature

12.
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Efiitrfi 11 ;=:ar.2a:$,=.aa§E¢:;st~r. =t<~yI~'7
—7E0)7Ell~:I)l»&L,'C 4>9—=t'~~yI~7DI~::

1L(ri=)EI¥Jt\. IP ~y5!'0)7t'7’~‘/3‘/fifiifili. it
§E;“’&'J7|'~'l/X’&i‘T5?'%'>Cc‘: ét?rt$&¢‘:'a‘?a7
7»r:L$£i£§E.

13.

EESRIE l0 :%‘afio>77«r»§fii§§EI:rsL\‘C.
fir‘I§E§z‘;i£:?cE+§%b<. §?IEa7741L¥—5rEETI
53% 1 0)=t’~v|~'7—’77’;?'7’97‘J—l~’fJ\t‘:-fi?IE'.E=t'~
-yt~'7—’7«t2?-.i£1'%>%‘.=.*t:. %77»f)L?—5I
E 1 flEiT:l1¥EfiflE0)/ i’7"y|~$i."'£'E§z-:i’éL.-
7&0, §2*IV7‘y|~0)§z';i%_9E".~_"¥‘:3E’9“Z.’a?~“Jl~'7-
77F:/:<.tt,t. #~~yI~'7—'7§aJ.1?§Ea<J7I~’p
X. fiI‘I‘EE'fi 2 0)'§i.'i".§11,¥i7i>7|N'C'E.‘§§/V7"‘/|~lZ3“]‘I71"'.~
'¢'%fi‘—9b<t§¥mé'n'cL\%>%fiI:im'9"%»<
=E'}7F|xZ. LtUfitIEafi5£5*&%+§&m0>fiE
rm\—F'b::7E:%§tsIJ§*«5r:&>a>/\—F-7177
Flxlififi‘L'Ci§$1'L1’:'7—)l«FU*fFl::r.
:--’Jt.t—:5z;v‘:a>7I~'L»z§HElL~%> came
é:'4'é77«rw$i;i.%§§E.

14.

EEHUE 10 ‘E:Efi0)77»r1L§i£§%I:2tsI.\’C.
fifléaiiiiietfiflib‘. fiiI§a77»f)1»-‘F-95331
EEEE 1 0)=t'~‘y|~'J—77’5"7"3dJ—I~‘fJ\t‘afi1I’.-=:E=t'~
vi-'7—7'\l7T:i£?'Z>i%%l:. EUEE-7-‘-9774
ILE 1 {E$T:li$§fi{El0)I€’7"yI~$fi‘i‘C'Ei.9E
L. EH1. §fI%Bti:i£$E£b<. iité/<’r~yI~
l:fifI§E% 2 a)§Bl§9£l7t=l:tsl“r%a§a*/{'7-yl~I:$<=t
m*J‘%n‘-'—5I0)9t:§E7Fl»xt/t/;'\yl~E‘&4=t5
LT. fi‘II§'E$ii£9E§+§#§fJ\-S0)‘e'r"EF6§Et¢rf:

1‘l:%.3/*<Ii’7‘y|~ElIE>fiti$§f.§‘9"'§$E<.z”&. fiiliifii
i£fi'e%t§&b\Fa/<’7'~yl~0>fii$§¥3§iE§|7‘f:t
EH1. §fii£§3§2’£—§Irf:I<’7-yt~0)fl’a_'-E
lRB‘J|:‘fi?IEB% 2 0)EBtE!!§l7$b\BE.%$;tflL'C§

i£’J‘é¥EE’¢’-EL. ‘§iI.‘3:Bflii5t$lIE1:<. §f%;L
f:I<’7'v|~0)I5—=)'-1-y7’£?-‘rL\. L%rt='c+‘—
Gtwfizfixttfifit)fJ‘%£EtJ2iIfJ\of:§lE'I\"7-7
|~’¢’« fifI§E§Ei£:"n'.%tfi&’\’€EI»E”.§’&z‘E?':é:
f.+‘<.'fi?I‘EiE§ 4 0)§Et§!I¥{7li'\l|fi>5E§TEl.‘CVJ><
$52}.-. -‘r‘—’$10>9E§§&I.fifi-’——’;!0)E§%lJ0>=F
0)wf.t<&t.—7‘:'b‘1§tfl$#Lf:/<*7‘yH:oL\'C
ld:E13I::fr1.E%¥l.. E3/{Ir-yl-0>§%é4'L?a
'<%_‘?EE1fi’fiEi32"¢'-.=‘.§/<'r‘y|~§%$§T£H§I+‘Cts
3'. U.%§l§’J'%>fiE%&U§%‘iLJt7)tiIl.\:€’7“/|~
’&lIE>fiE§%L‘Ck)><té:15l:. ffiéflfifliéhfz/t
’7“J|~0)fi§E7F|z1t/{'7'-y|~E’&'fiil§E.'§Ei£i
§+§&'\i§iflL'Cfii£€—¥3:R's3'%>$E£<*:. E
i£I§’7-‘Jt~€§l1H1zoT:t£. Etu i’7‘y|~"&fiiI‘E’E§
lr'C3sL\f:§El“§fiEf:u*l:§fi’s‘%>¥E£E7fa"§'Za
:.1:Et§§sza#”é77»r;L§ii£§E.

1998—8—4

file transfer device . which designates that aforementioned
memory address is granted to option region of [P header ,
making use of lntemet protocol (IP )in transfer device which
is stated in Claim l I, as protocol of network layer , as feature

13.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network

adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10, as

network address which transfers said file data with packet unit
of one or a plurality , at same time, appoints forwarding
destination of said packet, Integrating hardware address in
order to identify predetennined hardware inside memory
address , and aforementioned forwarding destination
computer which correspond to site where the data which
corresponds to said packet inside logical address ,
aforementioned second storage media ofnetwork layer is
housed, file transfer device . whichdesignates that it uses
unique one-dimensional address for world wide which is
defined asfeature

14.

When aforementioned transfer original computer ,
aforementioned file data from aforementioned first network

adapter card transmission it does to theaforementioned
network in file transfer device which is stated in Claim 10,

granting start address and packet length of data
whichcorresponds to said packet which transfers
aforementioned data file with packet unit of one or a
plurality , furthermore, aforementioned transmission means ,
in theaforementioned second storage media in transmission
packet , Without waiting for affimrative response from
aforementioned forwarding destination computer ,when

r receiving retransmission demand for packet from means.
aforementioned forwarding destination computer which said
packet sequential is transmitted, the error check of packet
where only packet which receives said retransmission request
reading ‘ is resent has means which from selectively
aforementioned second storage media , aforementioned
release protocol ,receives action, ls done concerning omission
of means. data which and packet where at least one in error of
data is detected to storage media ‘of theaforementioned 4 th
midway omission of data and reception packet where error
does not occur, to aforementioned transferoriginal computer
without retuming affirmative response, sequential compilation
this isabolished at once, compilation of said packet memory
region which it should you do as it is lesscrowdedjust said
packet capacity fraction , later sequential compilation it does

packet which doesnot have omission or error which are
received, description abovenotifying start address and packet
length ofpacket which is detected toaforementioned transfer
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EEKRIE 10 §Bfl0)77»rII«§a‘:i£%E1:tsL\'C.
3131:. fiiI§E§f:i£91':§“l'§l§El:=?~“Ji~'7—71"J’;"
7:—;<7:—I~‘§a"ri.tt§%fia==rLf:f§fi0>fia"1%9tEE
eat. a§£5£5*e‘é‘+§t&2f1<. fififiwfifii
04:0) 1 O'C*356§ 1 a2nas1a25<af1sa§aa§:—ns+
§%§fJ\I35-‘.—’377«f)I«"a’—§,-‘fi«7+tli*J’fil:. fitisa
$z':i£fi:§+§&3t1:i:;UaEbLJ.fii1*.=:a% 1 oafitiikt
a>fia‘l'E% 1 a)iEt§'J/)>¢t_=m‘1'.L. “ii?IE’E% 1 0)
I)‘/7E2'rL'c'a-‘1%a%' 1 a)fia”a31'i25\-3i£52h»':>fi7I
E3774’)!/x0)5>@'.L»7’7t1§5R§Z6?v0
L. fiTI:=‘E§i'e.' i a)fia*1$1:2t;'v)?£b'v). arieasasai
§+$waa>Fafi'c~%' 2 a>Uy7€Re_-*zL,. fitisafi
2 0)'Jy’J=‘.£FfiL\'ca1I§E?—6»'77«r;i.=‘éfifJ§E§i:
5£:‘i:§’r§l§§7!1\I‘o~‘/—’7‘w‘/t'ILl:§1;’*T.:71-tiil..
fiJ+tflL,f:-F—577v{}bE’éTi§E§é." 4 02573139:
l$~—ti'-fiiic. 'iiil§E—i%$f:i£¥§Ti£l:fiU‘§B
Eta’ 2 0)'J>7’EfllfiIL. fitieefi 4 weareteacw

a>-?—91:$<=n,'c. 'J>t:<¢4am;§mE. seem
&0)=F0)L\?’?l1.75\ 1 ’J0)9l1E’&?'"rL\7§t7Ei‘I3. lI[E
3fiE5lIlE#_*:tLf:§?IIE.E1’a?1=.’40).‘3iEf§.9§f?$I790)-‘i-‘-61%
miss: 2 0)2‘H.Ff-H-‘-'3!/UK£'1'i‘L‘C§I‘I.€E’%’ 3 0)
‘.=:at§&mv\$z‘;i£L. filI'§E'5‘/9'A77tZ§
Skélllfiifizifib. '§t1§a%1a>'J>’J=&9’rLtfif1§a
77~1'1i»i~‘—9§fit1§a§s*' 3 0>§at§t£t2l:b~«‘='iif1:=:a

% 1 aJfifiiE~5>@’A1:§ii£L. fiTI§E5>'3'A
§i£t4£?£1é1:'ri?1*.=:a§‘=;’ 1 a>'J>7§fi7iSt?'»Z>¥E£
ears :t§t?r1‘at*r<’a77»r;1,h‘5.-’§§E.,

E-EHZIE 15 §afia)fii£§E1::sL\'C.

In transfer device which is stated in Claim 15,

1998-8-4

original computer, afier receiving means. retransmission
packet which requires retransmission, said packet description
above in memory region which is less crowded the
compilation file transfer device . which designates that it
possesses the means which is done as feature
15.

Furthermore, through [nettowaakuintafeesukaado ] to
aforementioned forwarding destination computer , in file
transfer device which is stated in Claim 10, terminal ofplural
which is connected is possessed, said forwarding destination
computer , occasion where the first terminal which is a one in
terminal of said plural reads out data file from aforementioned
transfer original computer , becomes theaforementioned
transfer original computer , change, You establish first
communication link between aforementioned first terminal ,
through theaforementioned first link , demand for
aforementioned file which issent from aforementioned first

terminal random access stack, becomes theaforementioned
first terminal and changes, establishes second link between
theaforementioned transfer original computer ,
Aforementioned data file from aforementioned transfer

original computer reading , said reading it is in sequential
making use of aforementioned second link to storage media of
aforementioned 4 th to lump togethertransfer data file , while
releasing aforementioned second link afierdescription above
bundle transfer ending, treating any one in themidst of
thawing treatment and communication treatment at least
vis-a—vis the data inside storage media of aforementioned 4
th , sequential , data inside storage media of aforementioned 4
th which were treated through aforementioned second general
purpose data bus , is transferred to storage media of _
aforementioned third , aforementioned random access request
sequential is executed, through aforementioned first link ,
theaforementioned file data from storage media of
aforementioned third istransferred to random to

aforementioned first terminal , Description above file transfer
device . which designates that itpossesses means which
releases aforementioned first link after random transfer

ending as feature

16.

fiiléflfiiiiifiiffifibf. '1i?l‘E§EEiuE7"i:%’rf§fil:$<=tL'C|§lB#l:§fi0)fia"fi$iJ\t3l§¥l0)

Aforementioned forwarding destination computer , vis-a—vis aforementioned transferoriginal computer simultaneously
from temiinal ofplural plural
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5>7A79tx§sk1a<&5—;r;t%e.t:. §aIfil&¢ri:¥s1tarLr:fiaz0>5>9’1-7'1

When there is random access request, said plural which is requiredsimultaneously [randamualcu ]

t7.§at’&§EL,‘C. new %9a“aX1o<5>6fA77tx§att,1*:-7-‘—@77«r;L

Rearranging [sesu ] request, sequential , each terminal random access data file whichis required

EEKEflfiiiifzitfififfiI3‘¥EL,'C9—’7'>9-‘r')l«l:§~?:z7+tli’~5’¥E9‘E7fi?‘7§>

Lumping together from aforementioned transfer original computer , the means which it reads out in sequential it
possesses

:t§4$Ht'34'?a77»fII»§z':i£§E.

file transfer device . which designates thing as feature

17. Easklfi 15 §Efi0)77»fIl«§i£§El:J-sl.\’C.

In file transfer device which is stated in l7.Claim 15,

fiTIEa§z‘:i£9a’§+§tfi&1i€/t/r\yI~a)/v—@tl;c#§taEL,.

Aforementioned forwarding destination computer it functions as router ofpacket ,

filléfifiiifiiéffifib‘. fiiléfl-'r‘—-977«{)l«’!~_'—. 1(@¥1’:l:l:§%‘5I{E0)/V7“/l~$

Aforementioned transfer original computer , aforementioned data file , packet of one or a plurality single

flit‘. #93!i’7‘yt~l:fi?I‘§Efii£7T:0)%20)%E'l§!l£f7lil*l‘Gig?! Vrvt~l:$<=lfi‘3’9"rI5

At rank, at same time in said packet it corresponds to said packet inside aforementioned transfer original second storage
media ‘

¥-97‘J‘?§¥fifi$1'L‘Ct.\6fi'FfiEits")!-E'J7FlzXt4f4X’a)t€¥li’ét=f5L'Ci£t§§"7§u5FE£€'=i5L. fifI%Bfii£5*e*E:+
exam. am=:aas4a>saran;4$ma>+'-aczmr. a>t.:<aaa;ama. sar:=:maa>=:=a>ua*mm amaaafi

wzmna. laazmasnr:-a:a4m:araa;csmw+‘— »

Granting data of memory address and size which show site where data is housed while to possess means which
ittransmits, aforementioned forwarding destination computer , treating any one in midstof thawing treatment and
communication treatment at least vis-a-vis data inside storage media of aforementioned 4 th , sequential D inside
storage media of said 4th which was treated

@’a3‘fiiI§E%'20)iFI.Ffi"'r"—5!/ \’7€€fi*l.‘C‘Fi7I'E§E§3t7)§El’§!I¥i7lE’\§£i£T%>l3§l:. Hi}

When [ta ] through aforementioned second general purpose data bus , transferring to the storage media of
aforementioned third , before - '

fiflfiii7'i:‘§+$i%§l:J:9‘Ci=f§$#l.f:>‘=El)7F!/Xt*f4’X0)f§$l:7T:lZ. §zz“%40)‘E§B1§ll¥i7¥<l7<l0J'$‘?:l§I V'7'vl~’&§§
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ln data of memory address and size which are granted with thedescription transfer original computer in origin,
reception packet inside storage media of said 4th in storage media of said third compilation the means. which is done

fi'Il§E5‘451'A70‘iz1¥3§€€lllE3fl¥i"rl.. fi7i§B'§1 0)'J>7€'1l‘L'C‘§ii§E77

[fa ]

4/L-‘r’-¢~'&fiu‘rEa¥ 3 meeieneitnxeatsae 1
wg|fl“fi*’\5‘J7A':§£%j_6%i:\ it'll:-§'E'7"—'31
77~fIbE 1 raar:r;t1earna>Nr~yI~$411:'.
mo. fifI‘EB§ii£5EE‘+%#§r:°torH5a=nr:x
=E'J7Fuzt+Hxa>i%isfi*é§U€a‘/<'r~yH:
i=1‘-5-L,‘Ci€iI'§E§r'§ 1 0)fla"i3lE’\$z':i.*_'§'%>$E£§€
L. arise 1 0)fia”a3EiJ‘.fiTI§E/<'7vi~I:l=t5E
nr:x=.=u7Fuxt+H:<a)1%fiE:T:r:§§% 1
0315:“-..$a>F)‘ria>§at§§fit-;ti:=;-’—6ré§i%*§*%>
$E£§fi?‘z> Ct§¢?rfit‘9"%>'7‘—’;"§z':i£§
EB '

Specification

l%B)i0>%ii=H72§§2fi}ll

Ei$—#S77'f/lz§Ei£7J‘$£&U§EEl£Ul:§E
%—75J~2&€—%fi‘4'%>T:Af>0>7’n/7'5A§E‘E:Ei§Lf:
:3:Ei”E!1£t$ iiiaiififi 1i<%BJil:t=?~‘yl~U—7l:t§
i?.$:l'L1':/i-‘/‘J‘)L’:I‘/t";n.-5. '7—’7X—7—'
93>. %i§iEl§i'a“i3lE%aJi?£2§a)Féi0)iElEI:fii
L\Uz=r.fit;?-.:€5$—i*E7741L$.=.i3§75;‘£15ttfi§
E3i‘ZUlZfii£7ii£"&%i'i"9"Zaf:&‘)0)7‘I:I7'-SA
E-§E'l.‘§L,f:§El’§ll§i7lil:l3§‘9“*§.

inffititifi

?1L¥x¥-r7u#'rtt0J$ifitttt£I:. F-_FIf§%a)
1C§§I<ll«9‘F—5"&*f-/§fJ\t3:J.-“fir1"'ii5iEi:
Ei£3”%>'*7“—t:’XfJ‘i'$’§'9"§¥é:faIé..

new VOD(l:'-‘r‘7l‘7l'>'7‘7‘/|~')l:§sL\‘Cl:-1:. ,
774/Lo>E5.%§F5%l9f=‘uAn%t:'I7‘t'1::<B9ei!i7a>—B¢r
l$it\bé.§é°ELf.‘;E0>i$+JfiIlt$‘%t,. %.’=L<%1Ju
L. 7.=l*LfJ“2“-I<7’E1‘iz‘y*>‘0)fii'a‘r¢‘:7?+‘ZnT:6f>.
=l'~‘yl~'7—70)F.%‘iiil:l:J:%>;l'J‘y|~’&+5N:££
7'J\?‘:¢’:b“C*?;"t;L\.

‘ C1’Ll:§FlL,’C.CD-ROM] t5z\‘=l!9eEi‘ 1 2H:$Eéi
‘f/I57t<'v‘+‘§0)/t/L/J-T~—9&fii:t‘1;:l.\l.fl 10
i4"c*::.—*f0)§E24-?»r7l:$ii£L.. EJ1El:>?~
vl~'7—7EfllrlITZo:tl:J:U:I.-+ft7J¥IlEi$
/fififibtfiiehéu

sequential to execute aforementioned random access request, through theaforementioned first link , description above

When yl data from storage media of aforementioned third
transferringto random to aforementioned first terminal ,
aforementioned data file with packet unit of one or a
plurality , at same time, granting data of memory address and
size which are granted with aforementioned forwarding
destination computer to said packet again, to possess means
which it transfers toaforementioned first terminal ,
aforementioned first terminal , On basis of data of memory
address and size which are grantedto aforementioned packet
in predetermined memory region of said first terminal data
transfer device . whichdesignates that it possesses means
which data compilation isdone as feature

[Description of the Invention ]

storage media technical field this invention which high speed
collective file transfer method and the program in order to
execute device and transfer method storage is done it was
connected to network [paasonarukonpyuuta ], using for
communication between workstation , various communication
terminal or other equipment , regards storage media which

preferred high speed collective file transfer method and
program in order to execute device andtransfer method
storage is done.

background technology

With materialization ofmultimedia age , image or other large
capacity bulk data service which from the server is delivered

i in user terminal more and more becomes important.

Regarding VOD (video-on-demand ) of present state , also
halt and rewinding or other control command of the motion

picture , increase considerably not only a transfer start
command of file ,because this becomes load of sewer

processor , they are not possible toutilize merit to fully with
acceleration of network .

Vis-a-vis this, bulk data of large capacity which is suitable to
CDROM one layer and motion picture 1 is transferred to
compilation media of user with several seconds or several 10
second , convenience /economy of user is thought by
releasing network instantaneously.
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Ilififlfilit :h.E%¥fi'4'§>f:&>0)fi;‘£BLU§E
§¥zEétét?'%>=b0)'C~&3»Z57b<. ltiéfifiwéifilififit
t+‘%>%¥il‘ilifil:'3l,\‘C1y.T. E’c'%l¥§L‘C
§¥?'flHl:.‘=§§2E}i'§'%:.

20A I: ATM #~-yi~v—o7@'7‘97a—F=&§
rscr:mar+ear7—:e+aa==«§aa1§ieza
U. 203 l;l:774)l«fii£7Dl~:iIl»€'Ffil.\'C.
7E§§774ll«€—§f§‘.'4'%uB.'i§0)5—'—610J;3li11’&
a‘-d";;".itLIZ1f?a3é.

7741'/fiiijfll~:|)|.a(flp)li'{D5’—5i“H|*7El
I~=m«(TCP/IP).tl:fi677"J*r—9a>'e24iaU.
TCP/IP {$512. E+§fi0>7r~xI- cPU(=t=9e;‘s€E
§§E)I“/7l~'7I7tL.‘C4l&EE2h.%>.

$111. E 21 l1ATM(Asynchronous Transfer Mo
de:3l5fifl§ii£‘E—F)'JI/7’EFFll.\1’:t%‘:‘:?0)'77
’f1lz§ii£7D |~2Ilz(ftp:file transfer protcol)0) "
71:: I~:I)l«X9*y7‘C*$sU . %fi'6'/Z:/\—I~"7I7
£—9t§EL.rrT=L'cL\Za.

TCP. 11> Aw SNAP/LLC Ii. enemasesaiaia

7D l~:J)b(Transmission Control Protocol). 4'
‘J’5‘—3i’~‘yl*7C1 |~ZUl»(Intemet Protocol)E.U*J'
71'~“Jl~'7—777'IzX7l'5*{>|~/$2‘)Dbfillfill
(Subnetwork Access Point/Logical Link Contr
o1)0)E§§§'C'i$5%>.

$22. %2l'|.?3lL. AAL Id: ATM 75"?’-7-—-*‘/a>

I/(‘\"(ATM Adaptation Layer). sARl;t+z)Lfi
§lr’fi§_\'7.‘U’7l/*I"’t'(Segmentation And Reassem
bly Sublayer). PHY i1%fiE7ni~:uL(r>hysica1
Protocal). S/P §i§li’/'J7’}la/I ifilzllzfiifii
rT=T%§§'G5%>.
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this invention, it is a method in order to actualize this and

somethingwhich offers device , but below, referring to
drawing concemingeach element technology which becomes
background technology of this invention , you explain
indetail.

As for Figure 20 A in figure which shows general purpose
computer architecture which equips the ATM network adapter
card , Figure 20 B when receiving large capacity file making
use of file transfer protocol , is _flowchart which shows flow of
data .

file transfer protocol (fip ) with application which is recorded
on Internet protocol (TCP/IP ),includes TCP/IP , is treated
with host CPU (central processing unit ) of computer as the
sofiware .

In addition, inscribing hardware which with protocol stack of
file transfer protocol (fipzfiletransfer protcol )when ATM
(Asynchronoustransfer mode :asynchronous transfer mode )
link is used, is executed it has shown Figure 21 .

TCP , [P and SNAP/LLC, respective forwarding control
protocol (Transmissioncontrol protocol ), Internet protocol
(intemet protocol ) and are abbreviation of sub network
access point /logic link control (Subnetworkaccess
Point/LogicalLinkcontrol ).

In addition, respectively, as for AAL ATM
[adaputeeshonreiya ] (ATMA daptationLayer ), as for SAR
cell portion percentage assembly sub layer
(SegmentationAndReassemblysublayer ), as for PHY the
logic protocol (physical Protocal ), as for S/P conversion it is
a abbreviation which shows serial /parallel conversion.

.:.:r-77«1’;i,§Ei£7’i:r |~:llI»Efi§l.\'C. dc§§77»r1LE§t&fi’%>B§§0>§J1’E

When receiving large capacity file here making use of file transfer protocol , operation

’&§R5}l'9"/En. 7233. EIEIEIJl:’Jl,\‘Cl:l:fill‘§0)§H’E0)ll|E§7'J‘i£€l:ti%'>f£l'f7E0)‘G.

You explain. Furthermore, because sequence of similar operation just becomesopposite is concerning transmitting
side ,

ESEHEE-’€lli§’§'7.>. ATM—LAN(E|—7J)bI'J7?~“Jl"7—7:Local Area N

<seq>|ocal area network work :local AreaN Explanation is abbreviated. ATM - LAN

etwork) "5“'i=®§l§&3i'~‘yl*'7-7E1OfJ‘|3i.§E:1'L'C§T:'7—9|1. if. AT

data which is sent from etwork) or other computer network E10 first, AT
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M79'79#J-FE5'E§i'?‘i$#1.. 5lt=e~)1—;H*-vs/P2§i§+y7°. t;LIfimi'+-y7’i:.l:o‘C. =l*«7JEu«r-r'é!i§n.=i“a$
21.. 53/ H I~<D1z1L«-7-’—51tl,‘C. ATMI/»r—v+y7’i:;§a=n. ATM:/-r-t'='¢‘~i=£‘fia‘i-“a'c‘=:l*t%>. ATML/*f‘\"'C*liVCl/V
PIHEE/(X§$3|l¥:Virtual Path Identifier/{I5-l'§.5""\'-'i'~)l«%33'l¥:Virtual Channel ldentifier)l:J:é$?3§. §§
ME

It is received with Madapter card E5, with optical module and S/P conversion chip , cell synchronization chip , terminal
is done physical layer , it is transferred by ATM layer chip as cell data of 53 byte , terminal is done ATM layer . With
ATM layer to separate with VCI NPI (virtual path identifier :virtual path identifier hldentifier/virtual channel
identifier zvirtual channel identifier nnelldentifier ), multiple treatment

75‘fi'7l’)1’l/5.,AALL/{‘\"(i§'§?9475)‘Gl:t$AR9“y7l:¢t"J. t)La)~yt~"EB.%L\r; 43 /\‘»rI~(sAR—PDu(7’u
|*2llx7J'—9J-Z“J|~:Protocol Data Uint))0)f§§fi’E'J‘J7L. CRC‘1"J'.‘y7(5fll§lR§l§§:Cyclic Redundancy Ch
eck)*\*s-”i-‘—5IE=f:py’7='.~:—fit.n cpcs (:19/\’—~‘/'1‘/7dJ'7'

<seq> [konbaajensusabu ] </seq>link to do data of SAR- PDU (protocol data unit :protocol data Uint ), CRC check
(Round redundant inspection:CyclicRedundancyCheck ) and to do the data length check , CPCS ls done. With
AALlayer (Usually type 5 ) 48 byte which exclude header of cell due to SARchip

lx*f“\”é*‘§5§’:'§l3:Convergence Sublayer Common Part) —PDUO)’\°’f C1—F’¢"ll3

payload of layer common section:Convergencesublayercommon Part) - PDU shape

. fiJZ3‘¥o(l§l 20B#fi§)oCPCS-PDU’<*fl3—|3l1:|.—'U"7"—5l¢‘:L'CF"§1'5$0)7HFfiIiX(CC'Gl2lZPCl/§X(Periphera
1 Component Interconnect Bus))E33‘L‘(.FPCl7')‘y§E4"&3’l‘l.‘C. 7l'\Xl*CPU-E1l:$i;i£é#1.Zp.

<seq>Here through PCI bus (Peripheralcomponent lnterconnectBus ) E3 and PCI bridge E4, it is transferred to host
CPU ‘E1. It fomis, " (Figure 20 B reference ).As for CPCS- PDU payload as user data general purpose bus of high
speed

7l'\Xl~CPU-E1 i:i£6:rLr:-"r‘—5z1P7‘--517’SIA‘tllT35"J\ CPUI1

To data IP data gram which is sent to host CPU *El we to have converted, as for CPU

IP l/*f‘\"i‘llE3X$§fid"liL‘C. 7J7tl|zll331’LT:77 sequential terminal doing IP layer , it removes contents of tile
*f)l«§z‘:i£5"—’;70) ‘P EEWU lil'9"d transfer data which encapsulation is done.

{’L'C. 7l?Xl~ CPU-E1 li. H3l"}H:'iLT:§i:5£%—' And, host CPU *El, through PCI bus E3, houses contents of
5'-0>|1=%=& PCI AX E3 Emxc. /\——l~‘v'-firx transfer data which is removed in hard disk E6.

. 9 E6 l:1%i’¢i'§'6.

tsaa‘. IE 2oAi:a‘sL\r. E3oI;tcRT(+‘«rx7’L»»r :Cathod-Ray Tube)

Furthermore, in Figure 20 A, as for E30 CRT (display :Cathod—RayTube )

\ E31ld:7'574v77l‘?-F. E32l2l:4’-—7l“?—l~'. E33I;t4'——:+I—I~’:n>

As for E31 as for graphic board , E32 as for keyboard , E33 keyboard Kong

l~Cl-5'C'dr3U. l°CI/ <:<E33‘zUPc17"J-y§E4§5‘rL'c$xl~cPu
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With jp7 roller , through PCI bus E3 and PCI bridge E4, host CPU

- E1 t?§fi31”l.‘CL\6..

‘El it is connected.

_1:‘§E0)J157:i77’f}l»§ii§7E|Ieilllali§(0)7EI|~:l)lzX5“)7J:'E%fi3

As description above as for file transfer protocol on many protocol stack actualization

M'a77')'7—~>a>r~2BU. %0)'Ftfia)7'nr~:uL0)§v<fi<mxI~cPu'G5IJ1E$11.'cL\6. t#I:TcPi/»f-\"I;tv‘--61
d>fif.%I$’»:§€fi5f:a5. 7i<Xt~CPUl:ldC7<%."=7§Ifii§f75‘7fi\75\o'CL\1':o :o>f:zd>. ATM—LANa)J:5t:F:;:§t;.§=tE
fi?~‘y|~7—775\BF§'1'5E‘G3i’~‘yl~'7—’775~"7577J—Fl:'F—9fJ‘if:i£éifL. 76r’76v7J—FfJ\usPcra>¢t57::r‘.%5$$i:i:£
ElfifitsiillfiiI{Z’E1'T'L'C7f=Zl~CPULHUI2?-9iJ‘§E5£31I.%>i%‘r%lZ?$l.\'C‘E». 7:: l~:1)l«CD §<75<cPu'emEa=2h
%>f:&>. 774w§fii§a)7uL—

"With application , are treated many of protocol of lower position with host CPU . As for especially TCP layer in

order to respond data receive , thelarge load depended./on host CPU . Because of this , like ATM - LAN from high
speed computer network with high speed the data transmission is done in network adapter card , through high speed
transmission possible general purpose bus like PCI from adapter card when data is transferred to host CPU side,
putting, because are treated many of protocol with CPU ,slew of file transfer

7"yHJ(CPU0)6l&Efi‘é7Jl;iE'l|3EE‘1’L'CL,§L\. E§7t;§+Ht:t=t~-yr~'7—7a>‘a‘&7J2h<+5:‘%Eb\1t7;:L\tL>5FufiEE;§ri:<

int. zmz.ATM:e=»yl~'7+7119'EiEf.§EJ§‘{iJ<£7t;<3=r‘—9$ii£25<a’rEE'-5'%>t%%I:

There was a problem that [putto] is restricted by throughput of CPU ,fully cannot utilize capacity of high speed
computer network . When next, communication speed different data transfer lies between inside ATM network

’Jl.\‘CE§E5fi7a"6o I3 2211. tit3tEaJATM'Jy7=£Ffi1L\r:f%%0>=r‘—9$ii.%§0J¥JIfi

Being attached, you explain. As for Figire 22 , protocol of data transfer when conventional ATM link is used

L’. %h€%ifi"9"é7‘:&)0J§€E%fi20)flfl§"¢‘fiL,'CL\%>. 77'fIlrF—9Ef§5=W

With, outline of equipment configuration in order to actualize that is displayed. It houses file data

L’Cl.\%>:1‘/-T-‘/‘V*j"—/{B101é::I>-?>‘y"1'—/{B101I7<l0)?—5"E?.$.:7~rlii'§'i'a"*i3lEB102fJ‘1’a0)ATM7l4'y
9‘-B103l:i§§fi3#‘L’C}3"J. +1-frvehaa«r>a7x—x§§i:<£7::Za«’e.a)te*za. mes, =|‘J'7“/“J"1'—/(B1 o1

¢‘:ATM7«{‘y9'-B1 o3.i:0)4y6v7:—xfiEI11 55Mbps(Megabits per second) '65:‘) . ATMX’f“J"FB103¢‘:i’ii'i'7
EEB1 o2to)»r>@91—:<5zEl125Mbpsf5»6ta*%>. 3fi3EB1O2fJ‘:I‘/'7“/“J")‘-—/{B101 moavwwu-F

—9t:77txLr-?—9’&§,’eJ+tHi‘l:I1. $3”. £5331 o2b<~‘/7‘-J-U ‘/7L'.Ji"JZl‘/'7"J‘Y"j'

terminal B102 which reads out data inside contents server B101 and contents server B101 which it has done is

connected by ATM switch B103 of l, respective interface speed makes different ones. As for interface speed of

namely, contents server B101 and ATM switch B 103 with 155 Mbps (Megabitspersecond ), as for interface speed of
ATM switch B103 and terminal B102 we assume that they are 25 Mbps . terminal B102 access doing in file data inside
contents server B101, to read out data , first, terminal B102 with Signa ring [kontentsusa]

—/{B101<L'0)ATM'J‘/7’E§§E§3i?t.. A'rM;<»r~y=fB1o32b<:y-‘r
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setting request to do ATM link of [ba] Bl0l, ATM switch B103 [konte]

‘/“J*i'—/i 3101 max B102 fiafia) ATM 'J>’7
éEQi:'9“%>.,

:_a)6l&Elil§_?I=t=0) C 7Lz—‘/(“3F$llii'£llf§%§I':i£
7L/—‘/)€fiil.\'C7Fé_“7l‘!.6o

awe. ATM U‘/7$_7.&, :1‘/‘F/‘7"J“—I\'B
101 75\ISfia“i3lE B102 A ATM tll«ll:$’(LT:77’f
/L-?—6m<$.=.i£$«‘n.. :m:,tn1=a> U 7‘p——>

(1-“J‘i§fi$z':i£7°b—‘/)§FF-ll.\‘Ct;éTL6.,

t.:7;/it :a)t€= ATM X4?-'}’-B103 l: AAL(A
TM 797’?-—°/ay-L/«r-t')vJJc0)J:b*LL/«r-t'
mfiiafibf. ‘lz)L«0)’\*y$~"‘l%¥lsl0)s?-I(VCI,VP
I)§%P.?.=’.L'c. -(21122-750>d<°—I~25~I3+lt_J75a>7l-5
—I~«x4-yaw/7'#'Zaf5I+‘C*fi:%ao

$r:.ArM z«r-y9'- B103 a>t79i°=13t:I:.iiE§
tat:;a§a3nexist§esa1aa;l2m<r$zsLr
L\7§:L\.

:o)r:t!>. ATM X495‘ B103 a>%:rvF2lma)7fi’
—r~a)—r>5«7::—:<i£r§iJ<. Lifi_=t.7‘:ttu< 155M

bps & 25Mbps tL‘5J15l:i7§‘-éififilili. X4
"J3"-0)§iEi£$i3l'%‘.b‘l&5$£fi'll:0)*5'i%ld: 25Mbps)
Iztifillam. E524‘/¢=7x—:<(:>—?‘xy+r—

;t B101-ATM X4-y-7 B103 Fa‘I)b<7E§1i*IlFfi'c=éd:L\o '

é|3l:.:I‘/'7"J‘7'U'—/\’ B101 mo>77»r;in‘-
—’5rI:$o‘Lt. “/—’7‘/“/‘\'I|»79‘t7«'§'%)0)'C*

Iif.t<. H9&l§5"-'$'0)§£-l=_5v’f0)J:5l:?§=§El.,
5&9,-33'fE.lt<’:L\3T:5>5".Lx77'bX".£'fi
-Sifieli. :1‘/-T"/‘V*f~/<Bl01l:i@7E7.-ififi

_b<ia\/a\%»J:. $5i:§fi0>aa“s3IE1ausI%lI!=*rI:5y
9’A79-lzx:=irL7‘:i%‘37b:El2t:. l.\o{"3§EiiE
l§b‘lE_F.Tl.’CL$5..

lal.l:EiéH}il.f:.t-31:. I21 22 t::T<‘9"ck5t;13£5Ea>
ATM 'J/7I:J:677«()L«a)+‘—’;1$i:i£'C~l:;, A
TM z»r~ya= B103 25<. i>t;%>»r>$D:—xiil§
0)rI<‘—l~Fafia>jt§§77»r)Lo)-?—£~'§i:i£B¥'rI:
aZ~§t$irt»§fir§§t&a)r:z¢>o)7<§Er%‘al§t£
l$€—l‘=*rO‘CL‘72£L‘o

l.f:fJ‘o‘C. §Ei$Ei2Ei7‘J‘lEt5£4"/’;“l7x—X§E
l:1‘-¥§'l$*I.. ':%'5$v{‘/’37::—7t75“fi3l‘J5l:$llfii
‘E%7§?l.\tL\5F=‘lE).5.‘175‘§.mf:o

351:. «ry97I—;<El§b<lI.t§l:$Ilm37rLZa
Ctlzhfli. H9al§,’.%‘fi-:‘=—977«r;La>79tx
0)J:5I:77~r1I/~0>5>9‘A77txI¥!H:tsL\
'C2‘/'7"/“J"2'—-I\° Bl0l l:i@7<72EElfi7WJ\fJ\
U. 3-sl:l177»r;u5—‘—5~'0)§£i£Et§§lE.1=é
t%>§tt;'>‘CL\f:.
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[ntsusaaba ] Bl0l and ATM link between terminal B102 are
set.

You can do this treatment making use of Cplane (Call control
signal transfer plane ) of in the diagram .

Next, after ATM link establishing, from contents server B101
to ATM-cell isconverted file data which is transferred to

terminal B102, can do thismaking use of Uplane (user data
transfer plane ) of in the diagram .

However, at time of this ATM switch B103 upper position
layer not to treat above AAL (ATM [adaputeeshon ] * layer ),
only header information of cell referring to (VCI , VPI ), the
cell from port of one side switching just is done to port of
other .

In addition, large scale storage media which is needed for rate
conversion does not exist in interior of ATM switch B103 .

Because of this , as though interface speed of respective port
of ATM switch B103 did, description above, way, 155 Mbps
and 25 Mbps , incase of different , when forwarding rate of
switch is on low speed side, the governing it is done in 25
Mbps ) , high speed interface (Between contents server
B101-ATM switch B103 ) effective use is not possible.

Furthennore, it is not [shiikcnsharuakusesu] vis-a-vis file
data inside contents server B101, liketime of regeneration of
image data when random access such as rewinding , rapid
feed , haltis done, in addition to fact that excessive load
depends on contents server Bl0l,when furthermore
simultaneously random access it is done from terminal of
plural etc, forwarding rate decreases more.

As above explained, with data transfer of file , ATM switch
B 103 , does nothave large capacity storage media for rate
conversion which is needed at time of data transfer of large
capacity file between port of different interface speed with
kind of conventional ATM link which is shown in Figure 22 .

Therefore, there was a problem that forwarding rate

governing is done in the low speed interface speed , cannot
utilize high speed interface effectively.

Furthermore, in addition to interface speed being restricted to
low speed ,like access of image , voice data file excessive
load depended on contents server B10] in thetime of random
access to file , furthermore fom/arding rate of file data
hadbecome factor which decreases.
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:m:. 774’;L5-‘—'?§z'-.i3§0>7u I~:uLo>i1=?%ti
lifiI:9L\t%.it|3fil'§'§>.,

TCP(Transmission Control Protocolziiiéffilllfil
7nl~:/L)l:t. ‘E:+§&EFa‘1iElE."C°1EEI£<fliL\-‘o
1"LTL‘.7.:l*5‘JX:‘l'3—l*l§7Dl~3ll«'C*fi%>.

TCP I1i.’%‘§E1$0)‘r:‘.'a‘L\iE1§=‘.:‘¥1E*J'vE.T:<xt). la
'F0)at5l:i£/§l§Fa‘l‘C*/ \‘/F‘/J:'f7Efi|.\. ?
—6?[::1'.5—-‘\’-‘9l?€0)$29f:i%‘S‘§i£’.~_"i"r'3‘C
lI‘6n

72£ia‘l3J.'F'C'FfiL\%>‘lz7X‘/l~¢‘:li TCP remiss
filfiéib. i@0>7’L:I I~::1t»l:a‘:‘l7‘»§/V7-y|~?‘i:
%>l.\ld:7lz—J.\l:$t=fJ.‘5'§'{;.,

i£l§i.Elll:ll. C1’L1J\E-i£f=§1'%:‘|:'7'2l‘Jl~0)*‘/—’7'

‘/X§%(SEQ:Sequence Number)’E TCP ’\“J’5r
[:7-yI:°/7'l.t5£l§i”%>.,

~‘/-*r>z§%I1. 2-'r‘—@zI~'J—A-1=t:d=sH
6‘?0)'lz'7'2‘>l~0)§?JJ€7)?—6'fi‘iE".~_"I§*fl~$
{fi'GfiLf:£0)‘C'. saiaameizamiean.

l<«11|3&$z":i£31'LT:5"—@0)/\'4l~§I§7Jfl%L‘Cl4>

'§'l§iHlll2l:J_:‘E?B‘l'_")'2“/l~€‘IEL,<‘El§‘5’43<‘:. El",-
§E.‘3Z:’?.§-3-’é TCP N‘/@'l:7'y|:°:/’)'l,‘C. :11.

E ACK(Acknowledgement:‘é‘il7i‘.~§)«’;L'Ci£
l;=Tl§'ll:5E?'o

Ft"?-§$?3’.~§7'3-I1. i£l§'i§|l75‘3Xl:i£l§’§"<%°/
—’7"JX§*-=%’¢"§L.. '7"-5’¢"X§7’J(IEL.L\l|[€
l$'C':‘v*'£'l§'C“é’1’:£‘_t’&i£l§i§'llZiE§ll?'%> E l3’~]'G
lfbhéo

iiléfillliza) ACK Efifs. ACK §§fE'L,r:1£
?}JN>'C&cT)-lz0’.>¢>l~’¢"i£l§’4"Z’a.,

—$a>9»r1.7r7i~rsL1m«: ACK E-fifétxtrlr
mi. -Ea)-tz’)‘:<‘/r~t1§i£'=.o"%>.

TCP o)t%’.=>.. .t‘§aa> ACK a)5I»r.A7'bI~fLa1«J
I1'90)il&§l§‘l:J:é-‘b0)7'J‘. §i£f:&)0JDE—0)
ataeaen

23 I: TCP lzacéfiiimfiéii.

El 23 I1. i.%EfE;1§Il&U§f§fi|lE+§$Fa'il:2f5l7‘%>
TCP 0)7El—:I‘/l~D—)lzE7T‘~'9"5‘l’fLx"}"'\’-I‘
case.

23 nt. s£'etau;aus§1eau~ 10 z<»rI~ xs t
7')“/l*0)'7"—’5'E'§1':i£'§'5Wl’.vE7'1'<L'CL\Zoa

$7‘; Ii! 23 I1. 1 IE! E 0J§z‘:i£B%‘rl:a*sHZa->—'7

>x§% SEQ=40 0)t’7'2‘:x|~7b‘. §l§i.E'l‘C*flEL
<§i§$=l’L7ZEL\f%:‘:’:‘€7T=l.,'CL\%’.>.

fiféifiilli. §{E0>ta‘x>I~0)' TC_P A-ysflzfh
. _—-.—n_._
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Next, you explain concerning background technology of
protocol of file data transfer .

TCP (Transmissioncontrol protocol zforwarding control
protocol) is transport layer protocol which presently is widely
usedwith communication between computer .

TCP in order to actualize communication where reliability is
high,like below does [handosheiku ] between sending /
reception, when there isa error and a omission in data ,
resends.

Furthermore segment which is used at below you display
transfer unit with TCP , you correspond to packet or frame in
theother protocol .

mapping doing sequence number (SEQ:SequenceNumber ) of
segment which is transmitted fromnow on in TCP header it
transmits transmitting side .

As for sequence number , being something which displays
initial data position of the segment in in all data stream with
byte unit , at time of communication establishment
initialization it is done, later it adds number of bytes of the
data which was transferred. '

When above-mentioned segment is received correctly,
mapping doingresponse verification number in TCP header ,
it returns called side to transmitting side ACK
(Acknowledgementzaffirrnative response) as this.

Response verification number displays sequence number
which transmitting side should transmit next, without
omission is used data with the objective which notifies fact
that with correct order it canreceive to transmitting side .

transmitting side waits for this ACK, after receiving ACK,
transrnitsfollowing segment for first time.

IfACK is not received within fixed timeout value, it resends

the segment.

In case of TCP , thing, is mechanism of only one because
ofretransmission with not yet reception which is within
timeout valueof above-mentioned ACK.

In Figure 23 retransmission treatment is shown with TCP .

As for Figure 23 , it is a time chart which shows flow control
of the TCP in between transmitting side and called side
computer .

Figure 23 has shown example which from transmitting side
transfers the data of 10 byte X Ssegment to called side .

In addition, as for Figure 23 , segment of sequence number
SEQ=40 at timeofiransfer of first , has shown case where it is
not correctlyreceived with called side .

mapping doing sequence number of respective SEQ=l0, 20,
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-Fin. SEQ=l0,20,30,40,50 0)“/-'7‘/X§%’&7
vt:°w)‘L‘C5£f§‘?'%>.

filétilni. SEQ=l0,20,30 0>§'tz7>¢‘/|~€1EL
<§lEL. -I-0>%‘l!I§. ACl(=20,30,40 E TCP ’\-y
’;“r'l:7~yt:’:/7'L‘Ci£1§§'%>.

iilétfilui. %-tz7x>l~0)FfiEa>5I»r1.7"JI~lE
vmr ACK=20,30,40 éfiléié.

:0)t91I'cIat1 IE1 E a)§i:i3§B§I: SEQ=40 0)-ta’)!
>l~75<§l%fiIl'c~IE L/<§f%_é11lfd‘\L\0)t'\ iétéfill

"cl: SEQ=4O a>t7‘x>I~€—5£tEL'cbu3rfiE
a)’MA7"‘Jl~{EL,tP=J'6 ACK=50 §§lE*4'%>.:
&2fi'c%t:l,\.,

i£f.%‘fiIJI2t. '$'~f1.-7'7|~l1‘E¥’:‘ifiBr’r).‘—.i'C* SEQ=40
0)-B0’x>H::I:5—ifi§é$LT:%.0>é:$|lEfil.. S

EQ=40 otdxyréfiiité.

$72. SEQ=50 0)-tz7‘:<‘/l~I:$<'~1'sf6 ACK err:
E0)¢~'4Lr7'§l~fi§l>JI7<l'C*i£Fa#‘L'C:71‘l.\:tl:

72:50)":-. iiletfiuli SEQ=50 i£f;;B§b~>3’MA
7'7I~llEiJ<i‘éifil,f:B¥rr§'c= SEQ=50 0)-tz’J‘xyI~
éfiiiié.

Lea TCP o>.J:5I: ACK a)a+r*m%$bEE.’«3Et-‘r-3
7:‘;’£'C'l;t. §i£§§I+éf:&>|:l1t%.‘l:5£fEtE.IJ
a)5r«rvg&TEt#r:r:.tl+#tliri.:«‘o7€.tL\.

$r:.::5—a)$L:r:1z7'x>I~ri< 1 iEf:'l‘l'T:'o
rzfiefiti. %#LL;LKéa>-Iz’J‘x>l~Es"<tfi
i£L2:;I1nli7;:ns7:;L\. v

.:a)f:&>—EI5—2b<%$d'%>t. fiiétfix
>I~b<§=1%a<Jl:i'£IJuLtL,$5tL\5F=fiE1a<35
60

Chéléi. -‘t$l:7C§§0)/\‘}l/77'"-955(0)
‘lZ7')‘>l~l:$}%lL/C§ii§'§'?9JZ57'£i77'J’7'—

~>a>a)%‘a. fiililaf. §f§‘£iIJ2‘Ju‘= NAK(Negati
ve Acknowledgement:?':.=El$%)"£5.E.L,'C1?§E
‘l'.'7'J“Jl~0)§§%llE‘JUfiii€'fi’37352'El:$*lL'C.
§z':i£3't1J$7§‘§L(iE'FL‘CL,$5l§l3_?l<’_‘7.‘£%J.

EBIZ TCP %'r(7)l7'C3‘§K§§l1. IP(Internet Protoc
ol:’f‘J573i'~‘7|*7°E| l~ZlIl4)l./‘f‘\"§_C'(D-Fi.7.l/4
‘\"§4iilf‘t‘ri’¢H9§7‘t.’CfJ"?zfi'5V7|‘9&E'C'§?')T:6l5.
'r§E9EEb‘$§§'C*5)6¢

1li%l3Jil;l:.l:§E0).=.’-.il:,%«7~rC7§IE.“itL1‘:4*.-0)‘C*&u
U. zmfiaiz. ti£5EtitfiI:2tsL\'C. §><a>d’I:II~
:1/b. ifileflllfii CPU fJWEEL,'CL\f:Cé:l:J:
43774IL§ii£|?$r0)x)I.—7’-y|~4&'F’E$l§L.
‘.%€Et.:§+§#fi#«yI~U-—7E+$:‘I:fs2b\?‘E:<
1L—7‘yl~t:‘r.%;'fi—?%774;L§ii£fii£&lfi§
E3tUl:§i53§75;~£€9'%fi‘4'%af:&'>a>7u73J..
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30, 40, 50 in TCP header of 5 segment, it transmits
' transmitting side .

called side receives each segment of SEQ=l0, 20, 30
correctly, every time, the mapping does ACK=20, 30, 40 in
TCP header and transmits.

transmitting side receives ACK=20, 30, 40 within
predetermined timeout value of each segment .

With this example segment of SEQ=40 being called side
whentransferring first , because it is not received correctly,
afierwith transmitting side transmitting segment of SEQ=40,
it is not possibleto receive ACK=50 within predetermined
timeout value.

As for transmitting side , it judges as thing where with
timeout value passage time point error occurs in segment of
SEQ=40, resends segment of SEQ=40.

In addition, because it means that either ACK for segment of
SEQ=50 is not sent within predetermined timeout value,
transmitting side from at timeof SEQ=50 transmission
timeout value resends segment of SEQ=5O with time point
which passage is done.

Like above-mentioned TCP with method where does
responseverification with only ACK, in order toireceive
retransmission,you must wait for timer end of normally
transmitting side .

In addition, segment after that must be resent entirely even
withwhen segment which error occurs is just 1.

Because of this when error occurs once, there is a problem
. thatretransmission segment increases in cumulative .

These, dividing bulk data of especially large capacity into
many segment ,in case of application which it transfers,
retuming NAK (NegativeAcknowledgementznegative
response) from for example called side , become cause where
transport efficiency decreases considerablyvis-a—vis method
which resends specific segment forcible .

Furthermore afier as for TCP or other response verification,
finishing the lower position layer terminal to IP (intemet
protocol zlntemet protocol ) layer , because it is a software
treatment which itdoes, fast processing is difficult.

As for this invention considering to above-mentioned point,
beingsomething which it is possible, this invention improves
throughput deereaseat time of file transfer by fact that CPU
treated many protocol , communication treatments in Prior
Art , It designates that storage media which high
[suruuputsuto ] high speed collective file transfer method and
program utilizes high speed computer network to fully in
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orderwhich to execute device and transfer method storage is
done isoffered as objective .

In addition, as for other objective of this invention , rate
conversion of the different ATM link of interface speed being
possible, dispersing also large load where furthennore, it
depends on server such as random access of large capacity
file , itis to actualize high transfer throughput .

In addition, it is to offer data transfer method where high
throughput is acquiredeven with when other objective of this
invention evades decrease of the transport efficiency which
originates in response verification in software treatment
ofeach every packet, divides data into plural packet and
transfers.

Disclosure of Invention

In order to solve above—mentioned problem , as for first
embodiment of the this invention , respectively, making use
of general purpose computer architecture which consists of
the second storage media where input-output speed is faster
than general purpose data bus , first storage media , and said
first storage media in orderto do data transfer with transfer
origin of file and forwarding destination of the file , in
transfer origin of (a) file , before setting communication
link ,vis-a-vis file data inside first storage media , At least,
while treating any one in midst of compression, the protocol
terminal , and flaming , in transfer origin of protocol and
(b )aforementioned file which through general purpose data
bus , sequential transfer the said file data to second
description 100,000,000 media , afier completing thetreatrnent
for aforementioned file data , to set communication link , file
data inside aforementioned second storage media , Without
administering treatment vis-a-vis that, through
theaforementioned general purpose data bus , with forwarding
destination of protocol and (c ) file which it lumps together
transfers to network adapter card for computer
communication ,directly, is connected to said ‘general purpose
data bus from said network adapter card to network the
transmission it does, to network adapter card which from
aforementioned network isconnected to general purpose data
bus of said forwarding destination transmission
aforementioned file data which is done, Without
administering thawing , protocol terminal , of data or each
treatment whichincludes flaming , through said general
purpose data bus , protocol which it lumpstogether transfers to
second storage media , releases aforementioned
communication link (d ),with forwarding destination of

aforementioned file , afier releasing theaforementioned
communication link , at least vis-a-vis data inside

theaforementioned second storage media , thawing treatment,
While treating any one in midst of communication treatment,
sequential itis a file transfer method which designates that it
possesses protocol which through aforementioned general

Page 22 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1263

WO1997033227A1

at. 2saaAa>7—a$ais£sa='a%fi¢er;im
mjndaaix, raien;i21:i:eae$i=_~rie.ter~
ram*a:an<r+ea.

afz. 3l>'~%l3fi0)lt11.0)%l‘§l3I.(a)1'r'—’$'§Ei£’&"t"r
—3r;a¢>a>%’ 1 a>;‘i1H=‘1-‘r'—/,2/\’xé:.% 1 mare
amt. mafia 1 a)§at§tiitvt:J:UJktfl1JfiEb<
fiufi 2 o>:=;af§li£l$t. fiTI§E% 1 a>;‘J1fi3+‘—9

- /\'7.i:t§tfi:—.*=irL'cL\a>%tfifiiElE}?fia>§a" 1 an
~yi~'7—779"J’5i7:—i~'t. i§l§'J:x0E§StE§"
65711:. fi1IEE% 1 a)E'E1§t£t$i7s0>77«(iL-7-
aizmr. '&‘t.t<ttEt2§. 71:1 i~:i1Lté§fiaTi. L2
t)?7i,—s*/7’o>ct=a)t\'s»":ri.2tz\ 1 ommfléfi
tviaibtns. a774;ifi-‘—9£—fi?i*.=:E¥ i minis?‘
-9: <zé1‘rLrfifi:-';a§‘: 2 0)§El‘§l1§l$’\llE3XE
i£‘a‘z>f:&>0>% 1 a>$ii£¥E£t.Fi1I‘.=:a77=r)L
%'-5ii:icfi%>5l!LE0J7"-676%. iEf§'J>7€E‘s“z

EL. fiiI‘EB'§:’ _2 o)'%:E1§9¥t7$Vw>77»r;L¥—5'
i:$nL,‘C&&E’&tE3‘9“i:. §§774ll»-‘r’—9’&.
fifiéafi 1 0)iFl.FH‘7’—’}I\'X’&1TL'Cl_Ef§.§7I§E
% 1 a>>?~vI~'7—/77$z'7’5i1J—F«—tfi$ii£
L.‘E3€’é.’ 1 0)*‘yl*'7—779'75l7J—|"7'J‘13«'i'~‘7
l~'7—’7’\li5$?'?a7‘:&'>0)lz-:i£¥E§e‘:"¢"fi'§'6

$ii£:‘c1§=+§W:. (b)-T-—67$ii£’éfi5f:6f)0)’fi
2 0);'Fl.Fl‘~l7"‘—$1/\'Xi’_'. % 3 oéafenfifita. E1153
¥ 3 0)§E‘l§9§i2l§J:"J}Ki‘.l.‘i7J§E7‘J‘i$L\'§=I 4 0)
-rarsbaizxa. $112335 2 0)2‘J‘lFE'7-‘-9/\‘Xl:?§¥:*-1
é#1.ti,\?.>%t§&iEl§Frio>% 2 0)?~“Jl~'7—7
79'7’97J—Fé:. fii‘I‘E:E»‘i'~~yI~'7—’72b\I3fii‘I§E% 2
0)=?~~yI~'7-’775?'7’6‘dJ—F'\lf:i.%§éJltf:'iifJEE
77«r;in’——’>"&. -‘r’—90>fifif£. 7:1 I~:uL«t:§
tat. Lu}? —s>7*é*é*¢:L~fhm51&Et.71t§
a='a“1:.fiTi%e% 2 a>;'RHi+‘—5'z<xEfi-Lxfiii
:=:a% 4 aJEEl§m$«—t%§£i£L,. §fi.%'aiEtE'J>
'7é%1i5r's*6r:d>o)fliiSra=-Eat. arieaaaieuy
’Jéfi$115zLr;t!a. E‘IIE'E’£ 4 a>§at§b§t2m<7>5—‘—
éiizidct. IJ>7:z<t£.fi2;§a&E. 5Et§a.I1Ea>=t=
a>L\flL>s\ 1 oaJ5!&EE?"rL‘7:tb‘B. iiamaa
3m;iati%.ae 4 cT)*.3:E'l§9£l=ki1i0)5-‘—’;“IE‘r‘iTI‘E:E.'¥
2 0>fl1Fl=‘.l7"—’5I/<7~é'::f‘rL'Cfi?I‘.%E% 3 aaeatebfi
l>t~§ii£?'Zur:u>a)% 2 a)§ii£Ei=-E9.t§=§#%>
§z'ri:£9*i':§+§fi.’:EElffi*sI‘6:.!_-’£—4%*rfi‘tt3'67
74}l«§ii£§!§E'G5§>..

$%5fil0)77’f)lz§i_:i3éfi"_l1.iffiilfiiilfiillisla‘
_ ..__, .;....-u‘. .__. . n _n . .. Ll-A.|l.I_A.. u.- p.

1998-8-4

purpose data bus , transfers data inside theaforementioned
second storage media which was treated to first storage media
as feature.

In addition, program in order to execute data transfer method
of this invention , the storage doing in storage media ,
distribution fabric is possible with the form .

In addition, other embodiment of this invention first network

adapter card for computer communication which is connected
to second storage media and aforementioned first general
purpose data bus where the input-output speed is faster than
first general purpose data bus and first storage media and
aforementioned first storage media in order to do (a) data
transfer and, before setting communication link , atleast
vis-a-vis file data inside aforementioned first storage
media ,compression, While treating any one in protocol
terminal, and flaming , first forwarding means inorder
through aforementioned first general purpose data bus ,
sequential to transfer the said file data to aforementioned
second storage media and after completing treatmentfor
aforementioned file data , it sets communication link , without

administeringtreatment vis-a-vis file data inside
aforementioned second storage media , the said file data ,
through aforementioned first general purpose ‘data bus , direct,
second network adapter card for computer communication
which is connected to storage media and theaforementioned
second general purpose data bus of 4 th where input—output
speed is faster than thetransfer original computer and second
general purpose data bus in order to do (b ) data transfer and
storage media of third and storage media of aforementioned
third whichpossess transmission means in order it lumps
together transfers to theaforementioned first network adapter
card , from said first network adapter card to network
transmission to do and, From aforementioned network
aforementioned file data which transmission is done, without
administering thawing , protocol terminal, of data or
eachtreatment which includes flaming to aforementioned
second network adapter card ,through aforementioned second
general purpose data bus , releasing means in order it lumps
togethertransfers to storage media of aforementioned 4 th , to
release theaforementioned communication link and, after
releasing aforementioned communication link ,vis-a-vis data
inside storage media of aforementioned 4 th , At least while
treating any one in midst of thawing treatment and
communication treatment, sequential it is a file transfer device
whichdesignates that forwarding destination computer which
possesses second forwarding means in order
throughaforementioned second general purpose_data bus , to
transfer data inside storage media ofaforementioned 4 th
which were treated to storage media of theaforementioned
third is possessed as feature.

file transfer method of this invention designates that protocol

Page 23 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1264

WO1997033227Al

‘C CPU 1:t511LEL,'cL\r;:tc11~:1;1A1>§fl«-r“1at.t«*_—‘a>§
<a>a11E*¢'€-'—511z‘:i£a%*r1:11fibttL\:tEt¥’r
fittza.

774ll«'7"—’3l17l'~7~l~)“E'JfaiE0)Ei$}\tl.‘17]
EI§‘E7§fJ“E')t3iWl~'7-77'31°75l7J—F¢‘:0)Fa'l
1:’-fiL'cMt‘. J:1$ir1.%n‘:z¢> . 774’1v$z':i£a)
:uL—7°-yI~1:<_t2b‘%>.

Cttliulil). 1?~"Jl~'7-7l1‘x.3.l.\B3fl’é‘l'EfifiSl$7l‘L
Zofzlb. E-iii7.i§’r%fi«"?~“Jl~'7—7€'7fi§1J$|llfi
‘('56.

$12. -5. ><=E'Jl:§i131’I.%>77»rIL¥—5!
l:l:i£i§fl|l'C°l1#~-‘Jl~'7—0(T)5Ei§'}>7§9El§Tl
1:. ;\—F-'r"»rX’7<7)J:572£lii5$0)j<§§‘§E%
lI§i7$fJ\-‘alIIE>5E§¥fi3:lL. 77«f1L0>-ElE'£Ell'E
ti. #~-yI~'7—7Efi$1iStL,f:&. 7"»rX’Jl:JIE>k
l:§fia“il'L%>.,

couem /\——F-?—rz7Fa‘10)-?—9a)$Ei£B¥r P
1:. ;‘J=Lfii+‘—5n<;<a)§ii£3i§1:tt»<. n—I~'
7‘-‘»rx7a)At1:7:ia<+$H1£i§r-ia%1r:a¢>. :0)
Eéiilfiitx. 7’c1I~:11L£t&E%‘;0>£l1lEfJ<fiI’é‘é
ttzé.

7l>'~§é5fil0)77*()l»§2':i£7?;'f.‘C'l2lC. ?%is#~~y1~'7
—-’J€fi§JJ¥1Im'4'f:a‘,~. #~-y1~'7—77£¢7'5U2
—Fa)$ii£i$f§E%fiI1IIEl.f;L\.t'3t 774»?-
92% 1 113% 3 a)§a1§tI£1>l:J:UF:—'.'§a>% 2 X
11% 4 a)EEt§t1£t7t<ta)Fa'i'C'-tifiiib. :0)
El. =t=9:;E§§E1:4:»zamE§fi:1o7‘.:t\.

% 2 111% 4 o>*.=:al§-ingtdstfi 1 111% 3 (DEE
1§!I£47¥<l%-fia>7‘-—’;1§i£1:ir~~yI~Cv—'7§fi$1iSrL,
'Cl.\?>l‘sfi. tubs. 774ILO)$fii£7T:'Gld:77
«r;1.aJ1z':i£fi1‘I. 77'f)l«0)§Ei£5’vZ-.'C'l:l:77-{lb
0)iz‘:S£i§l:fi5.

.:a)t%. % 1 111% 3 a>§E’r§n£1:1:a)§=.§5A.7+
5$§.1_—;‘1w-'r‘—su <7.ao>E§§=&$1JfiiL,r-‘r’
—5va>E!£-fit?/ti. 7121-211/tv§fi«*a%a>lz1LEéfi
wttibhs. % 2 111% 4 a>:=;a1°e‘9£fi:t% 1 3213:
% 3 0).%El§ll£l2li0)l’é1'C'E>k-1-’-@"¢"fii£'§‘1.'>.

:in.1:J:U. 77«r»§ai$a>&%. a-u1~-7-90)
.T—==§z11,—7’-y I~€%fi‘C°%. 7:$%0J77»f1v§£
i£a)lt%1:£$fi1:=?~~y1~'7—7=éfl1Bt?'25.:.J;iJ<
‘G56.

fiobmfitiiitfifi I21 1 It. :0)fiEHO>—¥hfi
ll2%I:J:6 ATM r?~vI~'7—’JI:t§$a*cé:t1.%>E+§
lfi§0>lfiIilZi§1l&77»1’)L5-‘—’;10>;i“uiilLE'n‘=‘d'7I:1
v7‘C'356.,

2 1:. :.'meaaa>1ao>—§eisnee1:;a AT
M 2~~y1~'7—0I:t§$§.a=:r1.z;§+E&a>t%1it1511t

1998-8-4

terminal or other manytreatment where CPU treated in Prior
Art is not done at timeof data transmission as feature.

As for file data lumping together host memory or other high
speed input-output possible memory , andbetvveen network
adapter card because input-output it is done, throughput of file
transfer rises.

Because of this, network because in a short time it is released,
the effective use can do high speed computer network .

In addition, file data which once, is stored in memory with the
transmitting side before communication link setting of
network , sequential compilation is done from the large
capacity storage media of low speed , like hard disk with
called side of file , afterreleasing network , in disk
compilation is done in sequential .

Because when transferring data between this memory , hard
disk , input-output of hard disk is fully low speed in
comparison with forwarding rate of general purpose data
bus ,making use of this difference, protocol treatment or other
treatmentbecomes possible.

With file transfer method of this invention , in order effective

use to do high speed network , in order not to restrict
forwarding rate ofnetwork adapter card , from the storage
media of first or third it lumps together transfers file data
second of high speed , or between storage media‘ of 4 th at this
time,does not treat with central processing unit .

second or storage media and first or third of4 th data transfer
between storage media while releasing network , in transfer ‘
origin of the namely, file before transmission of file , with
forwarding destination of file doesafter transmission of file .

Compressing at time of this , making use of speed difference
of the writing speed and general purpose data bus of storage
media of first or third while &treating data thawing , protocol
terminal or other , second or storage media and it transfers
thesequential data first or third of 4 th between storage
media .

Because of this, at time of file transfer, be able to
actualizehigh throughput of network , network can be released
to early stage even case of file transfer of large capacity .

simple explanation Figure 1 of drawing is configuration
example of computer which is connected to ATM network
with one embodiment of this invention and block diagram
which showsflow of file data.

Figure 2 is configuration example of computer‘ which is
connected to ATM network with other one embodiment of

Page 24 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. l0/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1265

W01997033227A1

774')lr‘r'—’;‘10J;'iiE#LE7T=‘4’7D-y7‘C*5:/Ea.

I2! 3 Ii. -Z0)%5Ji0)lfll.0)-%}i‘éilZ%lZJ:%> AT
M 5i'~“Jl~7—7|Zi§¥§‘cE‘7l’L%>‘I*a"i§i£§0)l§liWTlt
77*f)l«5-’—’fi0)fi#L€7"1'<'<3"7D*‘J7'C'5%>.

. 411. E11:7T=’9“t£fi.t1:rs1-rZo77«r;L-?—£~'
0)§i£5’1':‘C'0)£JlE<7)¥lllE"¢"7T<?‘;;"ii#Ll:Zl‘C'fi:
60

E 511. E11:n’<*r%1it1::s1-r677»r;LF—5I
a>§i:i.4§:‘1:‘C~a>41J1Ea>$11E’&7T='~a"i3tt#rt‘efi:
60

6ldI. E 1 1:7T<'9”t%fiJ‘Zr::¥s114I>77«r;L-7-61
0)i£iE'fJ‘*3'Ei'§.‘¥'C'0)6l&E0)$llfi’§'7T<T3i‘ti'L
Ecabét

7 11. 2t:%EiJia)—%I:fiifz%1:.,t»'.$ ATM 77
w1.§iiz7ii£0>$11m§E5tIiJiLr;'6fi;%a.

E 8 11. 7 1:7T<d' ATM 77«r;L§ii£fi;‘£E
Efifit-’>7‘:a!>cD§Et7Jt§1iJZE7T<'9“:I1:~y'JE‘c'
Ml!

E 9 11. ATM 14-y=.F&2 35Z"i‘—/\’ D100,:L—
"ffia“r'3E D2o0,:r/-7->‘y+:*—/t D30o,ATM 14
“J7 D400 5 ATM 'C't§fi‘~éL,f:t%a0>t§fi2%1J=‘¢'i
'9“l§l‘6§a%>.,

101:. :1‘/'7"/“J'b‘—/l D300 an; ATM 14
~ya=&2 :fiw—;< D100 1:7<«'*‘s§77-r11,-?—9
E-i§§Ei£'4'%>fi<7)7’1:I-:1)L«z9v7t’:-'r‘—6l
aJ.3tEh=&%*4'E'6&;%>.,

11 let. :L—+ffi3E D200 an; ATM wrw '
&2 3w—;\' D100 l:$dL'C5‘/6I’.A7'7tx*4‘

%>fio>7’1:1I~:1;1,7d;‘z§y/Jet.-:'=—';‘~'a>fitirt§:T='9*
Erase,

12 11.It:%BE€—./\—F-‘r’-rzalzgfiéh
Tzfiié“-§77*f)l»l:l§lB~*rl:77t7d'%>*%%I:
fiffiLr:¥tfifi2%E%5'tBfi?6f:&>o)E'e&y§>.

1313:. 2li¥€5)i0)i-'—51§Ei£fi;‘£l:J:%>-7"—’$¢
U)§f:i£$lllE’¢£§fi|3)3‘§'%>T:&'>0>‘C'5i:%‘.~o

1411. UDP /<’7'yI~a)72r—7~yI~€-fi<§"e
MO

E 15 I1.ATM/AAL-5 CPCS-PDU a)7t—?
~yl~=E7T='é"GiB%>.

E 16 1:. ?l§%5Jil:J:?a?—’;7§i£“/—’7>ZE
:T=1$'Efa56.,

E 17 1¢.'21:%1a111:ars1+z;¥—s:§se§Ea>1e_n-—..... _4_rn-_.;_ w

1998-8-4

this invention and block diagram which shows theflow of file
data .

Figure 3 is configuration example of computer which is
connected to ATM network with other one embodiment of

this invention and block diagram which shows theflow of file
data .

As for Figure 4 , it is a flowchart which shows protocol of
treatmentwith forwarding destination of file data in
configuration which is shown in Figure l .

As for Figure 5 , it is a flowchart which shows protocol of
treatment intransfer origin of file data in configuration which
is shown in Figure l .

As for Figure 6 , it is a flowchart which shows protocol of
treatment toreception fiom transmission of file data in
configuration which is shownin Figure l .

Figure 7 is figure which explains protocol of ATM file
transfer method with one embodiment of this invention .

Figure 8 is block diagram which shows configuration of
device in order toactualize ATM file transfer method which is

shown in Figure 7 .

Figure 9 is figure which shows configuration example when
ATM switch &secondary server D100, user terminal D200,
contents server D300, ATM switch D400 isconnected with
ATM .

Figure 10 , when from contents sewer D300 lumping together
transferring large capacity file data in ATM switch
&secondary server D100 is figure which shows flow of
protocol stack and the data . '

Figure 11 when random access doing from user terminal
D200 vis-a-vis ATM switch &secondary server D100,
isfigure which shows flow ofprotocol stack and data .

Figure 12 , when this invention , simultaneously to large
capacity file which compilation is done access it does in hard
disk , is figure in order toexplain embodiment which is
applied.

Figure 13 is figure in order to explain transfer protocol of the
data with data transfer method of this invention .

Figure 14 is figure which shows format of UDP packet .

Figure 15 is figure which shows format of ATM
/AAL-5CPCS"‘PDU .

Figure 16 is figure which shows data transfer sequence with
this invention .

As for Figure 17 , it is a figure which shows configuration
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I=1Zt§‘l€—7T=’J‘lZl‘C'37:%>..

1811. ?l§§%3J5ll:J:%>7Flz1ll?%0)—t5'l§H_=
'9"lE‘E5>%>o

El 19 I1. 74§%5.Ell:J:%>7FlxZil?li§0)—-{§lJ’&7T=
'§"E?iJ?7.

20A II ATM :t«yI~'7—/779'7’5r7a—I~'E§
@fiL7‘:iH.Ffi§'l'§fi7—=\’-7-‘73""\"E7T'<"3‘7El‘7
Oral). 2013 I3:ti£itEa>774»§ii£7n|~
:l)lI"a_"§§L\'C7C’§§'77’f)|/E§l§§'6lfi0)7
-’;'l0);?i.1‘L’.«E7T<'§';'fiE1’Ll.§l'G5J%>o

[Z1 21 It. ATM 'Jy’J€RiL\r;77«r;i.§£i£7u
I~:uua)7’n i~:i1Lx9~y0t%=|'L=&¥fi?'6/\
—I~‘r7:i:7é3ata')r:IZlc3;%>.
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example of data transfer device in this invention .

Figure I8 is figure which shows one example of address form
with the this invention .

Figure 19 is figure which shows one example of address form
with the this invention .

As for Figure 20 A with block diagram which shows general
purpose computer architecture which equips the ATM
network adapter card , Figure 20 B" when receiving large
capacity file making use of conventional file transfer
protocol , is flowchart which shows flow of data .

Figure 2] protocol stack of file transfer protocol which uses
ATM link is figurewhich collected hardware which executes
that.

IE] 22 let. tHea)ArM'Jy7=‘¢‘RiL\r:t%‘é-0)-?‘—9§£i£o)$IIEt. fhéiifi

Figure 22 , actualizes protocol of data transfer when conventional ATM link is usedand, that

.'9"67‘:6f>0)§§E%fiJ‘Z0)t&E§El’(‘&3?o..

It is a conceptual diagram of equipment configuration in order to do.

El 23 Ii. 1t3Ea>i£t§tE.Il&U§t§EIJ‘.=:+§&&FafiI:$sIréTcPco7n—-:i>I~u—

As for Figure 23 , conventional transmitting side and TCP in between called side computer [furookontoroo ]

IL«Ef<'5”;‘**{.Lx-‘)’-—\"-|~".4_"7T='£l'|§l’E§:"§>.,

It is a figure which shows time chart which shows jp ll .

%flH’&%l2‘€.'4'%>T_:&)0>§E'0)ll3%

preferred embodiment in order to execute invention

I211 let. $1 SLli’£30J§E‘|§9§t?$é:L,‘C0)/\—l~‘-‘r’-(X7. ¥21li§i:'4d)§E

As for Figure l , hard disk , second as storage media of first or third ordescription of 4 th

1§t§t$tt,'ca)¥§t>t:><£'J (DRAM : ’;‘~"'f'1'E"J9'3‘J’;TA77‘lzX:l={E'J

<seq>DRAM zdynamic random access memory semiconductor memory as “ media

:Dynamic Random Access Memory) fJ‘|3iilZ67l'xXl~)‘-'E'JEfil.‘T:§§EEfifiii‘§L. 1l§¥5HlZJi%>77’fI|z§ii£75
;~£>£%bfii'5ATM:t~-yI~'7—'Jt:t§fi$:t1.6E+fitt§o)Il%Ii3Zt§I1t77«r/L=r‘—9o>3ft=n£—:T=fl'Is2Ic?i;6. 1i::T<#‘
§%mi\ 7l<Zl~CPU-F1. DRAM%"i=‘C'%fiE$i'L%>7l=X|~)“E'JF2t i§§U)5H.FfiI\'X'C'E?oPCI/ <zF3. CPUtP
cm7.Et=§,5Ifr~1I~—Pc17"J-NF4. 5l’?JElz‘l"‘('75\|3AALl/(“f'$'C'¥E$§it"fi'§'6ATM$‘7l~'7-975i'7’$UJ-F
(avianIstaa-yI~'7—7»ry9—7:—z#J—F)F5, /\—I~’-‘r‘4z7F6. zwATM#~.-vt~'7-OF1 0'EiE~6a PJZIIJ:
:%'Ea>fifi£i:#sL\'c. ATM—LAN%a>ArM:t~~yl~'7—'7F1ois~-3
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It is a configuration example of computer which is connected to ATM network which;possesses equipment
configuration which uses host memory which consists of Dynamicrandom access memory ) executes file transfer
method with this invention and a figure whichshows flow of file data . Each configuration which is shown in Figure l
is ATM network adapter card (Or network interface face card ) F5, hard disk F6, and ATM network F10 which to
AALlayer terminal are done with such as host CPU ‘F 1, DRAM from the host - PCI bridge F4, physical layer which
ties PCI bus F3, CPU and PCI bus which are a general purpose bus of the host memory F2, high speed which
configuration is done. Next in above-mentioned configuration , from ATM - LAN or other ATM network F10

1<§§77'f)bfJ‘li':i£3il1.61%€.'0)&i§{HU0)¥llfil:’)l.\‘C. lE1L'LUl§l4£*§l‘3.=3

You refer to Figure 1 and Figure 4 large capacity file concerning protocol of called side when transmission it is done

Lr§iBJi§"%>. 73:5. E1411. IE11:77:177»f1b0)§fE$II[€"&fi#L§7T=?’fi>l'Ll§l‘Gi*i;%>,. §<i’$i:i£3:l1.'csEf:77
«rim. ATM»’?~“J|~'7—9F10b‘|3ATM$‘y|~'7-775r797J—FF5l:f-Ei£$1h%)(40)X'7"77B1~B2). AT
M31"~'yl~'7—77’5l'7'6UJ—FF5l*l'GlEt¥?’§‘fii§==%0)ill§fia"ii‘\‘°S/Pfiifi. tmil

Doing, you explain. Furthermore, Figure 4 reception protocol of file which is shownin Figure 1 is flowchart which
shows flow. First file which is transferred from ATM network F10 transmission is donein ATM network adapter card
F5, (step Bl-B2 of Figure 4 ).[nside ATM network adapter card F5 first terminal and S/P conversion and cell of light
signal same

fitL\of:??.lElx4‘\"(PHY) a)$§m-Ta=EfiL\. ATMI/'f"€’. AAL/\tll[€35El2'.£tfi|w(‘\”lElll?-'7"—5l75‘§f:i£$ih.%.~. AT
MI/«r’c"ci1$|:vci/vp1I:J:»$-typo)gififlfibtfibn. AALu»H"eI:t;La)4s/<»rI~o>»<»rI:I—FE%1%
L'cCPcs—PDuE$§fi£L,, cRctbE$cD=f:-y’J€fiorfJ\I‘oc

terminal of physical layer (PHY ) such as period is done, to ATM layer , AAL the ‘data is transferred to upper position
layer side in sequential . With ATM layer demultiplexing of cell to be done mainly with the VCI NPI , with AALlayer
connecting payload of 48 byte of cell ,configuration to do CPCS— PDU , after doing check of CRC and the length , C

Pcs-PDua)'<«ru—F§:L-H“?-’—$ré:L‘tH3zHits”.

You remove payload of PCS — PDU as user data.

ATM. AAL u4’<'€—ts§fia*aL‘CHszL)t£a=9rLf:77

411,097‘-—9l: PCI /<10)/tx I/F 9“‘J7(Bus
I/1=)1J\E. PCI Ax F3 «reissue.

zwes. ATM 79’75UJ—I~’F5 cm <7. 1/F -‘f-“J
7’li774/L5-‘—s0)E5£9etLtrI=xI~ PCI 7'
U F4 §ElR'd‘%>u

>?~~yI~'7—’J75r’7512-}: F5 fwa$ii%a=irLf:7‘-
—5u:rhxI~-Pc17'Jv~>’ F4 ’&3’l‘L'C7l=Xl~2‘E

U F2 ~:E':'5$l:§ii£$1‘Lé(X5—“J7’ B2~B3).

7t=xI~;<£U F2 t:—-t%'C-§iB#Lf:?—$!l1 CP
CS-PDU «"4 l2l—F0) iiffaéo

cpcs $1.’-l17'3F797J—F F5 PW)/\—F'7I
7t~tsnsznar;a:». Eimflififilfirc-85°). P

c1 /{X F3, 7l=Zl~-FCI 7')“/*‘/’ F4. DRAM-F2
0)'7"—5$1':i£l31'§"<‘CI\—_F'7I7‘G3i\6T:

terminal doing ATM , AALlayer , data of file which is
removed istransferred from bus I/Fchip (Busl/F ) of PCI bus
to PCI bus F3.

At time of this , bus I/Fchip of ATM adapter card F5 selects
host PCI bridge F4 as forwarding destination of file data .

data which was transferred from network adapter card F5
through host -PCI bridge F4, istransferred to high speed to
host memory F2 (step B2»-B3 ).

data which in host memory F2 is stored with bundle it
continues to bea CPCS-PDU payload .

Because to CPCS terminal it is done with hardware inside the

adapter card F5, fast processing being possible, as for data
transfer of PCI bus F3, host -PCI bridge F4, DRAM -F2
becauseit is a hardware entirely, there is not restriction of
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ab. ‘/7l~'7I75@El:J:6§i£i$E0)ifill|3E75‘
um

774)»-'r'—’3a>$ii£i:<¥§?Lr:&. ATM ii A
TM 'J‘/7€'l§TLt$“/l~'7—'7 F10 Efifiks“
A o

r|=XI~2‘=E'J F2l3”lfi'C‘§7?.B1'l.7:".r"'-5ll1 CP
CS-PDU ’\°*fl3I-l~'(T)3lf%'C‘&'-J. lIfi774)t«
v&:61%'.%.wfi$;§9aE%i:tfi3nrL\t.:L\o

channel: CPU llallé‘/7|~'5:l'.75lEE'C'
5J€>f:U). li5lECT)7:T3‘lZJ:'.>'C7—5'$i5£'43lZ
IE1B%*rI:aI1E'4'Zot77»rw§ii£0>1/L-7’vI~’&
¥L.<tE'F‘é’d'CLI5o

‘I-21’. Iiiéflfir-Ii. —EFs.‘5$'C-7t=xI~x=E'J F2
izmaé-nr:1k§a>§§77»r;t$a5£i,rt,§
tn z-yr-7-0 F10 *&fi1i1’Ji$ct,r;&‘C- CPU-Fl fit
fl;§t.:.1:’0>9LtEE?-‘r-3:,

#~-yI~'7—7 Fl0 ’2fiT5IL1':i&.CPU-F1 Ii. wk
Xr~:l£U F2 I:—tE'6§7‘o5nr: CPCS-PDU A“
«fn—Fa)=Ut%-?—ai:$z-1L'CiEf.;:'J >9=EFE1‘z

’4'?o(X-F37’ B4).

-HI. CPU-Fl I1. CPCS-PDU '\“4D--|~'tT)#i

EE5-‘—@I:$o‘L'C, 7lz—E‘/’J‘(X'7"'J7’B5). 7’
nt~:;b!t6§iIi“s(x-‘r-yv’-B6). Ltv?zx§l:rt;L:'c+‘
—@fi$:§(x-‘r~y7 B7)o)£U1§§fiL\. fii£'§'~'
éi-’—aa)=t=§:EH)IUH:.L,. HJIUFHIJ:-7-‘—5!E

/\—I~'-7410 F6 ~¥§K=Pi'§'6(X-7-‘yd’ B8),

.:a)J:5l:. §$%B4Jl:. i£B1'L‘CE’7‘:774)l»
Ii. I\-F5-‘—r7~0. 5'é§i§‘f.7'-‘47~7. iii?-—

7%0Ji<$§§Ei§#¥i7li(Z0>15!l‘C'l::/\-F-z‘-'4
X0 F6)l:%i§aw.6b<, /\—I~’?-rza F6 $0)
E5-'.§§5AJ‘». $477-tiil.0)%7<5$§l3:;'flF§/<
1 F3 a)§1<fii£:2€t?.l:li’<; +$HEi$‘C'3>
6.

Lfzistot. 7kxI~;t=E') F2 i:usn—|~’7‘-47¢) F
6 «0)$i':i£I:t. PCI Ax F3 wfiptfiiiéfifié
§fiL'c£€fiiLf:fii£tIattEd‘. I \—I~'-74::
7F60JtE‘Et§E1fifi¥t$«a){E$za>§a*iM+iEJ§‘.
lifibttfzt I\—F?4X775‘lffi7't.6I (Z4951
—7:I:4X|7§0)/§‘:I772‘=E'J’\0)EifiE|4J7I£Ei£
¢EL‘C¥fi$h«5C¢‘:l:f.i5..

7t=xI~x£U F2‘2b\-3/\—t~‘-'r‘4x’J F6 «a)?—9
w§=éiAJ+0>t$itWa‘1I: CPU-Fl I;td<xr~x=e
U F2 i1<1a)77»f;L7‘-—5rt:$ct‘4'6fi$:§t.:t'aJtI&
E§fi5.:tiJ<'c'=.§éaJ'C-. :iru‘aa)w1EI:.;%>
/\—l~'7«fZ7 F6 a)§€v:’A«7+EEO)tE‘Ft;J:¥é
$Lt;L\.,
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forwarding rate in sofiware treatment.

Afier transfer of file data ends, ATM ends ATM link ,
releases network F10.

As for data which in host memory F2 is stored with bundle
with the state of CPCS-PDU payload , as for thawing
treatment etc when it is a compressed file it is not
administered.

These treatments decrease because it is a sofiware treatment

with the CPU , when it treats simultaneously in data transfer
with conventional method , the throughput of file transfer
considerably.

Then, with this invention , while it is a state which once was

compressed to host memory F2 with high speed file it
transfers, after releasing the network F10, CPU *F1 treats
thawing or other .

After releasing network F 10, as for CPU “F l, communication
link is establishedvis-a-vis state data of CPCS-PDU payload
which in host memory F2 is stored withbundle (step B4 ).

And, CPU *F1, flaming (step B5 ), protocol terminal (step
B6 ), and treats according to need data thawing (step
B7 )vis-a-vis state data of CPCS-PDU payload, removes
contents of data whichit should transfer, houses data which is
removed to hard disk F6 (step B8 ).

this way, finally , file which is sent compilation is done in
hard disk , magneto-optical disk , magnetic tape or other large
capacity storage media (With this example hard disk F6 ), but
maximum speed of hard disk F6or other continuous writing ,
reading is fully low speed in comparisonwith maximum
forwarding rate of general purpose bus F3.

Therefore, from host memory F2 as for transfer to hard disk
F6, continuing the maximum forwarding rate of PCI bus F3, it
did not become with transfer which you use,adjusted to
writing speed of low speed to magnetic memory media of
hard disk F6, it meansto be executed as discontinuous transfer
to buffer memory inside bus interface which hard disk has.

Because to do thawing or other treatment for file data inside
host memory F2 it ispossible CPU ‘T1 to respiratory pause of
writing of data to hard disk F6 from host memory F2,
decrease of writing speed of hard disk F6 does not occur
inthese treatments.
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$521: 1 l:7T=?’¥§fiJZl:$:‘L\’C. 7t=zI~ci>ui bus
ATM a'~~yI~'7—’J F10 «~7c$E774I1»=.$_'—fi:i£
'-3'%.~i£f§l§.ll0)35lllEl:OL\'C 1 sums: sééfifi
L.rE$l8B*d'%>.

22:55. i£fE£5.'l0)¥llEl2l:. i"l§fi|l0)¥lll§<‘:fil?=]%
0);fi#Lé:f.£%.'>£0)‘EfiU. 20153. El 1 L175?‘
$EEll’El=tl'tT:§l‘§lfill0)¥llE.’:i£l?=l%0)fih.&7§t

O

. if §iii'*3"<$77*1'll«"a_"/ \—I~‘-7—’4z7 F6 l:

1%%vi'9"é(z—‘r-J7 A1).

CPU-Fl I1‘ n—F-?4x9F6i:1%?i$nrLv:;

-‘r‘—5«§f.~F.a=;H:Lt.ab<a3. -‘r‘—6!E!fi(x-7-»y7A
2). 7Ell~:1)lz$’=‘:'lfi(7L'?“J7° A3)$'LU7l/—E
9‘(7\-7-‘yd’ A4)’.Efiot. CPCS-PDU '<»fE1—l~'
0)=lfi%'E"1"—’;'?E7l=Xl~2‘=E'J F2 |:;salfis“%>(:<
5")?’ As).,

an; CPU-Fl l:t ATM '1‘/7’a_"l5E‘_\‘Ll.(X'7"‘/7
A6). =?~"Jl~'7-7'/"’3'7°5UJ—l~’ F5 l:3'6lL'C77
«r1La)$ii£ét‘£1%s'%.»(x-F-27 A7).

a'~~yl~'7—’J75f7’5I7a—I~’ F5 11, PCI /<1 F3 5

9”rL‘C7l'~Xl~2¢=E'J F2 l:§‘Ef§$=l'1_.'CI.\%> CPCS-P
DU /<4n—F0J=Hi%a)+‘—6I*.EE¥§E.‘~E&;u:L
t\ AAL l/4“t"C* SAR—PDU l:9i%JL.. ATM u
«r-t"c* ATM 121:/tl.t. WEI/»{—vl:J:at AT

M 1'~‘yt~U-7 F10 «l7‘:i£?’6(7t-7-‘-27 A8).

flxc. 77«r1La)lii§b<.’£§TLT:t.:7;'G CP
U-Fl I1iEl§'J>7€fi$t*S<*s”%>.

:0)J:5l:77»fII«0)fii£B¥“rl:l:l:. 5-‘—9Elfi.
3"Dl~:I)l«§§$'a"li$ilfi7l/-5‘/7'0)5lllE?H?oT:
1&0)-7-‘-—'sv=£~:—«'l=xI~:<«E'J F2 l:§aEL.rl=;<I~x
‘EU F2 l:‘§'E'l”§€‘Jll.7‘:'7"—’5"E?~“J r~'7—079'7
ér F5 /Jusatfié-%e7+H:L'c. ?~-yI~'7—7 F10 A
li'zi£‘§"6J:5lZL1’:0)‘L". I\—F'7"4Z'7 F6 nu:-.
weeamcmeroexr CPU-Fl I:,t»§¥—$r
Jlllfib‘. >t~~yI~'7—'77@’79 F5 wliiififié
i&‘Fé-I-_+%::tl17f.tL_‘.

[Z1 6 1:. 4 I:7T<?'2l:§€aHa)77»r;bfii.§75$z*i

l:.l:%>$Ei£5’u':'C'0)3‘—llc‘:. IE 5 1:77-_‘s”2$§€BB0>
77»f)I»fii£7:‘$z*':l:.l:%>$z':i£7‘:‘C*0)¥llE’a“—. -
§0)ll&¥.*_'t,‘C?"r5i%‘€r0)5fl§0)z‘;Eir1."¢‘—n'=L7‘:
some.

IE 6 l:3‘$L\'C. X-7--yd’ c1~c3 1112! 5 l:7T<?'Z
-‘r-J7‘ Al~A8 a>mEl:. 1-’r~y7’ C8~Cl5 mil
4 l:7T=’§'X7"‘J7 Bl~B8 a>5u1EI:. zmenre
I»EL,'cL\%>.
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Referring to Figure 1 and Figure 5 is done conceming
protocol of transmitting side whichto ATM network F10 in
configuration which is shown next in Figure l , from the host
CPU 1 large capacity file transmission , you explain.

Furthennore, protocol of transmitting side being something
which becomes the protocol of called side and flow of reverse
direction , in case of this ,becomes protocol of called side
which attaches arrow which it showsin Figure l and flow of
reverse direction .

First, file which it should transfer is housed in hard disk F6
(step Al ).

CPU ‘Fl data which is housed in hard disk F6 reading , data
compression (step A2 ), protocol terminal (step A3 ) and
doing flaming (step A4 ), with state of CPCS-PDU payload
remembers data in host memory F2 (step A5 ).

Next, CPU *Fl establishes ATM link and (step A6 ), transfers
file vis-a-vis network adapter card F5 command , (step A7 ).

network adapter card F5, through PCI bus F3, reading *,
divides data of the state of CPCS-PDU payload which is
remembered in host memory F2 into SAR-PDU directly with
AALlayer , with ATM layer with physical layer transmission
doesto ATM network F10 as ATM-cell , (step A8 ).

And, being at point where transmission of file ends, CPU ‘F 1
releases communication link .

this way when transferring file , afler treating data
compression , protocol terminal and flaming , storage to do
data in host memory F2, data whichis remembered in host
memory F2 from network adapter F5 reading *, transmission
isdone directly to network F 10, because it required, with
reading treatmentand host CPU *Fl from hard disk F6 data
processing , transmission speed of [nettowaakuadabuta ] F5
there are not times when it decreases.

Figure 6 with file transfer method of this invention which is
shown in Figure 4 in transfer origin is something which shows
flow ofireatment when it does protocol , as consecutive
treatment with the protocol with forwarding destination and
file transfer method of this invention whichis shown in Figure
5 .

In Figure 6 , as for step C1~C8 in treatment of step Al~A8
which isshown in Figure 5 , step C8~Cl5 corresponds to
treatment of the step Bl-B8 which is shown in Figure 4 ,
respectively.

Page 29 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1270

WOl997033227A1

El 6 l:7‘F‘J'J:5l:77‘fll.«0)§Ei£7—l:&U§i:5£5’1':
0)m73‘c*.7l-xI~ CPU-Fl ‘&1Té7t;t.\rl<xI~x=E
U F2 tab-yI~'7—77’;I'7"37J-F F5 Fsfi0J+‘—9

0)§Ei£’&?"r5Z.t‘Ca 77»f)Lo>§i:i£0):<;L—7’
v|~EoUJ7<=é‘<'<3'Za:tb<‘E§Za.

wz. El 2 é«’5=P.?.=ZL'C. 1 §§P.€L'c:%ilflHL7‘:
%E‘éll3$0)2'§lf3l5lll:’)L\'C?.'il5fil?'%>.,
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As shown in Figure-6 , with transfer origin of file and both of
forwarding destination , by fact that it transfers data between
the host memory F2 and network adapter card F5 which do
not mind host CPU ‘F1, throughput of transferof file can be
made larger.

Next, referring to Figure 2 , referring to Figure l , you
explainconceming modified example of embodiment which
you explain.

embodiment of this invention which is shown in Figure 2 as
network adapter card isactual ones which on same general
purpose data bus dispose memory board with high speed
input-output possible semiconductor memory in place of host
memory hard disk , second or as storage media of4 th as
storage media of first or third .

Each configuration showing in Figure 2 is with such as host
CPU ‘GI, DRAM memory board G7,*ATM network G10 on
the PCI bus which configuration is done with such as PCI bus
G3, CPU which is a general purpose bus of host memory G2,
high speed which configuration is done and from host -PCI
bridge G4, physical layer which ties the PCI bus to AALlayer
ATM network adapter card G5, hard disk G6, DRAM which
terminal is done.

Furthermore, it is something which is similar to configiration
which asthose which are shown in Figure 1 shows
configuration which has code which possesses same numeral ,
in Figure 1 and corresponds.

protocol when large capacity file is transferred from ATM
-LAN or other ATM network in configuration which is shown
next in Figure 2 , is explained.

file from ATM network G10 transmission is done in ATM

network adapter card G5.

Inside ATM network adapter card G5 to physical layer , ATM
layer , AAL terminal it is done in sequential ,transfers data to
upper position layer side.

tenninal doing AALlayer , data of file which is removed
istransferred from bus I/Fchip (PCI bus controller) of PCI bus
to PCI bus G3. -

Appoints memory board G7 on same PCI bus G3 at time of
this , the bus I/Fchip of ATM adapter card G5 unlike case of
Figure 1 , as forwarding destination target of the file data .

With same -PCI bus G3 agent, throughput without dropping
file data which high speed transmission is done from ‘ATM
network G10, can network adapter card G5 and memory
board G7 write to memory board G7.

In addition, you can call configuration which faces to file
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transferof amount and large capacity which do not utilize host
memory G2 in comparisonwith configuration of Figure l .

In this configuration , after transfer of file data ends, ATM
ends the ATM link , releases network .

As for data which is stored in memory board G7 on PCI bus
G3 with the state ofCPCS-PDU payload , as for thawing
treatment etc when it is a compressed file it is not
administered

In same way as case of Figure l , treatment for these file data
in writing speed to hard disk and forwarding rate of bus
making useof difference, before transferring to hard disk ,
treats with thesequential CPU *Gl.

By fact that bridge chip is provided on general purpose data
bus of Figure 2 ,expanding general purpose data bus , general
purpose data bus another new construction it does Figure 3 , it
is afigure which shows other embodiment which is connected
to general purpose data bus which network adapter card and
memory board this new construction is done.

Each configuration which is shown in Figure 3 is PCI bus H9,
and ATM network H10 which are expanded anew by PCI
-PCI bridge H8, bridge which memory board H7, 2 PCI bus
on PCI bus which configuration is done with such as PCI bus
H321, H3b, CPU which is a general purpose bus of the host
memory H2, high speed which configuration is done and from
host -PCI bridge H4, physical layer which ties PCI bus to
AALlayer hard disk H6, DRAM which builds in ATM
network adapter card H5, bus interface which terminal isdone
connects with such as host CPU ‘H1, DRAM .

Next, referring to Figure 3 , you explain concerning protocol

when large capacity file is transferred from ATM -LAN or
other ATM network H10 in configuration which it shows in
this figure.

file from ATM network H10 transmission is done in ATM

network adapter card H5.

Inside ATM network adapter card H5 to physical layer , ATM
layer , AAL terminal it is done in sequential ,transfers data to
upper position layer side.

terminal doing AALlayer , data of file which is removed the
PCI bus H3b " is transferred from bus I/Fchip (PCI bus
controller ) of PCI bus .

In order at time of this , this PCI bus H3b is not PCI bus I-I3a
whichexists from cause of being connected to CPU and host
memory with PCI bridge of host unlike case of Figure 1 , 2,
for there tobe a this figure, anew it is a PCI bus H3b which
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configuration is done with the PCI -PCI bridge H8.

As for PCI bus H3b which this new construction is done PCI

bus H3a which is fromorigin is independence.

memory board H7 which is similar to memory board G7
which is shown in ATM adapter card H5 and Figure 2 is
connected by PCI bus H3b which new construction is done,
the bus I/Fchip of adapter card H5 similarity to case where it
is a Figure 2 ,appoints memory board H7 on same PCI bus
H3b as forwarding destination target of file data .

network adapter card H5 and memory board H7 with same
-PCI bus H3b agent which new construction isdone,
throughput without dropping, it can write file data which the
high speed transmission is done to memory board H7 from
ATM network H5.

In addition, when you compare with case of Figure 2 ,
because the PCI board (agent ) is not connected to other
things in PCI bus H3b where adapter card H3, memory board
H7 is installed, bus can be monopolized.

Usually, there are times when graphics board and interface
board etc of keyboard , other peripheral equipment are
connected in original PCI bus H3a, there are times when
ATM network adapter card and memory board cannot possess
bus completely, (Figure 20 A reference).

In case of this , when throughput of data transfer of PCI bus
decreases with other PCI agent with bus request , it is, but like
the Figure 3 adapter card H5 and throughput whose between
of memory board H7 is high canbe guaranteed from adapter
card H5 and bus where memory board H7 isinstalled other
PCI agent by making another bus .

Especially, because it is possible to possess bus , it
canactualize high throughput at time of transferring large
capacity file .

In above-mentioned configuration , after transfer of file data

ends, the ATM ends _ATM link , releases network .

As for data which is stored in memory board H7 on PCI with
the state of CPCS-PDU payload , as for thawing treatment etc
when it is a compressed file it is not administered.

In same way as case of Figure I , treatment for these file data
in writing speed to hard disk and forwarding rate of bus
making useof difference, before transferring to hard disk H6,
treats with thesequential CPU ‘I-ll.

At time of this , data inside memory board H7 through the
PCI -PCI bridge H8, is transferred to PCI bus H3a side where
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CPU ‘Hl isinstalled.

data which was transferred to PCI bus H3a after being treated
over CPU ‘H1, compilation is done in hard disk H6 which is
connected to the PCI bus H3a side where CPU ‘H1 is
installed.

this way in order not to restrict forwarding rate where is high
from ATM network adapter card of high speed
communication regarding whichever configuration of Figure
I ~3, withoutadministering treatment with CPU , it transfers
to memory which with such as DRAM configuration is done.

Because of this, be able to release network to early stage ,
effective use is possible high speed ATM network .

Because continuous writing speed is slow, using general
purpose bus of high speed in discontinuous ,you must transfer
hard disk or other magnetic memory media which is ahead
final compilation .

it treats thawing or other then making use of time when data
transfer to the hard disk has broken off.

Next, referring to above-mentioned Figure l ~Figure 6‘, when
with this invention which you explain each embodiment ,
communication speed different data transfer lies between
inside ATM network when applying, you explain concerning
embodiment . '

In Figure 7 , general purpose computer GPC , CPU (central
processing unit), being something which possesses general
purpose data bus GPDB which does data transfer ATM
adapter , at these of hard disk and the host memory or other
large capacity storage media MSD , plural time, with
embodiment which it shows in for example Figure l is
somethingwhich corresponds to host CPU ‘F1 and peripheral
which are used with the called side .

In case of this , general purpose computer GPC functions as
ATM switch &secondary server SVR, through the adapter
ADP1, ADP2 of ATM , temiinal T1, T2 is connected
respectively.

this terminal T2, with embodiment which is shown in Figure
1 , is somethingwhich corresponds to host CPU *FI and
peripheral which are used with the transmitting side .

Therefore, as for embodiment which is shown in Figure 7 ,
furthennorethrough network adapter card to host CPU *Fl
and peripheral which are used with the called side which is
shown in Figure I ,‘it corresponds to configuration
whichconnects otheriterminal (Here terminal Tl ).

With embodiment which is shown in Figure 7 ,
communication can be executedwith protocol 1~9 which is
shown below for example .
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VCl , VPI of {protocol 1 } ATM-cell and address inside
general purpose data bus GPDB by factthat it corresponds,
through general purpose data bus GPDB, as ATM-cell is
transferredbetween ATM adapter of plural , it functions data
from adapter ADP], ADP2 by compilation doing, with
general purpose computer GPC as ATM switch &secondary
server SVR in large capacity storage media MSD .

When transferring because {protocol 2 } terminal Tl reads
out large capacity file from the terminal T2 file , fact that
ATM switch &secondary server SVR is ATM link for large
capacity file transferwith data element content which is
included in Signa ring cell for link settingfrom terminal T1 for
terminal T2, is recognized-

{protocol 3 } ATM switch &secondary sewer SVR becomes
terminal T2 and changes, sets link 1 between the terminal Tl
and large capacity storage media MSD by Signa ring doing
between terminal Tl.

With {protocol 4 } link 1, random access command from
terminal T1 for large capacity file , being sentto ATM switch
&secondary server SVR from terminal Tl, stack it is done in
FIFO inside I/Fcontroller of large capacity storage media
MSD .

{protocol 5 } ATM switch &secondary server SVR becomes
terminal T1 and changes, sets link 2 between the large
capacity storage media MSD and terminal T2 by Signa ring
doing between terminal T2.

Afier establishing {protocol 6 } link 2, terminal Tl using link
2, through general purpose data bus GPDB-instead of from
terminal T2 transferring to reading , terminal T1 in the
sequential , lumps together transfers large capacity file which

access is done in large capacity storage media MSD .

After file transfer to {protocol 7 } large capacity storage
media MSD completes, link 2 between the terminal T2 and
ATM switch &secondary server SVR is released with Signa
ring.

Afier releasing {protocol 8 ) link 2, random access command
to large capacity file which compilation is done sequential is
executed in FIFO of I/Fcontroller of large capacity storage
media MSD ,through link 1, large capacity file data from
ATM switch &secondary server SVR is transferred to the
random to tenninal Tl.

From {protocol 9 } terminal Tl random access to file after
ending, does Signa ring for link release between ATM switch
&secondary server SVR and terminal Tl, ends random data '
transfer of large capacity file .
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Next, you explain concerning embodiment in order to
actualize theabove-mentioned protocol .

As for Figure 8 with block diagram which shows
configuration of device inorder to actualize ATM file transfer
method with same embodiment , the same equipment is ATM
switch &secondary sewer D100 with general purpose
computer .

Each configuration which is shown in same Figure is ATM

adapter C107 of 25Mbps whichconnect PCI bus C103 , host
CPU *Cl01 and PCI bus C103 which are a general purpose
bus of host memory C102, high speed which configuration is
done joining "‘ on ATM adapter C105, hard disk C106, user
terminal (Later description) side of 155 Mbps which withsuch
as host CPU ‘C101, DRAM (dynamic RAM ) are connected
on host -PCI bridge C104, contents server (Later description)
side.

configuration example when ATM switch &secondary server
D100 and user temninal , contents server, ATM switch which
on one hand, as for the Figure 9 , are shown in Figure 8 are
connected with ATM has beenshown.

Each configuration which is shown in Figure 9 is ATM switch
&secondary server D100, PC ( [paasonarukonpyuuta ] ) or
other user terminal D200, contents server D300, contents
server D300 and the ATM switch D400 which ties ATM

switch &secondary sewer D100 with general purpose
computer which is shown in Figure 8 .

Furthennore, user terminal D200 is done CPU ‘D221 and
ATM adapter D222 being connectedwith PCI bus ,
configuration .

In addition, contents server D300 is done CPU ‘D33 1, hard
disk D332, ATM adapter D333 being connected
respectivelywith PCI bus , configuration .

Next, ATM file transfer method which uses above-mentioned
configuration isexplained.

When here, in Figure 10 fiom contents server D300 lumping
together transferring large capacity file data in ATM switch
&secondary server D100 making use ofnetwork of Figure 9
flowof protocol stack and data is shown.

Furthennorc, as for-SSCF peculiar service dependence
coordination function which is a function, as for SSCOP as

for service dependence connection type protocol , SAR which
stipulates common function in the all COservice it is a cell
portion percentage & an assembly sub layer in CO
(connection )type service in same Figure .

In addition, when random access doing from user terminal
D200 vis-a-vis ATM switch &secondary server

D100,protocol stack and data flow is shown to Figure 11 .
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Dl00,protocol stack and data flow is shown to Figure l l .

First, it tries user terminal D200 to set ATM link to ATM
address of contents sen/er D300 with Signa ring (protocol
such as for example Q.293l ).

At time of this , ATM switch &secondary sewer D100 Signa
ring cell will recognize thespecific VCI , VPI (VCI =5, VPI
=0 ), you inform that it has been about that user terminal
D200 access will do to large capacity file (hard disk D332 ) of
contents server D300, furthemiore by the data element
content which is carried with Signa ring cell of Q.293 1.

Then, contents server D300 imitation it does ATM switch
&secondary server D100, does Signa ring between user
terminal D200, sets link (25 Mbps ) between hard disk C106
of user terminal D200 and ATM switch &secondary server
D100.

Namely with this invention , it is not to set ATM link between
user terminal D200 and contents server D300.

When and with this link , you see from user terminal D200,
ATM switch &secondary server D100 hypothetically
becomes contents server .

In addition, command for random access of large capacity file
which is sent from user terminal D200 destined for contents

server D300 stack is done in FIFO (Illustration is abbreviated
with memory of first-in, first-out type whichoutputs data
which Firstln FirstOutmemory: first is inputted first. )inside
I/Fcontroller (PCI bus controller ) of hard disk C106‘

As shown next in Figure 10 , ATM switch &secondary server
D100 becomes user terminal D200 and changes,with Signa
ring (Q.293l ), through ATM switch D400, sets ATM link of
contents server D300 andl55 MbPs (You refer to flow of data
of Cplane of Figure 10 ).

Afier link establishment, through ATM switch D400, user
terminal D200 large capacity file inside contents server D300
which access is done in sequential PHY (physical ), asfor data
which each layer of ATM , AAL5 terminal is done
istransferred by PCI bus C103 in form of CPCS-PDU (cs
common section -protocol data unit) inside reading , ATM
adapter Cl05,tl1rough host —PCI bridge C104, once,
compilation is done in host memory C102. '

At time of this , treatment of layer of AAL5 or less inside
ATM adapter C105 is realizable with all hardware .
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Furthermore, as for forwarding rate of host memory C102,
PCI bus C103 , host -PCI bridge C104 because it is a fully
high speed incomparison with forwarding rate (155 Mbps ) of
ATM link , large capacity file it is possiblewithout restricting -
throughput of ATM link of 155 Mbps , to lumptogether to
transfer in host memory C102.

Afier file transfer to host memory C102 completes, ATM link
of contents server D300 and ATM switch &secondary server
D100 is released with Signa ring .

data afier releasing ATM link and inside host memory C102,
again,through host -PCI bridge C104, PCI bus C103 , is
transferred to hard disk C106.

As here, mentioned earlier, random access command to large
capacity file from user terminal D200 the stack is done, to
FIFO of I/Fcontroller inside hard disk C106.

By fact that this is executed in order, with ATM link large
capacity file data through ATM adapter C107 (25 Mbps )
from ATM switch &seoondary server D100, sequential it is
transferredto user terminal D200.

random access from user terminal D200 for file Signa ring for
ATM link releasebeing done afier ending and between user
terminal D200, random data transfer of large capacity file
ends. '

As above explained, according to this embodiment , installing
computer whichpossesses host memory and hard disk or other
large capacity storage media and data bus between
tenninal ,functioning as ATM switch and server , from first
terminal case of the access to second temainal , from second

terminal to lump together transfer large capacity file in large
capacity storage media , after that, from first terminal being
something which is made random accessible to large capacity
storage media of computer , From point of view of first
terminal side computer becomes second terminal
hypothetically, from second terminal computer is visible in
first terminal .

this way, not only being able to do rate conversion of different
ATM link of the interface speed , due to especially combining
large capacity storage media and ATM switch , because large
capacity storage media it can utilize, as secondary server be
able to disperse large load such as random access of large
capacity file , effect that is acquired itcan be actualized high
transfer throughput .

In addition, as device is designated as configurable with PC or
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other general purpose computer ,because high speed general
purpose data bus was adopted, effect that is acquired on the
general purpose computer it can actualize function of this
invention which descriptionabove is done in inexpensive in
addition to above-mentioned effect.

Furthermore, user terminal D200 only 1 example which
connects to ATM switch &secondary sewer D100 has been
shown regarding above-mentioned embodiment ,, but number
of devices ofuser terminal D200 is good even with plural of
two or more .

Figure 12 , when this invention , simultaneously to large
capacity file which compilation is done access it does in hard
disk , is figure in order toexplain embodiment which is
applied.

As for Figure l2 with configuration diagram of file transfer
device in the one embodiment of this invention , as for this
transfer system , hard disk group4l — 4 n ofhard disk 2 of
transmission computer 1 and thetransmission computer 1
which consist of for example [paasonarukonpyuuta ] and"
reception computer group 31 - 3 n and reception computer
group 31 - 3 n which consist of for example
[paasonarukonpyuuta ] and, It has transmission computer 1
and network 5 which connects thereception computer group
31 - 3 n.

Next you explain concerning transfer operation of
theabove-mentioned file transfer system .

From reception computer group 31 - 3 n vis-a-vis
transmission computer 1, we assume that there was demand
for random access to file .

As for this, when for example above-mentioned system is
applied to the VODsystem , as for transmitting side computer
in video server , as for calletiside computer group in the
client , as for file in motion picture or other video software ,
as for random access it is suitableto halt and rewind and rapid
feed to this video sofiware .

Transmission computer 1 transfers, instead of responding to
real time in random access of plural which is required
simultaneously from thereception computer group 31 - 3 n of

, plural , every file lumpingtogether file which includes data
which is required to therespective reception computer , copy
does to hard disk group 41 - 4 n of reception computer .

Until at time of this , while transfer is done in for example
reception computer 31 , access request from other reception
computer group 32- 3 n stack does once'with transmission
computer 1, transfer toreception computer 31 ends, you do not
respond to these requests.

In addition, response for reception computer of one is notto
respond to random access to portion of here and there in file
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of one directly, sequential to tail only reading is done from
head of file .

As for random access to file , on hard disk of each reception
computer in file which copy is done, each reception computer
does with the local .

When directly it tries to respond to random access from client
regarding server system which accommodates plural client
generally,, it isdifficult to increase quantity of client where
interrupt time of the sofiware and load of server processor
increase considerably, high efiiciency do computer in server
and accommodate.

ln addition, as for access to hard disk , read-write head
moving, the seek operation speed in order position to attach in
cylinder of disk isslowcst in mechanical .

this seek time becoming neck , as for random access
throughput decreasesconsiderably sequential in comparison
with read—write .

These are done after all true case, reading of data
treatmentchopping *, transfer time during treatment and
treatment required time originates in occupying major portion
in treatment of entirety .

As expressed with above-mentioned embodiment , with this
method , as fortransrnission computer as much as possible
interrupt time and sofiware treatment is decreased, in addition
hard disk throughput of total has improved by designating
transfer time during treatment and treatmentas minimum
sequential by devoting to reading .

Next, you explain with data transfer method of this invention
concerning other embodiment of transfer protocol of data .

As for Figure [3 , it is a time chart which shows data transfer
protocol in network where transmitting side and called side
computer are respectively connected.

transmitting side and called side computer , have timer in
order timer to do the called side memory and reception time
in order compilation to do transmitting side memory and
received information in order compilation to do data which it
should transmitrespectively.

When it compares with embodiment which is shown in Figure
1 , transmitting side computer which is shown in Figure 13
corresponds to host CPU ‘F1 and peripheral which are used
with transmitting side which is shown in Figure 1 , called side
computer which is shown in Figure 13 corresponds to host
CPU ‘F1 and peripheral which are used with called side
which is shown in Figure l .

Furthermore, packet of SEQ=40 omission does Figure I3 , as
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the one example , case where error occurs in data of SEQ=60
hasbeen shown.

transmitting side computer reading it is data according to
communication protocol , for example UDP /IP of thattime of
reading , (UserDatagramprotocol :user data gram protocol
/intemet protocol zlntemet protocol ) and ATM /AAL-5 from
transmitting side memory , dividing data to packet , transmits
to network .

In packet which it transmits, start address and packet length in
transmitting side memory of packet are recorded.

transmitting side data (SEQ=l0, 20, ", l 10 ) with forwarding
rate which responds to domain of communications line
without waiting for response verification (ACK) from the
called side , sends.

called side computer which receives packet , if there is not a
omission and a error of packet , sequential compilation does
received information in memory withoutretuming ACK to
transmitting side .

called side computer , when omission of packet occurs,
(packet of SEQ=40 ), predetermined time passage after doing,
granting transmitting side start address and packet length of
packet , resendsrequires to transmitting side (NAK=40 ).

In addition, when there is a error in packet which is received
(packet of SEQ=60 ),as packet is abolished at once, granting
transmitting side start address and packet length of packet , it
resends requires to transmitting side (NAK=60 ).

receiver side computer , when there is a omission and a error ,
omission ordesignates called side memory area which packet
which is abolished should housethat way as white space , later
compilation does packet which does nothave error which is
received in region after this white space region .

Furthennore, here, when omission of packet occurs with
called side ,it resends requires to transmitting side afier
specified time , but when omission occurs, also it is possible
at once to resend to require to transmitting side .

In addition, as for capacity of called side memory area which

packet whichcannot acquire packet length with omission or
error should house,following to value of start address in
transmitting side memory which is granted to packet (In case
of this , packet of SEQ=50 ) which is received next correctly
it can decide.

transmitting side which receives retransmission request
reading * reconstruction does retransmission packet from
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selectively transmitting side memory making use of start
address and packet length it is notified (NAK=60 and
NAK=40 ), resends to called side .

compilation it does in called side memory area where and,
called side which receives theretxansmission packet according
to need reconstruction did retransmission packet , while itwas
a white space lefi and corresponded.

In case of this , because transmitting side start address and
packet length which it shouldresend are granted to
retransmission request from called side , with transmitting
side , reconstruction is possible retransmission packet easily.

In addition, if start address of packet which has
retransmissionrequest and value of packet length stack are
done, midway transmissionnot stopping, all data transmitting
it finishes, collecting theretransmission of packet of plural
lastly, it is possible alsoto do.

Referring to Figure 14 next, when data transfer method of this
invention it applies to data transfer between computer which
uses UDP /IP , being attached, youexplain.

With this embodiment, it is something which is suitable to
packet the UDP packet in data transfer .

Until recently, [P has spread widely as network layer protocol
of [konekushonresu ] communication , but data
communication isometry it is and when reliability is required,
it isnonnal in transport layer protocol of upper position to use
aforementioned TCP .

But, ifnot to be considerable congestion called side buffer
quantity is the fully in communications line , afier if using
data transfer methodwith this invention , UDP is used in

transport layer, sufficient reliability and efficient data transfer
both achievements is possible.

14 t;tuDPA”r'yI~a)7>r—7-yl~"c'7T=?'. UDP/\"‘f“J|~0)"1'*fXl2lC§7C

Figure I4 shows format of UDP packet . As for size of UDP packet maximum

1:<64kBa)iI§E‘E&%:. C0>%%. i£l§/ <'7-JI~I:l=t£}?'»Ez/<’7'-yI~FzI¢u

Is variable length of 64 kB. In case of this , as for packet length which is granted to thetransmission packet U

DP/\-y9'a) Length 74—1l»I~'i:-«r~yt:"/7’$:tL'cL\%>. Ef§iH'l5lEE7l~'lzX|i

mapping it is done in Lengthfield of DPheader . As for transmitting side start address

IPA-y5f0>il&{imd>74—;LF(l51JiIi§7:32E~yr~a)iP Option 74-

<seq>IP Optionfee of for example maximum 32bit unused field of IP header
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;LF)I::r.~yI:">0‘Lra*s<. UDP’Gli. i£f.E=‘7‘czizfi§‘:z5’ea>IP7F|/W87

[rudo ]) mapping it does. With UDP , transmission origin and IP address of addresee [ma ]

‘7l:“/7'LT:§il£l’\‘y’5~"€‘l‘)‘IlDL.f:_l:'G. ’\"J’2?'t$"F—’2l0)‘)'-1:‘y7*1'.LxEfi'

Afler adding false header [ppingu ], header and checksum of all data line

50

:0)-‘f-:L‘y7"f.A’aEFliL\%'>Cé:’GiEl§El3 0)/ V7?
|~0)l§l§’&§.‘.l:l‘4i’?o.Zt7fJ“C°§%>.

$f:I<’7‘7l~0)fi<§§l;l:. §l§£EIJ0>’i4'A7'7I~lE
l>JI7§l:l§E0)5"r’:E§.7Flxxd)/<’7‘yl~0>i§|l5é
'E¥IJfi'4'%>.

u_'.1l'LE>’¢"Ffil.\'C. fi?I:?‘ua>7:';‘:‘E'6-'r‘—3rI>§£i£&
Ufiiéfiskfl-‘:5.

321:. :<l:%flfil0)—'r‘—9§ii£7:';‘z'%€ ATM/AAL-5
EH1L\f:§+§&Fa‘l-?‘—61§fi5£l:EFfi?%»%e
l:'3t.\t§§tHJi*§'%>.

:0)%l3fill2%‘C*ld: CPCS-PDU(Common Part c
onvergence Sublayer-Protocol Data Unit:CS ‘FE
5E’=’a'll7E|l~:!)l«?—5'Z|-Z'—‘yl~)7h"?'-5'§Ei£l:'.
:Bl‘f?o/\°b"yl~l:1§i~"aL. ATM—Jam5<-?—5r§z':
i£I::sl-r»?$t1LI:1=ggr;-«:5.

AAL-5 Iztv‘-—5I§£i£a>3‘€JJ$lI:E.?+%> E H<rc~. s

AR-PDU(Segmentation And Reassembly-PDU:
-lz)l«$}%l-é%fii£*2‘7lz»f‘V')l:~y6f"\‘->I~L«45E
Efilfi‘. CPCS-PDU fil:0)a7+I5—9'-:.‘v’7"é
iii,

12! 15 I: AAL-5 CPCS-PDU 071-7-yI~ErT=
LT:%:0)'C'5%>..

CPCS-PDU 0)*f’fXli§7C75‘ 64kB o)EI§E
1456.

E03533. iilél €’7"‘Jl*l.‘.i7l-’=}'5'?.)/§’I"yl~El3l

CPCS-PDU H/450) LI(Length Indicator)7»{
—}lz|~'lZ7‘yl:°‘/7'31’L'Cl.‘%>..

i£l§fi'l5‘EE7F|uZli CPCS-PDU |~i/«ream

fiFFIa>74—;LF(l5I1:‘ui 8 L:‘-yl~a> CPCS-UU(C
PCS :1.—'*f—-.:I.-‘lf-Fél‘l?-ifi)74—I|«l~"\’-7' cm
(Common Part Identifier:§§5§§l3§§5i'l¥)7-1’-
1l»l~')l:7‘y1:°/7'L,‘C2F5<..

cpcs rlttfifia) SAR-PDU Eittvrc CRC-3

2(Cyclic Redundancy Check-32:32 1:‘ -yhmfllil
RE$?f%—)a)15—=fry9§fi5.

fiififialfiltzan SAR-PDU I: ATM ~y’5«"EH
Hr: ATM ‘lzll/C'567'J‘|B. tiuamfittfifg

#

injury of packet in communication can be detected by fact that
this checksum is used.

In addition within timeout value of called side it judges
omission of the packet , with not yet arrival of packet of
specific start address .

Making use of these, transfer and retransmission request of
data are done with aforementioned method .

When next, data transfer method of this invention it applies to
data transfer between the computer which uses ATM /AAL—5,
being attached, you explain.

With this embodiment it is suitable to packet CPCS-PDU
(common PanconvergenceSublayer-protocol data Unitzcs
common section protocol data unit) in data transfer ,it is
suitable to cell ATM -cell in data transfer .

AAL-5 with objective which measures making efficient of
data transfer , doesnot provide header and-trailer in SAR-PDU
(SegmentationAndReassembly-PDU zcell portion percentage
& assembly sub layer ), does error check inevery only
CPCS*PDU .

Figure 15 is something which shows format ofAAL-5CPCS*PDU .

size of CPCS-PDU maximum is variable length of 64 kB.

In case of this , packet length which is granted to transmission
packet mapping is done in L1 (Lengthindicator) field of
CPCS"‘PDU trailer .

transmitting side start address mapping does in unused field
(CPCS*UU (data between CPCSuser *user) field and CPI
(common PartIdentifier:common section identifier ) field of
for example 8bit ) of CPCS-PDU trailer .

With CPCS collecting SAR‘PDU of plural , it does error
check of CRC *32 (Round redundant code of
Cyc1icRedundancyCheclc-32:32bit ).

Because transfer unit is ATM-cell which attaches ATM

header to this SAR"‘PDU , omission and injury of cell being
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into) CRC-32 9’-::‘y7‘ElfiB=*rl:1fitl:'.‘Eé*%>.

:tLI‘a’¢-I'F‘r3l,\f. fiI‘li?E0)7‘i$£'E?—’$I0)§i£R
Ufii£¥*’éi"r5o

?l§¥fi$ll?%lZoE1’L|33. T1'fZ5iE0)J:5l1f4“3’§$§«7-IE
I\”7*y|~§l:fi5:t’&1:'*§‘l:. i£lE‘.Ii”7'“Jl~0)
9Efi'7Flzx¢l:E3’&i£§iEFa“l‘C'iE1E?'%>:.J:
‘C’. §i£0)%1'§il:&I5—i§ti.‘:$1‘Lf:I {'7-yt~0)
Eiiwébfitbéfilflfilzififéé.

l>J..l:§i15Jil.f:J:5l:2iK¥fifiil2%0)-7"—'3~'$i:i£7:T
iili. "r'—5'EE§l/i"7‘y|~l:$:‘%.3lL,'C§ii$§?'5
ififill. I\”7‘7|~§l:I7c.'~".§$%Efi5C.tfaI(—
i%L'Ci£i§"'3"6T:6b. ii£§EJ:"}§L<§z':i£3's‘fJ$’&
lT=‘l.l:a“t‘i.'>:.«‘_'75<‘E§%>.

it. iEi'=;'aCP0)I5—75‘£§l$l'E§i£7‘J‘LZ\§l2f£
0'/‘:1%€. /\"’7"‘J|~0)5’r':E7|~'lx7~¢’:/§’7"‘Jl~'E’E
i£§f§Fa'i‘C’iEi§L1':_t’G. '§r."ii;;i§|l75\|54§EI V7
"Jl~§§iRB’~JlZ§i£¥3l?'§'%57':1'2’2’.‘.‘¢E<’:6.

CJh.l:J:U . fii£l3fi9é1‘0)T:6!)l:i£f§iEll5*»f7(T)
i‘é§T”&iv’r'34Z\¥7‘J‘73‘.<. fJ"J%$Ms‘.I§’7“/|~’£E§
i.*_'4’5:é:%a7f;<7§I45o

‘ééllfiifil*’7vl~Ei£f§i§'J‘E§$§fiJZ?'?oB#0)
‘JUHIEEt2<=E')‘é‘EE§/l\l1ElZ’4'%>ZtfJ"G
eer:z¢>. TCP %ttl:fiL’CI1%>fJ\l:F§$‘C*3'€!J
$E‘J72£§i£5l&E7'J‘%IE'C'=é‘%>.

it. Fitz. I4i§éE)30)-?—’;I§Ei£75iz*.l3t/<)b7
-'1-‘-‘5!0>$2‘:i£l:Ffit\%>0)I:tt?fi‘C+&s%>.

zmz. 13~ 15 Ei5l*.§L‘CEié5}3L7‘:¥)i‘fili2%
E. i£§l§%f§wFa11:;1»—5tL'c0)&‘§t.€t»%
tét'4"»§~tt=!fiXFFl‘é‘+§1|§EiE11uLr:i%’aa)fr£fi*2t:
5@fia*J'6t%‘=‘.a)¥>tttifa$1:ot\'c%.$tBJw'%>.

C0)¥'n‘Eil3%'C'l1. =t=t-a:=;+een<. El 1 13%?‘
I21 1 1::T='9”rl=zI~ CPU-Fl t4’co)F5iZJ.§Ea)i£
i§filJt§fa3?{Ell0)Xll7:‘0)l§§‘§‘:5:€—l2%i#'d‘*2‘.:%;0Jl:
irate.

if. AAL—5/ATM 5_—)311.\r:*.3:+fi1l§tFa‘1fi-‘-érfii
i£l:fim§"?a%1=*.1:oL\t1;L'Fl:.%iéE)i*4'é.

5.1 16 t:2l!%BE1::slrZ.>§ii£~>—'7>x1&1lE=T=
'9“.

C0)¥fiEil?‘5§'C'l:t. CPCS-PDU b<7‘—‘—’5~'$z':i3§
l:ta‘|*f%>IV7'“JI~l:=Ffié'a'§"%>.

CPCS-PDU a)+H;<11Ejc7s< 64kByte wit?
E1:-56.

1998-8-4

this CRC *32check , itcan detect simultaneously.

Making use of these, transfer and retransmission request of
data are done with aforementioned method .

According to this embodiment , conventional way doing
response verification inevery packet do, start address and
length of transmission packet byfact that communication it
does, acceleration and error of transfer making efficient of
retransmission of packet which is detected can beactualized
simultaneously between transmission and reception .

As above explained, dividing data into plural packet , when
ittransfers, lumping together without doing response
verification inevery packet , in order to transmit, transport
efficiency it can improve data transfer method of this
embodiment , from until recently considerably.

In addition, when error in communication with cause

retransmissionbecomes necessary, start address and packet
length of packet between the transmission and reception
communication afier doing, method which selectively it
resends requiresspecific packet is taken from called side .

Because of this, it is not necessary to wait for end of

transmitting side timer for starting retransmission, it becomes
without either at sametime resending excess packet .

Furthermore when reconstruction doing retransmission packet
with the transmitting side , software treatment and because
memory managing can be designated as the minimum , being
much simple by comparison with TCP etc, it canactualize
efficient retransmission treatment.

In addition, especially, data transfer method of this invention
is ideal in order touse for transfer of bulk data .

Next, referring to Figure 13 ~Figure 15 , you explain
concerning embodiment when itapplies to configuration when
it adds computer for relay which offersfunction embodiment
which you explain, as router between transmission and
reception computer .

With this embodiment , relay computer , corresponds to
transmitting side of host CPU ‘Fl and-peripheral which are
shown in Figure 1 which is shown in Figure l and those
which offer both functions of called side .

First, when it applies to data transfer between computer which
uses the AAL*5/ATM being attached, you explain below.

Transfer sequence example in this invention in Figure I6 is
shown.

With this embodiment , it is suitable to packet CPCS"PDU in
data transfer . .

size of CPCS-PDU maximum is variable length of 64 lcByte.
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iiféfill.-*.+§l§§lit X=E'J iJ\I‘a7"-$157!?!-y0${;"L'G.*-.?-.»7+H:.‘L. CPCS-P

As for transmitting side computer , from memory data with block unit reading , CPCS*P

DU'\°4E|—Ft:7J7‘tz}l«1I:’4'?o. -Ea)lfiI:. fi2H&'J7D\y70>$i:5£=&fi-37

encapsulation it does in DUpayload . At that occasion, it transfers said memory block , [fu ]

74’/La)5E§.'a75\r30)7r7tr-yI~7FuzEcPcs—PDuI~lx45‘.§i!0)cPc

offset address from head of [aim ] CPC of CPCS- PDU trailer section

S-UU«’_‘CPItD 16bit ’&l35}l:7“Jt°‘J7T%z( 15 $11391) .. ‘ELI. ATM

mapping it does in 16 bitportion of S- UU and CPI, (Figure 15 reference ).And, ATM

t/Mt. 4>bJ£i/«r-‘v¥%fifii°Zz. §E9*et:|?=1I+'c-';-’—9Ei£lE“4"»5(sEQ=1o. 2

<seq>SEQ=l0, 2 After cell convening and physical layer tenninal , data is transmitteddestined for addresee

O. ' "1 O0) .

o...1o0). . .

-‘r‘—’;1€—=t=i%*4'%>E’r§%‘C-I1. #4/JE1x»f‘t'. ATM lx«r‘t'. AALL»«1”t't§fia“i

With computer which relays data , physical layer , ATM layer , AALlayer terminal

Efii, AALp4t'te%fia%E§I:cPcs-uu.1;cPu:7~yE>’J‘éim‘:7F

It does. At time of AALlayer terminal mapping it was done in CPCS*UU and the CPI, [ado ]

|zXlEfi€ESUJ ti: L. .3757FL«xaPDua)*f«r:<'e?:%iuwT§fi°Et.l:I:§§

[resu ] data is removed, on basis of data of LI whichis a size of said address and PDU said

*E:+fi'&I:1i’s'Cv’-'—’;1§z‘:i£fi91I:fi{=‘ELf:x%'}fiH@I:5-‘—'3€CPCS-PDU$1fi'eDMA(Direc: Memory Access:
4=‘»rl/J l~2¢-E'}70~lz1)$z':i£L. 5-'-55-Effiié. -'r'—5rE-4=$@'Za§+fit§a>7:€E;<£-JI:—&§B4Jt:§fi*J"é
:¢‘:

Regarding to computer , in memory area which it guarantees in onefor data transfer DMA (direct memory access zdirect
memory access ) it transfers data with CPCS- PDU unit , the compilation does data . In large capacity memory of
computer which relays data compilation do in the temporary

l:J::>‘C'}‘J7Fa"l0)$i:i£i$l§l:I$L1‘CEf§‘£§ifiEfi'5CtfJ‘5IfiEt7§£%>.

It becomes possible to do rate conversion , so according to forwarding rate between link .
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-'1"'—’>"'c'§'t!fi?c':£:f.t%>Z-3"r§l%§l:[»‘=]H'C§Ei.§§“6i%

g\ §iT;='LT:7_Fl2Xt§$0)l‘§§§’é‘EtlZ§§)‘
iE'}$E15£75\t3 DMA §ii£l:J:U. 7-fiififitfl
$1.

::hI:°UJ. %§P<10>-?—6r$z‘:i£i::sL\'c::h.
$'c~$ii£9&E«t>x£'J§‘E€%rl=&<JI:mEL,'c
l.\f:7l=Zl~ CPU 0JEfib*%fi37rI.%>¢‘:;tl:. $2‘:
i£m§l:‘J7l~6mEb‘F§§5L7:L\T:&>Ea'fi1l:#’
éztbtféé.

;t£'JfiEtetfq\6%‘—@’&§~.*v.¥»H:Lf:ti%. EU cp
CS-PDU /<»fI:I—FI:F—5I€1J7-IzMt:t,. CP
CS-UU.CPI l:7Flz7~’&7l§¥4ll’4U79Cé:l:J:o'C
i£fE.‘£lIJE+§=l§t:a:or1=t5$mr:7Fczf§tfi
mfifiéfifi.

:frLl:J:U. ;sre;eu1—s+amuse4ee+eaa
‘Ca I>I~'-I>Fe§+§t¢tFa‘1a>;t=e'JFa‘1E7Fc
zt+Mx¢§§n&’.E%EmLr:.%'fi§fi§fii£b<iIfi&
l:72i5.,

35zl:I5—?-’;'§i£¥lIlE0)§li*&ll2$l:oL\
15251813-9‘%>°

I<'7-yt~é—cl=§fi#'5§+Hiaté:%!#§a4JI:/x/7-yI~=L=
§f;E.§'%>E+%=I§'6Iat. -T-—’iE&f§Llv/Jflwr
‘V. ATM L/«W. AAL lw(“t'$§i'r"'fi€'fi5.

AAL tz4‘\'$§fia'iiB§l: CRC-32 %’r§I:J:I»)15—
Elfin:l,f:=r‘—51(sEQ=40,60)I:oL\'Cl:c. cpc
S-PDU ${fi'eEi;*sI:¥—9§fi§L,.
1:7“-——5r£i£1§Lf:%+fimt:$o‘L'c7F1/xa P

Iéu E='.»_“4-gs‘/\.f:'§i>‘£¥3lEJifi-t1l»(NA1<=4 0,60)iiza.

§i£E3lZE§Irr:§+§E§I:. 7FI/x.J_— PDU E
"éiT:l:2“E‘J?-?Efi7§\B§i£T’<é‘5"—5"a'E§f-7+
tub. EU CPCS-PDU 1:737’-IzMl:L'c§5£*t
6.

:J)J:'3l:. 7FlzZt*f1’X0)'l%fiEi=l5+L‘C
?-’2'§§I'si§'-i'?ot-;l¥l:7“--'30>|=l=fiEfi5%f
fififiliall‘E§§L72i/J‘E»$i:5£?‘?p:tl:J::>‘Ci£
Eli‘!§+E%t§i§i§'J§+EfiFa‘lT£l‘f‘Et<. 43%
§+§&Fa'1l:3‘$L"C%'Fi:‘i|x»f‘\"l:J:%>I\—F")
179lLE’&$i7$tL‘C3?JJ$EL\fii£iJ‘T='Ifi€é:ti
U. =?'~‘yl~'7—72l$fJ\IEu7~;-'C£§i£l:7h\/J\b%>
fifi7'J‘7<¢ElZ§flfi$1’L%>.

Jkll. 2‘J‘|.l¥l-7-‘~’3/fix. 7C§§2"&‘J. 3i'~“Ji"7
-0712! l~:Jl«’e”:#=“.’fi'§'5.:'>=l'~“J|~'7—7«{‘2CvI7:;
—x75f7'5Ii:J:o'C1%fi3Za=:n%u;‘J1FFl§‘rE8§7
—=\’—'T'7=)"t'73\F;:fi3Z%a-7"—5'§i£>":'ie*E0)$%filZibTl
l:Gt.\’C§$£BJij'/5,,

1998-8-4

When it transfers data destined for computer which becomes
the addresee , data is read out on basis of data of address and

length which are received from said memory area with DMA
transfer.

Because of this, as load of host CPU which so far

treatedtransfer treatment and memory managing intensively in
data transfer inside the device is lightened, because sofiware
treatment does not participate intransfer treatment,
acceleration it is possible.

From memory area data reading it is after, again in
CPCS-PDU payload the encapsulation to do data , it retains
address data which by fact that the address is housed in
CPCS-UU, CPI is granted with transmitting side computer .

Because of this, from transmitting side computer to reception
computer , with endo *endo between memory between
computer high speed compilation transfer which utilizes
address and size data becomes possible.

Next you explain concerning embodiment of error data
retransmission protocol .

With computer which receives computer and finally packet
which relay the packet, data is received and physical layer ,
ATM layer, AALlayer terminal is done.

At time of AALlayer terminal data is abolished at once with
CPCS-PDU unit concerning data (SEQ=40, 60 ) which
detects error with CRC -32 calculation, cell (NAK=40, 60 )
for retransmission request which includes address and PDU
length vis-a-vis computer which transmitted the data to said
computer is sent.

reading , encapsulation doing data which it should resend
from the memory area on basis of address and PDU length
again in CPCS-PDU itresends computer which receives
retransmission request.

this way, granting data of address and size , as ittransfers
data , while compilation doing between computer whichrelays
data efficient retransmission becomes possible with the lower
position layer with hardware treatment as main component by
fact that it transfersnot only between transmitting side
computer and called side computer , in between relay
computer , load which relates to retransmission considered as
network entirety islightened greatly .

Next, you explain conceming configuration example of data
transfer device which consists of general purpose computer
architecture which configuration is done with
[nettowaakuintafeesuadaputa] which general purpose data
bus , large capacity memory , network protocol the terminal is
done.
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E 17 1:§EtfiJi21§1l§7T=?‘..

C0)l:-T=’é'%%fi5Zli. /<'r~yI~€&*t‘§l.. ME
1/H’. ATM 1z4‘\", AAL 1/»r‘t'5l11E=&?-'r'.‘2#~

-yI~'7—'7»1'>51—7:—;t76=‘76r(&3?aL~1:f1K
-yi~U—07's’7”;m—F)Cs08. C509. C510. J52
UCSI 1 . ‘.%"1s$ri.ciJ1fi1-‘r‘—'3v/t7tt*#i5%> PC1 /{X
C506 mfi C507. PC1 ;<7tt7r~z1~;<;<é'r/3
7:—x1'%m“~:<I~-PCI /<z70\y~>‘1§11a C504

av C505. 7l=z|~/\’z C503. n“~:<1~ CPU(‘F'9&
;fifi§§E)C502. DRAM ftentéhémzbxe
U C501 C356.

»‘1'~"Jl~"J—742z971—X75~"79 C508 1:.to
‘C-?—~61é§f§L. m§L«4—v.ArM 1/»r’<'¥§
i€1&.t1L~y9‘0) VPINCI t1§1:J:U.§i:i£9t':
a)%+§’m:t&:z*u$2n'c1.\%>r1<-yI~9——7—r>'517
1—7~7ér’7"'31*&fi5IJa“»T£>.,

-H1. El-vP1NC1 l'LEO)‘izIl/¢‘I<'y77'J‘/’7'L,
‘C AAL 1/«r’<'$'c«iJ—I~‘1t1r+$§fia“1-.“4'43..

AAL 1/«rws‘§aa1h*r1: CRC—32 %t§1:5t'v)7‘-‘-5
I5—0)=)'-1v7’&fi5té3&l: CPCS-PDU H24
5l‘§lll:‘-7-yl:">7'$1’L'CL\?;-'7Flz7L‘l§$E«’:fi4
X§H1zU:i:L. 1:I—mL CPU IJ‘«'l=1|~:l=E'J C50
1 1:7=tL.'c CPCS-PDU §':tfi'c~ DMA fiiiét-y
|~’d'%>.

«+~x1~;t=e-J1:3sL\t§i:i£1:{§mfifi&i::fiEt:i1a
t5«31b~t:1¢m<7+ CPU fJ‘E:l2I-—7J)L CPU 1:;n‘L
‘Ci-0>r<—7~7I~’1»x.1;+;*»r7C§5E9euL,'c3s<.

CPCS-PDU I~1/»r5‘éliJ:UHwH5Lf:7F1»:<t‘§
fl. LI lZl§i1’l3?rL'CL\%> PDU E. 71-\z1~ CPU 1:
4:9iéatfléfilrr:-?‘—5!§fiFPJ7I<7~I~><4&'JfiEia
0)/<—x7I~‘1/1. *Hxa)t%fi’&=bt1:1:1—71
IL CPU l2l:7l'~Xl~2¢-‘E'Jl:1%¥l*l'3‘%>7FlzZ0J§

E+§=&fiL\. ¥fif:79:7|~‘lxx"¢~33R&'>6.:¢‘:¥5iIfi‘é‘c 6.
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%L‘cr?~-y1~'7—'775f7’97J—1~‘ C508 a)1:1—1:
IL CPU 11. VPI/VCI t§bus2?t$$hr:$ii£9E
0Jfir~-yI~'7—9»r/)17:—;<75f7’5v C511 am
-71» CPU l:i’1l,'C”fiiI2:."E7|~“lxX.«‘_'*2‘—f3<‘l%fi
Eiasarté. « '
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equipment configuration example is shown in Figure 17 .

It is a host memory C501 which configuration is done with
host -PCI bus bridge circuit C504 and C505, host bus C503,
host CPU (central processing unit ) C502, DRAM which PCI
bus C506 and C507, PCI bus and host bus which are a
network interface face adapter (Or network adapter card )
C508, C509, C510, and a C51], high speed general purpose
data bus where each configuration which is shown in this
f1gurereceives packet , treats physical layer , ATM layer ,
AALlayer interface are done. '

data is received with [nettowaakuintafeesuadaputa ] C508,
[nettowaakuintafeesuadaputa ] which computer of the
forwarding destination is connected is identified afler physical
layer , ATM layer terminal , due to VPI NCI value of cell
header .

And, [baffuaringu ], to AALlayer terminal it does cell of same
-VPI NCI value inside card .

As check of data error is done at time of AALlayer terminal
with CRC -32 calculation, it removes address data and size

which mapping aredone to CPCS-PDU trailer section, local
CPU it transfers DMA with CPCS-PDU unit vis-a-vis host
memory C501 set .

In host memory useable region notifies base address and size
to transferbeforehand from host CPU vis-a-vis local CPU .

Also it is possible local CPU re-to calculate address which
ishoused in host memory on basis of data of base address ,
size of the host memory area for data storage , which receives
notification PDU lengthwhich is housed in address data , LI
which is removed from CPCS-PDU trailer section,with host
CPU to seek-new address .

Because of this as ring buffer , it becomes possible, to use
host memory when memory area of file size amount which is
transferred cannot beguaranteed in host memory putting,
efficiency without impairing also itis possible to do data
transfer’.

And local CPU of network adapter card C508 notifies
aforementioned address and the size data vis-a-vis local CPU

of [nettowaakuintafeesuadaputa ] C511 of forwarding»
destination which isdecided from VPI NCI value.

local CPU of [nettowaakuintafeesuadaputa ] C511 which
receives notification transfers DMA and set reads out data

from host memory C50 l.
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data reading is afler, at time of AAL|ayer treatment address
which receives aforementioned notification to CPCS-PDU

trailer section (CPCS—UU, CPI ) the mapping is done.

Because of this it retains address data .

Alter that, to cell it is converted with ATM layer processing
unit and it istransmitted destined for computer which becomes
addresee .

At- time of this , as for PCI bus C506 and C507 beingpossible
to operate in independence, as for data transfer speed of host
bus because PCI bus (32 bit/33Ml-lz =l32MB ls ) from it is a
high speed (64 bit/66MHz =528MB /s ), in order to be able to
do data writing and reading simultaneously, vis-a-vis host
memory from PCI bus side it is visible.

As for packet which is received with for example
[nettowaakuintafeesuadaputakaado ] C508 it ispossible to
write to host memory , regardless of traffic state of PCI bus
C507.

high speed and flexible data transfer that become possible and
in host memory the data compilation it does data which
compilation is done to whencongesting by reading out
according to traffic state of PCI bus C507, when amount of
traffic is little, it reads out at once.

Control of bus traffic is treated to high speed with bus
arbitration function of host PCI bus bridge by hardware .

lal.l:§i15HLf:J:‘3l:. 2l>'~¥1iEil?%l:=l:#‘Ll33. I i’7"‘J|~l:l=l’5'éit’L'CL\Z.>7Flz

As above explained, according to this embodiment , it is granted tothe packet , [adore ]

7~i§fit'U'4'Xi§fi’E7".§lfi'4'?9:é:l:J:"J. ‘/7l~'5:i:7l:$?a:4=EU fifibifiafifiibéhfiffififrfitDiEf§l:3$L\‘C§
fifiififlflflifiiiibfiééo $1202. I5-5"—’5l0)fii£€'i§l‘§ifi'l%lfifit§f§fil§’rfifiFsfif£l1‘67'£E<=l='fi€"fi5
§l§&Fa'l'C'

memory managing simplification is done with software by [su ] data andutilizing size data , acceleration is possible
compilation transfer treatment in communication between computer . Furthermore, between computer which relays
retransmission of the error data not only between transmitting side computer and called side computer

%#Ea<Ji:fi5:t1a<t%. TcP.1_—tt15‘zLr3'é)i$a4J7f.:fiie’§9aEf:*%fi'c~=é%a. tfrlz. 7l§%3E0)¥-’2’§ii£75$£li/ UL
7-7-’—’;'d>§z‘:i3§l:fi¥fi'C'i*i:6. :m:. 13~ 17 ='.:'%J?.€iL'c§swiLr:%i$it2%I::sL\'c/<*r~yi~l:1=t5'a'67Fu
z0)itl10)fl2$§l:oL\'C’¥.:§é|iJi§'%>. 131:. Jlifififil:J:67FlzZi=J‘50)¥lilEll3%‘G§:?a64E-y|~0)'7Flax

selectively it is possible, to do, it can actualize efficient retransmissiontreatrnent by comparison with TCP . Especially,
data transfer method of this invention is ideal in transfer of bulk data . Next, referring to Figure 13 ~Figure 17 , you
explain concerning other form of address which it grants to packet in embodiment which youexplain. As for Figure 18 ,
address of 64 bit which are a embodiment of address grant with this invention

t$¥:0>—9TlE:T=74"c'a5%>., £17: 32 1:’ ‘yl~l:l:IP7|~'lzX‘E. TCP/IPiEl§
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It is a figure which shows one example of system . As for head 32bit with IP'address , TCP/IP communication

‘C'iEf§‘.tE$E1§iE§‘éf:&>a)?fi§7FI/:<‘c~§;45. 2% E0) 24 1:’ -yH:. Et$%I7iI:¥fi$#Lf:-7-‘—9a)$§¥a?1%Ffi
’ér“~*rx%'J7F1/x'E&:6. f:f:'L. am:

So it is a logic address in order special running to do communication counterpart . 24 bit of 2 nd are memory address
which shows storage site of data which compilation is done inside computer . However, as for this

FE‘)0)0§1fll’EE)%Itl2l,T:$=E3<‘i7FLzX'Gli7ZE(. §fii£?'%:77—r;Lo>5'efi<.~‘zEEE:§.1;a“é>r7t-yI~7FI/xvi:
43. 3§E0>3t:'-yH:%t§t§0)scs

It is not an absolute address which designates 0 of memory as the source , it is a offset address which designates head
position of file which istransiferred as source . As for 3 bit of 3 rd SCS of computer

I(Small Computer System rnerface)I{xi:¥§£%$:h.éscsi-7-‘;<»rxé%%at§“Zascsi—1o'ci;6., §i&0)5t"yl~
‘C'iEiE7’EIl~:IIl«€'a*§E?'%>. iEf§I:B.%L,'cl1. 1-fltfitaeiéUIP7Fl«1Efi5:t25<&i5lE%>. ifitfistztibhé
7°13 r~:uLifiti£5tEa>IP5ét§'GfimIi. ate‘)?Fux1;t‘F€§%fi‘t:IP/WeI~I:7:7-tzMt?‘frLIiIP;L—6I§1tl.
r:iEt§25‘%0:»i§EIfi%'E5;%>

It is a SCSI - ID which recognizes SCSI device which is connected to the I (Smallcomputer system Inerface ) bus .
communication protocol is appointed with last 5 bit . In case of communication , user until recently sort can use IP
address . If protocol which is used in communication is conventional IP communication , without readingbelow
memory address , encapsulation does in IP packet , is through IP router the communication that way being possible, itIS

§z':ii1§2‘=E')7i:t-y’7l:}=E')7l~’lz7<’Et=t5l.‘CiE

fé‘.*!'/Z>7’ni~::)Lt-ti. 2 § E Q)}=E'J7Fb1
(#71:-y I~7 FL»z)Ei*za*;iAd;:.t5l:@'%>.

its § Ea) SCSI-ID §fi}fi‘4'6:ai:.;:u, 2+
Ewnaa SCSI —‘r‘/t»rxEEt§tSi€”Zs:.:ia<
Tgéo ‘

_t;*aEa)J:57f.ctaté*7I<|/xt:t:eT=*¢=tZs:tI:.4:
U. ifitsfiu l~:3)l«‘tJ§+fifiI*l91~’&Fn'iil')7£iL\5"
—.s=iats.'ia1esrs:za-»s:an<r-a'=z».

$7‘;.?~~yI~'7—'7E0>7°nI-zubtlxc 11> Em
l.\%>i%%. 19 I:7'r’=?'J:5l:/<’7"J|~l:7t~’I.»x
’5Ei7f5-‘H5-Z«’_'iJ(‘C".—l"’i‘.:.

l:7T<'4”J:5I:. sea‘. rp aaieuzcézbna u: 0)

‘lfifili IP ~y$?'0)'4=t:1l3l§a‘#LZa..

11> 5UlEéJh.45-‘r‘—51l:t;t n> ~yarn<m+rm.
.tfiiE2b~-‘=;Eé:ti.f:-7-‘-51% IP ~y6‘l’l:J:o‘C
i:7tMI:L. 'Ft:tEt:fi#'.,

Granting memory address to transfer memory block , with
protocol which the communication is done, it reads memory
address (offset address ) of 2 nd , it requires.

In addition SCSI device inside computer can be appointed
directly byusing SCSI -ID of 3 rd .

data communication mechanism which does not question
communication protocol and computer inside and outside
asdescription above by taking integrated address system , can
be established.

In addition, when IP is used as protocol of network layer ,
asshown in Figure 19 , address can be granted to packet .

As shown in figure, data of IP which usually, is usedin IP
communication is accommodated in IP header.

encapsulation it does data where IP IP header is attached by
data which is treated, is transferred from upper position layer
with the IP header , transfers to lower position layer.
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data which comes from lower position layer conversely
analyzes content of IP header , transfers to according to need
upper position layer.

Usually option field in IP header is not used with length of the
variable length , excluding special objective such as security
level and source root .

Is through conventional IP router data transfer becomes
possible with this invention by the mapping doing memory
address of transfer memory block in this option field.

Furthermore, referring to above-mentioned each
embodiment , in order toexecute file transfer method with this

invention which you explain asfor program , housing in
floppy disk , optical disk , magnetic optical disk or other
storage media , distribution fabric it ispossible to do.

In addition, using Internet or other network , distribution
fabric also it ispossible to do.

From here, referring to upper drawing aspect, you explained
embodiment of this invention , but it can execute this
invention, in other various shapewithout deviating from
emotion or principal feature.

Because of that, in all respects interpretation you do not have
to do theaforementioned embodiment in limited to be no more
than a mereillustration.

Range of this invention being something which is shown in
Claims , thewhat restraint is not done to specification main
text . ' ’

Furthermore, deformation and modification which belong to
theequivalent theory of Claims are inside range of all this
invention .

[Figure l ]

Page 49 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. l0/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1290

1998-8-4

:2$_n:aw:Kfi

)692’76B010.Nmm...mmPaP0.0,45..094’6O.N.m.aPS_U(.mtMWT.Mpm.MM®M
m.

IMmP05CW...P

WO1997033227A1



Oracle-Huawei-NetApp Ex. 1002, pg. 1291

WO1997033227Al 1998-8-4

A—F?4za
:4.

1

‘E3
'3

W

"K

Page 51 Paterra® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. l0/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1292

W01997033227A1 1998-8-4

(3)

Page 52 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1293

1A7223307991W



Oracle-Huawei-NetApp Ex. 1002, pg. 1294

WO1997033227Al 1998-8-4

{E14}

Page 54 Paterra® InstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1295



Oracle-Huawei-NetApp Ex. 1002, pg. 1296

WO1997033227A1 1998-84

{[215]

Page 56 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1297



Oracle-Huawei-NetApp Ex. 1002, pg. 1298

WO1997033227A1 1998-8-4

(I216)

Page 58 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1299

WOl§97033227A1 ’ 1998—8—4



Oracle-Huawei-NetApp Ex. 1002, pg. 1300

WO1997033227A1 . 1998-8-4

(I217)

Page 60 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1301

W01997033227A1 1998-8-4

ATM24 7'7‘& zikfl-—n' SVR 4- 4;§;;m_7 ($751)

ATM14 v+&2-‘at-If 7<8i7 7 4 nafifia)
A1M'J‘/9'é$;Z.?_.‘: 6‘-E2}

u:za1t&1z (ms)

')‘/.’/‘ZFEJZ GEES)

X357)7’! 7|r*33’¥i§%

uyazmaz (#7)

‘J 2/9 IFKK ($1439)

[21
V Page 61 Paterra® lnstantM'l'® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1302

WOl997033227A1 1998-8-4

(8)

Page 62 Paterra® InstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1303

1998-8-4

(KI#%A$An353J»a»K25
mhkkE?

1A7223307991W

<l#%&£$%YK§§.



Oracle-Huawei-NetApp Ex. 1002, pg. 1304

WO1997033227A1 1998-8-4

{9}

Page 64 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1305

V.D.0CbbM.mvAtseB



Oracle-Huawei-NetApp Ex. 1002, pg. 1306

WO1997033227A1 1998-8-4

[EH 0}

Page 66 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1307

7

.mnnO>cu_m>
...:..:......!.....I|.!|lllnfix

«

.hman2mm~wfifimanzmmg.IE~:._E..--»_-2:M , %.ma<<.monoH3”  mo.8.m<m  moumm\..3mwommfiumi 
 LHmmmgu 

 <.-$§m.m$\.»554+\.._,x2._.<r1.,,§\rmx.n



Oracle-Huawei-NetApp Ex. 1002, pg. 1308

WO1997033227A1 _ 1998—8—4

(I211)

Page 68 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1309

HHE

mzflnzb

;...32m8_

AE.¢.fiQv

Best Available Copy

£Ih5wa$aw«Eh<



Oracle-Huawei-NetApp Ex. 1002, pg. 1310

WO1997033227A1 1998-8-4

([2112)

Page 70 Paten'a® InstanLMT® Machine Translation (U‘S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1311

1 998-8-41A7223307991W



Oracle-Huawei-NetApp Ex. 1002, pg. 1312

WO1997033227Al 1998-8-4

{[2113]

Page 72 Patem1® lnstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1313



Oracle-Huawei-NetApp Ex. 1002, pg. 1314

WO1997033227A1 1998-8-4

[E14]

Page 74 Pate:-ra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1315

WOl997033227Al 1993-8-4

Ev H3! 0 16 31

UDP Source Port UDP Destination Port

UDP Massage Length UDP Checksum

[2114

Page 75 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1316

WO1997033227A1 ' 1998-8-4

[15]

Page 76 Patena® Ins{antMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1317

V.PoCbb.|u.mvAtseB



Oracle-Huawei-NetApp Ex. 1002, pg. 1318

WO1997033227A1 1998-8-4

(16)

Page 78 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1319

WO1997033227A1 1998-8-4

mam '§f'.%fi|I

S Q=50

SQ=6O

SEO= 7 0 X

SEO= 6 0 4

SEQ=I 00

SQ=60

SO==40



Oracle-Huawei-NetApp Ex. 1002, pg. 1320

WO1997033227Al 1998-8-4

([2117]

Page 80 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1321



Oracle-Huawei-NetApp Ex. 1002, pg. 1322

WO1997033227A1 1998-8-4

[@131

Page 82 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. I0/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1323



Oracle-Huawei-NetApp Ex. 1002, pg. 1324

Ewwmvx,m\...nk;a:..aNA.,_.§_§%<._NA.,_.2.mm_m_.n<....

I-IO..¢<5.\32\_

)692!76B01o.NaS8.mdnCPL3P8.45!094!60.NLCSL3P3U(
n...mt.4lSHmT.C.mhCW.EmmmaP48CDD3P

WO1997033227A1



Oracle-Huawei-NetApp Ex. 1002, pg. 1325

WO1997033227A1 1998-8-4

(@201

Page 85 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1326

WO1997033227A1 6 1998-8-4

E31iH.}fl '7"— 5' N2

(pclnx)

?—9w¢% ‘

[Z1203

Page 86 Paterra® InstantMT® Machine Translation (US. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1327

WO1997033227A1 1998-8-4

(E21)

ffiizwxivfi

Page 87 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1328

WOl997033227A1 1998-8-4

:1‘/‘F3/‘7 A'I'M7v{-77'B103
+2‘—I~' B101

AIMU‘/9&1

ATM‘! Vfififi



Oracle-Huawei-NetApp Ex. 1002, pg. 1329

WO1997033227A1 1998-8-4

[23]

Page 89 Paten'a® InstantMT® Machine Translation (US. Fat. 36!’. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1330



Oracle-Huawei-NetApp Ex. 1002, pg. 1331

VV()1997033227Ak1 » l998—8«4

lfifififififil

Page 91 Paterra® InstantMT® Machine Translation (U.S. Pat. Ser. No. 6,490,548; Pat. Pending Ser. No. 10/367,296)



Oracle-Huawei-NetApp Ex. 1002, pg. 1332

L5 as

mmmmmmmm
Ausosuzs’

(12) PATENT ABRIDGMENT (11) o........m... AU-B-64125/90
(19) AUSTRALIAN PATENT o1=1=1ce (10) Acceptance No." 647414

(54) Title
PARALLEL I/O NETWORK FILE SERVER ARCHITECTURE

International Patent C|assiilcation(s)
(51)‘ G06!-' 018/18

(21) Application No. : 64125190 (22) Application Date : 20.03.90

(37) PCT Publication Number : woeuoana

(30) Prlorlty Data

(31) Number (32) Date (33) Country
404959 08.09.89 US UNITED STATES -OF AMERICA

(43) Publication Date 2 08.04.91

(44) Publication Date of Accepted Appllcatlon : 24.03.94

(71) AppIicant(s)
AUSPEX SYSTEMS. INC.

(72) tnventor(s) _
EDWARD JOHN ROW; LAURENCE B. BOUCHER; WILLIAM M. PITTS; STEPHEN E. BLIGHTMAN

(74) Attorney or Agent
DAVIES COLLISON CAVE , 1 Llttle colttns Street. MELBOURNE VIC 3000

;(56) Prior Art Documents _
AU 619806 53068186 GOSF 13/12

(57) Claim

1. Network serve: apparatus for use with a data

network and a mass: storage device. comprising:

an interface processor unit coupleable to said

network and to said mass storage device:

a ‘host processor ‘unit capable of running remote

procedures defined. by a client node on said network;

means in said interface processor unit for

satisfying requests from said network to store data

from said network on said mass storage device;

means in said interface processor unit for

satisfying requests from said network to retrieve data

from said mass storage device to said network; and

means in said interface processor unit for

transmitting predefined categories of messages from

said network to said host processor unit for processing

in said host processor unit, said transmitted messages
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The invention relates to computer data networks,

and filemore particularly, to network server

architectures for computer networks.

 

Over the past ten years, remarkable increases in

hardware price/performance ratios have —caused .a

startling shift in both technical and office computing

environments. Distributed.workstation-server networks

are displacing the once pervasive dumb terminal

To date}

however, network I/O limitations have constrained the

attached to mainframe or minicomputer.

potential performance available to workstation users.

This situation has developed in part because dramatic

jumps in microprocessor performance have exceeded

increases in network I/O performance.

In a computer network, individual user'workstations'

are referred to as clients, and shared resources for
data

communications are referred to as servers.

wide-area

Clients

and servers are all considered nodes of a network.

filing, printing,‘ storage and

Client nodes use standard communications protocols to

exchange service requests.and responses with server

nodes. .

Present-day network clients and servers usually run
the DOS, Maclntosh OS, OS/2, or Unix operating

systems. Local networks are usually Ethernet or Token

Ring at the high end, Arcnet in the midrange, or

LocalTa1k or StarLAN at the low end. The client-

server communication protocols are fairly strictly

dictated by the operating system environment --

usually one of several proprietary schemes for rcs

(netware, 3Plus, Vines, LANManager, Lhuserver);

AppleTalk for Haclntoshes; and TCP/IP with NFS or RPS

S,UB§I!TUTE sum
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for Unix. These protocols are all well-known in the

industry.

Unix client nodes typically feature a 16- or 32-

bit microprocessor with 1-8 MB of primary memory, a

640 x 1024 pixel display, and a built-in network

A 40-100 M8 local disk is often optional.

Low—end examples are 80286-based PCs or 68000—based
Maclntosh I's; mid-range machines include 80386 PCs,

MacIntosh II's, and 680X0-based Unix workstations;
high—end machines include RISC-based DEC, HP, and Sun
Unix workstations.

interface.

Servers are typically nothing more

than repackaged client nodes, configured in 19-inch

racks rather than desk sideboxes. The extra space of

a 19-inch rack is used for additional backplane slots,

disk or tape drives, and power supplies.
RISC CISC

client workstation

Driven by and

developments, performance has

increased by more than a factor of ten in the last few

years. Concurrently, these extremely fast clients

have also gained an appetite for data that remote

Because the I/O

shortfall is most dramatic in the Unix environment,

servers are unable to satisfy.

-the description of the preferred embodiment of the

present invention will focus on Unix file servers.

The architectural principles that solve the Unix’

server I/O problemj however, extend easily to server

performance bottlenecks in other operating system

similarly, the description of

the preferred embodiment will on Ethernet

implementations, though the principles extend easily

to other types of networks.

environments as well.

focus

In most Unix environments, cli nts and servers

exchange file data using the Network File System

(“RPS”), a standard promulgated by Sun Microsystems
and now widely adopted by the Unix community. NFS is

defined in a document entitled, -ups: Network File

§UB.$muns sassir

microprocessor
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system Protocol specification," Request For Comments
(RFC) 1094; (March 1989).

This document is incorporated herein by reference in

its entirety.

While simple and reliable, NFS is not optimal.

Clients using NFS place considerable demands upon both

networks and NFS servers supplying clients with NFS

data. This demand is particularly acute for so-
called diskless clients that have no local disks and

therefore depend on a file server for application

by Sun Microsystems, Inc.

binaries and virtual memory paging as well as data.

For these Unix client—server configurations, the ten-

to—one increase in client power has not been-matched

by a ten-to-one increase in Ethernet capacity, in disk

speed. or server disk-to-network I/0 throughput.

The result is that the number of diskless clients

that a single modern high—end server_can adequately

support has dropped to between 5-10, depending on

client power and application workload. For clients

containing small local disks for applications and

paging; referred to as dataless clientsh the client-

to-server ratio is about twice this,

20.

Such low

or between 10-

client/server ratios cause

network configurations in which each local Ethernet

contains isolated traffic for its own 5-10 (diskless)

and dedicated

connectivity, these local networks are usually joined

together with an Ethernet backbone or, in the future,

with an FDDI backbone. These backbones are typically

connected to the local networks either by IP routers

or MAC-level bridges, coupling the local networks

together directly, or by a second server functioning

as a network interface, coupling servers for all the

local networks together.

piecewise

clients server. For overall

" SUBSTITUTE sum
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In addition to performance considerations, the low

client-to-server ratio creates computing problems in
several additional ways:

1, Ehflflinfl. Development groups of more than 5-

10 people cannot share the same server, and thus

cannot easily share files without file replication and

manual, multi—server updates. Bridges or routers are

a partial solution but inflict a performance penalty

due to more network hops.

2. administration. system administrators must

maintain many 1imited—capacity servers rather than a

few more substantial servers. This burden includes

network administration, hardware maintenance, and user
account administration.

3. £11g_§y§;§m_figggnp; system administrators or

operators must conduct multiple file system backups,

which can be onerously time consuming tasks. It is

also expensive to duplicate backup peripherals on each

server (or every few servers if slower network backup

is used).

4. 2:igg;2e;_§ga1. with only 5-10 clients per

server, the cost oi the server must be shared by only

a small number of users. The real cost of an entry-

level Unix workstation is therefore significantly

greater, often as much as 140% greater, than the cost

of the workstation alone.

The widening I/O gap, as well as administrative and

economic considerations, demonstrates a need for

higher-performance, larger-capacity Unix file servers.

Conversion of a display-less workstation into a server
may address disk capacity issues, but does nothing to

address fundamental I/O limitations. As an NFS

server, the one-time workstation must sustain 5-10 or

more times the network, disk, backplane, and file

system throughput than it was designed to support as

a client. Adding larger disks, more network adaptors,

SUBSNTUTESHEET



Oracle-Huawei-NetApp Ex. 1002, pg. 1340

wo 91/03738 PC!‘IUS90/047 I I

-5-

extra primary memory, or even a fasteruprocessor do

not resolve basic architectural I/0 constraints; I/O

throughput does not increase sufficiently.

Other prior art computer architectures, while not

specifically designed as file servers, may potentially
be used as such. In one such well—known architecture,

a CPU, unit, and two I/0 processors are

connected to a single bus.

a memory

one of the I/O processors

operates a set of disk drives, and if the architecture

is to he used as a server, the other I/0 processor

would be connected to a network.

not, optimal as

This architecture is

a file server, however, at ‘least

‘because the two I/O processors cannot handle network

file requests without involving the CPU. All network

file requests that are received by the network I/O

processor are first transmitted to the CPU, which

makes appropriate requests to the disk—I/O processor

rfor satisfaction of the network request.

In another such computer architecture,
a disk

controller CPU manages access to disk drives,

several CPUs, for may be

clustered around the disk controller CPU. Each of the

other CPUs can be connected to its own network. The

and

other three example,

network CPUs are each connected to the disk controller
CPU‘ as well as to each other for interprocessor

one of the disadvantages of this

computer architecture is that each CPU in the system

runs its own complete operating system.

communication.

Thus, network

file server requests must be handled by an operating

system which is also heavily loaded with facilities

and processes for performing a large number of other,

non tasks._ Additionally, the

interprocessor communication is not optimized for file

server type requests.

file~server

In yet another computer architecture, a plurality

of CPUs. each having its own cache memory for data and

suss1°n'u1*s SHEET
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instruction storage, are connected to a common bus with a system memory and a

disk controller. The disk controller and each of the CPUs have direct memory

access to the system memory, and one or more of the CPUs can be connected, to a

network. This architecture is disadvantageous as a file server because, among other

things, both file data and the instructions for the CPUs reside in the same system

memory. There will be instances, therefore, in which the CPUs must stop running

while they wait for large blocks of file data to be transferred between system

memory and the network CPU. Additionally, as with both of the previously

described computer architectures, the entire operating system runs on each of the

CPUs, including the network CPU. '

In yet another type of computer architecture, a large number of CPUs are

connected together in a hypercube topology. One of more of these CPUs can be

connected to networks, while another can be connected to.disk drives. This

architecture is also disadvantageous as a file server because, among other things each

processor runs the entire operating system. Interprocessor communication is also not

optimal for file server‘ applications.

SUMMARY OF THE INVEN'I'[O.N

In accordance with the present invention there is provided a network server

apparatus for use with a data network and a mass storage device, comprising:

an interface processor unit coupfeable to said network and to said mass

storage device;

a host processor unit capable of runninggremote procedures defined by a

client node on said network;

' means in said interface processor unit for satisfying requests from said

network to store data from said network on said mass storage device;

‘means in said interface processor unit for satisfying requests from said

930303.p:\oper\jmL64l25.SPE.7
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network to retrieve data from said mass storage device to said network; and

means in said interface processor unit for transmitting predefined categories

of messages from said network to said host processor unit for processing in said host

processor unit, said transmitted messages including all requests by a network client

to nm client-defined procedures on said network server apparatus.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be described with respect to particular embodiments

10 thereof, and reference will be made to the drawings, in which: i

Fig. 1. is a block diagram of a prior art file server architecture;

(HIIIA1 ou\nnuI\5~v\ fidI'7§§‘PF.R
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Fig.

architecture according to the invention;

2 is a block diagram of a file
server

Fig. 3 is a block diagram of one of the network

controllers shown in Fig. 2;

Fig. 4 is a block diagram of one of the file

controllers shown in Fig. 2;

Fig.

processors shown in Fig. 2;

Fig.

memory cards shown in Fig. 2;

Figs. 7A-C flowchart illustrating the

operation of a fast transfer protocol BLOCK WRITE

cycle: and

Figs.

6 is a block diagram of one of the system

BIG a

8A—C are a flowchart the

operation of a fast transfer protocol BLOCK READ

cycle.

illustrating

DEIAILEQ_DE§£BIEIIQH

For comparison purposes and background, an

illustrative prior-art file server architecture will

first be described with respect to Fig. 1.

an overall block diagram of a conventional prior—art

Unix-based file server for Ethernet networks. It

a host cru "card 10 with a single

microprocessor on .board. The host CPU card 10

connects to an Ethernet #1 12, and it connects via a

memory management unit (MMU) 11 to a large memory

array 16. The host CPU card 10 also drives a

keyboard, a video display, and two RS232 ports (not

shown). It also connects via the HMO 11

standard 32-bit VME bus 20 to various peripheral

devices, including an SMD disk controller 22

controlling one or two disk drives 24, a SCSI host

adaptor 26 connected to a SCSI bus 28. a tape

controller 30 connected to a quarter-inch tape drive

32, and possibly a network #2 controller 34 connected

a sussrrru-rs S!-:55-r

consists of

and a

.5 is a block diagram of one of the storage_

Fig. 1 is-
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to a second Ethernet 36. The SMD disk controller 22

can communicate with memory array 16 by direct memory

access via bus 20 and MMU 11, with either the disk

controller or the MMU acting as a bus master.

configuration is illustrative; many variations are
available.

The system communicates over the Ethernets using

industry standard TCP/IP and NPS protocol stacks. A

description of protocol stacks in general can be found

"Computer Networks“ (Second Edition,

Prentice Hall: 1988). File server protocol stacks are

described at pages 535-546. The Tanenbaum reference

is incorporated herein by reference.

the

implemented in the apparatus of Fig. 1:

 - The

packets between a formal specific to Ethernets and a

Basically, following protocol layers are

network layer converts

format which is independent of the particular type of

network used. the Ethernet-specific format which is

used in the apparatus of Fig. 1

“A Standard For ;The

Datagrams Over Ethernet Networks,“

is Adescribed in

Transmission of IP

RFC 894 (April

1984), which is incorporated herein by reference.

 . This

provides the functions necessary to deliver a package

Hornig,

layer

of bits (an internet datagram) from a source to a

destination over an interconnected system of networks.

For messages to be sent from the file server to a
client, a higher level in the server calls the IP

module, providing the the

destination client and the message to transmit. The

IP module performs any required fragmentation of the

internet address of

message to accommodate packet size limitations of any

intervening gateway, adds internet headers to each

fragment, and calls on the network layer to transmit

the resulting internet datagrams. The internet header

$i§B_SIlTUTE SHEET

This.

data-
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includes a local network destination

(translated from the internet address)

other parameters.

address

as well as

For messages received by the IP layer from the

the IP nodule determines from the

to be

forwarded to another host on another network,

network layer,

internet address whether the datagram is

for

example on a second Ethernet such as 36 in Fig. 1, or

whether it is intended for the server itself. If it

is intended for another host on the second network,

the IP module determines a local net address for the

destination and calls on the local network layer for

that network to send the datagram. If the datagram is

intended for an application program within the server,

the IP layer strips off the header and passes the

remaining portion of the message to the appropriate

next higher layer. The internet protocol standard

used in the illustrative, apparatus of Fig. 1 is

specified in Infcrmation Sciences Institute, "Internet

DARPA Internet Protocol

Specification,“ RFC 791 (September 1981), which is

incorporated herein by reference. I

I££1yD£_Layer. This layer is a datagram service

with more elaborate packaging and addressing options

whereas an IP

datagram can hold about 1,500 bytes and be addressed

HDP datagrams can hold about 64KB and be

TCP and

layer;

Protocol, Program

For example,

to hosts,

addressed to a particular port within a host.

UDP this

applications requiring ordered reliable delivery of

are alternative protocols at

streams of data may use TCP, whereas applications

(such as NFS) which do not require ordered and

reliable delivery may use UDP.

The prior art file server of Fig. 1 uses both TCP

and GDP. It uses UDP for file

services, and uses TCP for certain other services

server-related

gums 2 33521
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which the server provides to network clients. The UDP

is specified in Postal, “User Datagram Protocol," RFC

758 (August 28, 1980), which is incorporated herein by

TCP is specified in Pcstel, "Transmission

Control Protocol,“ RFC 761 (January 1980) and RFC 793

(September 1981), which is also incorporated herein by

reference.

reference.

XDB£E£Q_Lfl¥£z- This

callable higher

designated procedure on a remote machine.

layer provides functions

from level run a

It also

provides the decoding necessary to permit a client

programs to

machine to execute a procedure on the server. For

example, a caller process in a client node may send a

call message to the server of Fig. 1. The call

message includes a desiredspecification of the

procedure, and its parameters. The message is passed

up the stack to the RFC layer, which calls the

appropriate procedure within the server. when the

procedure is complete, a reply message is generated

and RFC passes it back down the stack and.over the

network to the caller client.

"RFC:

Protocol specification,

RPC is described in Sun

Procedure Call

RFC«10§7

1988), which is incorporated herein by reference.

RPC uses the XOR exteral -data representation

I116 . , Remote

Version 2,“ (June

standard to represent information passed to and from '

the underlying UDP layer. XDR is merely a data

standard, useful for transferring data

between different computer architectures. I

the network side of the XDR/RPC layer, information is

machine—independent; on the host application side, it

may not be. XDR is described in Sun Microsystems,

Inc., "XDR: External Data Representation Standard.“

RFC 1014 (June 1987), which is incorporated herein by

encoding

Thus, on

‘reference.

3:55.31lrurz sues?
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NE§_Lnxg:. The NPS ("network file system“)

layer is one of the programs available on the server

which an RPC request can call. The combination of

host address, program number, and procedure number in

an REC request can specify one remote NFS procedure to
be called.

Remote procedure calls to NFS on the file server of

Fig. 1 provide transparent, stateless, remote access

to shared files on the disks 24. NFS assumes a file

system that is hierarchical, with directories as all

but the bottom level of files. Client hosts can call

any of about 20 .NFS procedures including such

procedures as reading a specified number of bytes from

a specified file; writing a specified number of bytes

to a specified file; creating, renaming and removing

specified files; parsing directory trees; creating and

removing directories; and reading and setting file

attributes; The location on disk to which and from
which data is stored and retrieved is always specified

"in logical terms, such as by a file handle or Inode

designation and a byte offset. The details of the

actual data storage are hidden from the client. The

NFS procedures, together with possible higher level

modules such as Unix VTS and UPS, perform all

conversion of logical data addresses to physical data

addresses such as drive, head, track and sector

identification. NFS is specified in sun Microsystems,

Inc., 'NF$: Network File System Protocol

Aspecification.” RFC 1094.(March 1989), incorporated

herein by reference.
with the possible exception of the network layer,

all the protocol processing described above is done in

software, by a single processor in the host CPU card

10. That is, when an Ethernet packet arrives on _

Ethernet 12, the host CPU 10 performs all the protocol

processing in the NFS stack. as well as the protocol

SUESTITUTE sl-use-r
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processing for any other application which may be

running on the host 10.

host CPU 10,

and program code being provided via MMU 11.

NFS procedures are run on the

with access to memory 16 for both data

Logically

specified data addresses are converted to a much more

‘physically specified form and communicated to the SMD

disk controller 22 or the SCSI bus 28, via the VME bus

20, and all disk caching is done by the host CPU 10

through the memory 16. The host CPU card 10 also runs

procedures for performing various other functions of

the file server, communicating with tape controller 30

via the VME bus 20.

remote procedures requested by client workstations.

Among these are client-defined

‘If the server serves a second Ethernet 36, packets

from that Ethernet are transmitted to the host CPU 10

over the same VME bus 20 in the form of IP datagrams.

Again, all protocol processing except for the network

layer is performed by software processes running on

the host CPU 10;

for any message that is to be sent from the server out

on either of the Ethernets 12 or 36 is also done by

processes running on the host CPU 10.

' It can be seen that the host CPU_10 performs an

enormous amount of processing of data. especially if

5-10 clients on each of the two Ethernets are making

file server requests and need to be sent responses on

a frequent basis. The host CPU 10 runs a multitasking

Unix operating system, so each incoming request need

not wait for the previous request to be completely

processed and being processed.

Multiple processes are activated on the host CPU 10

for performing dififerent stages of the processing of

returned before

different requests, so many requests may be in process

at the same time. But there is only one CPU on the
card 10, so the processing of these requests is not

accomplished in a truly parallel manner. The

§u3§IlTflTE SHEET

In addition, the protocol processing
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processes are instead merely time sliced.

therefore represents a

The CPU 10

bottleneck in the

processing of file server requests.

Another bottleneck occurs in MMU 11, which must

transmit both instructions and data between the CPU

card 10 and the memory 16. All data flowing between

the disk drives and the network passes through this

interface at least twice, A
Yet another bottleneck can occur on the VME bus 20,

which must transmit data among the SMD disk controller

22. the SCSI host adaptor 26, the host CPU card 10,

and possibly the network #2 controller 24. A

major

In Fig. 2 there is shown a block diagram_of a

network file server 100 according to the invention.

It can include multiple (NC)network controller

boards, one or more file controller (PC) boards; one

or more storage processor (SP) boards, multiple system

The

2 includes four
memory boards, and one or more host processors.

particular embodiment shown in Pig;

network boards 110a-110d, two file

controller hoards 11za—112b, two storage processors

114a4114b, four system memory cards 116a-116d for a

total of 192MB of memory, and one local host processor

118. The boards 110, 112, 114, 116 and 118 are

connected together over a VME bus 120 on which an
enhanced block transfer mode as« described in the

ENHANCED VMEBUS PROTOCOL application identified above

may be used. Each of the four network controllers 110

shown in Fig. 2 can. be _connected to up to two

controller

.Ethernets 122, for a total capacity of 8 Ethernets

122a-122h. Each of the storage processors 114

operates ten parallel SCSI busses, nine of which can

each support up to three SCSI disk drives each.

tenth SCSI channel on each of the storage processors

§_U_B_S_TlTUTE SHEET

The-
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114 is used for tape drives and other SCSI
peripherals.

The host 118 is essentially a standard Sunos Unix

processor, providing all the standard Sun Open Network

Computing (ONC) services except NFS and IP routing.

Importantly, all network requests to run a user-

defined procedure are passed to the host for

execution. Each of the NC boards 110, the FC boards

112 and the SP boards 114 includes its own independent

32-bit microprocessor. These boards essentially off-

load from the host processor 118 virtually all of the

NFS and disk processing. Since the vast majority of

messages to and from clients over the Ethernets 122

involve NES requests and responses, the processing of

these requests in parallel by the NC, PC and SP

'processors, with minimal involvement by the local host

118, vastly improves file server performance. Unix

is explicitly eliminated from virtually all network;

file,.and storage processing.
1

Q2EEALL_§QEIHAEE_QE§BNl1LIIQE_ANE_DAIA_ELQE

Prior to. a detailed discussion of the hardware

subsystems shown in Fig. 2, an overview of the

software structure will .now be undertaken. The

software organisation is described in more detail in«

the above—identified application entitled MULTIPLE

FACILITY OPERATING SYSTEM ARCHITECTURE.

Most of the elements of the software are well known

in the field and are found in most networked Unix

systems, but there are two components which are not:

_Local NFS t"LNFS“) and the messaging kernel ("MK")

operating system kernel. These two components will be

explained first.

The_Mssag1ng_Ke:nel. The various processors in

file server 100 communicate with each other through

‘the use of a messaging kernel running on each of the

SI lH§Tl1-A 09:. .....- ._ .
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processors 110, 112, 114 and 118. These processors do

not share any instruction memory, so task-level

communication cannot occur via straightforward

procedure calls as it does in conventional Unix.

Instead, the messaging kernel passes messages over VME

bus 120 to accomplish all necessary inter-processor

communication. Message passing is preferred over

remote procedure calls for reasons of simplicity and

speed.

Messages passed by the messaging kernel have a

fixed 1§8—byte length. within a single processor,
messages are sent by reference; between processors,

they are copied by the messaging kernel and then

delivered to the destination process by reference.

The processors of Fig. 2 have special hardware,

discussed below, that can expediently exchange and

buffer inter-processor messaging kernel messages.

The 22-function NFS

standard was specifically designed for stateless

operation using unreliable communication. This means

that neither clients nor server can be sure if they

hear each other when they talk (unreliability). In

practice, an in an Ethernet environment, this works
well.

Within the server 100, however, NFS level datagrams

are also used for communication between_processors, in

particular between the network controllers 116 and_the

_fi1e controller 112, and between the host processor

118 and the file controller 112. For this internal

communication to be both efficient and convenient, it

is undesirable and impractical to have complete

statelessness or unreliable communications.

Consequently, a modified form of NFS, namely LNFS, is

used for internal communication of NFS requests and

responses. LNPS is used only within the file server

100; the external network protocol supported by the

§UBSflTUTESHEET
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server is precisely standard, Iicansed NFS.
described in more detail below.

The Network Controllers 110 each run an NFS server

LNFS is

which, after all protocol processing is done up to the

NFS layer, converts between external NFS requests and

responses and internal LNFS requests and responses.

For example, NFS requests arrive as RPC requests with

XDR and enclosed in a UDP datagram. After protocol

processing, the NPS server translates the NFS request

into LNFS form and uses the messaging kernel to send

the request to the file controller 112.

The file controller runs an LNFS server which

handles LNFS requests both from network'contro1lers

and from the host 118.

LNFS requests to a form appropriatexfor a file system

server, in A 1 which
manages the system memory file data cache through a

block I/O layer.

' An. overview of the

The LNFS server translates

also running on the file controller,

software in each of the

processors will now be set forth.

 tmuemm

The optimized dataflow of the server 100 begins

with the intelligent network controller 110. This

processor Ethernet packets from client

It quickly identifies NFS-destined

packets and then performs full protocol processing on

them to the NFS level, passing the resulting LNFS

requests directly to the file controller 112. This

protocol processing routing and

reassembly, UDP demultiplexing, XDR decoding, and NFS

request dispatching. The reverse steps are used to

send an NPS reply back to a client. Importantly,

these time-consuming activities are performed directly
in the Network Controller 110, not in the host 118:

receives

includes IP

A§_|JB§.ml!T.T: SHEET
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The server 100 uses conventional NFS ported from

Sun Microsystems, Inc., Mountain View, CA, and is NFS

protocol compatible.

Non—NFS network traffic is passed directly to its

destination host processor 118.

The Ncs 110 also perform their own IP routing.

Each controller 110 fully

parallel Ethernets. There network
controllers in the embodiment of the server 100 shown

in Fig. 2,

Ethernets.

network supports two

are ‘four

so that server can support up to eight

For the two Ethernets on the same network

controller 110, IP routing occurs completely within

the network controller and generates no backplane

traffic. Thus attaching two mutually active Ethernets

to the same controller not only minimizes their inter-

net transit time, but also significantly reduces

hackplane contention on the VME bus 120.

table are_ distributed to the

controllers from the host processor 118, which runs

either the gated or routed Unix demon.

While the network controller described here is

Routing

updates network

- designed for Ethernet Lhus, it will be understood that

the invention can be used just as readily with other

network types, including FDDI.

In addition to dedicating a separate processor for

NFS protocol processing and IP routing, the server 100

also dedicates a separate processor, the intelligent

file controller 112, to be responsible for all file

system processing. It uses conventional Berkeley Unix

4.3 file system code and uses a hinaryecompatible data

representation on disk. These two choices allow all

standard file system utilities (particularly block-

level tools) to run unchanged.

suasrrrure st-user
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The file controller 112 runs the shared file system

used by all Ncs 110 and the host processor 118. Both

the Ncs and the host processor communicate with the

file controller 112 using the LNFS interface. The NCs

110 use LNFS as described above,» while the host

processor 113 uses LNFS as a plug-in module to Sunos's
standard Virtual File System ("VFS') interface.

when an NC receives an NFS read request from a

client workstation, the resulting LNFS request passes

to the PC 112.

memory 116 buffer cache for the requested data. If

found, a reference to the buffer is returned to the NC

110. If not found, the LRU (least recently used)

cache buffer in system memory 116 is

reassigned for the requested block. The FC then

directs the SP 114 to read the block into the cache

When complete, the SP

so notifies the FC, which in turn notifies the NC 100.

The NC 110 then sends an NFS reply, with the data from

the buffer, back to the NFS client workstation out on
the network. Note that the SP 114 transfers the data

into system memory 116, if necessary, and the NC 110

transferred the data from system memory 116 to the

networks. The process .takes

involvement of the host 118.

The PC 112 first searches the system

freed and

buffer from a disk drive array.

place without any

§I££flQ§_EIQ££fifiQK

The intelligent storage processor 114 manages all

disk and tape storage operations. While autonomous,

storage processors are primarily directed by the file

controller 112 to move file data between system memory

116 and the disk subsystem. The exclusion of both the

host 118 and the PC 112 from the actual data path

helps to supply the performance needed to service many

remote clients.

§u3_s_muIE sass
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Additionally, coordinated by a Server Manager in

the host 118, storage processor 114 can execute server

backup by moving data between the disk subsystem and

tape or other archival peripherals SCSI

channels. if directly accessed by host

114 can provide a much higher

performance conventional disk interface for Unix,

virtual memory, and databases.

on the

Further,

processor 118, SP

In Unix nomenclature,

the host processor 118 can mount boot, storage swap,

and raw partitions via the storage processors 114.

Each storage processor 114 operates ten parallel,

fully SCSI (busses)

simultaneously. Nine of these,channels support three
arrays of nine SCSI disk drives each, each drive in an

array being assigned-to a different SCSI channel. The

tenth SCSI channel hosts up to seven tape and other

SCSI peripherals.

synchronous channels

In addition to performing reads and

writes, SP 114 performs devicealevel optimizations

such as disk seek queue sorting, directs device error

recovery, and_ controls Dmh transfers between the

devices and system memory 116.

m 

The local host 118 has three main purposes: to run

Unix, to provide standard ONC network services

clients, and to run a server Manager.

for

Since Unix and

ONC are ported from the standard Sunos Release 4

ONE Services Release 2,

and

the server 100 can provide

identically compatible high-level ONC services such as

the Yellow Pages, Lock Manager, DES Key Authenticator,
Auto Mounter, sun/2 Network disk

booting and more general IP internet services such as

Telnet, FTP, SMTP, SNMP, and reverse ARP are also

supported. Finally, print spoolers and similar Unix

demons operate transparently.

and Port Mapper.

$’J58TlTL'TE SEEET
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The host processor 118 runs the following software

modules:

 - The Transport Control

“Protocol (“TOP”), which is used for certain server

functions other than NFS, provides reliable bytestream

communication between two processors. Socket are used

to establish TCP connections.

1£§_inte:fiage. The Virtual File system ("VFs“)

interface is a standard Sunos file system interface.
It paints a uniform filebsystem picture for both users

and the non—file parts of the Unix operating-system,

hiding the details of the specific file system. Thus

standard NFS, LNFS, and any local Unix file system can

coexist harmoniously.

!£§;inte;£agg. The Unix File system ("UPS")

interface is the traditional and well-known Unix

interface for communication with local-to-the-

processor disk drives. In the server 100, it is used

to occasionally mount storage processor volumes

directly, without going through the file controller

112. Normally, the host 118 uses LNFS and goes

through the file controller.

D§2ige_lax§r. The device: layer is a standard

software interface between the Unix device model and

different physical device implementations. In the

server 100, disk devices are not attached to host

processors directly, so-the disk driver in the host's

device layer uses the messaging kernel to communicate

.with the storage-processor 114.

 -The Route and Port

Mapper demons are Unix user-level background processes

that maintain the Route and Port databases for packet

routing. They are mostly inactive and not in any

performance path.

 .The Yellow

Pages and Authentication services are sun-ONC standard

ivisinurs sum
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network services. Yellow Pages is a widely used

multipurpose name—to-name directory lookup service.

The Authentication service uses cryptographic keys to

authenticate, or validate, requests to insure that

requestors have the proper privileges for any actions

or data they desire. .

§erggr_fian§ger. The Server Manager is an

administrative application suite that controls

configuration, logs error and performance reports, and

provides a monitoring and tuning interface for the

system administrator. These functions can be

exercised from either system console connected to the

host" 118, or from a system administrator's

workstation.

The host processor 11a is a conventional OEM Sun

central processor card, Model 3E/120. It incorporates

a Motorola 68020 microprocessor and 4MB of on-boardp

.memory. other processors, such as a SEARC-based

processor, are also possible.

The structure and operation of each of the hardware

components of server 100 will now be described in

detail. ’

NEIflQBK_§QflIBQLLEE;HAEDHABE_AB£fll2E£IflEE

Fig. 3 is a block diagram showing the data path and

some control paths for an illustrative one of the

network controllers 110a. It comprises a 20 MHz 68020

microprocessor 210 connected to a 32-bit

microprocessor data bus 212“ Also connected to the

microprocessor data bus 212 is a 256K byte CPU memory

214. The low order 8 hits of the microprocessor data

bus 212 are connected through a bidirectional buffer

216 to an 8-bit slow-speed data.bus 218. on the slow~

speed data bus 218 is a 128K byte EPROM 220, a 32 byte

PROM 222, and a multi-function peripheral (MFP) 224.

The EPROM 220 contains boot code for the network

SUBs'rrru1-5 SHEE.-I.
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controller 1103, while the PROM 222 stores various

operating parameters such as the Ethernet addresses

assigned to each of the two Ethernet interfaces on the

board. Ethernet address information is read into the

in the cpu

The MFP 224 is a

corresponding interface control block

memory 214 during initialization.

Motorola 58901,

such as timing, interrupts, and general purpose I/O.

The MP9 224 also includes a UART for interfacing to an

RS232 port 226.

the invention and will not be further described

herein. _

The low order 16 bits of the microprocessor data

bus 212 are also coupled through a bidirectional

buffer 230 to a 16-bit LAN data bus 232. A LAN

controller chip 234. such as the Am7990 LANCE Ethernet

controller manufactured by Advanced Micro Devices,

Inc. interfaces the LAN data bus 232

with the first Ethernet 122a shown in Pig. 2, Control
and data for the LAN controller 234 are stored in a

512K byte LAN memory 236, which is also connected to

the LAN data bus 232. A specialized 16 to 32 bit FIFO

chip 240, referred to herein as a parity FIFO chip and

Sunnyvale, CA.,

described below, is also connected to the LAN data bus ‘

232. Also connected to the LAN data bus 232 is a LAN

DMA controller 242, which movements of

packets of data between the LAN memory 236 and the

FIFO chip 240. The LAN DMA controller 242 may be a

Motorola M68440 DMA controller using channel

only.

The second Ethernet 122b shown in Fig. 2 connects

to a second LAN data bus 252 on the network controller

card 110a shown in Fig. 3. The LAN data bus 252

the order 16 bits of the

microprocessor data bus 212 via a bidirectional buffer

250, and has similar components to those appearing on

controls

zero

connects to low

SUss'rrru'rs sue;-r
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the LAN data bus 232. In particular, a LAN controller

254 interfaces the LAN data bus 252 with the Ethernet

1122b, using LAN memory 256 for data and control, and

a LAN DMA controller 262 controls DMA transfer of data

between the LAN memory 256 and the 16-bit wide data

port A of the parity FIFO 260.

The low order 16 bits of microprocessor data bus

212 are also connected directly to another parity FIFO

270, and also to a control port of a VMEZFIFO DMA
controller 272. The FIFO 270 is used for passing

messages between the CPU memory 214 and one of the

112, 114, 116 or 118 (Fig. 2) in a

manner described below. The VME/FIFO DMA controller

272, which supports three round-robin non—prioritized

remote boards 110,

channels for copying data, controls all data transfers

between one of the remote boards and any of the FIFOs

240, 260 or 270, as well as between the FIFOS 240 and

260.

32-bit data bus 274, which is connected to the 32-

bit port 3 of each of the FIFOs 240. 260 and 270, is

the data bus over which these transfers take place.
Data bus 274 communicates with A local 32-bit bus 276

via. a bidirectional pipelining latch 278, which is

also-controlled by VME/FIFO'DMA controller 727, which
in turn communicates with the VME bus 120 via a

bidirectional buffer 280,

The local data bus 276 is also connected to a set

of control rregisters 282, which directly

addressable across the VME bus 120. The registers 282

system initialization

are

are used mostly for and

diagnostics.

The local data bus 276 is also coupled to the

microprocessor data bus 212 via a bidirectional buffer

284. when the NC 110a operates in slave node, the CPU

memory 214 is directly addressable from VME bus 120.

one of the remote boards can copy data directly from

SUBSHTUTESHEET
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the can memory 214 via the bidirectional buffer 234.

LAM memories 236 and 256 are not directly addressed

over VME bus 120.

The parity FIFOS 240, 260 and 270 each consist of

an ASIC, the functions and operation of which are

described in the Appendix. The FIFOs 240 and 260 are

configured for packet data transfer and the FIFO 270

is configured for massage passing. Referring to the

the PIFOs 240 and 26Q are programmed with

the following bit settings in the Data Transfer

Configuration Register: 6
El: Definition

WD Mode.

Parity Chip N/A

Parity Correct Mode N/A

8/16 bits CPU & Porta interface 16 bits(1)

Invert Port A address 0 no (0)

Invert Port A address 1 yes (1)

Checksum Carry Wrap yes (1)

Reset ' no (0)

The Data Transfer Control Register is programmed as

Appendix,

fisttias

N/A0

1

2

3

4

5

6

7

follows:

Eiinefinitien

0 Enable PortA Req/Ack

Enable Porta Req/Ack

Data Transfer Direction

CPU parity enable

Porth parity enable

PortB parity enable

Checksum Enable

PortA Master yes (1)

Unlike the configuration used on FIFOs 240 and

260, the microprocessor 210 is responsible for loading
and unloading Port.A directly. The microprocessor 210

reads an entire 32-bit word from port A with a single

instruction using two port A access cycles. Port A

SUBSTITUTE SHEET
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data transfer_is disabled by unsetting bits 0 (Enable

PortA' Reg/Ack) and 7 (PortA Master) of the Data

Transfer Control Register.

The remainder of the control settings in FIFO 270

are the same as those in FIFOs 240 and 260 described

above.

The NC 1103 also includes a command FIFO 290. The

command'FIFO 290 includes an input port coupled to the

local data bus 276,_and which is directly addressable

across the VHS bus 120,

connected to the microprocessor data bus 212. As

explained in more detail below, when one of the remote

boards issues a command or response to the NC 110a, it

does so by directly writing a 1—word E32-bit) message

descriptor into NC 110a's command FIFO 290. Command

FIFO 290 generates a "FIFO not empty" status to the

microprocessor 210;

and includes an output port

which then reads the message

descriptor o£f the top of FIFO 290 and processes it.

If the message is a command, then it includes a VME

address at which the message is located (presumably an

address in a shared memory similar to 214 on one of

the" remote boards),

programs the FIFO 270 and the VME/FIFO DMA controller

272 to copy the message from the remote location into

the CPU memory 214.

Command FIFO 290 is a conventional two-port FIFO,

except that additional circuitry is .included for

generating a Bus Error signal on VH8 bus 120 if an

attempt is made to write to the data input port while

the FIFO is full. command FIFO 290 has space for 256
entries.

A noteworthy feature of the architecture of NC 110a

is that the LAN buses 232 and 252 are independent of

the microprocessor data bus 212. Data packets being

routed to or from an Ethernet are stored in LAN memory

236 on the LAN data bus 232 (or 256 on the LAN data

SUBSHTUTESHEET
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bus 252), and not in the CPU memory 214. Data
transfer between the LAN memories 236 and 256 and the

Ethernets 122a 122b, controlled by LAN

controllers 234 and 254, respectively, while most data

transfer between LAN memory 236 or 256 and a remote

port on the VHS bus 120 are controlled by LAN DMA

controllers 242 and A262, FIPOS 240 land 260,

VMB/FIFO DMA controller 272. An exception to this

rule occurs when the size of the data transfer is

small, e.g., than 64 bytes,‘

microprocessor 210 copies it directly without using

DMA.

transfers except in initiating them and in receiving

notification when they are complete.

and are

and

less in which case

The microprocessor 210 is not involved in larger

The CPU memory_214 contains mostly instructions for

microprocessor 210, messages being transmitted to or
from a remote board via FIFO 270.

blocks for controlling the FIFOs, the DMA controllers

and the LAN controllers. The microprocessor 210

-accesses the data packets in the LAN memories 236 and

the

for
256 by ‘directly addressing them through
bidirectional buffers 230 and 250, respectively,

The local high-speed static RAM

in CPU memory 214 can therefore provide zero wait

protocol processing.

state memory access for microprocessor 210 independent‘

of network traffic. This is in sharp contrast to the

prior art architecture shown in Fig. 1, in which all

data and data packets,‘ as well as microprocessor

instructions for host CPU card 10, reside in the

memory 16 and must communicate with the host CPU card

10 via the MMU 11. .

While the LAN data buses 232 and 252 are shown as

separate buses in Fig. 3, it will be understood that

they may instead be implemented as a single combined

bus.

SUBSTITUTE SHEET
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N£IRQBK_QQNBQLLEELJEEBLIIQH

In operation, when one of the LAN controllers (such

as 234) receives a packet of information over its

Ethernet 122a, it reads in _the entire packet and

stores it in corresponding LAN memory 236. The LAN

234 then interrupt to

microprocessor 210 via MPP 224, and the microprocessor

210 examines the status register on LAN controller 234

(via bidirectional buffer 230) to determine that the

event causing the interrupt .was a

completed.“

controller issues an

"receive packet

In order to avoid a potential lockout of

the second Ethernet 122b caused by the prioritized

interrupt handling characteristic of MP? 224, the

microprocessor 210 does not at this time immediately

process the received packet; instead, such processing

is scheduled for a polling function. .

when the polling function reaches the processing of

_the received packet, control over the packet is passed

to a software link level receive module. The link

level receive module then decodes the packet according

to either of two different frame formats: standard

Ethernet format or SNAP (IEEE 802_LCC) format. An

entry in the header in the packet specifies which

frame format was used. The link level driver then

which of three types of messages is

contained in the received packet: (1) IP, (2) ARP

packets which can he handled by a local ARE module, or

determines

—-(3) ARP packets and other packet types which must be

forwarded to the local host "118 (Fig. 2) for

If the packet is an ARP packet which can

he handled by the NC 110a, such as a request for the

address of server 100, then the microprocessor 210

assembles a response packet in LAN memory 236 and, in

a conventional manner, causes LAN controller 234 to

transmit that packet back over Ethernet 122a. It is

noteworthy that the data for

processing.

manipulation

5UB$flTUTESHEaT
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accomplishing this task is performed almost completely

in LAN 236, directly addressed by

microprocessor 210 as controlled by instructions in

CPU memory 214.

memory

The function is accomplished also

without generating any traffic on the VME backplane

120 at all, and without disturbing the local host 118.

If-the received packet is either an AR? packet

which cannot be processed completely in the NC 110a,

or is another type of packet which requires delivery

to the local host 113 (such as a client request for

the server 100 to execute a client-defined procedure),

then the 210 programs LAN DMA

controller 242 to load the packet_from LAN memory 236

into FIFO 240, programs FIFO 240 with the direction of

data transfer, and programs DMA controller 272 to read

microprocessor

the packet out of FIFO 240 and across the VME bus 120‘
into

microprocessor

system memory 116. In particular, the

210 first programs the LAN DMA

controller 242 with the starting address and length of

the packet in LAN memory 236. the

controller to begin transferring data from the LAN

memory 236 to port A of parity FIFO 240 as soon as the

FIFO is ready to receive data.

and programs

second, microprocessor

210 programs the VME/FIFO DMA controller 272 with the

destination address in system «memory 116 and the

length of the data packet. the

controller to begin transferring data from port B of

the FIFO 260 onto VME- bus .120. Finally, the

210 programs FIFO 246 with the

direction of the transfer to take place. The transfer

then proceeds entirely under the control of DMA

242 and 272, ‘without any further

involvement by microprocessor 210. H g

The microprocessor 210 then sends a message to host

118 that a packet is available at.a specified system

memory address.

and instructs

microprocessor

controllers

€5lJEBEFTFTlJT1E!5F1EHET'
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message by writing a message descriptor to a software-

emulated command FIFO on the host, which copies the

message from CPU memory 214 on the NC via buffer 284

and into the host's local memory, in ordinary VME

block transfer mode. The host then copies the packet

from system memory 116 into the host's own local

memory using ordinary VME transfers.

If the packet received by NC 110a from the network

is an IP packet, then the microprocessor 210

determines whether" it is (1) an IP packet for the

server 100 which is not an NFS packet; (2) an IP

packet to be routed to a different network; or (3) an

NFS packet. If it is an IP packet for the server 100,

but not an NFS packet, then the microprocessor 210

causes the packet to be transmitted from the LAN

memory 236 to the host 118 in the same manner

described above with respect to certain ARP packets.

If the IP packet is not intended for the server

100, but rather is to be routed to a client on a

different network, then the packet is copied into the

LAN memory associated with the Ethernet to which the

destination client is connected. If the destination

client is on the Ethernet 122b, which is on the same

NC board as the source Ethernet 1223, then the

microprocessor 210 causes the packet to be copied from

‘LAN memory 236 into LAN 256 and then causes LAN

controller 254 to transmit it over Ethernet 122b. (Cf

course, if the two LAN data buses 232 and 252 are’

combined, then copying would be unnecessary; the

microprocessor 210 would simply cause the LAN

controller 254 to read the packet out of the same

locations in LAN memory to which the packet was

written by LAN controller 234.)

The copying of a packet from LAN memory 236 to LAN

memory 256 takes place similarly to the copying

described above from LAN memory to system memory. For

EBLJEBSVTFTIJTTEESFJEEEFF
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transfer sizes of 64 bytes or more, the microprocessor
210 first programs the LAN DMA controller 242 with the

starting address and length of the packet in LAN

memory 236, and programs the controller to begin

transferring data from the LAN memory 236 into port A

of parity FIFO 240 as-soon as the FIFO is ready to

receive data. Second, microprocessor 210 programs the

LAN DMA controller 262 with a destination address in

LAN memory 256 and the length of the data packet, and

instructs that controller to transfer data from parity

FIFO 260 into the LAN memory 256. Third,

microprocessor 210 programs the VME/FIFO DMA

controller 272 to clock words of data out of port 3 of

the FIFO 240,

of FIFO 260a "Finally, the microprocessor 210 programs

the two FIFOs 240 and 260 with the direction of the

transfer to take place.

over the data bus 274, and into port 3

The transfer then proceeds

entirely under the control of DMA controllers 242, 262

and 272,

microprocessor 210.

without any further‘ involvement by the

I Like the copying from LAN memory

to system memory, if the transfer size is smaller than

64.bytes, the microprocessor 210 performs the transfer

directly, without DMA,

When each of the.LAN DMA controllers 242 and 262

complete their work, they so notify microprocessor 210

by a respective interrupt provided through MFP 224.

when the 21¢ both

interrupts, it programs LAN controller 254 to transmit

the packet on the Ethernet 122b in a conventional
manner.

A Thus.

single network controller 110 takes place over data

microprocessor has received

IP routing between the two Ethernets in a

NO!bus 274, generating no traffic over VME bus 120.

is the host processor 118 disturbed for such routing,

in contrast to the prior art architecture of Fig. 1.

Moreover. all but .the shortest

SUBSTITUTE SHEET
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performed by controllers outside microprocessor 210,

requiring the involvement of the microprocessor 210,

and bus traffic on microprocessor data bus 212, only

for the supervisory functions of programming the DMA

controllers and the parity FIFOs and instructing them

The VME/FIFO DMA controller 272 is

programmed by loading control registers_ via

microprocessor data bus 212; the LAN DMA controllers
242 and 262

registers on

to begin.

control

the

microprocessor data bus 212, respective bidirectional

buffers 230 and 250, and respective LAN data buses 232

and 252, and the parity FIFOs 240 hand 260 are

programmed as set forth in the Appendix.

If the destination workstation of the IP packet to

be routed is on an Ethernet connected to a different

are programmed by loading

the respective controllers via

one of the network controllers 110, then the packet is

copied into the appropriate LAN memory on the NC 110

to which that Ethernet is connected. Such copying is

accomplished by first copying the packet into system_

memory 116, in the manner described above with respect

to certain ARP packets, and then notifying the

destination NC that a packet is available. When an NC

is so notified, it programs its own parity FIFO and

DMA.controllers to copy the packet from system memory

116 into the appropriate LAN memory. It is noteworthy

that though this type of IP routing does create VME

bus traffic, it still does not involve the host CPU

118.

If the IP packet received over the Ethernet 122a

and now stored in LAN memory 236 is an NFS packet

intended for the server 100, then the microprocessor

210 performs all necessary protocol preprocessing to

extract the NFS message and convert it to the local

NPS (LNFS) format.

concatenation of data extracted from a large number of

SUBSTITUTE SHEET.
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individual IP packets stored’ in LAN memory 236,

resulting in a linked list, in CPU memory 214,

pointing to the different blocks of data in LAN memory

236 in the correct sequence.

The exact’ details of the nLNEs format are not
‘important for an understanding of the invention,

except to note that it includes commands to maintain

a directory of files which are stored on the disks

attached to the storage processors 114, commands for

reading and writing data to and from a file on the

disks,

diagnostics

and various configuration management

The directory

supported by LNFS

include the following messages based on conventional

NFS: ‘attributes of a file (GETATTR);

attributes of -a file (SETATTR); look up a file

ILOOKUP); created a file (CREATE); remove a file

(REMOVE); rename a file (RENAME); created a new linked

file (LINK); create a symlink (SYMLINK);

directory (RMDIR); and return file system statistics

(STATFS). The data transfer commands supported by

LNFS include read from a.file (READ); write to a file

(WRITE); read from a directory (READDIR): and read a

link (READLINK).

command (RELEASE), for notifying the file controller

that an RC is finished using a specified buffer in

[and

control messages.

maintenance commands which are

get set

remove a

LNFS also.supports a buffer release

system memory. It also supports a VOP-derived access

command, for determining whether a given type access

is legal for specified credential on a specified file.

I If the LNFS request includes the writing of file

data from the LAN memory 236 to disk, the NC 110a

first requests a buffer in system memory 116 to be

allocated by the appropriate PC 112$ when a pointer

to the buffer is returned, microprocessor 210 programs

LAN DMA controller 242, parity FIFO 240 and VME/FIFO

‘DMA controller 272 to transmit the entire block of

RHRRTITIITF SHEET
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The only difference
between this transfer and the transfer described above

for transmitting IP packets and ARP packets to system

file data to system memory 116,

memory 116 is that these data blocks will typically’

have portions scattered throughout LAN memory 236.

The microprocessor 210 accommodates that situation by

programming LAN DMA controller 242 successively fore

each. portion of the data, in accordance with the

linked list, after receiving notification that the
previous portion is complete. The microprocessor 210

can program the parity FIFO 240 and the VMB/FIFO.DMA

controller 272 once for the entire message, as long as

the entire data block is to be placed contiguously in

116. If it is not. then the

microprocessor 210.can program the DMA controller 272

for -successive blocks in the same manner LAN DMA
controller 242."

system memory

If the network controller 110a receives a message

from another processor in server 100; usually from
that file data is available in

system memory 116 for transmission on one of the

Bthernets, for example Ethernet 122a, then the network

file controller 112,

controller 110a copies the file data into LAN memory _
236 in a manner similar to the copying of file data in

the opposite direction. In particular, the

microprocessor 210 first VME/FIFO DMA

controller 272 with the starting address and length of

116, and programs the

controller to begin transferring data over the VME bus

120 into port B of parity FIFO 240 as soon as the FIFO

is ready to receive data. The microprocessor 210 then

programs the LAN DMA controller 242 with a destination

address in LAN memory 236 and then length of the file

data, and instructs that controller to transfer data

from the parity FIFO 240 into the LAN memory 236.

Third. microprocessor 210 programs the parity FIFO 240

£5LJE}SFTfT1J'fEEE5liEEE?T
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The

transfer then proceeds entirely under the control of

DMA controllers 242 and 272, without any further

involvement by the microprocessor 210. Again, if the

file data is scattered in multiple blocks in system

the

with the direction of the transfer to take place.

memory 116, the microprocessor 210 programs

=VME/FIFO DMA controller 272 with a linked list of the

blocks to transfer in the proper order.

when each of >the DMA controllers 242 "and 212

complete their work, they so notify microprocessor 210

through MFP 224.

all necessary protocol processing on the LNFS message

The microprocessor 210 then performs

in LAN memory 236 in order to prepare the message for

transmission over the Ethernet 122a in the form of

Ethernet IP packets, As this

protocol processing is performed entirely in network

controller 110a, without any involvement of the local
host 118.

It should be noted that the parity PIFQS are

designed to move multiples of 128-byte blocks most

efficiently,

set forth above,

The data transfer size through port B is

always 32—bits wide, and the VME‘address corresponding

to the 32-bit data must be quad-byte aligned. ‘The
data transfer size for port A can be either 8 or 16

hits. For bus utilization reasons, it is set to 16

hits when the corresponding local start address is

double-byte aligned, and is set at 8 bits otherwise.

The TCP/JP checksum is always computed in the 16 bit

mode. Therefore, the checksum word requires byte

swapping if the local start address is not double-

hyte aligned. ' _

Accordingly, for transfer from port B to port A of

any of the FIFOB 240, 260 or 270, the microprocessor

210 programs the VME/FIFO DH controller to pad the

transfer count to the next 128-byte boundary. The

extra 32-hit word transfers do not involve the VHS

SUB§flTUTE$HEET
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bus, and only the desired number of 32-bit words will

be unloaded from port A.

For transfers from port A to port 3 of the parity

FIFO 270, the microprocessor 210 loads port A word-

by-word and forces a FIFO full indication when it is

finished. The FIFO full indication enables unloading

from port B. The same procedure also takes place for

transfers from port A to port 8 of either of the

parity FIPOs 240 or 260, since transfers,of fewer than

.128 bytes are performed under local microprocessor

control rather than. under the control of LAN DMA

controller 242 or 262. For all of the FIFOS, the

VME/FIFO DMA controller is programmed to unload only

the desired number of 32-bit words.

EILE_QQHIEQLLBR_flAEDflABE_ARQfllIEQIflBE

The file controllers (PC) 112 may veach _be a

standard off-the-shelf microprocessor board. such as
one

manufactured by Motorola Inc; Preferably,

however, a more specialized board is used such as that

shown in block diagram form in Fig. 4.

4 shows one of the PCs 112a, and it will be

understood that the other PC can be identical. -In

many aspects it is simply a scaled—down version of the

NC 110a shown in Pig. 3, and in some respects it is

scaled up. Like the NC 110a, FC 112a comprises a

20MHz 68020 microprocessor 310 connected to a 32-bit

microprocessor data bus 312. Also connected to the

microprocessor data bus 312 is a 256K byte shared CPU

memory. 314. The order 8 bits of the

microprocessor data bus 312 are connected through a

bidirectional buffer 316 to an 8-bit slow-speed data

bus 318. On slow-speed data bus 318 are a 128K byte

PROM 320, and a multifunction peripheral (MFP) 324.

The functions of the PROM 320 and MFP 324 are the same

Fig.

low

as those described above with respect to BPROM 220 and‘

SUBSTITUTE SHEET
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Map 254 on No 110a. PC 1123 aces not include paom

like the PROM 222 on NC 110a, but does include a

parallel port 392. The parallel port 392 is mainly

for testing and diagnostics.
Like the NC 110a, the PC 112a is connected to the

VME bus 120 via a bidirectional buffer 380 and a-32-

bit local data bus 376.

382 are connected to the local

A set of control registers

data bus 376,

directly addressable across the VME bus 120. The

data 316 is the

microprocessor data bus 312 via a bidirectional buffer

384. This permits the direct addressability of CPU

memory 313 from VME bus 120.
FC.112a also includes a command FIFO 390, which

includes an input port coupled to the local data bus

376 and which is directly addressable across the VME

bus 120. ‘

port connected to the microprocessor data bus 312.

and

local bus also coupled to

The command'FIFO 390 also includes an output

The structure, operation and purpose of command FIFO

390 are the same as those described above with respect

to command FIFO 290,on NC 110a.
The PC 112a omits the LAN data buses 323 and 352

which are present in Nd 110a, but instead includes a

4 megabyte 32-bit wide PC memory 396 coupled to the

microprocessor data bus 312 via a bidirectional buffer
394. As will be seen, FC memory 396 is used as'a

cache memory for file control information, separate

from the file data information cached in system memory

116.

The file controller embodiment shown in Fig. 4 does

not include any DMA controllers, and hence cannot act

as a master for transmitting or receiving data in any

over the VME bus 120." Block

transfers do occur with the CPU memory 314 and the PC
memory 396, however, with the PC 112a acting as an VME

bus slave.

block transfer mode,

In such transfers, the remote master

suas'rrru'rs sneer
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addresses the CPU memory 314 or the PC memory 396

directly over the VME bus 120 through the

bidirectional buffers 384 and, if appropriate, 394.

EIL£_§QNIBQLLEB_QEEBBIIQN

_ The purpose of the PC 112a is basically to provide

virtual file system services in response to requests

provided in LNPS format by remote processors on the

VME_bus 120. Most requests will come from a network

controller 110, but requests may also come from the

local host 118.

The file related commands supported by LNPS are

identified above. They are all specified to the PC

112a in terms of logically identified disk data

-blocks. Por example, the LNPS command for reading

data from a file includes a specification of the file

from which to read (file system ID (FSID) and file In

(inode)), a byte offset, and a count of the number of

bytes to read. The PC 112a converts that

identification into physical form, namely disk and
.sector numbers; in-order to satisfy the command.

The PC 112a runs a conventional Past File System

‘(PPS or UPS), which is based on the Berkeley 4.3 VAX

release. This code performs the conversion and also

performs all disk_ data caching and control data

caching. However; as previously mentioned, control

data cgghing is performed using the PC memory 396 on
PC 1I§a,'whereas disk data caching is performed using

the system memory 116 (Fig. 2). Caching this file

control information within the PC 112a avoids the VME

bus congestion and speed degradation which would

result ‘if file control information was cached in

system memory 116. The memory on the PC 1123 is

directly accessed over the VHS bus 120 for three main

purposes. First, and by far the most frequent, are

accesses to PC memory 396 by an SP 114 to read or

sues1'rru'rs SHEET
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write‘ cached file control information.

accesses requested by PC

These are

112a to write locally

modified file control structures through to disk, or

to read file control structures from disk. Second,

the FC's CPU memory 314 is accessed directly by other

processors for message transmissions from the FC 112a

to such other processors. VFor example, if a data

block in system memory is to he transferred to an SP

}14 for writing to disk, the PC 112a first assembles

a message in its local memory 314 requesting such a

transfer. The PC 112a then notifies the SP 114, which

copies the message directly from the CPU memory 314

and executes the requested transfer.

A third type of direct access to the FC's local‘

memory occurs when an LNFS client reads directory

entries. When FC 112a receives an LNFS request to
the PC the

requested directory entries in PC memory .396 and

notifies the requester of their -The

requester than directly accesses PC memory 396 to read

the entries.

The version of the UFS code on PC 112a includes

some modifications in order to

read’ directory entries, 112a formats

location.

separate the two

In particular, two sets of buffer headers are

maintained, one for the PC memory 396 and one for the

caches.

system memory 116.,

system buf£er_rb‘utines (GETBLK(), BRELSE(), BREAD()—,

BWRITE(), and BREADA()) exist, one for buffer accesses

to FC Men 396 and one for buffer accesses to systeml

.memory 116. The UPS code_1s further modified to call

the appropriate buffer routines for FC memory 396 for

accesses to file centrol information, and to call the

appropriate buffer routines for the system memory 116

for the caching of disk data. A‘ description of ups

may be found in chapters 2, 5, 7 and 8 of ‘Kernel

Structure and Flow,“ by Rieken and Webb of .sh

SUBSTITUTE SHEET
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(Santa Clara, California:

incorporated herein by reference.

sent to the re by‘ a

requestor such as a network controller, the PC first

converts the file, offset and count information into

disk and sector information. It then locks the system

which contain that information,

instructing the storage processor 114 to read them

When the buffer is ready, the

consulting 1988),

When a read command is

memory buffers

from disk if necessary.

‘PC returns a message to the requester containing both

the attributes of the designated file and an array of

buffer descriptors that identify the locations in

system memory 116 holding the data. .
After the requestor has read the data out of the

buffers, it sends a release request back to the PC.

The release request is the same message that was

returned by the_FC in response to the read request;

the FC 112a uses the information contained therein to

determine which buffers to free.

A write command is processed by PC 112a similarly

to the read command, but the caller is expected to

the ‘locations in

system memory 116 identified by the buffer descriptors

returned by the PC 112a. Since PC 112a employs write-

through caching, when it receives the release command-

from the requester, it instructs storage processor 114

to copy the data from system memory 116 onto the

»appropriate disk sectors before freeing the system

memory buffers for possible reallocation.

The READDIR transaction is similar to read and

write, but the request is satisfied by the PC 112a

directly out of its own FC memory 396 after formatting

the requested directory information specifically for

this purpose. The PC 112a causes the storage

processor read the requested directory information

from disk if it is not already locally cached. Also,

sussn-ru'rs sneer
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the specified offset is a "magic cookie" instead of a

byte offset, identifying directory entries instead of

an absolute byte offset into the file.

attributes are returned.

The READLINK_ transaction also returns no file

attributes,

entirety, it does not require any offset or count.

No file

and since links are always read in their

For all of the disk data caching performed through

116, the ?C 112a acts as a central

authority for dynamically allocating, deallocating and

keeping track of buffers.

Pcs 112, each. has exclusive control over its own

assigned portion of system memory 116. In all of

these transactions, the requested buffers are locked

during the period between the initial request and the

system memory

If there are two or more

by other clients,
Also in the situation where there are two or more

Fcs, each file system on the disks is assigned to a

particular one of the Pcs. .FC #0 runs a process

called FC_VICE_PREsIDENT, which maintains a list of

which file systems are assigned to which PC. when a

client processor (for example an NC 110) is about to

make an LNFS request designating a particular file

system, it first sends the fsid in a message to the

asking which FC controls the

-file The FC_VICE_PRESIDENTspecified system.

' responds, and the’ client processor sends the LNFS

request to the designated PC. The client processor

also maintains its own list of fsid/PC pairs as it

discovers them, so as to minimize the number of such

requests to the FC_VIqE_PRESIDENT.

£1939E_2BQCE§§QB_HBBDflBRE.AE£HIIECIHE£

In the file server 100, each of the" storage

processors 114 can interface the VME bus 120 with up
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to 10 different SCSI buses. Additionally, it can do

so at the full usage rate of an enhanced block

transfer protocol of 55MB per second.

Pig. 5 is a block diagram of one of the SP5 114a.

SP 114b is identical. SP 114a comprises a

microprocessor‘ 510, which may be a Motorola 68020

microprocessor operating at 2OMHz. The microprocessor

510 is coupled over a 32-bit microprocessor data bus

512 with CPU memory 514, which may include up to 1MB

of static RAM.

instructions,

512,

microprocessor 510 is the only master of bus 512.

The microprocessor 510 accesses

data and status on its own private bus

with no contention from any other source. The

The low order 16 bits of the microprocessor data

bus 512 interface with a control bus
516 via a

‘bidirectional buffer 518. The low order 8 bits of the

control bus 516 interface with a slow speed bus 520

via another bidirectional buffer 522. The slow speed

bus 520 connects to an MFP 524, similar to the MFP 224

in NC 110a (Pig. 3), and with a PROM 526, similar to

PROM 220 on NC 110a. The PROM 526 comprises 128K

bytes of EPROM which contains the functional code for

SP 114a. Due to the width and speed of the BPROM 526,

the functional code is copied to CPU memory 514 upon
reset for faster execution.

use 524, like the MFP 224 on no noa, comprises a

Motorola 68901 multifunction peripheral device. It

the

controller, individually programmable I/O pins, four

timers and a UART. The UART functions provide serial

communications across an as 232 bus (not shown in Fig.

5) for debug monitors and diagnostics. Two of the

four timing functions may be used as general-purpose

timers by the microprocessor 510, either independently
or" in cascaded fashion. A third timer function

clock for a DNA controller

provides functions of. a vectored interrupt
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described below, and the fourth timer generates the
UAR? clock. Additional information on the MP? 524 can

be found in “NC 68901 Mu1ti—Function Peripheral

Specification," by Inc., which is

incorporated herein by reference. '1' h e e i g h t

general—purpose I/0 bits provided by MFP 524 are

configured according to the following table:

Motorola,

7 input Power Failure is Imminent — This
functions as an early warning.

input SCSI Attention — A composite of the SCSI.
Attentions from all 10 SCSI channels.

Channel Operation Done - A composite of
the channel done bits from all 13
channels of the DMA controller, described
below.

input

DHA Controller Enable.
Controller to run;

output Enables the DMA

input VMEbus Interrupt Done — Indicates the
completion of h VMEbus Interrupt.

Command Available - Indicates that the
sP'S Command Fife, described below,
contains one.or more command pointers.

input

output External Interrupts Disable. Disables
externally generated interrupts to the
microprocessor 510.

output Command Fifo Enable. Enables operation of
the SP'S Command Fifo. Clears the Command

Fifo when reset.

commands are provided to the SP 114a from the VME
bus 120 via a bidirectional buffer 530, a local data

bus 532, and a command FIFO 534. The command FIFO 534

is similar totthe command FIFOs 290 and 390 on NC 1103

and PC 112a, respectively, and has a depth of 256 32-

bit entries. The command FIFO 534 is a write-only

register as seen on the VHF bus 120, and as a read-

only register as seen by microprocessor 510. If the

SUBSTITUTE SHEE7
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FIFO is full at the beginning of a write from the VME

bus, a VHS bus error is generated. Pointers are

removed from the command FIFO 534 in the order

received, and only by the microprocessor 510. Command

available status is provided through 1/0 bit 4 of the

MFP 524, and as a long as one or more command pointers

are still within the command FIFO 534,

available status remains asserted.

As previously mentioned, the SP 114a supports up to

10 SCSI buses or channels 540a—540j.

configuration,

the command

In the typical

buses 540a-540i support up to 3 SCSI

disk drives each, and channel S40j supports other SCSI‘

peripherals such as tape drives, optical disks, and so

on. Physically, the SP 114a connects to each of the

SCSI buses with an ultra-miniature D sub connector and

round shielded cables. Six 50-pin cables provide 300

conductors which carry 18 signals per bus and 12

grounds. The cables attach at the front panel of the

SP 114a and to a commutator-board at the disk drive

Standard 50-pin cables connect each SCSI

device to the commutator board.

are installed on the SP 114a.

The SP 114a supports .synchronous parallel data

transfers up to 5MB per second on each of the SCSI

buses S40, arbitration, and disconnect/reconnect

services. Each SCSI bus 540 is connected to- a

respective SCSI adaptor 542, which in the present

embodiment is an AIC 6250 controller IC manufactured

by Adaptec Inc., Milpitas, California, operating in

the non-multiplexed address bus mode. The AIC 6250 is

described ‘in detail in "AIC-6250 Functional

Specification," by Adaptec Inc., which is incorporated

The SCSI adaptors 542 each

provide the necessary hardware interface and low-

level electrical protocol to implement its respective

scsr channel. " '

array.

Termination resistors

herein by reference.
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The 8-bit data port of each'of the SCSI adaptors

S42 is connected to port A of a respective one of a

set of ten parity FIFOs 544a-5443. The PIPOs 544 are

the same as FIFOs 240, 260 and 270 on NC 110a, and are

connected and configured to provide parity covered

data transfers between the 8-bit data port of the

respective SCSI adaptors 542 and a 36-bit (32-bit plus

The FIFOs 544

status, word assembly/disassembly

and speed matching FIFO'buffering for this purpose.

4 bits of parity) common data bus 550.

provide handshake,

The FIFOs 544 also generate and check parity for the

32-bit bus, they

accumulate and check redundant data and accumulate

recovered data. .

All of the SCSI adaptors 542 reside at a single

location of the address space of the microprocessor

510, as do all of the parity FIPOS 544. The

and for RAID 5 implementations

"microprocessor 510 selects individual controllers and

FIFOs for access in pairs, by first programming a pair

select register (not shown) to point to the desired

pair and then reading from or writing to the control

register address of the-desired.chip in the pair. The

510 with the control

registers on the SCSI adaptors 542 via the control bus

516 and an additional bidirectional buffer 546, and

communicates-with the control registers on FIFOs 544

via the control bus 516 and a bidirectional buffer

552. Both the SCSI adaptors S42 and FIFOs 544 employ

8-bit control registers, and register addressing of

the FIFOS 544 is arranged such that such registers

alias in consecutive byte locations. This-allows the

microprocessor 510 to write to the registers as a

single 32-hit register, thereby reducing instruction

overheadr

The parity FIPos 544 are each configured in their

Adaptec 6250 mode. Referring to the Appendix, the

8.IiB_$_I!.IiIIz 31157

microprocessor communicates
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FIPOs 544 are programmed with the following bit

settings in the Data Transfer Configuration Register:

311 nsiinirinn Earring

WD Mode (0)

Parity Chip (l)

Parity Correct Mode (0)

8/16 bits CPU & PortA interface (0)

Invert Port A address 0 (1)

Invert Port A address 1 (1)

Checksum Carry Wrap (0)

Reset .(0)

The Data Transfer Control Register is programmed as

follows:

~lO|U|ubl.a.IlOD-O
flit - Dsiiniiien

0 ‘ Enable Porta Req/Ack

Enable PortB Reg/Ask

Data Transfer Direction

CPU parity enable

Baiting

(1)

(1)

as desired

(0)

(1)

(1)

Perth parity enable

Ports parity enable

Checksum Enable (0)

Porta Master (0)

In addition, "bit 4 of the RAM Access Control

Register (Long Burst) is programmed for 8—byte bursts.

SCSI adaptors 542 respective

interrupt signal, the status of which are provided to

microprocessor 510 as 10 bits of a 16-bit SCSI

interrupt register 556. The SCSI interrupt register

556 is connected to the 516.

Additionally, a composite SCSI interrupt is provided

through the MP9 524 whenever any one of the SCSI

adaptors 542 needs servicing.
An additional parity FIFO 554 is also provided in

the SP 1143, for message passing.

each generate a

control bus

Again referring to

the Appendix, the parity FIFO 554 is programmed with

SUBSTITIITE SHEET
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the following bit settings in the Data Transfer

Configuration Register: ‘

Bil Defiinition setting

0 Wu Mode (0)

Parity Chip _ (1)

Parity Correct Mode (0)

8/16 bits CPU & Porth interface (1)

Invert Port A address 0 ~ (1)

Invert Port A address 1 (1)

Checksum Carry Wrap (0)

Reset (0)

The Data Transfer Control Register is programmed as

follows: '

Enable.PortA Req/Ack (0)

Enable PortB Req/Ack (1)

Data Transfer Direction as desired

CPU parity enable (0)

Perth parity enable (0)

'PortB parity enable (1)

Checksum Enable (0)

Porth Master (0)

In addition,- bit. 4 of the RAM Access Control

Register (Long Burst) is programmed for 8-byte bursts.
Port A of FIFO 554 is connected to the 16-bit

control bus 516. and port 3 is connected to the common

data bus $50_ FIFO 554 provides one means by which

the microprocessor 510 can communicate directly with

the VME bus 120, as is described in more detail below.

0

1

2

3

4

5

6

7

The microprocessor 510 manages data movement using

a set of 15 channels, each of which has an unique

status which indicates its current state. Channels

are implemented using a channel enable register S60

and a channel status register 562, both connected to

the control bus 516. The channel enable register 560

SUBSTITUTE SHEET
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is a 16-bit write-only register, whereas the channel

status register 562 is a 16-bit read—only register.

The two registers reside at the

microprocessor 510.

same address to

‘The microprocessor 510 enables a

particular channel by setting its respective bit in

channel enable register 560, and recognizes completion

of the specified operation by testing for a "done" bit
in the. 562. The

microprocessor 510 then resets the enable bit, which

causes the respective "done" bit in the channel status

register 562 to be cleared.
The channels are defined as follows:

QBANNEL EHBQIIQN

(l:9

channel status register

These channels control data movement to

and-from the respective FIFOs 544 via the
common data bus 550. when a FIFO is
enabled and a request is received from
it, the channel becomes ready. Once the
channel has been serviced a status of
done is generated.

These channels control data movement between
a local data buffer 564, described below, and
the VNE bus 120. when enabled the channel

becomes ready. Once the channel has been
serviced a status of done is generated.

when enabled, this channel causes the DRAM in
local data buffer 564 to be refreshed based on

a clock which is generated by the HFP 524.
The refresh consists of a burst of 16 rows.

This channel does not generate a status of
done.

The microprocessor's communication FIFO 554 is
serviced by-this channel. when enable is set‘
and the FIFO 554 asserts a request then the
’channel becomes ready. This channel generates
a status of done.

Low latency’ writes from microprocessor 510
onto the VME bus 120 are controlled by this
channel. When this channel is enabled data is

moved from a special 32 bit register,
described below, onto the VME bus 120. This
channel generates a done status.

2:ms'rIIIlTE, SHEET



Oracle-Huawei-NetApp Ex. 1002, pg. 1384

VWD9UW3flW PC!‘IUS90/047ll

. -50-

15. This is a null channel for which neither a
ready status nor done status is generated.

Channels are prioritized to allow servicing of the

more critical requests first. Channel priority is

assigned in a descending order starting at channel 14.

That is, in the event that all channels are requesting

service, channel 14 will be the first one served.

The data 550 is coupled

bidirectional register 570 to a 36-bit junction bus

572. A second bidirectional register 514 connects the
junction bus 572 with the local data bus 532. Local

data buffer 564, which comprises 1MB of DRAM, with

parity, is coupled bidirectionally to the junction bus

572. It is organized to provide 256K 32-bit words

with byte parity. The SP 114a operates the DRAMS in

page mode to support a very high data rate, which

requires bursting of data instead of random single-

It will be seen that the local data

buffer 564 is used to implement a RAID

array of inexpensive disks) algorithm, and is not used

for direct reading and writing between the VHS bus 120

and a peripheral on one of the SCSI buses 540.

A read~¢n1y register 576, containing all zeros, is

also connected to the junction bus 572. This register

is used mostly for diagnostics, initialization, and

common bus via a

word accesses.

(redundant

clearing of large blocks of data in system memory 116.

The movement of data between the PIPOs $44 and 554,

the-local data buffer 564, and a remote entity such as

the-system memory 116 on the VME bus 120,

controlled by a VME/FIFO DMA controller 580.

VMB/FIFO DNA controller 580 is similar to the VME/FIFO

DMA controller 272 on network controller lloa (Fig.

is all

The

3). and is described in the Appendix. Briefly, it

includes a bit slice engine 582 and a dual-port static

RAM 534. One port of the dual-port static RAM 584

communicates over the 32-bit microprocessor data bus
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512 with microprocessor 510, and the other part

communicates over a separate 16-bit bus with the bit

slice engine 582. The microprocessor 510 places

command parameters in the dual—port RAM 584, and uses

the-channel enables 560 to signal the VME/FIFO DMA

controller 580 to proceed with the command. The

VME/FIFG DMA controller is responsible for scanning

the servicing requests, and

returning ending status in the dual-port RAM 584. The

dual-port RAM 584 is organized as 1K x 32 bits at the

32-bit port and as 2K x 16 bits at the 16-bit port. a

example showing the method by which the microprocessor

510 controls the VME/FIFO DMA controller 580 is as

follows. First, the microprocessor 510 writes into

the dual-port RAM 584 the

associated parameters for the desired channel.

example, the command might be, "copy a block of data

from FIFO 544h out into a bloch of system memory 116

Second, the

microprocessor sets the channel enable bit in channel

channel status and

desired command and

For

beginning at a specified VME address."

enable register 560 for the desired channel,

At the time the channel enable bit is set, the

appropriate FIFO may not yet be ready to send data.

Only when the-VME/FIFO DMA controller 580 does receive

a "ready" status from the channel, will the controller

In the meantime, the DMA

controller 580 is free to execute commands and move

data to or from other channels.

When the DNA controller-580 does receive a status

of “ready” from the specified channel, the controller‘

fetches the channel command and parameters from the

dual-ported RAM 584 and executes. when the command is

complete, for example all the requested data has been

copied. the DMA controller writes status back into the

dual-port RAM 584 and asserts "done" for the channel

in channel status register 562.

suss'rrru1's SHEET
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510 is then interrupted, at which timev it reads

channel status register 562 to determine which channel

interrupted. The microprocessor 510 then clears the

channel enable for the appropriate channel and checks

the ending channel status in the dua1—port RAM 584.

In this way a high—speed data transfer can take

place under the control of DMA controller 580, fully

in parallel with other activities being performed by

microprocessor 510. The data transfer takes place

’over busses different from microprocessor data bus

512, thereby avoiding any interference with

microprocessor instruction fetches;

The SP 114a also includes a high—speed register

590, which is coupled between the microprocessor data

bus 512 and the local data bus 532. The high-speed

register 590 is used to write a single 32-bit word to

an VME bus target with a minimum of overhead. The

register is the

In order to write a word onto the

write viewed fromonly as

microprocessor 510.

VME bus 120, the microprocessor 510 first writes the

word into the register 590, and the desired VMB target

into RAM 584. when the

microprocessor 510 enables the appropriate channel in

channel enable register 560. the DMA controller 580

transfers the data from the register 590 into the VHS

bus address specified in the dual-port RAM 584, The

DNA controller 580 then writes the ending status to

the dual—port RAM and sets the channel ‘done’ bit in

channel status register 562.

address dual-port

This procedure is very efficient for transfer of a

single word of data, but becomes inefficient for large

blocks of data.

data. typically ‘for message passing, are usually

Transfers of greater than one word of

‘performed using the FIFO 554.

The SP 114a also includes a series of registers

592, similar to the registers 282 on NC 110a (Fig. 3)

sus's1'rru'rs st-I,EE_T
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and the registers 382 on PC 112a (Fig. 4). The
details of these registers are not important for an

understanding of the present invention.

EIQBB§E_2BQ§E£§QE_Q2EBAIIQH

The 30 SCSI disk drives supported by each of the

SP5 114 are visible to a client processor, for example

112,

large, logical disks or as 30 independent SCSI drives,

depending on configuration.

one _of the file controllers either as three

when the drives

the SP uses RAID 5

design algorithms to distribute data for each logical

drive on nine physical drives to minimize-disk arm

contention. The tenth drive is left as a spare. The

RAID 5 algorithm inexpensive

drives,

are

visible as three logical disks,

(redundant array of

revision 5) is described in “A Case For a

(RAID)", by

Patterson et a1., published at ACM SIGMOD Conference,

Chicago, Ill., June 1-3, 1988, incorporated herein by
reference.

In the RAID 5 design, disk data are divided into
stripes. Data stripes are recorded sequentially on

eight different disk drives.

the exclusive-or of eight data stripes, is recorded on

a ninth drive. If a stripe size is set to BK bytes, a

read of BK of data involves only one drive. A write of

Redundant .Arrays of Inexpensive Disks

A ninth parity stripe,

parity drive. Since a write requires the reading back

of old data to generate a new parity stripe,

are also referred to as modify writes. The SP 114a

supports SCSI

concurrently. when stripe size is set to BK, a read of

64K of data starts all eight SCSI drives, with each
The

caller

writes

nine nine drivessmall ~reads to

drive reading one BK

parallel operation is

client. '

stripe worth of data.

transparent to the

s_uss'rrru1's sues-r
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The‘ parity stripes are rotated among the nine

drives in order to avoid drive contention during write

operations. The parity stripe is usedf to improve

availability of data._ When one drive is down, the SP

1143 can reconstruct the missing data from a parity

stripe. In such case, the SP 114a is running in error

When a bad drive is repaired, the SP

114a can be instructed to restore data on the repaired

drive while the system is on—line.

When the SP 1143 is

independent SCSI drives,

recovery mode.

used to attach thirty

no parity stripe is created

and the client addresses each drive directly.

The SP 114a messages

(transactions, commands) up to 200

messages per second. The SP 114a does not initiate any

after initial system configuration. The

following SP 1143 operations are defined:

01 No op

02 Send configuration Data

03 Receive Configuration Data

processes multiple

at one time,

messages

05 Read and Write Sectors

06 Read and Write Cache Pages

07 IOCTL Operation

08 Dump SP 114a Local Data Buffer

09 Start/Stop A scsz Drive

OC Inquiry ‘

OE Read Message Log Buffer
0? Set SP 114a Interrupt

The above transactions are described in detail in

the above—identi£ied application entitled MULTIPLE

FACILITY OPERRTING SYSTEM ARCHITECTURE. For and

understanding of the invention, it will be useful to

describe the function and operation of only two of

these commands: read and write sectors, and read and

write cache pages.

SUBSTITUTE SHEET
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This command, issued usually by an FC 112, causes

the SP 114a to transfer data between a specified block

of system memory and a specified series of contiguous

sectors on the SCSI disks. As previously described in

with the file 112, the

particular sectors are identified in physical terms.

In particular, the particular disk sectors are

identified by SCSI channel number (0-9), SCSI IE en

that channel number (0-2), starting sector address on

the specified drive,

sectors to read or write.

connection controller

and a count of the number of

The SCSI channel number is

‘zero if the-SP 114a is operating under RAID 5.

The SP 114a can execute up to 30 messages on the 30

Unlike most of the

which are

SCSI drives simultaneously.

commands to an SP 114, processed by

‘microprocessor ‘510 as- soon as they appear on the

command FIFO 534, read and write sectors commands (as

well as read and write cache memory commands) are

first sorted and queued. Hence, they are not served

in the order of arrival,

When a ‘disk the

microprocessor S10 determines which disk drive is

access command arrives,

targeted and inserts the message in a queue for that

disk drive sorted by the target sector address.

microprocessor 510 executes commands on all the queues

simultaneously, in the order present in the queue for
each disk drive.

movements, the microprocessor 510 moves back and forth

In order to minimize disk arm

among queue entries in an elevator fashion.

If no error conditions are detected from the SCSI

disk drives, the'command is completed normally. When

a data check error condition occurs and the SP 114a is

configured for RAID 5, recovery using

redundant data begin automatically. when a drive is

down while the SP 114a is configured for RAID 5,

SUBSTITUTE SHEET
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recovery actions similar to data check recovery take

place.

 

This command is similar to read and write sectors,

except that multiple VME addresses are provided for‘

transferring disk data to and from system memory 116.

Each VME address points to a cache page in system

memory 116. the size of which is also specified in the

command. when transferring data from a disk to system

memory 116, data ‘are. scattered_ to different cache

pages; when writing data to a disk, data are gathered

from different cache pages in system memory 116.

Hence, scatter-this operation is referred to as a

gather function.

The target sectors on the SCSI disks are specified»

in the command in physical terms, in the same manner

that they are $Pscified for the read and write sectors

command. Termination of the command with or without

error cahditions is the same as for the read and write

sectors command.

The dual—port Ran 584 in the bum controller 580
maintains a separate set of commands’for each channel

controlled by the bit slice engine 532."

channel

As each

completes its previous operation.

dual-port RAM 584_for that channel in order to satisfy

the next operation on a disk elevator qpeue.

The commands written to the DMA controller 580

include an operation code and a code indicating

whether the operation is to be performed in non-block

mode, in standard VME block mode, or in enhanced block

mode. The operation codes supported by DMA controller

580 are as follows:

. SUB§flTUTESHEET
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’ NO-OP

ZERO!‘-IS -> BUFFER Move zeros from zeros

register 576 to local
data buffer 564.

ZEROES -> Move zeros from zeros
register 576 to the
currently selected
FIFO on common data
bus 550. -

ZEROES —> Move zerosfrom zeros

register 576 out onto
the VME bus 120.

Used for initializing
cache buffers in

system memory 116.

VMEbus —> BUFFER Move data from the
VME bus 120 to the
local data buffer

564. This operation
is used during a
write, to move target
data intended for a
down drive into the
J: u f f e r f o r

participation in
or e d u n d a n c y
generation. Used
only for’ RAID 5
application.

VMEbus -> FIFO New data to be
written from ‘VME bus
onto a drive. Since

RAID 5 requires
redundancy data to be
generated from data
that is buffered in
local data buffer

564, this operation
will be used only if
the SP 114a is not

configured for RAID
5.

vmsbus -> aurssa & szro .
Target data is moved from
VH8 bus 120 to a SCSI

suesnrurs SHEET
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device and is also

captured in the local data
b\:f fear 5 64 ft):

participation in
redundancy generation.
Used only if SP 1143 is
configured for .RAID 5
operation.

BUFFER -> VMEbus. This operation is not
used.

BUFFER -> FIFO Participating data is
transferred to create
redundant data or
recovered data on a
disk drive. Used

only in RAID 5
applications.

FIFO‘ -> VMEbus This operation is

used to move target
data directly from a
disk drive onto the
VME bus 120.

FIFO —> BUFFER _ Used to move
participating data
for recovery and
modify operations.
Used only in RAID 5

applications.

FIFO -> Vmabus & BUFFER
This operation is used to
save target data for
participation. in data‘
recovery. Used only in
RAID 5 applications.

§X§I£M_MEMQBI

Fig. 6 provides a simplified block diagram of the

preferred architecture of one of the system memory

cards 116a. Each of the other system memory cards are

the same. Each memory card 116 operates as a slave on

the enhanced VME bus 120 and therefore requires no on-

board cps. Rather, A timing control block 510 is

sufficient to provide the necessary slave control

operations. In particular, the timing control block

SUSTITUTE SH EET
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610, in response to control signals from the control

portion of the enhanced VME bus 120, enables a 32-bit

wide buffer 612 for an appropriate direction transfer

of 32-bit data between the enhanced VME bus 120 and a

multiplexer unit 614. ‘The multiplexer 614 provides a

multiplexing-and demultiplexing function, depending on

data transfer direction, for a six megabit by seventy-

two bit word memory array 626. An error correction

code (ECC) generation and testing unit 622 is also

connected ‘to the multiplexer 614 to generate or

verify, again depending on transfer direction, eight

bits of ECG data. The status of ECG verification is

provided hack to the timing control block 610.

ENHAE§ED_!ME_BH§_£BQIQQQL

VME bus 120 is physically the same as an ordinary
VME bus, but each of the Ncs and SP3 include

additional circuitry and firmware for transmitting

data using an enhanced VH2 block transfer protocol.

The enhanced protocol is described in detail in the

above—identifi'ed application entitled ENHANCED vmaaus
PROTOCOL UTILIZING PSEUDOSYNCHRONOUS HANDSHAKING AND

BLOCK MODE DATA TRANSFER, and summarized in the

Appendix hereto. Typically transfers of LNFS file

data between Ncs and system memory, or between sPs and

. system memory, and transfers of packets being routed

from one NC to another through system memory, are the

only types of transfers that use the enhanced protocol
in server 100. All other data transfers on VME bus

120 use either conventional VME block ‘transfer
protocols or ordinary non-block transfer protocols.

ME§§AGB_RL§§IHQ

As is evident from the above description, the

different processors in.the server 100 communicate

with each other via certain types of messages. In

suas1'rru'rs sneer
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software, these messages are all handled by the

messaging kernel, described in detail in the MULTIPLE

FACILITY OPERATING SYSTEM .ARCHITECTURE application

cited above.

follows.

Each of the Ncs 110, each of the PCs 112, and each

of the sPs 114 includes a command or communication

FIFO such as 290 on NC 110a. The host 118 also

includes a command FIFO, but since the host is an

the FIFO is

The write port of the command

FIFO in each of the processors is directly addressable

from any of the other processors over VME bus 120.

Similarly,

In hardware, they are implemented as

unmodifiied purchased processor board,
emulated in software.

each of the processors except SP3 114

also includes shared memory such as CPU memory 214 on

NC 1103. This shared memory is also directly

addressable by any of the other processors in the

server 100. '

If one processor, for example network controller

110a, is torgepd a message or command to a second
processor, for example file controller-112a, then it

does so as follows- First, it forms the.message in

its own shared memory (e.g., in CPU memory 214 on NC

110a). second,

processor directly writes a message descriptor into

the command FIFO in the receiving grocessor.

the microprocessor in the sending

For a

command being sent from network controller 110a to

file controller 112a, the microprocessor 210 would
perform the write via buffer 284 on NC 110a, VME bus

"120, and buffer 384 on file controller 112a.

The command descriptor is 'a_,single 32-bit word

containing in its high order 30 bits a VME address

indicating the start of a quad—aligned message in the

sender's shared memory. The low order two bits

indicate the message type as follows:

SUBSTITUTE SHEET
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D.es.:u:im:isn A

Pointer tola new message being sent

Pointer to a reply message

Pointer to message to be forwarded

Pointer to message to be freed; also
message acknowledgment

All messages are 128-bytes long.

"When the receiving processor reaches the command

descriptor on its command FIFO,

the sender's shared memoryfiand copies it into the

it directly accesses

For a command issued

from network controller 110a to file controller 112a,

this would he an ordinary VME block or non-block mode

transfer from NC CPU memory 214, via buffer 284, VME

bus 120 and buffer 384, into PC CPU memory 314, The

PC microprocessor 310 directly accesses NC CPU memory

214 for this purpose over the VHS bus 120.
When

command

receiver's own local memory.

the‘ receiving processor has

and has completed its work,

received the

it sends a reply

message back to the sending processor. The reply

message may be. no more than the original command

unaltered, or it may be a modified version of

that message or a completely new message. ‘If the

reply message is not identical to the_original command
message, then the directly

accesses the original sender's shared memory to modify

the original_ message or overwrite it
completely. For replies from the PC 112a to the NC

110a,

block mode transfer from the FC 112a, via buffer 384;

VHS bus 120, buffer 284 and into NC CPC memory 214.

Again, the FC microprocessor 310 directly accesses NC

CPU memory 214 for this purpose over the VME bus 120.

Whether or not the original command message has

been changed, the receiving processor then writes a

reply message descriptor directly into the original

sender's command FIFO.

message

receiving processor

‘command

The.reply-message descriptor

sunsnma SHEET
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contains the same VME address as the original command

message descriptor, and the low order two bits of the

word are modified to indicate that this is a reply

For replies from the PC 112a to the NC 1103,

is

microprocessor 310 directly accessing command FIFO 290

via buffer 384, VME bus 120 and buffer 280 on the NC.

Once this is done,

the buffer in its local memory containing the copy of

message.

the message descriptor write accomplished by

the receiving processor can free

the command message. A

when the original sending processor reaches the

reply message descriptor on its command FIFO, it wakes

up the process that originally sent the message and

permits it to continue. After examining the reply

message, the original sending processor can free the

original command message buffer in its. own local

shared memory.

As mentioned above, network controller 110a uses

the buffer 284 data path in order to write message

descriptors onto the VME bus 120, and uses VME/FIFO

DMA controller 272 together_with parity FIFO 270 in

order to copy messages from the VME bus 120 into CPU

memory 214. other processors read from CPU memory 214

using the buffer 284 data path. . .

File controller 112a writes message descriptors

onto the VME bus 120 using the buffer 384 data path,

and copies messages from other processors’

memory via the same data path.

shared

Both take place under

the control of microprocessor 310. other processors

copy messages from CPU memory 314 also via the buffer

384 data path.

vstorage processor 114a writes message descriptors

onto the VHS bus using high-speed register 590'in the

manner described above, and copies messages from other

processors using DMA controller 580 and FIFO 554. The

SP 114a has no shared memory, however, so it uses a

. 5UBS_Tl_TllTE SHEET
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_ buffer in system memory 116 to emulate that function. That is, before it writes a

message descriptor into another processor's command FIFO, the SP l14a'first copies

the message into its own previously allocated buffer in system memory 116 using

DMA controller 580 and FIFO 554. The VME address included in the message

descriptor then reflects the VME address of the message in system memory 116.

In summary, the embodiments of the present invention involve a new, server-

specific I_/O architecture that is optimised for a Unix file server’s most. common

actions - file operations. Roughly stated, a file server architecture is provided which

comprises one or more network controllers, one or more file controllers, one or

more storage processors, and a system or buffer memory, all connected over a

message passing bus and operating in parallel with the Unix host processor. The

network controllers each connect to one or more network, and provide all protocol

processing between the network layer data format and an internal file server format ’

for communicating client requests to other processors in the server. Only those data

packets which cannot be interpreted by the network controllers, for example client

requests to run a. client-defined program on the server, are transmitted to the Unix

host for processing. Thus the network controllers, file controllers and storage

processors contain only small parts of an overall operating system, and each is

optimised for the partiailar type of work to which it is dedicated.

Client requests for file operations are transmitted to one of the file controllers

which, independently of, the Unix host, manages the virtual file system of a mass

storage device which is coupled to the storage processors. The file controllers may

also control data buffering between the storage processors and the network

controllers, through the system memory. ‘me file controllers preferably each include

a local buffer memory for caching file control information, separate from

WIYIIM n-\mb,r\'I'n|.f|ll2S..@F.53
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the system memory for caching file data. Additionally, the network controllers, file

processors and storage processors are all designed to avoid any instruction fetches

from the system memory, instead keeping all instruction memory separate and locaL

‘Ibis arrangement eliminates contention on the backplane between microprocessor

instruction fetches and transmissions of message and file data.

The invention has been described with respect to particular embodiments
thereof, and it will be understood that numerous modifications and variations are

possible within the scope of the invention.
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In storage processor 114a, DMA controller 580

manages the gdata path under the direction of the

The DMA controller 580 is a

microcoded 16-bit bit-slice implementation executing

microprocessor S10.

pipelined instructions at a rate of one each 62.5ns-

It is responsible for scanning the channel status 562

and servicing request with parameters stored in the

dual-ported ram 584 by the microprocessor 510. Ending

status is returned in the ran 584 and interrupts are

generated for the microprocessor 510.

§ontr9l_§:2rs. The control

microcoded instructions

the

DMA

contains"

the

store

which control

controller 580. The control store consists of 6 1K x

8 proms configured to yield a 1K x 48 bit microword.

Locations within the control store are addressed by

the sequencer and data is presented at the input of

the pipeline registers.

§ssnen£er-

generating control store addresses based upon pipeline

data and various status bits. The control store

address consists of 10 hits. Bits 8:0 of T

store address-derive from a multiplexer having as its

inputs either an .ALU output or the output of an

The sequencer controls program flow by

the control

incrementer. The incrementer can be_preloaded with

pipeline register bits 8:0, or it can be incremented

as a result of a test condition. The 1K address range

is divided into two pages by a latched flag such that

the page.

Branches, however remain within the selected page.

microprogram can execute from either

‘Conditional sequencing is performed by having the test

condition increment the pipeline provided address. A

false condition allows execution from the pipeline

address while a true condition causes execution from
'«
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the address + 1. The alu output is selected as an

address source in order to directly vector to a

routine or in order to return to a calling routine.

Note that when calling a calling

routine must reside within the same page as the

subroutine or the wrong page will be selected on the
return.

ALQ. The

integrated circuit.

subroutine the

alu comprises a IDT49C402A

It is 16 bits in width and most

closely resembles four 2901s with 64 registers. The

alu is used primarily for incrementing, decrementing,

addition and bit manipulation. All necessary control

signals originate in the control store. The IDT HIGH

PERFORMANCE CMOS 1988 DATA BOOK, incorporated by

reference herein, additional

about the alu.

Micrgusrd.

fields which control various functions of the DMA

controller 580. The format of the microword is defined

below along with mnemonics and a description of each

function.

AI<8:0> 47:39

single

contains information

The 48 bit microword comprises several

(Alu Instruction bits 8:0) The AI
bits provide the instruction for the
i49C402A alu. Refer to the IDT data

book for a complete definition of
the alu instructions. Note that the
19 signal input of the 49C402A is
always low. 1

CIN 38 (carry Iuput) This bit forces the
carry input to the alu.

RA<5:0> 37:32 (Register A address bits 5:0) These
bits select one of 64 registers as
the “A” operand for the alu. These
bits also provide literal bits 15:10
for the alu bus.

RB<5:0> 31:26 (Register 3 address bits 5:0) These
bits select one of 64 registers as
the "3" operand for the alu. These
bits also provide literal bits 9:4
for the alu bus.

snasmflf. SHEET
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25 (batched Flag Data) when set this bit
causes the selected latched flag to be
set. When reset this bit causes the

selected latched flag to be cleared. This
bits also functions as literal bit 3 for
the alu bus.

LFS<2:0> 24:22 (Latched Flag.select bits 220) The
meaning of these bits is dependent
upon the selected source for the alu
bus. In the event that the literal
field is selected as the bus source
then LFS<2:O> function as literal
bits <2:0> otherwise the bits are
used to select one of the latched

flags.

L£§$2;Q2 §£LEQIEE_ELA§

0 This value selects a null flag.

When set this bit enables the
buffer clock. When reset this

bit disables the buffer clock.

when this bit is cleared VME
bus transfers, buffer
operations and RAS are all
disabled. .

NOT USED

When set this bit enables VME
bus transfers.

'When set this bit enables
buffer‘operations.

when set this hit asserts the
row address strobe to the dram
buffer,

When set this bit selects page
0 of the control store.

sn.c<1,o‘> 20,21 (alu bus SouRCe select bits 1,0)
These bits select the data source to
be enabled onto the alu bus.

SUBSTITUIE sum
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§B£s1.£2__§elented_£9nr2e

alu0

1 dual ported ram
2 literal
3 . reserved-not defined

PF<2:O> 19:17 (Pulsed Flag select bits 2:0) These
bits select a flag/signal to be
pulsed. ‘

2252422 £133

0 null

1 SGL_CLK
generates a single transition
of buffer clock.

SE'I'__VB
fqrces vme and buffer enable to
be set.

CL PERR

clears buffer parity error
status.

sET_DN
set channel done status for the
currently selected channel.

INC__ADR
increment dual ported ram
address. -

6:7 RESERVED 6 NOT DEFINED

DEST<3:0> 16;13 (DESTination select bits 3:0) These

bits select one of.10 destinations
to be loaded from the alu bus.

12£.s.T_.L_o_z'< - D_e.E.t;LnaJ'.i.o.n

0 null

1 WR_RAM _
causes the data on the alu bus
to be written to the dual

ported ram.
D<L5:0> —> ram<15:0>

WR_BADD
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loads the data from the alu bus
into the dram address counters.

D<14:7> -> mux addr<8:0>

WR_YADL
loads the data from the alu bus

into the least significant 2
bytes of ‘the VME address
register.
D<15:2> -> VME addr<15:2>

D1 -> ENB_tional registers
D<15;2> —> VME addr<15:2>

D1 -> ENB_ELH
no - > ENB_BLK

wR_vADH
loads the most significant 2
bytes of the VMB address
register.
D<15:0> -> VME addr<3l:l6>

WR__RADD ‘ .
loads the dual ported ram
address counters.
D<10:O> -> ram addr <10:0>

WR_WCNT
loads the word counters.

D15 —> count enable*
D<14:8> -> count <6:O>

wa__co
loads the co—channel select.

register,
D<7:4> —> Co<3:0>

WR_N}-[T
loads the next-channel select

register.
D<3:0> ~>*NExT<3:0>

WR_CUR
loads the current—channel

V select register.
D<3:0> -> CURR <3:o>

RESERVED ~ NOT DEFINED

JUMP _
causes the control store

‘sequence: to select the alu
data bus. -

‘D<8:0> -> Cs_A<8:0>
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TEST<3:0> 12:9 (TEST condition select bits 3:0)
Select one of 16 inputs to the test
multiplexer to be used as the carry
input to the incrementer.

0 FALSE -always false

TRUE —always true"

ALU_CoUT -carry output of alu
ALU__EQ -equals output of alu

ALU_OVR —alu overflow

ALU_NEG —a1u negative

XER_DONE -transfer complete

PAR_ERR -bufferparityerror
TIMOUT -bus operation

timeout

9 ANY_ERR aany error status

v14:10 RESERVED —NOT DEFINED

15 CH_RDY -next channel ready

NEXT_A<8:0> 8:0 (NEXT Address bits 8:0) Selects an
instructions from the-current page of the
control store for execution.

Qugl_gg;tg§_ggm. The dual ported ram is the
medium by which command, parameters and status are

communicated between the DMA controller 580 and the

microprocessor 510. The ram is organized as 1K x 32 at

the master port and as 2K x 16 at the DMA port. The

ram may be both written and read at either port. I
The ram is addressed by the DNA controller 580 by

loading an 11 bit address into the address counters.

Data is then read into bidirectional registers and the

address counter is incremented-to allow read of the

next location.

S!.|B_$_TlTllTE SHEEI



Oracle-Huawei-NetApp Ex. 1002, pg. 1405

W0 9|/03788

_the first command ‘block of a chain.

PC!‘IUS90/0471 I

-70-

Writing the ram is accomplished by loading data

from the processor into the registers after loading

the ram address. Successive writes may be performed

on every other processor cycle.

The ram contains current block pointers, ending

status, high speed bus address and parameter blocks.

The following is the format of the ram:

OFFSET— — — — .— ~ — — pc--p——p—..g — — — — — . _ — . — ---

0 }éURR POINTER.O I STATUS 0

4 : xuxrxnn Poxumsfi o1.-

— — - — —. _ _ — — — — — ---A.-————--———_—_—

{CURE POINTER B 4 STATUS B

I INITIAL éOINTER B

not usedc-—¢‘¢ — —« : _ Q —.—-da-o—-S.-—-n'—£——'— — — — ——'

not-used not used-_..__.._— — — . . — — — - — ——a . — - — _ _ ----5...-

CURR POINTER D.
.-....q_—,—.._..—- ..__.._—_».-—-___-.--—-.u_

INITIAL EOINTER D-____.—__.,_--—_____..-—a-—-.—..—----.——

, STATUS E I

IHIGH ssssn Bus ADDRESS 31;2:o:o:

| PARAMETER BLOCK 0 1----Lg-——;nu——.————-.—_——-—_——a__—a.—

-_--—.— — — — — — — --d-.-.h——’—-g———.-&—¢s.——

} PARAMETER BLOC n_..——.-c—___--«-._.o.—..—- ———-.——-a—.---

The Initia1_Pointer is a 32 bit value which points
The current

pointer is a sixteen ‘bit value used by the DMA

controller 580 to point to the current command block.

The current command block pointer should be

initialized to oxoooo by the microprocessor 510 before

enabling the channel. Upon detecting a value of oxoooo

guasmura sum
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in the current block pointer the DMA controller 580

will copy the lower 16 bits from the initial pointer

to the current pointer. Once the DMA controller 580

has completed the specified operations for the

parameter block the current pointer will be updated to

point to the next block. In the event that no further

parameter blocks are available the pointer will be set

to oxooob.

The status byte indicates the ending status for the

last channel operation performed. The following status

bytes are defined:

£13255 MEANING

' no ERRORS

ILLEGAL OP CODE

BUS OPERATION TIMEOUT

BUS OPERATION ERROR

DATA PATH PARITY ERRQR _

The format of the parameter block is:
OFFSET A 31

0 FORWARD LINK

NOT USED .1 WORD COUNT

VME ADDRESS 31:2, ENH, BLK

. OP 0 I BUF ADDR 0

0

C+(4Xn) 1 TERM n j OP n. I BUF ADDR n:

FORWARD LINK — The forward 1ink.points to the first

word of the next parameter block for execution. It

allows several parameter blocks to be initialized and

chained to

execution.

format:

create a sequence _cf operations

The forward pointer has the following

8IlB§TlTllTE SHEET
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A31:A2,0,0

The format dictates that the_parameter block must

start on a quad byte boundary. A pointer of 0x00000000

is a special case which indicates no forward link

exists. a
WORD COUNT — The word count specifies the number of

quad byte words that are to be transferred to or from

each buffer address or to/from the VME address. A word

count of 64K words may be specified by initializing

the word count with the value of O. The word count has

the following format:

|D15|D14|D13|D12|D11ID10|D9[D8|D7|D6|D51D4lDG|D2lD1|DO|

The word count is updated by the DMA controller 580

at the completion of a transfer to/from the last

specified buffer address. Word count is not updated

after transferring to/from each buffer address and is

therefore not an accurate indicator of the total data

moved to/from the buffer. Word count represents the

amount of data transferred to the VE bus or one of

the uses 544 or 554. '

VMB ADDRESS — 'The VME address specifies the

starting address for .data transfers. Thirty bits

allows the address to start at any quad byte boundary.

BN3 6 This bit when set selects the enhanced block

transfer protocol described in the above-cited

ENHANCED VMEBUS PROTOCOL UTILIZING P-SEUDOSYNCHRONOUS

HANDSHAKING AND‘BLOCK MODE DATA TRANSFER application,

to be used during the VME bus transfer.

protocol will be disabled automatically when

performing any transfer to or from 24 bit or 16 bit

address space, when the starting address is not 8 byte

aligned or when the word count is not even.

ELK ~ This bit when set selects the conventional

VME block mode protocol to be used during the VME bus

transfer. Block mode will be disabled automatically

suasrmna sum
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when performing any transfer to or from 16 bit address
space.

BUF ADDR — The buffer address specifies

starting buffer address for the adjacent operation.

Only 16 bits are available for a 1M byte buffer and as

a result the starting address always falls on a 16

byte boundary. The programmer must ensure that the

starting address is on a modulo 128 byte boundary. The

buffer address is updated by the DMA controller 580
after completion of each data burst. ‘

|A19|ATB|A17|A16[A15|A14|A13|A12|A11|A10|A9|A8|A7|A6|A5|A4[

TERM 2 The last buffer address and operation within

a parameter block is identified by the terminal bit.

The DMA controller 580 continues to ‘fetch. buffer

addresses and operations to perform until this bi: is

encountered. the

executed the word counter

if not equal to

Once

parameter block

updated and

last operation within the

is

series of

operations is repeated. Once the word counter reaches

zero the forward link pointer is used to access the

next parameter block.

, f0I0}050l050€0{0}T%

OP j operations are specified by the op code; The

op code byte has the following format:

}O:0:O:0LOP3]OP2l0P1{OPO:

The op codes are listed below ("PIFO“ refers to any of

the FIPOs 544 or 554):

is

zero the

sunsmuna sneer
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NO-OP

ZEROE8 BUFFER

ZEROES FIFO

ZEROBS vEEbus

VMEbus BUFFER

VMBbus FIFO
VMEbus BUFFER & FIFO

BUFFER. VM1-Zbus

BUFFER FIFO

FIFO . vMEbus

FIFO BUFFER _

FIFO vMEbus & BUFFER

RESERVED

RESERVED

RESERVED

RESERVED

o

1

2

3

4

5

6

7

3

A 9

A

B

C
D

..E

F
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azzsunixln
Enhan22d_EME_El22k_Iransfsr_2r9t2s2l

The enhanced VME block transfer protocol is a

VM8bus compatible pseudo-synchronous fast transfer

handshake protocol for use on a VME backplane bus

having a module and a slavemaster functional

functional module logically interconnected by a data
transfer bus. The data transfer bus includes a data

strobe signal line and a data transfer acknowledge

signal line. To accomplish the handshake, the master

transmits a data strobe signal of a given duration on

The master then awaits the

reception of a data transfer acknowledge signal from

the slave module on the data transfer acknowledge

signal line. The slave then responds by transmitting

data transfer acknowledge signal of a given duration

on the data transfer acknowledge signal line.

Consistent with the pseudo—synchronous nature of

the handshake protocol, the data to be transferred is

referenced to only one signal depending upon whether
the transfer operation is a READ or WRITE operation,

In transferring data from the master functional

unit to the slave, the master broadcasts the data to

be transferred. The master asserts a data strobe

signal and the slave, in response to the data strobe

signal, captures the data broadcast by the master.

Similarly, in transferring data from the slave to the

the slave the data to be

transferred to the master unit.- The slave then

asserts a data transfer acknowledge signal and the

master, in response to the data transfer acknowledge

signal, captures the data broadcast by the slave.

The fast transfer protocol, while not essential to

the present invention, facilitates the rapid transfer

of large amounts of data across a VME backplane bus by

substantially increasing the data transfer rate.

master, broadcasts

sunstltulisim
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These data rates are achieved by using a handshake

wherein the data strobe and data transfer acknowledge

signals are functionally decoupled and by specifying

high current drivers for all data and control lines.

The enhanced pseudo-synchronous method of data

transfer (hereinafter referred to as “fast transfer

mode“) implemented so as to comply and be

compatible with the IEEE VME backplane bus standard.

The protocol utilizes user—defined address modifiers,

defined in the VMEbus standard, to indicate use of the

fast transfer mode.

is

Conventional VMEbus functional

capable only of implementing standard VMEbus

protocols, will ignore transfers made using the fast
transfer mode and,

units,

as a result, are fully compatible

with functional units capable of implementing the fast

transfer mode.

The fast transfer mode reduces the number~of bus
propagations required to accomplish a handshake from

four propagations,

VMEbus protocols,

as- required under conventional

to only two bus propagations.

Likewise, the number of bus propagations required to

effect a BLOCK READ or BLOCK WRITE data transfer is

reduced. Consequently, by reducing the propagations

across the VMEbus to accomplish handshaking and data

transfer functions, the transfer rate is materially

increased.

The enhanced protocol is described in detail in the
above-cited ENHANCED VMEBUS PROTOCOL application, and

will only be summarized here. Familiarity with the

conventional VME bus standards is assumed.

In the fast transfer mode handshake protocol, only

two bus

handshake,

conventional protocol.

transfer cycle,

propagations used to

rather than four as
are accomplish a

required by the

At the initiation of a data

the master will assert and deassert

DSO* in the form of a pulse of a given duration. The

SUBSTITUTE SHEET.‘_..—- -.
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deassertion of DSO* is accomplished without regard as

to whether a response has been received from the

slave. The master then waits for an acknowledgement

subsequent pulsing of DSO* cannot

occur until a responsive DTACKf signal is received

from the slave.

of DTAcK*, the master can then immediately reassert

data strobe, if so desired. The fast transfer mode

protocol does not require the master to wait for the
deassertion of D'l‘ACK*

Upon receiving the slave's assertion

by the slave as a condition

precedent to subsequent assertions of Ds0*.

fast transfer mode, only the leading edge 1i.e., the

of‘a signal is significant. Thus, the

deassertion of either DSO* or DTACK* is completely

irrelevant for completion of a handshake. The fast
transfer protocol does not employ the DS1* line for

data strobe purposes at all.

The’ fast transfer mode protocol may be

characterized. as pseudoasynchronous as it includes

both synchronous and asynchrbnous aspects. The fast

transfer mode protocol is synchronous in character due

to the fact that DSO* is asserted- and deasserted

without regard to a response from the slave. The

asynchronous aspect of the fast transfer mode protocol

is attributable to the fact that the master may not

subsequently assert Ds0* until a response to the prior

strobe is received from the slave. Consequently,

because the protocol includes both synchronous and
it is

classified as ‘pseudo-synchronous.“

The transfer of data during a BLOCK WRITE cycle in

the fast transfer protocol is referenced only to D80‘.

The master first broadcasts valid data to the slave,

and_then asserts Dsd to the slave. The slave is given
a predetermined period of time after the assertion of

030* in which to capture the data. Hence, slave

asynchronous components, most accurately

SUBSTITUTE SHEET
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modules must be prepared to capture data at any time,

as DTAcK* is not referenced during the transfer cycle.

similarly, the transfer of data during a BLOCK READ

cycle in the fast transfer protocol is referenced only

to DTACK*. The master first asserts Ds0*. The slave

then broadcasts data to the master and then asserts

DT-ACK* .

timeafter the assertion of DTACK in which to capture
the data.

capture data at any time as DSO is not referenced

during the transfer cycle.

Fig. 7, A through C, flowchart

illustrating the operations involved in accomplishing

the fast transfer_protocol BLOCK WRITE cycle. To

initiate a BLOCK WRITE cycle, the master broadcasts

The master is given a predetermined period of

Hence,

parts is a

the memory address of the data to be transferred andfi

the address modifier across the DTB bus. The master

also drives interrupt acknowledge signal (IACK*) high

signal low 701. A special address

modifier, for example '1P,” broadcast by the master

indicates to the slave module that the fast transfer

protocol will he used to accomplish the BLOCK WRITE.

The starting memory address of the data to be

transferred should reside on a 64-bit boundary and the

size of block of data to be transferred should be a

multiple of 64 bits. In order to remain in compliance

with the VMEbus standard, the block must not cross a

256 byte boundary without performing a new address

cycle.

The slave modules connected to the DTB receive the

address and the address modifier broadcast by the

master across the bus and receive LWORD* low and IACK*

high 703. Shortly after broadcasting the address and

address_mddifier 701, the master drives the As* signal

low 705. The slave modules receive the AS‘ low signal

791. Each slave individually determines whether it

$_llB_S_T[TUTE SHEET

master modules must be prepared to



Oracle-Huawei-NetApp Ex. 1002, pg. 1414

W0 9lI03788 PCW7USflW0€HI

-79..

will participate in the data transfer by determining

whether the broadcasted address is valid for the slave

in question 709. If the address is not valid, the

data transfer does not involve that particular slave

and it ignores the remainder of the data transfer

cycle. A
The master drives WRITE* low to indicate that the

transfer cycle about to occur is a WRITE operation.

711. The slave receives the WRITE* low signal 713

and, knowing that the data transfer operation is a

WRITE operation, ~awaits receipt of a high to low

transition on the DSO* signal line 715. The master

' will wait until both DTaCK* and BERR* are high 718,

which indicates that the previous slave is no longer

driving the DTBfi

The master proceeds to place the first segment of

the data to be transferred on data lines D00 through

D31, 719. After placing data on D00 through D31, the

master drives DSO* low 721 and, after a predetermined

interval, drives DSO* high 723.

In response to the transition of DSO* from high to

low, respectively 721 and 723, the slave latches the

data being transmitted by the master over data lines

D00 through D31, 725. The master places the next

segment of the data to be transferred on data lines

D00 through D31, 727, and awaits receipt of a DTACK*
signal in the form of a high to low transition signal,

729 in Fig. 73. '

Referring to Fig. 7B, the slave than drives DTACK*

low, 731, and, after a predetermined period of time,

drives DTACK high, 733. The data latched by the

725, is written to a device,

selected to store the data 735.

increments the device address 731.

slave, which has been

The slave also

The slave then

waits for another transition of DSO* from high to low

731.

§_lIB_SIlTllTE SHEET
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To commence the transfer of the next segment of the
block of data to be transferred,

DSO* low 739 and, after a predetermined period of

drives DSO* high 741. In response to the

transition of DSO* from high to low, respectively 739

the master drives

time.

~and 141, the slave latches the data being broadcast by

the master over data lines D00 through D31, 743. The

master places the next segment of the data to be

transferred on data lines D00 through D31, 745, and

awaits receipt of a DTACK* signal in the form of a

high to low transition, 747.

The slave then drives DTACK* low, 749, and, after

a predetermined period of.time, drives DTACK* high,

751. The data latched by the slave, 743, is written

to the device selected to store the data and the

device address is incremented 753- The slave waits

for another transition of DSO* from high to low 737.

The transfer of data will continue in the above-

described manner until all of the data has been

transferred from the master to the slave. After all

of the data has been transferred, the master will

release the address lines, address modifier lines,

data lines, IACK* line,.LWORD* line and DSO* line,

755. The master will then wait for receipt of a

DTAcK* high to low transition 757. The slave will

drive DTACK* low, 759 and, after a predetermined

period of time, drive DTACK* high 761. In response to

the receipt of the DTACK* high to low transition, the

master will drive As* high 763 and then release the

As* line 765.

Fig. 8, is a flowchartA through c,

illustrating the operations involved in accomplishing

parts

the fast transfer protocol BLOCK READ cycle. To

initiate a BLOCK READ.cycle, the master broadcasts the
memory address of the data to be transferred and the

address modifier across the DTB bus 801. The master

SUBSTITUTE SHEET
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drives the LWORD* signal low and the IACK* signal high

801. As noted previously. a special address modifier

indicates to the slave module that the fast transfer

protocol will be used to accomplish the BLOCK READ.
The slave modules connected to the DTB receive the

address and the address modifier broadcast by the

master across the bus and receive LWORD* low and IACK*

high 803. Shortly after broadcasting the address and

address modifier 801, the master drives the AS* signal

low 805. The slave modules receive the AS* low signal

807. Each slave individually determines whether it

will participate in the data transfer by determining

whether the broadcasted address is valid for the slave

If the address is not valid, the

data transfer does not involve that particular slave

and it ignores the remainder of the data transfer

cycle.

The master drives WRITE* high to indicate that the

transfer cycle about to occur is a READ operation 811.

The slave receives the WRITE* high signal 813 and,

knowing that the data transfer operation is a READ

operation, places the first segment of the data to be

transferred on data lines D00 through D31 819. The

master will wait until both DTACK* and BERR* are high

818, which indicates that the previous slave is no

longer driving the DTB.

The master then drives DSO* low 821 and,

predetermined interval,

after a

drives DSO* high 823. The

master then awaits a high to low transition on the

DTACK* signal line 824. As shown in Fig. 8B, the

slave then drives the DTACK* signal low 825 and, after

a predetermined period of time, drives the DTACK*

signal high 827. "

In response to the transition of DTACK' from high

to low, respectively 825 and 827, the master latches

the data being transmitted by the slave over data
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lines boo through D31, 83:. The data latched by the
831, is written to a device, which has been

selected‘ to store the data the device address is

incremented 833.

master,

The slave places the next segment of the data to be

transferred on data lines D00 through D31, 829, and

then waits for another transition of Ds0* from high to

low 837.

To commence the transfer of the next segment of the

block of data to be transferred,

DSO* low 839 and, after a predetermined period of

time, drives nsot high 841. The master then waits for

the DTACK* line to transition from high to low, 843.

The slave drives DTACK* 845, and, after a

predetermined period of time, drives DTACK* high, 847.

In response to the transition of DTACK* from high to

low, respectively 839 and_841, the master latches the

data being transmitted by the slave over data lines

000 through D31, 845. The data latched by the master,

845, is written to the device selected to store the

data, 851 in Fig. -8C, and the device address is

incremented._ The slave-places the next segment of the
data to be transferred on data lines D00 through D31.
8&9.

low,

The transfer of data will continue in the above-
to be’described manner until all of the data

transferred from the slave to the master has been

written into the device selected to store the data.

After all of the data to be transferred has been

written into the storage device, the master will

release the address lines, address modifier lines,

data lines, the IACK*

line 852. The master will then wait for receipt of a

DTACKV high to low transition 853. The slave will

line,

drive DTACK* low 855 and, after a predetermined peribdi

of time, drive DTACK* high 857. In response to the
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receipt of the DTACK* high to low transition, the

master will drive AS* high 859 and release the AS*

line 861. A

To the fast

conventiona1.64 mA tri-state driver is substituted for

the 48 mA open collector driver conventionally used in

VME slave modules to drive DTACK*. Similarly, the

conventional VMEbus data drivers are replaced with 64

The latter

modification reduces the ground lead inductance of the

itself thus,

effects which- contribute to

D50‘ and DTACK*. In addition,

return inductance along the bus backplane is reduced

implement‘ transfer protocol, a

mh tri—state drivers in SO-type packages.

actual driver package and, reduces

‘ground bounce“ skew

between data, signal

by using a connector system having a greater number of

ground pins so as to minimize signal return and mated-

pair pin inductance;

"High Density Plus"

one such connector system is the

Model No. 420-8015-

000, manufactured by Teradyne Corporation.

connector,

SUBSIITUTE SHEET
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2ari£x_£1£Q

The parity FIFOS 240, 260 and 270 (on the network

controllers 110), and 544 and 554 (on storage

processors 114) are each implemented as an ASIC. All

the parity FIFOS are identical, and are configured on

power—up or during normal operation for the particular

function desired. The parity FIFO is designed to

allow speed matching between buses of different speed,

and to perform the parity generation and correction

for the parallel SCSI drives.

The FIFO comprises two bidirectional data ports,

Port A and Port 3, with 36 x 64 bits of RAM buffer
between them. Port A is 8 bits wide and Port B is 32

bits wide. The RAM buffer is divided into two parts,

each 36 x 32 bits,.designated RAM X and RAM Y. The

two ports access different halves of the buffer

alternating to the other half when available. when

the chip is configured as a parallel parity chip (e.g.'

one ofi the FIFOs 544 on_sP 114a), all accesses on Port

B are monitored and parity is accumulated in RAM X

and RAM Y alternately. .

The chip also has a CPU interface, which may be 8

or 16 bits wide. In 16 bit mode the Port A pins are.’

used as the most significant data bits of the CPU

interface and are only actually used when reading or

writing to the Fifo Data Register inside the chip.

A REQ, ACK handshake is used for data transfer on

both Ports A and B. The chip may be corfigured as

either a master or a slave on Port A in the sense

that, in master node the Port A ACK / RDY output

signifies that the chip is ready to transfer data on

Port A, and the Port A REQ input specifies that the

slave is responding. In slave mode, however, the Port

A REG input specifies that the master requires a data

suasllture sum
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transfer, and the chip responds with Port A ACK / RDY

when data is available. The chip is a master on Port

B since it raises Port 3 REQ and waits for Port B ACK

to indicate completion of the data transfer.

£I§NAL_D£§QBI2IIQH$

Port A 0-7, P

Port A is the 8 bit data port. Port A P, if used,

is the odd parity bit for this port.

A Req, A Ack/Rdy

These two signals are used in the data transfer

mode to control the handshake of data on Port A.

up Data 0-7, nP Data P, uPAdd 0-2, Cs

These signals are used by a microprocessor to

address the programmable registers within the chip.

The odd parity signal uP Data P is only checked when

data is written to the Fife Data or Checksum Registers

' and microprocessor parity is enabled.

Clk _

.The clock inpnt is used to generate some of the

chip timing. It is expected to be in the 10-20 Mhz

range.

Read En, Write En

During microprocessor accesses, while CS is true,

these signals determine the direction of the

microprocessor accesses. During data transfers in the

_ WD mode these signals are data strobes used in

conjunction with Port A Ack.
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Port 3 00-07, 10-17, 20-27. 30-37,

Port 8 is a 32 bit data port.

parity bit for each byte.

OP-3P y
There is one odd

Port B OP is the parity of

bits 00-07, PortB IP is the parity of bits 10-17, Port~

B 2P is the parity of bits 20-27, and Part B 3P is the

parity of bits 30-37.

3 Select, 3 Reg, E Ack, Parity Sync, 3 Output Enable

These signals are used in the data transfer mode to

control the handshake of data on Port B% Port B Reg

and Port B Ack are both gated with Port 8 Select.

The Port 8 Ack signal is used to strobe the data on
the Port B data lines.

used to indicate to a chip configured as the parity

chip to indicate that the last words of data involved

in the parity accumulation are on Port B. The Port B

data lines will only be driven by the Fifo chip if all

of the following conditions are met:

the

b. the

c. the Port 3 output enable signal is true; and
d. the chip is not configured as the parity chip

or it is in parity correct mode and the Parity
T Sync signal is true.

The parity sync signal is

-a. data transfer is from Port A to Port B;

Port B select signal is true;

Reset

V This signal resets all the registers within the
chip and causes all bidirectional pins to be in a high

impedance state.

DE§§B12IIQN_Q£_Q2EBBIIQH

NormaL_§nszatiQn.

simple FIFO chip. A FIFO is simulated by using two

RAM buffers in a simple ping-pong mode. It is

intended. but not mandatory, that data is burst into

or out of the FIFO on Port 8. This is done by holding

Port B Sel signal low and pulsing the Port 8 Ahk

signal. when transferring data from Port 3 to Port A,

Normally the chip acts as a

RHRSTITIITF SHFFT
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data is first written into RAM X and when this is

full, the data paths will be switched such that Port

B may start writing to RAM Y. Meanwhile the chip will

begin emptying RAM X to Port A. when RAM Y is full

and RAM X empty the data paths will be switched again
such that Port B may reload RAM X and

empty RAM Y.

29rt_A_§laxs_M2da.

the chip is reset to this condition.

Port A may

This is the default mode and

In this mode the

chip waits for a master such as one of the SCSI

adapter chips 542 to raise Port A Request for data
If data is available the'Fifo chip will

respond with Port A Ack/Rdy.

Egrt_A_EQ_Mgdg. The chip may be configured to run

in the WD or_Western Digital mode. In this mode the
chip must be configured as a slave on Port A. It

differs from the default slave mode in that the chip

with Read Enable Write Enable

appropriate together with Port A Ack/Rdy. This mode

is intended to allow the chip to be interfaced to the

Western Digital 33C93A SCSI chip or the NCR S3C9O SCSI

chip.

2Q;;_A_Mas;gz_nQde. When the chip is configured as

a master, it will raise Port A Ack/Rdy when it is

ready for_data transfer.

be tied to the Request input of a DMA controller which

will respond with Port A Req when data is available.

In order to allow the DMA controller to burst, the

transfer.

responds or as

This signal is expected to

Port A Ack/Rdy signal will only be negated after every

8 or 16 bytes transferred.

E2r:_Ji.£arallal_Hrita_M9de.

mode, the chip is configured to be the parity chip for
In this

when Port~ B Select and Part 8 Request are

data is written into RAM X or RAM Y each

time the Port 5 Ask signal is received. For the first

In parallel write

a parallel transfer from Port 8 to Port A.

mode,

asserted,
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block of 128 bytes data is simply copied into the
selected RAM. The next 128 bytes driven on Port 8 will‘

be exclusive—ORed with the first 128 bytes. This

procedure will be repeated for all drives such that

the parity is accumulated in this chip. The Parity

Sync signal should be asserted to the parallel chip

together with the last block of 128 bytes. This

enables the chip to switch access to the other RAM and

start accumulating a new 128 bytes of parity.

 -This mode

is set if all drives are being read and parity is to

be checked. In this case the Parity Correct bit in

the Data Transfer Configuration Register is not set.

The parity chip will first read 128 bytes on Port A as

4 in a normal read mode and then raise Port B Request.

While it has’ this signal asserted the chip will

monitor the Port B Ack signals and exclusive-or the

data on Port B with the data in its selected RAM. The

Parity Sync should again be asserted with the last

In this mode the chip will not

drive the Port B data lines but will check the output

of its exclusive—or logic for zero. If any bits are

set at this time a parallel parity error will be

flagged.

This

mode is set by setting the.Parity Correct bit in the

Data Transfer Configuration Register. In this case

the chip will work exactly as in the check mode except

that when Port 8 Output Enable, Port B Select and

Parity Sync are true the data is driven onto the Port

8 data lines and a parallel parity check for zero is

vnot performed.

fix;g_§wan. In the normal mode it is expected that

Part 3 bits 00-07 are the first byte, bits 10-17 the

second byte, bits 20-27 the third byte, and bits 30-37

The order of these bytes
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may be changed by writing to the byte swap bits in the

configuration register such that the byte address bits

are inverted. The way the bytes are written and read

also depend on whether the CPU interface is configured
as 16 or 8 bits. The following table shows the byte

alignments for the different possibilities for data

transfer using the Port A Request / Acknowledge

handshake:

Invert Port B

1/F Addr 1 Addr 0....——.u—.-——-¢—————_——.—————,d.——....~—__-_...».....--u_..._.-——-._..._.

8

Port B POI’! B

False

True True

False False

False True

True False

’ True True

when the Fifo is accessed by reading or writing the

Fifo Data Register through the microprocessor port in

8 bit mode, the bytes -are inthe same order as the

‘table above but the uProc data port is used instead of

Port A.- In 16 bit mode the table above applies.

 . If the data transfer is not

a multiple of 32‘ words, 128 bytes, the

microprocessor must manipulate the internal registers
Port

A Ack and Port 8 Reg are normally not asserted until
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all 32 words of the selected RAM are available. These

signals may be forced by writing to the appropriate

RAM status bits of the Data Transfer Status Register.

When an odd length transfer has taken place the

wait until both ports are

quiescent before manipulating any registers. It

should then reset both of the Enable Data Transfer

bits for Port A and Port B in the Data Transfer

Control Register.

.nicroprocessor must

It must then determine by reading

their Address Registers and the RAM Access Control

Register whether RAM X or RAM Y holds the odd length

-data.

Register to a value of 20 hexadecimal, forcing the RAM

full bit and setting the address to the first word.

Finally the microprocessor should set the Enable Data

It should then set the corresponding Address

Transfer bits to allow the chip to complete the

transfer. '

At this point the Fifo chip will think that there

are now a full 128 bytes of data in the RAM and will

transfer 128 bytes if allowed to do so. The fact that

of these 128 bytes are not valid must be

recognized externally to the FIFO chip.

5 Q1318

-.I.- 9

Register Address 0.

the reset signal.

Bit 0. 2lD_Mszd.e.

This register is cleared by

Set if data transfers are to

use the Western Digital WD33C93A
protocol, otherwise the Adaptec 6250
protocol will be used.

£3;J3LdQh1p. set if this chip is to
accumulate Port B parities.

 . Set if the parity
chip is to correct parallel parity on
Part B.

suasrnuwe sum
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 . If set. the
microprocessor data bits are combined
with the Port A data bits to effectively
produce a 16 bit Port. All accesses by
the microprocessor as well as all data
transferred using the Port A Request and
Acknowledge handshake will transfer 16
bits.

 . Set to
invert the least significant bit of Port
A byte address.

Lnvggg 29;; A.hy;e address 1. Set to
invert the most significant bit of Port
A byte address,

 - Set to enable the
carry out of the 16 bit checksum adder to
carry back into the least significant bit
of the adder.

};e_s§_t. Writing a 1 to this bit will
reset the other registers. This bit
resets itself after a maximum of 2 clock

cycles and will therefore normally be
read as a 0. No other register should be
written for a minimum of 4 clock cycles
after writing to this bit.

r r n r '

Register Address 1. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0 ‘ - Set to
enable the Port A Req/Ack handshake.

 .set to
enable the Port B Req/Ack handshake.

EQrt_A_tQ_£Qzt_B. ‘If set. data transfer
is from Port A to Port 3. If reset, data
transfer is from Port B to Port A. In

order to avoid any glitches on the

‘request lines, the state of this bit
should not be altered at the same time as
the enable data transfer bits 0 or 1

above.

Bit 1

Bit 2
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Bit 3  - Set if parity
is to be checked on the microprocessor
interface. It will only be checked when
writing to the Fife Data Register or
reading from the Fifo Data or Checksum
Registers, or during a Port A
Request/Acknowledge transfer in 16 bit.
mode. The chip will, however, always
re-generate parity ensuring that correct
parity is written to the RAM or read on
the microprocessor interface. -

2Qrt_A_£aritx_£nahle. Set if parity is
to be checked on Port A. It is checked

when accessing the Fifo Data Register in
16 bit mode, or during a Port A
Request/Acknowledge transfer. _The chip
will, however, always re-generate parity
ensuring that correct parity is written
to the. RAM or read on the Port A
interface.

B r‘ 1 . Set if Port B

data has valid byte parities. If it is
not set, byte parity is generated
internally to the chip when writing to
the RAMs. Byte parity is not checked
when writing from Port B, but always
checked when reading to Port B.

§hegk§gm_§n§§1e= Set to enable writing
to the 16 bit checksum register. This
register accumulates a 16 bit checksum
for all RAM accesses, including accesses
to the Fifo Data Register, as well as all
writes to the checkaum register, This
bit must be reset before reading from the

Checksum_Register.

29;; A Master. Set if Port A is to

operate in the master mode on Port A
during the data transfer. ‘

QuLman 

Register Address 2. This register is cleared by

the reset signal or by writing to the reset bit.

Bit 0  . Set if ariy bits
are true in the RAM X, RAM Y, or Port A

byte address registers.
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 . Set if the
uProc Parity Enable bit is set and a
parity error is detected on the
microprocessor interface during any RAM
access or write to the Checksum Register
in 16 bit mode.

 . Set if the Port A
Parity Enable bit is set and a parity
error is detected on the Port A interface

during any RAM access or write to the
Checksum Register.

 . Set if
the chip is configured as the parity
chip, is not in parity correct mode, and
a non zero result is detected when the

Parity Sync signal is true. It is also
set whenever data is read out onto Port

B and the data being read back through
the bidirectional buffer does not

compare.

Egg; B gytgs Q-3 Parity E ;Q;. Set
whenever the data being read out of the
RAMS on the Port B.side has bad parity.

m 

Register Address 3. This register is cleared by

the reset signal or by.writing to the reset bite The

Enable Data Transfer.bits in the Data Transfer Control

Register must be reset before attemiting to write to

this register, else the write will be ignored.

Bit 0  ~ This bit is the
least significant byte address bit. It

is read directly bypassing any inversion
done by the invert bit in the Data
Transfer Configuration Register.

 - This bit is the
most significant byte address bit. It is

read directly bypassing any inversion
done by they invert bit in the Data
Transfer Configuration Register.

Bit 2  . Set if Port A is
accessing RAM Y, and reset if it is
accessing RAM x .

sunsmura sum
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 .' Set if Port 8 is
accessing RAM 2, and reset if it is
accessing RAM X .

Lgng_Eurst. If the chip is configured to
transfer data on Port A as a master, and
this bit is reset, the chip will only
negate Port A Auk/Rdy after every 8
bytes, or 4 words in 16 bit mode, have
been transferred. If this bit is set,

Port A Ack/Rdy will be negated every 16
bytes, or 8 words in 16 bit mode.

Bits 5-7 NQI_Hi§d-

Bit. 3

Bit 4

BE]! K E :3 . E . I [E 3 1! .E 1

Register Address 4. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to_write to

this register, else the write will be ignored.

Bits 0-4 RAM X word address

_Bit 5 RAM X full

Bits 6-7 Not Used

BAM_X.AQQr2ss_Begisi§r_£BeadLHritel

T Register Address 5. This register is cleared by

the reset signal or by writing to the reset bit. The

Enable Data Transfer bits in the Data Transfer Control

Register must be reset before attempting to write to

this register, else the write will be ignored.

Bits 0-4 RAM Y word address
»Bit' 5 RAM Y full

Bits 5-7 Not Used

Ei22_Daia_E§s1ster_iBsaiLflritsl

Register Address 6. The Enable Data Transfer bits

in the Data Transfer Control Register must be reset

before attempting to write to this register, else the

write will be ignored. The Port A to Part B bit in

SUBSTITUTE SHEET
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the Data Transfer Control register must also be set

before writing this register. If it is not, the RAM

controls will be incremented but no data will be

written to the RAM. the Port A to

PortB should be reset prior to reading this register.

Bits 0-7 are Fifo Data.

access the FIFO by reading or writing this register.

The RAM control registers are updated as if the access

was using Port A. If the chip is configured with a 16

bit CPU Interface the most significant byte will use

the Port A 0-7 data lines, and each Port A access will

increment the Port A byte address by 2.

For consistency,

The microprocessor may

2 I E :1 1 B . I [E 3 W! .I 1

Register Address 7. This register is cleared by

the reset signal or by writing to the reset bit. A

Bits 0-7 The chip will

accumulate a 16 bit checksum-for all Port A accesses.

If the chip is configured with a 16 bit CPU interface,

the most significant byte is read on the Port A 0-7

data lines. If data is written directly to this

register it is added to the current contents rather

than overwriting them;

are Checksum Data.

It is important to note that

the Checksum Enable bit in the Data Transfer Control

Register must be set to write this register and reset
to read it.

£EQ§BMMLE§_IflE.£lEQ_£Hl£

In general the fifo chip is programmed by writing

configuration and

registers to enable a data transfer, and by reading

the data transfer status register at the end of the

transfer to check the completion status. Usually the

data transfer itself will take place with both the

Port A and the Port B handshakes enabled, and in this

case the data transfer itself should be done without

suasrmna sum
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any other microprocessor interaction. In some

applications, however, the Port A handshake may not be

enabled, and it will be H necessary the
microprocessor to fill or empty the fifo by repeatedly

writing or reading the Fifo Data Register.

since the fifo chip has no knowledge of any byte

counts,

for

there is no way of telling when any data

transfer is complete by reading any register within

this chip itself. Determination of whether the data

transfer has been completed must therefore be done by

some other circuitry outside this chip.

_The following C language routines illustrate how

the parity FIFO chip may be programmed. The routines

assume that both Port A and the microprocessor port

are connected to the system microprocessor, and return

16 bits, but that the hardware

addresses the Fifo chip as long 32 bit registers.

struct FlFO_regs {
unsigned char ooniig.a1,a2,a3 ;
unsigned char control,b1,b2.b3;
unsigned char status,c1,c2,c3;
unsigned char ram aocess_ccntro|.d1.d2.d3;
unsigned char ram'X addr,e1,e2.e3;
unsigned char ram:Y:addr.i1,i2.f3;
unsigned long data;

i}msigned int cheeksum.h1;

#define FIFO1 «slruct FlF0_regs") FiFO__BASE_ADDRESS)

#define FlFO_FiESE|’ 0:60
#define FIFO 16 BiTS oxoa
#-define i=u=o'cnmav WRAP 0x40

#define FIFO:PORT K_ENABLE 0x01
#define r.=ii=o_Poa1"s ENABLE 0x02
#deflne FiFO__PORT:ENABLES oxoa
#define FiFO_PORT A TO 30x04
#deiin‘e i=n=o_cHEcT<§UM‘ENAsi.E 0x40
#deiine FlF0_DATA IN RAM 0x01
#define i=ii=o_FoRc'E_fiAM_i=ui.L 0x20

#define PORT A_TO PORT B(fiio) ((mo-> control) & 0x04)
#defina PORT:A__BY1'E__ADDRES.S(fifo) ((fito->ram_acoess__controI) &

mne PORT A To RAM vine) ((fiio->ram__access_wntroi) 8. 0x04)
#define PonT:sjro:aAM_‘_v(nio) ((flfo-> ram_acoess__oontro|) & 0x08)

SUBSTITUTE SHEET  
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> lfiititiiitfiflitfifiiiiflilfliifiilliiiiifiiifiiiIiiflflfflififlfitiittlfiii
The following routine initiates a Flfo data transfer using two

values passed to it.

config_data This is the data to be written to the conflguration register.

contro|_data This is the data to be written to the Data Transfer Control
Register. If the data transfer is to take place
automatically using both the Port Aancl Port 8
handshakes. both data transfer enables bits should be

set in this parameter.
flififflfiflItflffitfitfiiiiflfillttflflIftilflfifiiifiifififlttIitiliitiitfll

FlFO_inltiate_data transter(config data. control_data)
unsigned char cofiflg_data. contl6l_data;

FIFO1->contig = config data | FlFO__RESEr;
Configuration value & Reset ‘/ . ‘

FIF0l->control = control_data & (-,FIFO_POFtT_ENABLES); /* Set
everything but enables */ -

,FlF0f->control = oontrol__data ;

‘enables */

liiitfifififitiififititlfitfiififitfiflifiiflftltflttlififittttififiliifliiiittt
The following routine forces the transfer of any odd bytes that

have been left In the Flto at the end of a data transfer.

It first disables both ports. then forces the Ram Full bits. and then
re—enables the appropriate Port..
fitttfiiiitlifit[tittlilitiiilittfttttfltlttfitiiitiititfiIfitfiltfil

/2 Set’ - A-»« '-

/* Set data transfer

FlFO_l‘oroe_odd_length_transfer0

FIFO1-> control &= ~F|FO__POFiT_E'NABLES; /* Disable Ports A & e

if (PORT A TO POR‘l’_B(FlFO'1)) {
ll‘(PoR1';A TO_RAM Y(FlFO1)) { _

‘ FIFG1->ram_7_addr = FIFO_FOFtCE__FlAM_FULL; /*

I

Set RAM Y full */
} .
else FlFO1->ram__X_addr = FlFO_FORCE__RAM_FULL; /* Set

RAM X lull */
FIFO1->control |= FlFO_PORT_B__ENABLE ;

fie-Enable Port 3 ‘/ '
}
else {

If

it (PORT e TO_RAM Y(FlF0t)) { .
FTFG1->ram Y addr = FlFO_FOFiCE_FlAM_FULL: /-

— _

Set RAM Y full -/
l - '
else FlF0t~>ram__X_addr e FlF0_FOFtCE_RAM_FULL; /* Set

RAM x full -/ _

3-PLBSTITIETE SHEET
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FIFO1->control |= FlFO_PORT_A'_ENABLE; /-
Fie-Enable Port A "/

}
}

IifififftitlflflttfiifiifiIfifiittfkttttflflfllIifiiOCitQOQOfliifilififiiflfitfi

The following routine returns how many odd bytes have been
left in the i-‘ifo at the end of a data transfer.

itikttiltttittittfififiilIIfiiitttttitfititfififitfitfitItkttfiifltifliil

int F|FO_count_odd_bytes0
t

int number odd_bytes;
number_od'd__bytes=0; _ _
it (FIFO1->status& FIFO DATA IN RAM)

if (PORT_A ‘l’0_PDRT_B?FlF'Ot)) {
num'ber odd bytes =

(PORT_A_BYTE_Al.'1DRES§(FlFO1)) ;
It (POFiT_A TO_RAM Y(FlFO1))

num‘ber_odd_5ytes + = (FlFO1->ram_Y_addr) '
4 :

else number_-odd_bytes + = (FIFOI->ram_~X_addr) ' 4.;
} .

else { _
it (POFiT_B, TO_RAM Y(FlFO1))

nurfiber odd Bytes = (FIFO1->ram Y addr) * 4 ;
else number_o'dd_b)7tes = (FIFO1->ram_X:a3dr) ' 4 ;

}

} r}eturn (number__odd__bytes);
IktittilittiiiiflittttitttfitiiiiIifiiitIflktitiifittflflfifltitffiifl

_ The following routine tests the microprocessor interface of the
chip. It first writes and reads the first 6‘ registers. It then writes ts. Os, and
an address pattern to the RAM, reading the data back and checidng it.

- The test returns a bit significant error code where each bit
represents the address of the registers that failed.

Bit 0 = contig register tailed
Bit 1 = control register failed
Bit 2 = status register tailed,‘
Bit 3 = ram access control register failed
Bit 4 = ram X address register tailed
Bits = ram Y address register tailed
Bit 6 = data register failed
Bit 7 = checksum register failed

IifttitiiiiflfitifitfifitttitttiiififihttlttttltttitiilIiiftttttitl

#detine RAM_DEPTH 64 /‘ number oi‘ long words in Filo Ram "/_

reg_expect‘ed_data[6] = { OXTF, OXFF. OXOO. 0X1F. 0x3F, OXSF }',

SUBSTITUTE SHEET
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char FlFO__uprocessor_intertace;test0
{

unsigned long test_data:
char *register_addr;
Int I;

char j,error;

FIFO1->contig = FIFO_RESEI'; /* reset the chip ‘/
error=O;

register_addr =(char *) FIFO1;
i=1:

/" first test registers thru 5 */

for (i=0: i<6; i++) {
*register_addr = 0xFF; /" write test data */
if (‘register addr l= reg_expected data[i]) error |= j;
*register_a3dr = 0; /' wri"t'e Os to register */
If ("reg1ster_addr) error i: ];
"register_addr = OXFF; /* write test data again */
it ("register__addr l= reg expected data[i]) error |= j;
FIVFOI->config = FIFO ‘RESET; ' /" reset the chip */
if (*register_addr) error'| = j; /* register should be 0 */
reg|ster_addr+ +; /‘ go to next register */
]<<=t

/‘ now test Ram data & checksum_ registers

test is throughout Flam & then test Os */

for (test__data = -1; test__data t= ,1; test__data+ +) { /“ test for 1s
& Os "/ V

FlF0‘1->coniig .= FIFO RESET [ FlFO_16_BlTS :
FIFO1->-control = FIFG PORT_A_T0_B',
tor (i=0;i<FiAM_DEPTHfi+ +) /* write data to RAMIt

/
FIFO1->,data = test_data;

FIFOI->.contreI = 0;

for (t=O;i<RAM_DEPTH;i+ +)'
it (FIFO1->data i= test_data) error |= 1; /* read &

check data */
If (FIFO1->checksurn) error |= oxeo; A /* checksum

should = o */
}

/* now test Ram data with address pattern

‘uses a different pattern for every byte "/

test data=OxOQO10203: /* address pattern start “/
FIFOI->conflg = FlFO_FtESET | FlFO_16_BlTS|

FIFO CARRY_WRAP;
F-IFO1->control = FtFO PORT A TO B |

FIFO CHECKSUM ENABLE? " " —
ft-Jr (i=O;i<RAM_DEPTH;i+ +) {

F|Fo1.>da1a a ¢es1_da:a; /' write address pattern "/

SUBSTITUTE SHEET
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test_data + = 0x04040404;
}
lest data=ax0001020G: /* address pattern start "/
FIFO1->oontrol = FIFO CHECKSUM_ENABLE;
for a=o;i<nAM DEPTHTH +) {

if (t=lFo1?>siatus I= FlFO_DATA_lN RAM)
error |= 0x04; 7* should be data in ram '/

if (FIFO1->data l== test_data) error |= j; /* read & check
address pattern */

test_data + = 0x04040404;
} ,
If (FIFO1->checksum l= Ox0102) error |= 0x80; /‘ test checksum ol

address pattern */

"/

../

FIF01->conflg = FIFO_RESEl' | FlFO_16_B|TS; /‘ inhibit carry wrap

F‘lFO1->ehecksum = OxFEFE: ‘ /* writing adds to checksum ‘/
if (FlFO1->checksum) error |=0x80; /* wchecksum should be 0

i1(FlFO1->status) error |= 0x04;
return (error);

/' status should be 0 */

suasnrura SHEEI
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1.— Network server apparatus for use with a data

network and.a mass storage device, comprising:

~an interface processor unit coupleable to said

network and to said mass storage device;

a host processor unit capable of running remote

procedures defined by a client node on said network;

means in said" interface processor unit for

satisfying requests from said network to store data

from said network on said mass storage device;

means in said interface processor unit for

satisfying requests from said network to retrieve data

from said mass storage device to said network; and

means in said interface processor unit for

transmitting predefined categories of messages from

said network to said host processor unit for processing

in said host processor unit, said transmitted messages

including all requests by a network client to run

client-defined procedures on [said network server

apparatus.

2. Apparatus according to claim 1, wherein said

interface processor unit comprises:

a network control unit coupleable to said network;

a, data control unit‘ coupleable to said mass

storage device;

a buffer memory;
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means in i said network control unit for

transmitting to said data control unit requests from

said network to store specified storage data from said

network on said mass storage device;

means in said network control unit for

transmitting said specified storage data from said

network to said buffer memory and from said buffer

memory to said data control unit;

means in_ said network control unit for

transmitting to said data control unit requests from

said network to retrieve specified retrieval data from

said mass storage device to said network;

means in said network control unit for

transmitting said specified retrieval data from said

data control unit to said buffer memory and from said

buffer memory to said network: and

means in said network control unit for

transmitting "said predefined categories of messages

from said network to said host processing unit for

processing by said host processing unit.

3. Apparatus according to claim 2, wherein said

data control unit comprises:

a storage processor unit coupleable to said mass

storage device;

a file processor unit;

means on said file processor unit; for translating

said file system level storage requests from said
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network into requests to store data at specified

physical storage locations in said mass storage devicef

means on said file processor unit for instructing

said storage processor unit to write data from said

buffer memory into said specified physical storage

locations in said mass storage device;

nmeans on said file processor unit for translating

file system level retrieval requests from said network

into requests to retrieve data from specified physical

retrieval locations in said mass storage device;

means on said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in

said buffer memory; and

means in said storage processor unit for

transmitting data between said buffer memory and said

mass storage device.

4; Network server apparatus for use with a data

network and a mass storage device, comprising:

a network control unit coupleable to said network;

a data control unit coupleable to said mass

V storage device;

a buffer memory;

means for transmitting from said network control

unit to said data. control unit requests from said
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network to store specified- storage data from said

network on said mass storage device;

means for transmitting said specified storage data

by DMA from said network control unit to said buffer

memory and by DMA from said buffer memory to said data

control unit;

means for transmitting from said network control

unit to said data control unit requests from said

network to retrieve specified retrieval data from said

‘mass storage device to said network; and

means for transmitting said specified retrieval

data by DMA from said data control unit to said buffer

memory and by DMA from said buffer memory to said

network.contro1 unit.

5. Apparatus according to claim 1, for use

further with a buffer memory; and wherein said requests

from said network to store and retrieve data include

file system level storage land retrieval requested

respectively, and wherein said interface processor unit

‘comprises:

a storage processor unit coupleable to said mass

storage device;

a file processor unit;

means on said file processor unit for translating

said file system level storage requests into requests

to store data at specified physical storage locations

in said mass storage device;
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means on said file processor unit for instructing

said storage processor unit to write data from said

buffer. memory into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

said file system level retrieval requests into requests

to retrieve data from specified physical retrieval

locations in said mass storage device;

means on said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in

said buffer memory; and

means in. said storage processor unit for

transmitting data between said buffer memory and said

mass storage device.

6. A data control unit for use with a data

network and a mass storage device, and in response to

file system level storage and retrieval requests from

said data network, comprising:

a data bus different from said network;

a buffer memory bank coupled to-said bus;

storage processor apparatus coupled to said bus

and coupleable to said mass storage device;

file processor apparatus coupled to said bus, said

file processor apparatus including a local memory bank;
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first means on said file processor unit for

translating said file system level storage requests

into requests tot store data at specified physical

storage locations in said mass storage device; and

second means on said file processor unit for

translating said file system level retrieval requests

into requests to retrieve data from specified physical

retrieval locations in said mass storage device, said

first and second means for translating collectively

including means for caching file control information

through said local memory bank in said file processor

unit,

said data control_unit further comprising means

for caching the file data, to be stored or retrieved

according to said ‘storage and retrieval requests,

through said buffer memory bank.

7. A network node for use with a data network

and a mass storage device, comprising:

a system buffer memory;

a host processor unit having.direct memory access

to said system buffer memory;

a network control unit coupleable to said network

and having direct memory access to said system buffer

memory;

a data control unit coupleahle to said mass

storage device and having direct memory access to said

system buffer memory;
.
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first means for satisfying requests from said

network to store data from said network on said mass

storage device;

second means for satisfying requests from said

network to retrieve data from said mass storage device

to said network; and

third means for transmitting predefined categories

of messages from said network to said host processor

unit for processing in said host processor unit, said

first, second and third means collectively including

means £or transmitting from said network

control ‘unit to said system memory bank by direct

memory access file data from said network for storage

on said mass storage device,

means for transmitting from said system

memory bank to said data control unit by direct memory

access said file data from said network for storage on

said mass storage device,

means for transmitting from said data control

unit to said system memory bank by direct memory access

gfile data for retrieval from said mass storage device

to said network, and

means for transmitting from said system

memory bank to said network control unit said file data

for retrieval from said mass storage device to said

network;
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at least said network control unit.including a

microprocessor and local instruction storage means

distinct from said system hdgfer memory, allf

instructions for said microprocessor residing in said

local instruction storage means.

8. A network file server for use with a data

network and a mass storage device, comprising:

a host processor unit running a Unix operating

system;

an interface processor unit coupleahle to said

network and to said mass storage device, said interface

processor unit including means for decoding all NFS

requests from said network, means for performing all

procedures for satisfying said NFS requests, means for

encoding any NFS reply messages for return transmission

on said network, and means for transmitting predefined

non-NFS categories of messages from said network to

’said host processor unit for processing in said host

processor unit.

9. Network server apparatus for use with a data

network. comprising:

a network controller coupleable to said network to

receive incoming information packets over said network,

said incoming information packets including certain

packets which contain part or all of a request to said

server apparatus, said request being in either a first

or a second class of requests to said server apparatus:
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a first additional processor;

an interchange bus different from said network and

coupled between said network controller and said first

additional processor;

means in said network controller for detecting and

satisfying requests in said first class of requests

contained in said certain incoming information packets,

said network controller lacking means in said network

controller for satisfying requests in said second class

of requests;

means in said network controller for detecting and

assembling into assembled requests, requests in said

second class of requests contained in. said certain

incoming information packets;

means for delivering said assembled requests from

said network controller to said first additional

processor over said interchange bus; and

means in said first additional processor- for

further processing said assembled requests in ‘said

second class of requests.

10. Apparatus according to claim 9, wherein said

packets each include a. network .node destination

address, and wherein "said means in said network

controller for detecting and assembling into assembled

requests, assembles said assembled requests in a format

which omits said network-node destination addresses.
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11. Apparatus according to claim 9, wherein said

means in said network controller for detecting and

satisfying requests in said first class of requests,

assembles said requests in said first class of requests

into assembled requests before satisfying said requests

in said first class of requests.

12. Apparatus according to claim 9, wherein_said

packets each "include a network node destination

address, wherein said means in said network controller

for detecting and assembling into assembled requests,

assembles said assembled requests in a format which

omits said network node destination addresses, and

wherein said -means in said network controller for

detecting and satisfying requests in said first class

of requests, assembles said requests in said first

class of requests, in a format which omits said network

node destination addresses, before satisfying said

requests in said first class of requests.

13. Apparatus according to claim 9, wherein said

means in said network controller for detecting and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said first class of requests, means for packaging said

outgoing message in outgoing information packets

suitable for transmission over said network, and means

for transmitting said outgoing information packets over

said network.
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14. Apparatus according to claim 9, further

comprising a buffer memory coupled to said interchange

bus. and wherein said means for delivering said

assembled requests comprises:

means for transferring the contents of said

assembled requests over said interchange bus into said

buffer memory; and _

means for notifying said first additional

processor of the presence of said contents in said

buffer memory.

15. Apparatus according to claim 9, wherein said

imeans in said first additional processor for further

processing said assembled requests includes means for

preparing an outgoing message in response to one of

said second class of requests, said apparatus further

comprising means for delivering said outgoing message

from said first additional processor to said network.

controller over said interchange bus, said- network

controller further comprising means in said network

controller for packaging said outgoing message in

outgoing information packets suitable for transmission

over said network, and means in said network controller

for transmitting said outgoing information packages
over said network.

16. Apparatus according to claim 9, wherein said

first class of requests comprises requests for an

address of said server apparatus, and wherein said
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means in said network controller for detecting and

satisfying requests in said first class comprises means

for preparing a response packet to such an address.

request and means for transmitting said response packet

over said network.

17. Apparatus according to claim 9, for use

further with a second data network,_ said network

controller being coupleable further to said second

network, wherein said first class of requests comprises

requests to route a message to a destination reachable

over said second network, and wherein said means in

said network controller for detecting and satisfying

requests in said first class comprises" means "for

detecting that one of said certain packets comprises a

request to route a message contained in said one of

said certain packets to a destination reachable over

said second network, and means for transmitting said

message over said second network.

18. Apparatus according to claim 17, for use

further with .a third data network, said network

controller further comprising means in said network

controller for detecting particular requests in said

incoming information packets to route a message

‘ contained in said particular requests, to a destination

reachable over said third ‘network, said apparatus

further comprising:



Oracle-Huawei-NetApp Ex. 1002, pg. 1448

113

a second network controller coupled to said

interchange bus and coupleable to said third data network;

means for delivering said message contained in

said particular requests to said second network

controller over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network. -

19. Apparatus according to claim 9, for use

further with a third data network, said network

controller further comprising means in said network

controller for detecting particular requests in said

incoming information packets to route a message

contained in said particular requests, to a destination

reachable over said third network, said apparatus

further comprising:

a second network ‘controller coupled to said

interchange bus and conpleable to said third data

network;

means for delivering said message contained in

said particular requests to said second network

controller over said interchange bus; and

means in said second network controller‘ for

transmitting said message contained in said particular

requests over said third network.

20. Apparatus‘ according to claim 9, for use

further with a mass storage device, wherein said first
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additional processor comprises a data control unit

coupleable to said mass storage device, wherein said

second class of requests comprises remote calls to

procedures for managing a file system in said mass

storage device, and wherein said means in said first

additional processor for further processing said

assembled requests in said second class of requests

comprises means for executing file system procedures on

said mass storage device in response to said assembled

requests.

'21. Apparatus according to claim 20, wherein said

file system procedures include a read procedure for

reading data'from said mass storage device,

said means in said first additional processor for

further processing said assembled requests including

means for reading data from a specified location in

said mass storage.device in response to a remote call

to said read procedure,

said apparatus further including means for

-delivering said data to said network controller,

said network controller further comprising means

on said network controller for packaging said data in

’ outgoing information packets suitable for transmission

over said network, and means for transmitting said

outgoing information packets over said network.

22. Apparatus according to claim 21, wherein said

means for delivering comprises:
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a system buffer memory coupled to said interchange

bus;

means in said data control unit for transferring

said data over said interchange bus into said buffer

memory; and

means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

23. Apparatus according to claim 20, wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

mass storage device beginning at an address specified

in logical terms including a file system ID and a file

ID, said means for executing file system procedures

comprising:

means for converting the logical address specified

in 8 remote call to said read procedure to a physical

address; and

means for reading data from said physical address

in said mass storage device.

24. Apparatus according to claim 23, wherein said _

mass storage device comprises a disk drive having a

numbered tracks and sectors, wherein said logical

address specifies said file system ID, said file ID,

and a byte offset, and wherein said physical address

specifies a corresponding track and sector number.
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25. Apparatus according to claim 20, wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

mass storage device beginning at an address specified

in logical terms including a file system ID and a file

ID,

said data control.unit comprising a file processor

coupled to said interchange bus and a storage processor

coupled to said interchange bus and coupleable to said

mass storage device,

said file processor comprising means for

converting the logical address specified in a remote

call to said read procedure to a physical address,

said apparatus further comprising means for

delivering said physical address to‘ said storage

processor, I

said storage processor comprising means for

reading data from said physical address in said mass

storage device and for-transferring said_data over said

interchange bus into said buffer memory: and

means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

26. Apparatus according to claim 20, wherein said

file system procedures include a write procedure for

writing data contained in an assembled request, to said

mass storage device,
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said means in said first additional processor for

further processing said assembled requests including

means for writing said data to a specified location in

said mass storage device in response to a remote\cal1

to said read procedure.

27. Apparatus according to claim 9, wherein said

Eirst additional processor comprises a host computer

coupled to said interchange bus, wherein said second

class of requests comprises remote calls to procedures

other than procedures for managing a file system, and

-wherein said means in said first additional processor

for further processing said assembled requests in said

second class of requests comprises means for executing

remote procedure calls in response to said assembled»

requests.

28. Apparatus according to claim 27, for use

further with a mass storage device and a data control

unit coupleable to said mass storage device and coupled

to said interchange ‘bus, wherein said network

controller further comprises means in said network

ficontroller for detecting and assembling remote calls,

received over said network, to procedures for-managing

a file system in said mass storage device, and wherein

said data control unit comprises means for executing

file system procedures on said mass storage device in

response to said remote calls to procedures for

managing a file system in said mass storage device.
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29. Apparatus according to claim 27, further

comprising means for delivering all of said incoming

information packets not recognized by said network

controller to said host computer over said interchange

bus.

30. Apparatus according to claim 9, wherein said

network controller comprises:

A a microprocessor;

.a. local instruction memory. containing local

instruction code;

a local bus coupled between said microprocessor

and said local instruction memory;

bus interface means for interfacing said

microprocessor with said interchange bus -at times

determined hy'said microprocessor in response to said

local instruction code; and

network interface means for interfacing said

microprocessor with said data network,

said local instruction memory including all

instruction code necessary for said microprocessor to

perform said function of detecting and ‘satisfying

requests in said. first class of requests, and all

instruction code necessary for said microprocessor to

perform said function of detecting and assembling into

assembled requests, requests in said second class of

requests .
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31. Network server apparatus for use with a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network,

said incoming information packets including certain
packets which contain part or all of a message to said

server apparatus, said message being in either a first

or a second class of messages to said server apparatus,

said messages in said first class of messages including

certain messages containing reguests;

a host computer; V

an interchange bus different from said network and

coupled between said network controller and said host

computer; I

means in said network controller for detecting and

satisfying said requests in said first class of

I messages :

means for delivering messages in said second class-

of messages from said network controller to said host

computer over said interchange bus; and

means in said host computer for further processing

said messages in said second class of messages.

32. Apparatus according to claim 31, wherein said

packets each include a network node destination

address, and wherein said means for delivering messages

in said second class of messages comprises means in

said network controller for detecting said messages in
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said second class of messages and assembling them into

assembled messages in a format which omits said network

node destination addresses.

33. Apparatus according to claim 31, wherein said

means in said network controller for detecting and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said requests in said first class of messages, means

for packaging said outgoing message in outgoing

information packets suitable for transmission over said

network, and means for transmitting said outgoing

information packets over said network.

34. Apparatus according to claim 31, for use

further with a second data network, said network

controller being coupleable further to said second

network, wherein said first class of-messages comprises

messages to be routed to a destination reachable over

said second network, and wherein said means in said

network controller for detecting and satisfying

requests in said first class comprises means for

detecting that one of.said certain packets includes a

request to route a message contained in said one of

said certain packets to a destination reachable over

said second network, and means for transmitting said

message over said second network.

35. Apparatus according to claim 31, for use

further with a third data network, said network
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controller further comprising means in said network

controller for detecting particular messages in said

incoming information packets to. be routed to a

destination reachable over said third network, said

apparatus further comprising:

a second network controller coupled to said

interchange bus and coupleable to said third data

network; 7 H

means for delivering said particular messages to

said second network controller over said interchange

bus; substantially without involving said host

computer; and

means in. said second network controller for

transmitting said message contained in-said particular

requests over said third network, substantially without

involving said host computer.

A 36. Apparatus according to claim 31, for use

further with a mass storage device, further comprising

a data control unit coupleable to said mass storage

device.

said network controller further comprising means

in said network controller for detecting ones of said

incoming information packets containing remote calls to

procedures for managing a file system in said mass

storage device, and means in said network controller

for assembling said remote calls from said incoming
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packets into assembled calls. substantially without

involving said host computer,

said apparatus further comprising means for

delivering said assembled file system calls to said

data control unit over said interchange- bus

substantially without involving said host computer, ad

said data control unit comprising means in said data

control unit for executing file system procedures on

said mass storage device in response to said assembled

file system calls, substantially without involving said

host computer.

37. Apparatus according to claim 31,_ further

comprising means for delivering all of said incoming

information~ packets not recognized by said network

controller to said host computer over said interchange

bus.

38. Apparatus according to claim 31. wherein said

network controller comprises:

a microprocessor;

a local instruction memory containing local

instruction code;

a local bus coupled between said microprocessor

and said local instruction memory;

bus interface means for interfacing said

microprocessor‘ with said interchange bus at times

determined by said microprocessor in response to said

local instruction code; and
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network interface means for interfacing said

microprocessor with said data network,

said ‘local instruction memory including all~

instruction code necessary for said microprocessor to

‘ perform said function of detecting and satisfying

requests in said first class of requests.

39. File server apparatus for use with a mass

storage device, comprising:

a requesting unit capable of issuing calls to file

system procedures in a device—independent form;

a file controller including means for converting

said file system procedure calls from said device-

independent form to a device-specific form and means

for issuing device-specific commands in response to at

least a subset of said procedure calls, said file

controller operating in parallel with said requesting

unit; and

a storage processor including means for executing

said device-specific commands on said mass storage.

‘device, said storage processor operating in parallel

with said requesting unit and said file controller.

40. Apparatus according to claim 39, further -

comprising:

an interchange bus;

first delivery means for delivering said file

system procedure calls from said requesting unit to

said file controller over said interchange bus; and
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second delivery means for delivering said device-

specific commands from said file controller to said

storage processor over said interchange bus.

41. Apparatus according to claim 39, further

comprising:

an interchange bus coupled to said requesting unit

and to said file controller;

first memory means in said requesting unit and

addressable over said interchange bus;

second memory means in said file controller;

means in said requesting unit for preparing in

said first memory means-one of said calls to file

system procedures;

means for notifying said file controller of the‘

availability of said one of said calls in said first

memory means; and

means in said file controller for controlling an

access to said first memory means for reading said one

of said calls over said interchange bus into said

second memory means in response to said notification.

42. Apparatus according to claim 41, wherein said

means for notifying said file controller comprises:

a command FIFO in said file controller addressable

over said interchange bus; and H

means in said requesting unit for controlling an
access to said FIFO for writing a.descriptor into said

FIFO over said Ainterchange bus, said descriptor
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describing an address in said first memory means of

said one of said calls and an indication that said

address points to a message being sent.

43. Apparatus according to claim 41, further

comprising:

means in said file controller for controlling an

access to said first memory means over said interchange

bus for modifying said one of said calls in said first

memory means to prepare a reply to said one of said

calls; and

means for notifying said requesting unit of the

availability of said reply in said first memory.

44. Apparatus according to claim 41, further
comprising:

a command FIFO in said requesting processor

addressable over said interchange bus; and

means in said file controller for controlling an

access to said FIFO for writing a descriptor into said

FIFO over said interchange bus, said descriptor

describing said address in said-first memory and an

indication that said address points to a reply to said

one of said calls.

,45; Apparatus according to claim 39, further

comprising:

an interchange bus coupled to said file controller

and to said storage processor;
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second memory means in said file controller and

addressable over said interchange bus;

means in said file controller for preparing one of

said device-specific commands in said second memory

means;

means for notifying said storage processor of the

availability of said one oft said commands in said

second memory means; and

means in said storage processor for controlling an

access to said second memory means for reading said one

of said commands over.said interchange bus in response

to said notification.

46. Apparatus according to claim 45, wherein said-

means for notifying said storage processor comprises:

a command FIFO in said storage processor

addressable over said interchange bus; and

means in said file controller for controlling an

access to said FIFO for writing a descriptor into said

. FIFO over said interchange bus, said descriptor

describing an address in said second memory of said one

of said calls and an indication_ that said address

points to a message being sent.

47. Apparatus according_to claim 39, wherein said

means for converting said file system procedure calls

comprises:
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a file control cache in said file controller,

storing device-independent to‘ device-specific

conversion information; and

means for performing said conversions in

accordance with said conversion information in said

file control cache.

48. Apparatus according to claim 39, wherein saidi

mass storage device includes a disk drive having

numbered sectors, wherein one of said‘ file system

procedure calls is a read data procedure call,

.said apparatus further comprising an

interchange bus and a system buffer memory addressable

over said interchange bus,

said means for converting said file system’

procedure calls including means for issuing a read

sectors command in response to one of said read data

procedure calls, said read sectors command specifying

a starting sector on_ said disk drive, a count

indicating the amount of data to read, and a pointer to

a buffer in said system buffer memory, and

said means for executing device-specific

commands including means for reading data from said

disk drive beginning at said vstarting sector and

continuing for the number of sectors indicated by said

count, and controlling an access to said system buffer

memory for writing said data over said interchange bus

to said buffer in said system buffer memory»
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49. Apparatus according to claim 48, wherein said

file controller further includes means for determining

whether the data specified in said one of said read

data procedure calls is already present in said system

buffer memory, said means for converting issuing said

read sectors command only if said data is not already

present in said system buffer memory.

50. Apparatus according to claim 48, further

comprising:

means in said storage processor for controlling a

notification of said file controller when said read

sectors command has been executed;

means in said file controller, responsive to said

notification from said storage processor, for

controlling a notification of said requesting unit that

said read data procedure call has been executed; and

means in said requesting unit, responsive to said

notification from said file_controller, for controlling

an access to said system buffer memory for reading said

data over said interchange bus from aaid buffer in said

system buffer memory to said.requesting unit.

51. Apparatus according to.c1aim 39, wherein said

mass storage device includes a disk drive having

numbered -sectors, wherein one of said file system

procedure calls is a write data procedure call,
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said apparatus further comprising an

interchange bus and a system buffer memory addressable

over said interchange bus,

saidvmeans for converting said file system

procedure calls including means for issuing a write

sectors command in response to one of said write data

procedure calls, said‘ write data procedure call

including a pointer to a buffer in said system buffer

memory containing data to be written, and said write

rsectors command including a starting sector on said

disk drive, a count indicating the amount of data to

write, and said pointer to said buffer in said buffer

memory, and

said means for executing deviceespecific

commands including means for controlling an access to

said buffer memory for reading said data over said

interchange bus.from said buffer in said system buffer

memory, and writing said data to said disk drive

beginning at said starting sector and continuing for

the number of sectors indicated by said count.’

52. Apparatus according to claim 51, further

comprising:

means in said requesting unit for controlling an

access to said system buffer memory for writing said

data over said interchange bus to said buffer in said

system buffer memory; and
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means in said requesting unit for issuing said one

of said write data procedure calls when said data has

been written to said buffer in said system buffer

memory.

53. Apparatus according to claim 52, further

comprising:

means in said requesting unit for issuing a buffer

iallocation request; and

means in said file controller for allocating said

buffer in said system buffer memory in response to said

buffer allocation request, and for providing said

pointer, before said data is written to said buffer in

said system buffer memory.

54. Network controller apparatus for use with a

first data network carrying- signals representing

information packets encoded according to a first

physical layer protocol, comprising:

a first network interface unit, a first packet bus

and first packet. memory addressable by said first

network interface unit over said first packet bus, said

first network "interface unit including means for

receiving signals over said first network representing

incoming information packets, extracting said incoming

information packets and writing said incoming

information packets into said first packet memory over

said first packet bus;

' a first packet bus port;
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first packet DMA means for reading data over said

first packet bus from said first packet memory to said

first packet bus port; and

a local processor including means for accessing

said incoming information packets in said first packet

memory and, in response to the contents of said

incoming information packets, controlling said first

_packet DMA means to read selected data over said first

packet bus from said first packet memory to said first

packet bus port, said local processor including a CPU,

a CPU bus and CPU memory containing CPU instructions,

said local processor operating in response to said CPU

instructions, said CPU instructions being received by

said CPU over said CPU bus independently of any of said

writing by said first network interface unit of

incoming information packets into said first packet

memory over said first packet bus and independently of

any of said reading by said first packet DMA means of

data over said first packet bus from said first packet

memory to said first packet bus port.

55. -Apparatus-according to claim-54, wherein said

first network interface unit further includes means for

‘ reading outgoing information packets from said first

packet memory over said_first packet bus; encoding said

outgoing information packets according to said first

physical layer protocol, and transmitting signals over
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said first network representing said outgoing

information packets,

said local processor further including means

for preparing said outgoing information packets in said

first packet memory, and for controlling said first

network interface unit to read, encode and transmit

said outgoing information packets,

said receipt of CPU instructions by said CPU

over said CPU bus being independent further of any of

said reading by said first network interface unit of

‘ outgoing information packets from said first packet

memory over said first packet bus.

56. Apparatus "according, to claim 54, further

comprising a first FIFO having first and second ports,

said first port of said first FIEO being said first

packet bus port.

57. Apparatus according to claim 56, for use

further with an interchange bus, further comprising

interchange bus DMA means for reading data from said

second port of said first FIFO onto said interchange’

bus,

said local processor further including means

for controlling said interchange bus DMA means to read

said data from said second port of said first FIFO onto

said interchange bus.

58. Apparatus according to claim 54, for use

further with a second data network carrying signals
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representing information packets encoded according to

a second physical layer protocol, further comprising:

a second network interface unit, a second packet

bus and second packet memory addressable by said second

network interface unit over said second packet bus,

said second network interface unit including means for

reading outgoing information packets from said second

packet memory over said second packet bus, encoding

said outgoing information packets according to said

second physical layer protocol, and transmitting

signals. over said second network representing said

outgoing information packets;

a second packet bus port; and

second packet DMA means for reading data over said

second packet bus from said second packet bus port to

said second packet memory,

said local processor further including means

for controlling said second packet DMA means to read

data over’ said second packet bus from said second

"packet bus port to said second packet memory, and for

controlling said second network interface unit to read,

encode and transmit outgoing information packets from

said data in said second packet memory,

said receipt of CPU instructions by said CPU

“over said CPU bus being independent further of any of

said reading by said second packet DMA means of data

over said second packet bus from said second packet bus
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port to said second packet memory, and independent

further of any of said reading by said second network

interface unit of outgoing information packets from

said second packet memory over said second packet bus,

and all of said accesses to said first packet

memory over said first packet bus being independent of

said accesses to said second packet memory over said

second packet bus.

59. Apparatus according to claim 58, wherein said

second physical layer protocol is the same as said

first physical layer protocol. I

60. Apparatus according to claim 58, further

comprising -means, responsive to signals from said

processor) for coupling data from said first packet bus

port to said second packet bus port.

61. Apparatus according to claim 61, further

‘comprising:

first and second FIFOs, each having first and

‘second ports, said first port of said first FIFO being

said first packet bus port and said first port of said

second FIFO being said second packet bus port;

an interchange bus; and

interchange bus DMA means for transferring data

between said interchange bus and either said second

port of said first FIFO or said second port of said

second FIFO. selectably in response to DMA control

signals from said local processor.
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62. Apparatus according to claim 62. wherein said

interchange bus DMA means comprises:

a transfer bus coupled to said second port of said

first FIFO and to said second port of said second FIFO;

coupling means coupled between said transfer bus

and said interchange bus; and

a controller coupled to receive said DMA control

signals from said processor and coupled to said first

and second FIFOs and to said coupling means to control

data transfers over said transfer bus.

63. storage processing apparatus for use with a

plurality of storage devices on a respective plurality

of channel buses. and an interchange bus. said

interchange bus capable of transferring data at a

higher rate than any of said channel buses, comprising:

-data- transfer means coupled to each of said

channel buses and to said interchange bus, for

transferring data in parallel between said data

transfer means and each of said channel buses at the

data transfer rates of each of said channel buses,

respectively, and for transferring data between said»

data transfer means and said interchange bus at a data

transfer rate higher than said data transfer rates of

any of said channel buses; and

a local processor including transfer control means

for controlling said data transfer means to transfer
data between said data transfer means and specified
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ones of said channel buses and for controlling said

data transfer means to transfer data between said data

transfer means and said interchange bus,

said local processor including a CPU, a CPU

bus and CPU memory containing CPU instructions, said

local processor operating in response to said CPU

instructions, said CPU instructions being received by

said CPU over said CPU bus independently of any of said

data transfers between said channel buses and said data

transfer means and independently of any of_said data

transfers between said data transfer means and said

interchange bus.

64. Apparatus according to claim 63, wherein the.

highest data transfer rate of said interchange bus is

substantially equal to the sum of the highest data

transfer rates of all of said channel buses.

65. Apparatus according to claim 63, wherein said

data transfer means comprises:-

a FIPO' corresponding to each of said channel

buses, each of said FIFOs having a first port and a

second port;

a channel adapter coupled between the first port

of each of said FIFOs and a respective one of said

channels; and

DMA means coupled to the second port-of each of

said .FIFOs and to said interchange bus, ,for
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transferring data between said interchange bus and one

of said FIFOs as specified by said local processor,

said transfer control means in said local

processor comprising means for controlling each of said

channel adapters separately to transfer data between

the channel bus coupled to said channel adapter and the

FIFO coupled to said channel adapter, and for

controlling said DMA controller to transfer data

between separately specified ones of said PIFOS and

said interchange bus, said DMA means performing said

transfers sequentially.

66. Apparatus according to claim 65, wherein said

DMA means comprises a command memory and. a DMA'

processor, said local processor having means for

writing FIFO/interchange bus DMA commands into said

command memory, each of said commands being specific to

a given one said FIPOs and including an indication of

the direction of data transfer between said interchange

bus and said given FIFO, each-of said FIFos generating

a ready status indication, said DMA processor

controlling the data transfer specified in each of said

commands sequentially after the corresponding FIFO

indicates a -ready status, -and notifying said local

processor upon completion of the data transfer

specified in each of said commands.

67. Apparatus according to claim 65 further

comprising an additional FIFO coupled between said CPU
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bus and said DMA memory, said local processor further

having means for transferring data between said CPU and

said additional FIFO, and said DMA means being further

for transferring data between said interchange bus and

said additional FIFO in response to commands issued by

said local processor.
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68. Network server apparatus for use with a data

network and a mass storage device, comprising:

an interface processor unit coupleable to said

network and to said mass storage device;

a host processor unit;

means in said interface processor unit for

satisfying requests from said network to store data fro

said network on said mass storage device;

means in said interface processor unit for

satisfying requests from said network to retrieve data

from said mass storage device to said network;

means in said interface processor unit for

Asatisfying requests from said host processor unit to

store data from said host processor unit on said mass

storage device; and

means in said interface processor unit for

satisfying requests from said host processor unit to

retrieve data from said mass storage device to said host

processor unit.

69. Apparatus according to claim 68, wherein said‘

interface processor unit comprises:

a network control unit coupleable to said network;

a data control unit coupleable to said mass storage

device;

a buffer memory;
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means in said network control unit for transmitting

to said data control unit requests from said network to

store specified storage data from said network on said

mass storage device;

means in said network control unit for transmitting

"said specified storage data from said network to said

buffer memory and from said buffer memory to said data

control unit;

means in said network control unit for transmitting

to said data control unit requests from said network to

retrieve specified retrieval data.£rom said mass storage

device to said network; and

means in said network control unit for transmitting

said specified retrieval data from said data control

unit to said.buffer memory and from said buffer menory

to said network.

70. Apparatus according to claim 69, wherein said

data control unit comprises:

a storage orocessor unit coupleable to said mass

storage device;

a file processor unit;

means on said file processor unit for translating

said Afile system level storage requests from said

network into requests to store data at specified

physical storage locations in said mass storage device;
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means on said file processor unit for instructing

said storage processor unit to write data from said

buffer memory into said specified physical storage

locations in said mass storage device;

means on said file processor unit for translating

file system level retrieval requests from said network

into requests to retrieve data from specified physical

retrieval locations in said mass storage device;

means on said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical retrieval locations in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in said

buffer memory; and

means in said storage processor unit for

transmitting data between said buffer memory and said

mass storage device.

71. Apparatus according to claim 68, for use

further with a buffer memory, and wherein said requests

from said network to store and retrieve data include

file system level storage and retrieval requests

respectively, and wherein said interface processor unit

comprises:

a storage processor unit coupleable to said mass

storage device;

a file processor unit;
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means on said file processor unit for translating

said file system level storage requests into requests to

store data at specified physical storage locations in

said mass storage device;

means on said file processor unit for instructing

said storage processor unit to write data from said

buffer memory into said specified physical storage

locations in said mass storage device; b

means on said file processor unit for translating

said file system level retrieval requests into requests

to retrieve data from specified physical retrieval

locations in said mass storage device;

means on_said file processor unit for instructing

said storage processor unit to retrieve data from said

specified physical Aretrieval locations_ in said mass

storage device to said buffer memory if said data from

said specified physical locations is not already in said

buffer memory; and

means- in said storage processor unit for

transmitting data between said buffer memory and said

mass storage.device.

72. A network node for use with a data network and

a mass storage device, comprising:

a system buffer memory;
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a network control unit coupleable to said network

_and having direct memory access to said system buffer

memory;

a data control unit coupleable to said mass storage

device and having direct memory access to said system

buffer memory;

first means for satisfying requests from said

network to store data from said network on said mass

storage device; and

second means for satisiying requests from said

network to retrieve data from said mass storage device

to said network, said first and second means

collectively including

means for transmitting from said. network

control unit to said system memory bank by direct memory

access file data from said network for storage on said

mass storage device,

means for transmitting from said system memory

bank to said data control unit by direct memory access

said file data from said network for storage on said

mass storage device,

means for transmitting from said data control

unit to said system memory bank by direct memory access
file data for retrieval from said mass storage device to

said network, and
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means for transmitting from said system memory

. bank to said network control unit said file data for

retrieval from said mass storage device to said network;

at least said network control unit including a

microprocessor and local instruction storage means

distinct from said system buffer memory, all

instructions for said microprocessor residing in said

local instruction storage means.

73. A network file server for use with a data

network and a mass storage device, comprising:

a host processor unit; and

an interface processor unit coupleable to said

network, to said_mass storage device and to said host

processor unit, said interface processor unit including

means for decoding all NFS requests from said network,

means for performing all procedures for satisfying said

NBS requests, means for encoding any NFS reply messages

for return transmission on said network, and means for

satisfying file system requests from said host.processor

unit,

74. Network server.apparatus for use with a data

network, comprising:

a network controller coupleahle to said network to

‘receive incoming information packets over said network,

said incoming information packets including certain

packets which contain part or all of a'request to said
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server apparatus, said request being in either a first

or a second class of requests to said server apparatus;

a first additional processor;

an interchange bus different from said network and

coupled between said network controller and said first

additional processor;

means in said network controller for detecting and

satisfying requests in said first class of requests

contained in said certain incoming information packets,

‘said network controller lacking means'in said network

controller for satisfying requests in said second class

of requests; and I

means in said network controller for satisfying

requests received over said interchange bus from said

first additional processor.

75. Apparatus according to claim 74, wherein said

means in said network controller for detecting and

satisfying requests in said first class of requests,

assembles said requests in said first class of requests

into assembled requests before satisfying said requests

in said first class of requests.

76. Apparatus according to claim 74, wherein said

packets-each include a network node destination address,

wherein said means in said network controller for

detecting and satisfying requests in said first class of

requests, assembles said requests in said first class of
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requests, in a format which omits said network node

destination addresses, before satisfying said requests

in said first class of requests.

77. Apparatus according to claim 74, wherein said

means in -said network controller for detecting and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one of

said first class of requests, means for packaging said

outgoing message in outgoing information packets
suitable for transmission over said network, and means

for transmitting said outgoing information packets over

said network.

78% Apparatus according to claim 74, wherein said

‘first class of requests comprises requests for an

address of said server apparatus, and wherein said means

in said network controller for detecting and satisfying

requests in said first class comprises means for

preparing a response packet to such an address request ,

and means for transmitting said response packet over

said network.

19. Apparatus according to‘ claim 74, for use-

further with a second data network, said network

controller being coupleable further to said second

network, wherein said first class of requests comprises

requests to route a message to a destination reachable

over said second network, and wherein said means in said
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network controller for detecting and satisfying requests

in said first class comprises means for detecting that

one of said certain packets comprises a request to route

a message contained in said one of said certain packets

to a destination.reachable over said second network, and

means for transmitting said message over said second

network. I

80. Apparatus according to claim 79, “for use

further with a third data network, said network

controller further comprising means -in said network

controller for detecting particular requests in said

inconing information packets to route .a message

contained in said particular requests, to a destination

reachable over said third network. said apparatus

further comprising:

a second network controller coupled to said

interchange bus and coupleable Ato said third data

network;

means for delivering said message contained in said

particular requests to said second network controller

over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network.

81. Apparatus according to claim 74, for use

further with a third data network, said network
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controller further comprising means in said network

controller for detecting particular requests in said

incoming information packets to route a message

contained in said particular requests, to a destination

reachable over said third network, said apparatus

further comprising:

a second network controller coupled to said

interchange bus and coupleable to said third data

network;

means for delivering said message contained in said

particular requests to said second network controller

over said interchange bus; and

means in said second network controller for

transmitting said message contained in said particular

requests over said third network.

82. Apparatus according to claim 74, for use

further with a mass storage device, wherein said first

additional processor comprises a data control unit

coupleable to said mass storage device, wherein said

second class of requests comprises remote calls to

procedures for managing a file system in vsaid mass

storage device, and wherein said means in said first

additional processor for further processing said

assembled requests in said second class of requests

comprises means for executing file system procedures on
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said mass storage device in response to said assembled

requests.

83. Apparatus according to claim 82, wherein said

file system procedures include a read procedure for

reading data from said mass storage device,

said means in said first additional processor for

further processing said assembled requests including

means for reading data from a specified location in said

mass storage device in response to a remote call to said

read procedure,

said apparatus further including means for

delivering said data to said network controller,

said network controller further comprising means on.

said network controller for packaging said datav in

outgoing information packets suitable for transmission ‘

over said network, and means for transmitting said

outgoing information packets over said network.

84. Apparatus according to claim 83, wherein said

means for delivering comprises:

a system buffer memory coupled to said interchange

bus;

means in said data control unit for transferring

said data over said interchange bus into said buffer

memory; and
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means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

85. Apparatus according to claim 82, wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

mass storage device beginning at an address specified in

logical terms including a file system ID and a file ID,

said means for executing file system procedures

comprising:

means for converting the logical address specified

in a remote call to said read procedure to a physical

address; and

means for reading data from said physical.address

in said mass storage device.

86. Apparatus according to claim 85, wherein said

mass storage device comprises a disk drive having a

numbered tracks and sectors, wherein said logical

address specifies said file system ID, said file ID, and‘

Va byte offset, and wherein said physical address

specifies a corresponding track and sector number.

87. Apparatus according to claim 82, wherein said

file system procedures include a read procedure for

reading a specified number of bytes of data from said

mass storage device beginning at an address specified in

logical terms including a file system ID and a file ID,
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said data control unit comprising a file processor

coupled to said interchange bus and a storage processor

coupled to said interchange bus and coupleable to said

mass storage device,

said file processor comprising means for converting

the logical address specified in a remote call to said

read procedure to a physical address, .

said apparatus further comprising means for

delivering said physical address tot said storage

processor,

said storage processor comprising means for reading

data from said physical address in said mass storage

device and for transferring said data over said

interchange bus into said buffer memory; and

means in said network controller for transferring

said data over said interchange bus from said system

buffer memory to said network controller.

88. Apparatus according to claim 82, wherein said

file system procedures include a write procedure for

writing data contained in an assembled request, to said

mass storage device,

said means in said first additional processor for

further processing said assembled requests including

means for writing said data to a specified location in

said mass storage device in response to a remote call to

said read procedure.
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89. Apparatus according to claim 74, wherein said

« network controller comprises:

a microprocessor;

a local instruction memory containing local

instruction code;

a local bus coupled between said microprocessor and

said local instruction memory;

bus interface means I f6r- interfacing said

microprocessor with said interchange bus at times

determined by said microprocessor in response to said

local instruction code; and

network interface means for interfacing said‘

microprocessor with said data network,

said local instruction memory including all

instruction code necessary for said microprocessor to

perform said function of detecting and satisfying

requests in said first class of requests.

90. Network server apparatus for use with a data

network, comprising:

a network controller coupleable to said network to

receive incoming information packets over said network,

said incoming information packets including certain

packets which contain part or all of a message to said

server apparatus, said message being in either a first

or a second class of messages to said server apparatus,
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said messages in said first class of messages including

certain messages containing requests;&

a host computer;

an interchange bus different from said network and

coupled between said network controller and said host

computer; I

means in said network controller for detecting and

satisfying said requests in said first class of

messages; and

means for satisfying requests received over said

interchange bus from said host computer.

'91. Apparatus according to claim 90, wherein said

means in said network controller for detecting- and

satisfying requests in said first class includes means

for preparing an outgoing message in response to one-of

said requests in said first class of messages, means for

packaging said outgoing message in outgoing information

packets suitable for transmission over said network, and

means for transmitting said outgoing information.packets

lover said network.

92¢ Apparatus according‘ to claim 90, for use

further with a second data network, said network

controller being coupleahle further to said second

network, wherein said first class of messages comprises

messages to be routed to a destination reachable over

said second network, and wherein said means in said
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network controller for detecting and satisfying requests

V -in said first class comprises means for detecting that

one of said certain packets includes a request to route

a message contained in said one of said certain packets

to a destination reachable over said second network, and

means for transmitting said message over said second

network.

93} Apparatus according to claim 90, for use

further with a, third data network, said network

controller further comprising means in said network

controller for detecting particular messages in said

incoming information packets to be routed to a

destination reachable over said third network, said

apparatus further comprising:

a second network controller coupled to said

interchange bus and coupleable to said third data

network;

means for delivering said particular messages to

said second network controller over said interchange

bus, substantially without involving said host computer;

and

means in said» second network controller for

transmitting said message contained in said particular

requests over said third network, substantially without

involving said host computer.
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94. Apparatus according to claim 90, for use

further with a mass storage device, further comprising

a data control unit coupleable to said mass storage

device,

said network controller further comprising means in

said network controller for detecting ones of said

incoming information packets containing remote calls to

procedures" for managing a file system in said mass

storage device, and means in said network controller for

assembling said remote calls from said incoming packets

into assembled calls, substantially without involving

said host computer, ‘

said apparatus further comprising means for

' delivering said assembled file system calls to said data

control unit over said interchange bus substantially

without involving said host computer. and said data

control unit comprising means in said data control unit

for executing file system procedures ‘on said mass

storage device in response to said assembled file system

calls. substantially without involving said host
computer.

95, Apparatus according to claim 90, wherein said

network controller comprises:

a microprocessor;

a local instruction memory containing local

instruction code;



Oracle-Huawei-NetApp Ex. 1002, pg. 1491

156

a local bus coupled between said microprocessor and

said local instruction memory;

bus interface means for interfacing said

microprocessor with said interchange bus at times

determined by said microprocessor in response to said

local instruction code; and

network interface means for- interfacing said

microprocessor with said data network,

said local instruction memory .including all

instruction code necessary for said microprocessor to

perform said function of detecting and satisfying

requests in said first class of requests.

96. A network file server for use with a data

network and a mass storage device, comprising:

means for decoding NFS requests from said network;

means for performing procedures for satisfying said

NFS. requests, including accessing said mass storage

device if required; and

means for ‘encoding any NPS reply messages for

return transmission on said network,

said network file server lacking means in said

network file server for satisfying any non-NFS requests

from said network.

Dated this 4th day of March, 1993

AUSPEX SYSTEMS, INC.

By its Patent Attorneys

DAVIES COLLISON CAVE
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(57) Claim

1. A network file server for use with a data network and a mass storage device,

comprising:

a host processor unit; and

an interface processor unit coupleable to said network, to said mass storage device

and to said host processor unit, said interface processor unit including means for

decoding all NFS requests from said network, means for performing all procedures for

satisfying said NFS requests, means for encoding any NFS reply messages for return

transmission on said network, and means for satisfying file system requests from said

host processor unit. and

means for transmitting predefined non-NFS categories of messages from said

network to said host processor unit for processing in said host processor unit.

2. A network file server for use with a data ncrworic and a mass storage device

comprising;

a host processor unit running a UNIX operating system; and

an interface processor unit coupleable to said network, to said mass storage device

and to said host processor unit. said interface processor unit including means for
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decoding all N-F5 requests from said network. means for performing all procedures for

satisfying said NFS requests. means for encoding any NFS reply messages for return

transmission on said network. and means for satisfying file system requests from said

host processor unit.

3. Apparatus for use with a data network and a mass storage device, comprising -the

combination of first. and second processing units.

said first processing unit being coupled to said network and performing

procedures for satisfying requests from said network which are within a predefined non-_;.

NFS class of requests,

and said second processing unit being coupled to said network and to said mass '

storage device and decoding NFS requests from said nerwork, performing procedures for
satisfying said NFS requests, and. encoding NFS reply messages for return rransmission

on said network. said second processing unit not satisfying any requests from said"

network which are within said predefined non-NFS class of requests.
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The present application is related to the

following published International Patent Applications:
1. MULTIPLE FACILITY OPERATING SYSTEM

ARCHITECTURE, invented by David Hitz, Allan Schwartz,’

James Lau and Guy Harris, PCT Publication No.

W091/04540, international filing date April 4, 1991;

2 . ENHANCED VMEBUS PROTOCOL UTI LI Z INC

PSEUDOSYNCHRONOUS HANDSHAKING AND BLOCK MODE DATA

TRANSFER, invented by Daryl Starr, PCT Publication No.

W091/03736, international filing date March 21, 1991;
and

3} BUS LOCKING FIFO MULTI—PROCESSOR COMMUNICATIONS

SYSTEM UTILIZING PSEUDOSYNCHRONOUS HANDSHAKING AND '

BLOCK MODE DATA TRANSFER invented by Daryl D. Starr,

William Pitts and Stephen Blightman, PCT Publication

No.WO9l/11768, international filing date August 8,
1991.

The above applications are all assigned to the

assignee of the present invention and are all expressly

incorporated herein by reference.
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BACKGROUND OF‘ TEE TNVEETION
vnfi‘

The invention relates to computer data networks,

and more articularl , to network file serverP

architectures for computer networks.

mm.‘.p_ti2n_.o....‘‘_tha_E_ela:r.sdJr;

"Over the past ten years, remarkable increases.in

hardware price/performance ratios have" caused a

startling shift in both technical and office computing

environments. Distributedworkstation-server networks

are displacing the once pervasive dumb .terminal

attached to mainframe or minicomputer. To date,

however, network I/O limitations have constrained the?

potential performance available to‘ workstation users.

This situation has developed in part because dramatic

jumps _ in microprocessor performance have exceeded

increases in network I/0 performance.

In a computer network, individual user workstations

are referred to as c1ients,‘and shared resources for

filing, printing,‘ data storage and wide-area

communications are referred to as servers. Clients ~

and servers are all considered nodes of a network.

Client nodes use standard communications protocols to

exchange service requests and responses with server

nodes. I

Present-day network clients and servers usually run

the. DOS, Haclntosh OS, 05/2, or Unix operating

systems. Local networks are usually Ethernet or Token

Ring at the high end, Arcnet in the midrange, or

Loca1Ta1k or StarLAN at the low end. The client-

server communication. protocols are fairly strictly

dictated by the operating system environment --

usually one of several proprietary schemes for PCs

(netware, 3?lus, Vines, LANManager, LANServer);

AppleTalk for Maclntoshes; and TCP/I9 with NFS or RPS
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for Unix. These protocols are all well-known_in the

industry.

Unix client nodes typically feature a 16- or 32-

bit microprocessor with 1-8 MB of primary memory, a;

640 x 1024 pixel display, and a built-in :network
interface. A 49-100 M3 local disk is often optidnaigiw

Low—end examples are 8.0286—ba.sed, "PCs or 533000‘-=5b«a"seEu‘1

Macrntosh I's; mid-range machines include 80386 PCs,

Maclntosh 11's, and 680X0—based Unix workstations: “

high—end machines include RISC—based DEC, HP, and:Sun‘

Unix workstations. Servers are typically nothing more

than repackaged client nodes. configured in 19-inch

racks rather than desk sideboxes. The extra space of

a 19-inch rack is used for additional backplane slots,

disk or-tape drives, and power supplies.

Driven by RISC and CISC microprocessor

developments, client workstation performance has

increased by zore than a factor of ten in the last few

years. Concurrently. these extremely fast clients

have also gained an appetite for data that remote.

servers are unable to satisfy. Because the I/O

shortfall is most dramatic in the Unix environment,

the description of the preferred embodiment of the:

present invention will focus on Unix file servers.

The architectural principles that solve the Unix

server I/O problem, however, extend easily to server

performance bottlenecks in other operating system

environments as well. Similarly, the description of

the preferred embodiment will focus on Ethernet"

implementations, though the principles extend easily

to other types of networks.

In most Unix environments, clients and servers

exchange file data using the Network File System

(“N?S"), a standard promulgated by Sun Microsystems

and now widely adopted by the Unix community. NFS is

defined in a document entitled, “NFS: Network File
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System Protocol Specification,‘ Request For Comments

(RFC) 1094, by Sun Microsystems, Inc. (March 1989).

This document is incorporated herein by reference in

its entirety.

While simple and reliable, NFS is not optimal.

Clients using MP5 place considerable demands uponfbothf

networks and NFS servers supplying clients with RPS.

data. This demand- is particularly acute‘ for’ so;
called diskless clients that have no local disks and

therefore depend on a file server for applicationg

binaries and virtual memory paging as well as datain
For these Unix client—server configurations, the tenv

to-one increase in client power has not been matched

by a ten-to-one increase in Ethernet capacity, in disk

speed, or server disk-to—network I/0 throughput.

The result is that the number of diskless clients

that a single modern high-end server can adequately

support has dropped to between 5-10, depending on

client power and application workloa For clients5.

containing small local disks for applications and
paging, referred to as dataless clients, the client-

to—server ratio is about twice this, or between 10-

20.

Such low client/server_ ratios cause piecewise

network configurations in which each local Ethernet

contains isolated traffic for its own 5-10 (diskless)

clients and dedicated server. For overall

connectivity, these local networks are usually joined

together with an Ethernet backbone or, in the future,

with an PDDI backbone. These backbones are typically

connected to the local networks either by IP routers

or MAC—level bridges, coupling the local networks

together directly, or by a second serve: functioning

as a network interface, coupling servers for all the

local networks together.
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In addition to performance considerations, the low

client—to-server ratio creates computing problems in

several additional ways: ' _

1. finazing- Development groups of more than_S4

10 people cannot share the same server, and*thhs

cannot easily share files without file replieation9and

manual, multi-server updates. Bridges or routers_are—

a partial solution but inflict a performance pen

due to more network hops.

2. Agminigggggign. System administrators must‘

maintain many limited-capacity servers rather than a?

few more substantial servers. This burden includes

network administration, hardware maintenance, and nser

account administration.

3. £i;g_§g§;em_g§gggp. system administrators ore

operators must conduct multiple file system baokupsr

which can be onerously time consuming tasks. It is

also expensive to duplicate backup peripherals on each

server (or every few servers if slower network backup

is used).

4. i 9 * . with only 5-10 clients per

server, the cost of the server must be shared by only

a small number of users. The real cost of an entry~

level Unix workstation is therefore significantly

greater, often as much as 140% greater, than the cost»

of the workstation alone.

The widening I/O gap; as well as administrative and

eranomic considerations, demonstrates a need for

higher—performance, larger-capacity Unix file servers.

Conversion of a display-less workstation into a server

may address disk capacity issues, but does nothing to

address fundamental I/O limitations. As an NFS

server, the oue—time workstation must sustain 3-10 or

more times the network, disk, backplane, and file

system ;grggohpg§.than it was designed to support as

a client. Adding larger disks, more network adaptors,
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extra primary memory, or even a faster processor do

not resolve basic architectural I/O constraints; I/O

throughput does not increase sufficiently.

other prior art computer architectures, while_not

specifically designed as file servers, may potentiadlygl

be used as such. In one such well-known architecture,

a CPU, a memory unit, and two I/O processors are

connected to a single bus. One of the I/O processors‘.
operates a set of disk drives, and if the archite:-'<:t'.u‘re

is to be used as a server. the other I/0 processor

would be connected to a network. This architecture is:

not optimal as a file server, however, at least

because the two I/O processors cannot handle network‘

file requests without involving the CPU. All network‘

file.requests that are received by the network I/0

processor are first transmitted to the CPU, which

makes appropriate requests to the disk-I’O processor

for satisfactio: cf the network request.

In another such computer architecture,

controller CPU manages access to disk drives,

several other CPUs, three for example, may be

clustered around the disk controller CPU. Each of the

other CPUS can be connected to its own network. The

network CPUs are each connected to the disk controller

CPU as well gas to each other for interprocessor

communication. One of the disadvantages of this

computer architecture is that each CPU in the system

runs its own complete operating system. Thus, network

file server requests must be handled by an operating

system which is also heavily loaded with facilities

and processes for performing a large number of other,

non file—server tasks. Additionally, the

interprocessor communication is not optimized for file

server type requests.

In yet another computer architecture, a plurality

of CPUS, each having its own cache memory for data and
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instruction storage, are connected to a common bus with a system memory and a disk

controller. The disk con-troller and each of the CPUs have direct memory access to the

system memory, and one or more of the CPUS can be connected to a network. This

architecture is disadvantageous as a file server because. among other things, ‘both We

data and the instructions for the CPUS reside in the. same system memory. There ‘vi/‘ill

instances. therefore, in which the CPUS must stop ru-nning while they wait‘ for large
blocks of file data to be transferred between system memory and the network.-iCPdU. 4

Additionally, as with both of the previously described computer architectures. the ‘Entire

operating system runs on each of the .CPUs, including the network CP-U.

in yet another type of computer architecture, a large number of CPliis:jare

connected together in a hypercube topology. One or more of these CPUS eattabe
connected to networks, while another can be connected to disk drives. This architecture

is also disadvantageous as a file server because, among other things each processor-runs

the entire operating system. lnterprocessor cotnrnun-ication is also not optimal for file

server applications.

SUMMARY OF THE INVENTION

in accordance with the present invention there is provided a network file server

for use with a data network and a mass storage device, comprising:

a host processor unit; and

an interface processor unit coupleable to said network, to said mass storage device

and to said host processor unit, said interface processor unit including means for

decoding all NFS requests from said network, means for performing all procedures for

satisfying said NFS requests, means for encoding any NFS reply messages for return

transmission on said network, and means for satisfying file system requests from said

host processor unit, and

means for transmitting predefined non-NFS catectories of messages from said

etwork to said host processor unit for processing in said host processor unit.
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In yet another aspect, there is provided a network File server for use with a data

network and a mass storage device comprising;

a host processor unit running a UNIX operating systern; and

an interface processor unit coupleabie to said network to said mass storage device‘

and to said host processor unit. said interface process-our unit including means "for"?

decoding all NFS requests from said network, means for performing all procednres forj

satisfying said NFS requests. means for encoding any NFS reply messages for return‘:

transmission on said network. and means for saris in file s stern requests fromrsaidi
y A .

host processor unit.

The invention also provides a network file server for use with a data network and-
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a mass storage device, said network file ser:er including a first unit comprising:

means for decoding NFS requests from said network:

means for performing procedures for satisfying said -.\'FS requests, including

accessing said mass storage device if required; and

means for encoding any NFS reply messages for retum transmission‘ onl said

network,

said first unit tacking means in said first unit for executing any program's which «

make operating system calls.

In accordance with the invention there is also provided a network" file sex‘-v,c.'r for

use with a data network and a mass storage device, "said network file server-rinc‘.ud'ing.a

firs: unit comprising: A

means for decoding NI-‘S requests from said network;

means for performing procedures for satisfying said NE-‘S requests, including

accessing said mass storage device if required; and

means for encoding any NFS reply messages for return transmission on said

network,

said first unit lacking any UNIX kernel.

The invention further provides a network file server unit for use with a ‘data

network and a mass storage device, said network file server unit comprising".

means for decoding NI-‘S requests from said network; I

means for performing procedures for satisfying said ;\T~'S requests, including

accessing said mass storage device if required; and

means for encoding any NFS reply messages for return transmission on-said

network,

said fizst 12..-it lacking any UIVIX application programs runr-.ing on said first unit.

BREE? DESCR1'P'i'ION OF THE DRAVRNGS

‘I'neAim-'ention is described in geatcr detail hereinafter, by way of exampie oniy,

with re.etence to the accompanying drawings, in which:

Fig. 1 is a bimx diagram of a prior art file server architecture;
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Fig. 2 is a block diagram of a file server

architecture according to the invention;

Fig. 3 is a block diagram of one of the network

controllers shown in Fig. 2;

Fig. 4 is a block diagram of one of the ’file

controllers shown in Fig. 2;

Fig. 5 is a block diagram of one of the storage

processors shown in Fig. 2;

Fig. 6 is a block diagram of one of the system

memory cards shown in Pig. 2;

Figs. 7A-C are a flowchart illustrating the ~

operation of a fast transfer protocol BLOCK WRITE i

cycle; and

Figs. 8A—C are a flowchart illustrating the

operation of a fast transfer protocol BLOCK READ

cycle.

DETAVVED

For comparison purposes and background, an

illustrative prior-art file server architecture will

first be described with respect to Fig. 1. Fig. 1 is

an overall block diagram of a conventional prior-art

Unix-based file server for Ethernet networks. It

consists of a host CPU card 10 with a single

microprocessor on board. The host CPU card 10

connects to an Ethernet §1 12, and it connects via a

memory management anit (MflU) 11 to a large memory

array 16. The host CPU card 16 also drives a

keyboard, a video display, and two RS232 ports (not

shown). It also connects via the MMU 11 and a

standard 32-bit VME bus 20 to various peripheral

devices, including an SMD disk controller 22

controlling one or wo disk drives 24, a SCSI host

adaptor 26 connected to a SCSI bus 28, a tape

controller 30 connected to a quarter—inch tape drive

32, and possibly a network #2 controller 34 connected
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to a_second Ethernet 36. The SMD disk controller 22

can communicate with memory array 15 by direct memory

access via bus 20 and MMU 11, with either the disk

controller or the MMU acting as a bus master. This

configuration is illustrative; many variations are

available.

The system communicates over the Ethernets using

industry standard TCP/IP and NFS protocol stacks. A

description of protocol stacks in general can be found

in Tanenbaum, “Computer Networks‘ (Second Edition,

Prentice Hall: 1988). File server protocol stacks are"

described at pages 535-546. The Tanenbaum reference

is incorporated herein by reference.

Basically, the following protocol layers are

.implemented in the apparatus of Fig. 1:

Ngtwgrk Lever. The network layer converts data

packets between a formal specific to Ethernets and a

format which is independent of the particular type of

network used. the Ethernet-specific format which is

used in the apparatus of Fig. 1 is described in

Hornig, ‘A Standard For The Transmission of IP

Datagrams Over Ethernet Networks,‘ RFC 894 (April

1984), which is incorporated herein by reference.

9 r - c D r. This layer

provides the functions necessary to deliver a package

of bits (an internet datagram) from a source to a

destination over an interconnected system of networks.

For messages to be sent from the file server to a

client, a higher level in the server calls the IP

module, providing the internet address of the

destination client and the message to transmit. The

IP module performs any required fragmentation of the

message to accommodate packet size limitations of any

intervening gateway, adds internet headers to each

fragment, and calls on the network layer to transmit

the resulting internet datagrams. The internet header
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includes a local network destination address

(translated from the internet address) as well as

other parameters.

For messages received by the IP layer from the

network layer, the IP module determines ‘from the

internet address whether the datagram is to be‘

forwarded to another host on another network, for

example on a second Ethernet such as 36 in Fig. 1, or

whether it is intended for the server itself. If it

is intended for another host on the second network,

the IP module determines a local net address for the

destination and calls on the local network layer for

that network to send the datagram. If the datagram is

intended for an application program within the server,

the IP layer strips off the header and passes the.

remaining portion of the message to the appropriate

next higher layer. The internet protocol standard

used in the illustrative apparatus of Fig. 1 is

specified in Information Sciences Institute, "Internet

Protocol, DARPA Internet Program Protocol

Specification," RFC 791 (September 1981), which is

incorporated herein by reference.

13;P(§1D2 Levgg. This layer is a datagram service

with more elaborate packaging and addressing options

than the IP layer. For example, whereas an I?

datagram can hold about 1,500 bytes and be addressed

to hosts, UDP datagrams can hold about 64KB and be

addressed to a particular port within a host. TCP and

UDP are alternative protocols at this layer;

applications requiring ordered reliable delivery of

streams of data may use TCP, whereas applications

(such as NFS) which do not require ordered and

reliable delivery may use GDP.

The prior art file server of Fig. 1 uses both TC?

and UDP. It uses UDP for file server-related

services, and uses TC? for certain other services
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which the server provides to network clients. The GDP

is specified in Postel. "User Datagram Protocol,“ RFC

768 (August 28, 1980), which is incorporated herein by

reference. TC? is specified in Postel, ‘Transmission

Control Protocol,‘ RFC 761 (January 1980) and RFC 793

(September 1981), which is also incorporated herein by

reference.

1 XQE1BE§_La1g;. This layer provides functions

callable from higher level programs to run a

designated procedure on a remote machine. It also

provides the decoding necessary to permit a client

machine to execute a procedure on the server. For

example, a caller process in a client node may send a

call message to the server of Fig. 1. The call

message:.inc1udes a specification of the desired

procedure, and its parameters. The message is passed

up the stack to the RFC layer, which calls .the

appropriate procedure within the server. when the

procedure is complete, a reply message is generated

and RFC passes it back down the stack and over the

network to the caller client. RPC is described in Sun

Microsystems, Inc., "RPC: Remote Procedure Call

Protocol Specification, version 2," RFC 1057 (June

1988), which is incorporated herein by reference.

RPC uses the XDR external data representation

standard to represent information passed to and from

the underlying UD? layer: XDR is merely a data

encoding standard, useful for transferring data

between different computer architectures. Thus, on

the network side of the XDR/RPC layer, information is

machine-independent; on the host application side, it

may not be. XDR is described in Sun Microsystems,

Inc., “XDR: External Data Representation Standard,”

RFC 1014 (June 1987), which is incorporated herein by

reference.
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NE: Layer. The NFS (‘network file system“)

layer is one of the programs available on the server

which an RPC request can call. The combination of

host address, program number, and procedure number in

an RPC request can specify one remote NFS procedure to‘

be called.

Remote procedure calls to NFS on the file server of<

Pig. 1 provide transparent. stateless, remote access‘

to shared files on the disks 24. NFS assumes a file

system that is hierarchical, with directories as all

but the bottom level of files. Client hosts can call

any of about 20 NFS procedures including such

procedures as reading a specified number of bytes.from

a specified file; writing a specified number of bytes

to a specified file; creating, renaming and removing

specified files; parsing directory trees; creating and

removing directories; and reading and setting file

attributes. The location on disk to which and from

which data is stored and retrieved is always specified

in logical terms, such as by a file handle or Inode

designation and a byte offset. The details of the

actual data storage are hidden from the client. The

NFS procedures. together with possible higher level

modules such as Unix VFS and U?s, perform all

conversion of logical data addresses to physical data

addresses such as drive, head, track and sector

‘identification. NFS is specified in sun Microsystems,

Inc., "NFS: Network File System Protocol

Specification," RFC 1094 (March 1969), incorporated

herein by reference.

With the possible exception of the network layer,

all the protocol processing described above is done in

software, by a single processor in the host CPU card

10. That is, when an Ethernet packet arrives on

Ethernet 12, the host CPU 10 performs all the protocol

processing in the NFS stack, as well as the protocol
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processing for any other application which may be

running on the host 10. NFS procedures are run on the

host CPU 10, with access to memory 16 for both data

and program code being provided via MHU 11. Logically

specified data addresses are converted to a much more

physically specified form and communicated to the SMD~

disk controller 22 or the SCSI bus 28, via the VHS bus

20. and all disk caching is done by the host CPU 10

through the memory 16. The host CPU card 10 also runs

procedures for performing various other functions of

the file server, communicating with tape controller 30

via the VME bus 20. Among these are clientrdefined

remote procedures requested by client workstations.

If the server serves a second Ethernet 36, packets

from that Ethernet are transmitted to the host CPU 10

over the same VME bus 20 in the form of IP datagrams.

Again, all protocol processing except tor the network

layer is performed by software processes running on

the host CPU 10. In addition, the protocol processing

for any message that is to be sent from the server out

on either of the Ethernets 12 or 36 is also done by

processes running on the host CPU 10.

It can be seen that the host CPU 10 performs an

enormous amount of processing of data, especially if

5-1C clients on each of the two Bthernets are making

file server requests and need to be sent responses on

a frequent basis. The host CPU 10 runs a multitasking

Unix operating system, so each incoming request need

not wait for the previous request to be completely

processed and returned before being processed.

Multiple processes are activated on the host CPU 10

for performing different stages of the processing of

di ferent requests, so many requests may be in process

at the same time. But there is only one CPU on the

card 10, so the processing of these requests is not

accomplished in a truly parallel manner. The



Oracle-Huawei-NetApp Ex. 1002, pg. 1525

-15-

processes are instead merely time sliced. The CPU 10

therefore represents a major bottleneck in the

processing of file server requests.

Another bottleneck occurs in MMU 11, which must

transmit both instructions and data between the CPU

card 10 and the memory 16. All data flowing between

the disk drives and the network passes through this—

interface at least twice.

Yet another bottleneck can occur on the VME bus 20,

which must transmit data among the SMD disk controller

22, the SCSI host adaptor 26, the host CPU card 10,

and possibly the network #2 controller 24.

7’, REFERRED EMgQD§MEN'If—QVE*-U-‘,.LL EAR QWAEE fifig‘-w,’ I_'IfE§[L:flE "5,

-. In Fig. 2.- there .—.is. shown a block diagram of a’

network file server 100 according to the invention.

It can include multiple network controller isc)

boards, one or more file controller (PC) boards, one

or more storage processor (89) boards, multiple system

memory boards, and one or more host processors. The

particular embodiment shown in Fig. 2 includes four

network controller boards 110a-110d, two file

controller boards 112a—112b, two storage processors

114a-114b, four system memory cards 116a-115d for a

total of 192MB of memory, and one local host processor

118. The boards 110, 112, 114, 116 and 118 are

connected together over a VME bus 120 on which an

enhanced block transfer mode as described in the

ENHANCED VMSBUS PROTOCOL application identified above

may be used. Each of the four network controllers 110

shown in ' . 2 can. be connected to up to two

Ethernets for a total capacity of 3 Ethernets

122a—l22h. Each of the storage processors 114

operates ten parallel SCSI busses, nine of which can

each support up to three SCSI disk drives each. The

tenth SCSI channel on each of the storage processors
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114' is used for tape pdrives and other SCSI

peripherals.

The host 118 is essentially a standard Sunos Unix

processor, providing all the standard sun Open Network

Computing (ONC) services except NFS and IP routing.

Importantly, all network requests to run a user-

defined procedure are passed to the host for

execution. Each of the NC boards 110, the FC-boards

112 and the SP boards 114 includes its own independent

32-bit microprocessor. These boards essentially off—

load from the host processor 118 virtually all of the

NFS and disk processing. Since the vast majority of

messages to and from clients over the Ethernets 122

involve NPS requests and responses, the processing of

these requests in parallel .by the NC, FC and SP‘

processors, with minimal involvement by the local host

118, vastly improves file server performance. Unix

is explicitly eliminated from virtually all network,

file, and storage processing.

OVERALL SOFTWARE ORGANIZATION AND DATA FLOW

Prior to a detailed discussion of the.hardware

subsystems shown in Fig. 2, an overview of the

software structure will now be undertaken. The

software organization is described in more detail in

the above-identified application entitled MULTIPLE

FACILITY'OPERATING SYSTEM ARCHITECTURE.

Most of the elements of the software are well known

in the field and are found in most networked Unix

systems, but there are two components which are not:

Local NFS ("LNFS") and the messaging kernel ("MK")

operating system kernel. These two components will be

explained first.

The Mgssgggno Kernel. The various processors in

file server 100 communicate with each other through

the use of a messaging kernel running on each of the
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processors 110, 112, 114 and 118. These processors do

not share any instruction memory, so task~1evel

communication cannot occur via straightforward

procedure calls as it does in conventional Unix.

Instead, the messaging kernel passes messages over VH3

bus 120 to accomplish all necessary inter—processor

communication. Message passing is preierred over

remote procedure calls for reasons of simplicity and

speed.

Messages passed by the messaging kernel have a

fixed l28—byte length. Within a single processor;

messages are sent by reference; between processors,

they are copied. by the messaging kernel and then

delivered to the destination process by reference.

Then-PIOCESSCIS of —Fig. 2 have special hardware,

discussed below, that can expediently exchange and

buffer inte:—processcr messaging kernel messages.

The LNF§ Local NFS interface. The 22—function E?

standard was specifically designed for stateless

operation using unreliable communication. This means

that neither clients nor server can be sure if they

hear each other when they talk (unreliability). In

practice, an in an Ethernet environment, this works

well.

Within the server 100, however, NFS level datagrams

are also used for communication between processors, in

‘particular between the network controllers 110 and the

file controller 112, and between the host processor

118 and the file controller 112. For this internal

communication to be both efficient and convenient, it

is undesirable and impractical to have complete

statelessness or unreliable communications.

Consequently, a modified form of NFS, namely LNFS, is

used for internal communication of NFS requests and

responses. LNFS is used only gighgg the file server

100; the external network protocol supported by the
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server is precisely standard, licensed NFS. LNFS is

described in more detail below.

The Network Controllers 110 each run an NPS server

which, after all protocol processing is done up to the

N95 layer. converts between external NPS requests and

responses and internal LNFS requests and responses.

For example, NPS requests arrive as RPC requests with

XDR and enclosed in a UDP datagram. After protocol

processing, the NPS server translates the NFS request

into LNFS form and uses the messaging kernel to send

the request to the file controller 112.

The file controller runs an LNFS server which

handles LNFS requests both from network controllers

and from the host 115. The LNFS server translates

LNFS requests to a form appropriate for a file system

server, also running on the file controller, which

manages the system memory file data cache through a

block I/O layer.

An overview of the software in each of the

processors will now be set forth.

Nggwgrk Qonfrgllgr 110

The optimized dataflow of the server 100 begins

with the intelligent network controller 110. This

processor receives Ethernet packets from client

workstations. It quickly identifies NPS-destined

packets and then performs full protocol processing on

them to the NPS level, passing the resulting LNFS

requests directly to the file controller 112. This

protocol processing includes IP routing and

reassembly, UDP demultiplexing, XDR decoding, and NFS

request dispatching. The reverse steps are used to

send an NFS reply back to a client. Importantly,

these time-consuming activities are performed directly

in the Network Controller 110, not in the host 1182
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The server 100 uses conventional NFS ported from

Sun Microsystezs, lnc., Mountain View, CA, and is NFS

protocol compatible.

Non-NFS network traffic is passed directly to its

destination host processor 118.

The Ncs 110 also perform their own IP routing.

Each network controller 110 supports two fullya

parallel Ethernets. There are four network

controllers in the embodiment of the server 100 shown’

in Fig. 2, so that server can support up to eight

Ethernets. For the two Ethernets on the same network’

controller 110, IP routing occurs completely within;

the network controller and generates no backplane7

traffic. Thus attaching two mutually active Ethernet:

to the same controller not only minimizes their inter--

net transit time, but also significantly reduces

backplane contention on the VHS bus 120. Routing

table updates are distributed to the network

controllers from the host processor 118, which runs

either the gated or routed Unix demon.

while the network controller described here is

designed for Ethernet LANs, it will be understood that‘

the invention can be used just as readily with other

network types, including PDDI.

Egle Qgngrgllgr 112

In addition to dedicating a separate processor for

MP5 protocol processing and IP routing. the server 100

lso dedicates a separate processor, the intelligent
a

f ile controller 112, to be responsible for all file

system processing. It uses conventional Berkeley Unix

4.3 file system code and uses a binary-compatible data

representation on disk. These two choices allow all

standard file system utilities (particularly block-

level tools) to run unchanged.
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The file controller 112 runs the shared file system

used by all Ncs 110 and the host processor 118. Both

the Ncs and the host processor communicate with the

file controller 112 using the LNFS interface. The NCs

110 use LNFS as described above, while the -host

processor 118 uses LNFS as a plug-in module to SunOs's

standard Virtual File System ('VFS') interface.

when an NC receives an NFS read request from a

client workstation, the resulting LNFS request passes-

to the PC 112. The PC 112 first searches the system

memory 116 buffer cache for the requested data. If

found, a reference to the buffer is returned to the NC

110. If not found, the LRU {least recently used)

cache buffer in system memory 116 is freed and

.reassigned for the. requested block. The PC then

directs the SP 114 to read the block into the cache

buffer from a disk drive array. when complete, the SP

so notifies the PC, which in turn notifies the NC 100.

The NC 110 then sends an NFS reply, with the data from

the buffer, back to the NFS client workstation out on

the network. Note that the SP 114 transfers the-data

into system memory 116, if necessary, and the NC 110

~a“sferred the data from system memory 115 to the

networks. The process takes place without any

involvement of the host 118.

SJ-__Qv-Egg §rQ_.-gssgr _

The intelligent storage processor 114 manages all

disk and tape storage operations. While autonomous,

storage processors are primari1y directed by the file

controller 112 to move file data between system memory

115 and the disk subsystem. The exclusion of both the

host 115 and the PC 112 from the actual data path

helps to supply the performance needed to service many

remote clients.
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Additionally, coordinated by a Server Manager in

the host 118, storage processor 114 can execute server

backup by moving data between the disk subsystem and

tape or other archival peripherals on the SCSI

channels. Further, if directly accessed by host

processor 118, SP 114 can provide a much higher

performance conventional disk interface for Unix,

virtual memory, and databases. In Unix nomenclature,

the host processor 118 can mount boot, storage swap,

and raw partitions via the storage processors 114.

Each storage processor 114 operates ten parallel,

fully synchronous SCSI channels (busses)

simultaneously. Nine of these channels support three

arrays of nine SCSI disk drives each, each drive in an

array being assigned to a different SCSI channel. The

tenth SCSI channel hosts up to seven tape and other

SCSI peripherals. In addition to performing reads and

writes, SP 14 performs device-level oytimizations

such as disk seek queue sorting, directs device error

recovery, and controls DMA transfers between the

devices and system memory 125.

flog; Pggcgsggr 118

The local host 118 has three main purposes: to run

Unix, to provide standard ONC network services for

clients, and to run a Server Manager. Since Unix and

ONC are ported from the standard Sunos Release 4 and

CNC Services Release 2, the serve: 100 can provide

identically compatible high-level ONC services such as

the Yellow ?ages, Lock Kanager, DES Key Authenticator,

Auto Mounter, and Port Mapper. sun/2 Network disk

booting and more general IP internet services such as

Telnet, FTP, SMTP, SNMP, and reverse AR? are also

supported. Finally, print spoolers and similar Unix

demons operate transparently.
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The host processor 118 runs the following software
modules:

Iffifiranfi sgcxet layers. The Transport.5Q5"xhH
Protocol ('TCP'), which is-used for certai.

functions other than NFs,~provides=reliahie7 y estrean-v
communication between two processors. ‘socie _a

to establish Tc? connections. A. M

~ 235 interface- The Virtual Pile ~system
interface is a standard Sdnos file systeniin érface
Et.paints a uniform filessystem picture E” 1 i

and the non—iiIe parts of the Uni2‘operatih

hiding the. details of -the specific~fii1ejs?y?ste:
standard RPS, LNFS, and any local un1&—£i1'" H

coexist harmoniouslyr _ .5 a‘.
k;gas interface. The‘ Unix File’ Sys€en'

interface is the traditional ‘and well{kno

interface for comeunication with— ideal to
processor disk drives. In thefserver 100

éirectly, without going through the filefcof
ll

2. Normall , the host 113 uses LNFS” and .c
through the file controller.

Dgvicg lavgr. The device layer is a

software interface between the Unix device model.:

different physical device implementations.

server 100, disk devices are not attached to-host:

processors directly, so the disk driver in the host s"

device layer uses the messaging kernel to communicate
with the storage processor 114.

Route and Port Manger Demons. The Route and ?ort1

Mapper demons are Unix user—level hackgroun6.processes

that maintain the Route and Port éatabases for packet

routing. They are mostly inactive and not in any

performance path.

va1 u 9:0 H‘ A" n‘? ‘i n D m n. The Yellow

Pages and Authentication services are Sun-ONC standard
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network Services. Yellow Pages is a_ widely used

multipurpose name-to-name directory lockup service.

The Authentication service uses cryptographic keys to

authenticate, or validate, requests to insure that

requestors have the proper privileges for any actions

or data they desire. H

0 var -an r. The Server Manager isaian;“”'
administrative application suite that controls

configuration, logs error and performance reports,.anddT‘

provides a monitoring and tuning interface for thef?7

system administrator. These functions can‘ be H.{

exercised from either system console connected to the.

host 118, or from a system administrator'sy.?~
workstation.

_ The host processor l18 is a conventional OEMisun. '

central processor card, Model 3E/120, It incorporates ;

a Motorola 68020 microprocessor and 4MB of on—board

memory. Other processors. such as a SPARC-based

processor, are also possible.

The structure and operation of each of the hardware

components of server 100 will now be described in

detail.

NETW RK C V? OLL9R HARDWARE R HITECT RE

Fig. 3 is a block diagram showing the data path and

‘some control paths for an illustrative one of the

network controllers 110a. It comprises a 20 MHZ 68020

microprocessor 210 connected to a 32-bit

microprocessor data bus 212. Also connected to the

microprocessor data bus 212 is a 256K byte CPU memory

214. The low order 8 bits of the microprocessor data

bus 212 are connected through a bidirectional buffer

216 to an 8—bit slow-speed data bus 218. On the slow-

speed data bus 218 is a 126K byte EPROM 220, a 32 byte

PROM 222, and a multi-function peripheral (MFP) 224.

The EPROM 220 contains boot code for the network
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controller 110a, while the PROM 222 stores variofisk‘

operating parameters such as the Ethernet addresses
assigned to each of the tyo Ethernetvifiterfacesi

board. Ethernet address information is‘read*int t
corrgspcfiding,7interfacef;controi- clock‘ in kfifid
memory 21% during initialization, dThé'MSP.fi24
-Motorola E8903} and pegrprqa ya:ious‘;p§a;7£‘na,
’such-as'tihing;7intérrupts;tandiggperal fi?iP9§e.
ThefRPP'i24 also inc1ydes“a‘UA§T_£or*dhterfaci ”"
R5232 port 226.— These r§n¢£;§a§ are hat cri“;d'
the inventionh and Wdli_ not; he’ rfirtneg ?&§§¢:
herein. ‘V ' I ‘ x . dd ._':'. _dd '

The low order 16 hits of the microprocessor 5;
bus 212 ’are valso 'Eonpiea hthrough -a ‘biairech
buffer 230 co.a 16-bit LAN.dataZbu§.2iz H

controller chig 234, such as the Am79§0 Lhfiééhfi
controller manufactured by-Advanced Micro fie
Inc. Sunnyva1e,'CA., interfaces the iAN aaeé pus g‘"
with the first Ethernet 122a shown in Pig. 2; Edon éa,
and data for the LAN controller 234 are storad§£n.d

512K byte LAN memory 236, which is a;so connected to .‘
the LAN data bus 232; A specialized 15 to 32-saengzsoi.

chip 240, referred to herein as a parity FIFO-chipfand.

described below, is also connected to the LAN data bqsg

232. Also connected to the LAN data bus 232 isua fiafl“
DMA controller 242, which controls movements of"”

packets of data between the LAN memory 236 and the~i

FIFO chip 240. The LAN DMA controller 242 may be~a;i

Motorola M58440 DMA controller using channel zero

only.

The second Ethernet I22b shown in Fig. 2 connects

to a second LAN data bus 252 on the network controller

card 110a shown in Pig. 3. The LAN data bus 252

connects to the low order 16 bits of the

microprocessor data bus 212 via a bidirectional buffer

250, and has similar components to those appearing on
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the LAN data bus 232. In particular, a LAN controller

254 interfaces the LAN data bus 252 with the Ethernet

122b, using LAN memory 256 for data and control,-and

a LAN DMA controller 262 controls DMA transfer of data

between the LAN memory 256 and the 16-bit wide data

port A of the parity FIFO 260.

The low order 16 bits of microprocessor data bus

2l2 are also-connected directly to another parity FIFO;

270, and also to a control port of a VME/FIFO DMA

controller 272. The PlSO 270 is used for passing

messages between the CPU memory 214 and one of the '

remote boards 110, 112, 114, ll6 or 118 (Fig. 2).in a

manner described below. The VME/FIFO DMA controller

272, which supports three round—robin non~prioritized'

channels for copying data, controls all data transfers’

between one of the remote boards and any of the FIPOS

240, 260 or 270, as well as between the ?EFOs 240 and

260.

32-bit data bus 274, which is connected to the 32-

bit port 3 of each of the -IP05 240, 250 and 270, is

the data bus over-which these transfers take place.

Data bus 274 communicates with a local 32-bit bus 276

via a bidirectional pipelining latch 278, which is

also controlled by VME/FIFO DMA controller 727, which

in turn communicates with the VME bus 120 via a

bidirectional buffer 280.

The local data bus 276 is also connected to a set

of control registers 282, which are directly

addressable across the VME bus 120. The registers 232

are used mostly for system initialization and

diagnostics.

The local data bus 276 is also coupled to the

microprocessor data bus 212 via a bidirectional buffer

284. when the NC 1103 operates in slave mode, the CPU

memory 214 is directly addressable from VME bus 120.

One of the remote boards can copy data directly from
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the CPU memory 214 via the bidirectional buffer 284.

LAN memories 236 and 256 are not directly addressed
‘over VME bus 120.

The parity FIFOS 240, 260 and 270 each consist of

an ASIC, the functions and operation of which are

described in the Appendix. The PIFOs 240 and 260 are

configured for packet data transfer and the FIFO 270

is configured for message passing. Referring to the

Appendix, the FIFC5 240 and 260 are programmed with

the following bit settings in the Data 'Transfer

Configuration Register:

§_i_‘; ogsingggigg so =nc;~

ND Mode N/A

Parity Chip N/A

Parity Correct Mode N/A

8/16 bits CPU & PortA interface 15 bits(1)

Invert Port A address 0 no (0)

Invert Port A address 1 yes (1)

Checksum Carry Wrap yes (1)

Reset no (0)

The Data Transfer Control Register is programmed as
follows:

E’- Qgfiinigign setting

Enable PortA Reg/Ack yes (1)

Enable Ports Reg/Ack yes (1)

Data Transfer Direction (as desired)

CPU parity enable no (0)

PortA parity enable no (0)

PortB parity enable no (0)

Checksum Enable yes (1)
-lOiU|-(itch)!-C)

Porth Master yes (1)

Unlike the configuration used on Plans 240 and

260, the microprocessor 210 is responsible for loading

and unloading Port A directly. The microprocessor 210

reads an entire 32-bit word from port A with a single

instruction using two port A access cycles. Port A
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data.trans£er is disabled by unsetting bits 0 [Enable

PortA' Req/Ack) and 7 (PortA Master) of the Data

Transfer Control Register.

The remainder of the control settings in FIFO 270

are the same as those in FIFOS 240 and 260 described

above.

The NC 1103 also includes a command FIFO 290; The‘
command FIFO 290 includes an input port coupled to'the;

local data bus 276, and which is directly addressablefi

across the VME bus 120, and includes an output portt

connected to the microprocessor data bus 212. As

explained in more detail below, when one of the-remotef

boards issues a command or response to the NC 110a;‘it‘j

does so by directly writing—a 1-word (32-bit) message-

descriptor.intq NC 110a's command.£IFO 290. Command.

FIFO 290 generates a ‘FIFO not empty‘ status to the

microprocessor 210, which then reads the message

descriptor off the top of FIFO 290 and processes it.

"If the message is a command, then it includes a VME

address at which the message is located (presumably an

address in a shared memory similar to 214 on one of

the remote boards). The microprocessor 210 then

programs the FIFO 270 and the VME/FIFO DEA controller

272 to copy the message from the remote location into

the CPU memory 214.

Command FIFO 290 is a conventional two-port FIFO,

except that additional circuitry is included for

generating a Bus Error signal on VH2 bus 120 if an

attempt is made to write to the data input port while

the FIFO is full. Command FIFO 290 has space for 256
entries.

A noteworthy feature of the architecture of NC 110a

is that the LAN buses 232 and 252 are independent of

the microprocessor data bus 212. Data packets being

routed to or from an Ethernet are stored in LAN memory

235 on the LAN data bus 232 (or 256 on the LAN data
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‘ bus 252), and not in the CPU memory 214. Data

transfer between the LAN memories 236 and 256 and the

Ethernets 1223 and 122b, are controlled by- LAN

controllers 234 and 254, respectively, while most data

transfer between LAN memory 236 or 256 and a remote

port on the VHS bus 120 are controlled by LAN DMA

controllers 242 and 262, "P1905 240 and 260, ‘and

VME/FIFO mo. controller 272. An exception to this
rule occurs when the size of the data transfer.is

small, e.g., less than- 54 bytes, in which casei

microprocessor 210 copies it directly without using

DMA. The microprocessor 210 is not involved in larger

transfers except in initiating them and in receiving

notification when they are complete-

, The CPU memory 214 contains mostly instructions for

microprocessor 210, messages being transmitted to or

from a remote board via FIFO 270, and various data

blocks for controlling the FIFOs, the DMA controllers

and the LAN controllers. The microprocessor‘ 210

accesses the data packets in the LAN memories 236 and

256 by directly, addressing them through the

bidirectional buffers 230 and 250, respectively, for

protocol processing. The local high-speed static RAM

in CPU memory 214 can therefore provide zero wait

state memory access for microprocessor 210 independent

of network traffic. This is in sharp contrast to the

prior art architecture shown in Fig. 1, in which all

data and data packets, as well as microprocessor

instructions for host CPU card 10, reside in the

memory 16 and must communicate with the host CPU card

10 via the HMO 11.

While the LAN data buses 232 and 252 are shown as

separate buses in Fig. 3, it will be understood that

they may instead be implemented as a single combined

bus.
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EEIEQRK_§QHI3QLLEB_QE£BAIlQfl

In operation, when one of the LAN controllers (such

as 234) receives a packet of information over its

Ethernet 122a, it reads in the entire packet and

stores it in corresponding LAN memory 235. The LAN

controller 234 then issues an interrupt to

microprocessor 210 via MP? 224, and the microprocessor

210~examines the status register on LAN controller 234

(via bidirectional buffer 230) to determine that-the

event causing the interrupt was a ‘receive packet

completed." In order to avoid a potential lockout of

the second Ethernet 122b caused by the prioritized

interrupt handling characteristic of MFP 224, the

microprocessor 210 does not at this time immediatelyt

_prqcess the received packet; instead, such processing

is scheduled for a polling function.

When the polling function reaches the processing of

the received packet, control over the packet is passed’

to a software link level receive module. The link

level receive module then decodes the packet according

to either of two different frame formats: standard

Ethernet format or SNAP (I523 802 LCC) format. An

entry in the header in the packet specifies which

frame format was used. The link level driver then

determines which of three types of messages is

contained in the received packet: (1) IP. (2) AR?

packets which can be handled by a local AR? module, or

(3) AR? packets and other packet types which must be

forwarded to the local host 118 (Fig. 2) for

processing. If the packet is an AR? packet which can

be handled by the NC 110a, such as a request for the

address of server 100, then the microprocessor 210

assembles a response packet in LAN memory 236 and, in

a conventional manner, causes LAN controller 234 to

transmit that packet back over Ethernet 1223. It is

noteworthy that the data manipulation for
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accomplishing this task is performed almost completely

in ‘LAN memory 235, directly aadres_s—-ed ‘by

microprocessor 2x0 as controllec by instructions "”

cpu memory 21-4. "The function is accomp.l_i.s.he":1A .
without generating any traffic on the VME“bachp~v
120 at a‘-ll,_ andjwithout ‘dijsturbyingi th,e»=.1eoca'-l:.h3‘s’t '

rs. ;.he received-,pa‘ck.et’._.2i§. ‘either “an ms’
which cannot heQprocessed-completely"in theiflé
or is another tyoe=of“pacKet.uhichireqpires}dé
to the gees; host lie lsuch asfa client réqu 5
the server 156 is execfité_a5client?definedf§roh.d re
t:h‘e_nV the ‘mi:é‘£9Iaroces:s.6': 2'10":".I_’:I-‘/9é:‘\‘aV1‘-1'5-.:.. I
contro1Ler:§42:to‘loan’the:pecketnfr¢n*LAN¢__'.A
into‘ "FIFO '2 i: Q, .p“:‘§§:1-'.a;n's is’: so; 274 0:; with ~che?§ti.:j.;fé‘i:}'£,ic,
data4transfer;5and7programssbMA«contrc1ierii}?tto
the packet ofityof.Fl§O'2§O aha across}the.VfiA H
into systen _memQry‘ llarf j“;n-7part1¢9:
m’i¢*:0Proce's'so‘r‘. 2107 "first" psésrams ‘the’ ‘:1’:-’.~z{. .
contro1ler‘242-with3the=starting'address‘andfLené
the packet «in LAN memory‘ 236,. and programs
controller to begin transferring data raga the

memory 236 to port A of parity FIFO 2&0 as soon a

‘length of the data packet, and instructs éth
controller to begin transferring data from port-'

the FIFO 260 onto VME bus 120. Finally,

microprocessor 210 programs FIFO 240 with ”_
direction of the transfer to take place. The transfer

then proceeds entirely under the control of EEK

controllers 242 and 272, without any fnrther

involvement by microprocessor 210. A

The microprocessor 210 then sends a message to host

118 that a packet is available at a specified system

memory address. The microprocessor 210 sends such a
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message by writing a message descriptor to a software-

emulated command FIFO on the host, which copies the

message from CPU memory 214 on the NC via huffier 284

and into the host's local memory, in ordinary VME

block~transfer mode. The host then copies the packet

from system memory 116 into the host's own local

memory using ordinary VME transfers.

If the packet received by NC 110a from the network

is an IP packet, then the microprocessor 210

determines whether it is (1) an IP packet for the

server 100 which is not an NFS packet; (23 ‘an IP

packet to be routed to a different network; or {3} an

NPS packet. If it is an IP packet for the server 100,

but not an NFS packet, then the microprocessor 210

',causes,_the packet _to be transmitted from the‘ LAN

memory 236 to the host 118 in the same manner

described above with respect to certain AR? packets.

If the IP packet is not intended for the server

100, but rather is to be routed to a client on a

different network, then the packet is copied into the

LAN memory associated with the Ethernet to which the

destination client is connected. 5 the destination,

client is on the Ethernet 122b, which is on the same

NC board as the source Ethernet 122a, then the

microprocessor 210 causes the packet to be copied from

LAN memory 236 into LAN 256 and then causes LAN

controller 254 to transmit it over Ethernet !22h. (Of

course, if the two LAK data buses 232 and 252 are

combined, then copying would be unnecessary; the

microprocessor 210 would simply cause the LAN

controller 254 to read the packet out of the same

locations in LAN memory to which the packet was

written by LAN controller 234.)

The copying of a packet from LAN memory 236 to LAN

memory 256 takes place similarly to the copying

described above from LAN memory to system memory. For
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transfer sizes of 64 bytes or more. the microprocessor

210 first programs the LAN DMA controller 242 with the

starting address and length of the packet in LAN

memory 236, and programs the controller to hegin

transferring data from-the LAN memory 236 into:port A

of parity FIFO 240 as soon as the FIFO is ready to

receive data. Second, microprocessor 210 programs the‘

LAN DMA controller 262 with a destination address in

LAN memory 256 and the length of the data packet, and

instructs that controller to transfer data from parity

FIFO 260 into the LAN memory 256. Third,

microprocessor 210‘ programs the VME/FIFO DNA

controller 272 to clock words of data out of port B of

the FIFO 240, over the data bus 274, and into port 8'

of FIFO 260. Finally, the microprocessor 210 programs

the two FIFOs 240 and 260 with the direction of the

transfer to take place. The transfer then proceeds

entirely under the control of DNA controllers 242, 262

and 272, without any further involvement by the

microprocessor 210. Like the copying from LAN memory

to system memory, if the transfer size is smaller than

64 bytes, the microprocessor 210 performs the transfer

directly, without DMA.

when each of the LAN DMA Controllers 242 and 262

complete their work, they so notify microprocessor 210

by a respective interrupt provided through MP? 224.

when the microprocessor~ 210 has received both

interrupts. it programs LAN controller 254 to transmit

the packet on the Ethernet 122b in a conventional
manner.

Thus, IP routing between the two Ethernets in a

single network controller 110 takes place over data

bus 274, generating no traffic over VHS bus 120. Nor

is the host processor 118 disturbed for such routing,

in contrast to the prior art architecture of Fig. 1.

Moreover, all but the shortest copying work is
__. .. ...... -.-
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performed by controllers outside microprocessbr.21b;

requiring the involvement oi the microprocessor 2C
and bus trafifiic on microprocessor G3£&.h§%;2i2g7
for the supervisory fanctions3ofhprogrannin§ A
controllers and the oarity EIFOs and instrn £r_
to begin. 2 who vr%rE:"/I-"_n-‘lo: »nm;e é:‘d:It’£-o1:i_ez*

» programmed ’ by ‘loading fi.control' registe
nacroprocessor data bns 2l2; the LhN7QMA'con
212; and .252 ’are _p;¢§taa5é§= hy.?load.% A
registers onl the; te§pe¢t1§e ;¢oh;:o11§gs£
mi¢roprocessor"datahbus.2121.respectiveT§'
bu-5.5-eris 23o_ az'x,d-:2‘_s‘foV,' -aind res'pve__¢:::t“-iifie L'}iNvdat_ base‘ 232‘-
and5 252," and .the garity :?lFOs:'210” and" 256

.§rografimed_as set forth in the hopendix, ffi V
If the desti-.n'at.i:on éorkstac-io}; igs.-fig‘ .i1>""V

-be routed is on~en_Ethernet:connecte§'toia d~
one of the network controllers 110. then theipeek
copied into‘ the .a‘ppro1.;:':ia'te:<LKN2memory?on.'.th'e":‘..NC1
to which that Ethernet is connected» Such ooogin

memory 116, in the'manner described above with respe
to certain ARP packets, and then notitying'”

destination-RC that a packet is available;"finen§a
is so notified, it programs its own parity FIFO eh

DMA controllers to copy the packet from system menor
116 into the appropriate LAN memory. It is noteeoitl

that though this type of IP routing does create VB

bus traffic, it still does not involve the host Cfiufl
118. '

If the IP packet received over the Ethernet 122al

and now stored in LAN memory 236 is an NFS packetg

intended for the server 100, then the microprocessor

210 performs all necessary protocol preprocessing to

extract the NFS message and convert it to the local

NFS (LNFS) format. This may well involve the logical

concatenation of data extracted from a large number of__ ._ - . .... -., ..
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individual IP packets stored' in LAN memory ,23§,“

resulting’ in a linked list, in CPU -memory-gzhtymf

pointing to the different blocks of data in¥fi§fi.memor'd5
236'ih the correct sequence. _ p , _

fThe exact details ‘of the LNEs..formatvfa;
important .for an qnderstending~ of nthe inyeAtio_
extept to note that it includes oommafids toima. I
a directory of files“§hicfi are stored-on‘t§e dis
attached to the storage firocessors 11%. command
reading and writing data,to3and from a f»‘

disks, and (various: cen£igp}et;on3~¢ane§emefi
diagnostics controlt :messa§es:' ‘ The 3f=
maintenance commands .whicn£ are- supfiortedw by
include the following messagesfbasedflon.c6n¢erf _.
NFS: ‘get attributes ?of 1;; file =(GETXiffi5f.fl "
attributes or a file ‘(ssrATTh); look =ggi;e”
(LOOKUP); ‘created a file (CfiEaTE)} Kremoye7-at.fil
(REMOVE); rename a file (RENAME); created'a nee iinfie
file (LINK); create-—a symlink (syMLrNe1{‘;£ee§6‘ V
directory (RMDIR); and retfirn.file-system statistic

(STATFS). The data transfer commands supportedffiw
LNFS include read from a file (READ); write to a’fi§l

(warms); read from a directory (READDIR); and read?

link (READLINK). ENFS also supports a buffier-release’

command (RELEASE), for notifying the file controller

‘that an NC is finished using a specified buffer inv;3‘

‘system memory. It also supports‘a VOE—derived access *t

command, for determining whether a given type access

is legal for specified credential on a specified file.

If the LNFS request includes the writing of file'V

data from the LAN memory 236 to disk, the NC 110a

first requests a buffer in system memory 116 to be

allocated by the appropriate PC 112. When a pointer

to the buffer is returned, microprocessor 210 programs

LAN DMA controller 242, parity FIFO 240 and VME/FIFO

DMA controller 272 to transmit the entire block of
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file_data to system memory 116. The only difference

between this transfer and the transfer described above

for transmitting IP packets and AR? packets to system

memory 116 is that these data blocks will typically

have portions scattered throughout LAN memory 236-

The microprocessor 210 accommodates that situation by

programming LAN DNA controller 242 successively for_»

each portion of the data, in accordance with« the‘

linked list, after receiving notification that the

previous portion is complete. The microprocessor 2T0;.b

can program the parity FIFO 240 and the VME/FIFO«DMA

controller 272 once for the entire message, as'long as -=

the entire data block is to be placed contiguously in

system memory 116. If it is not, then the N

microprocessor 210 can program theaDMA controller 272~«

for successive blocks in the same manner LAN DMA

controller 242.

If the network controller 110a receives a message"

from another processor in server 100, usually from

file controller 112, that file data is available in

system memory 116 for transmission on one of the

Ethernets, for example Ethernet 122a, then the network

controller 110a copies the file data into LAN memory

236 in a manner similar to the copying of file data in

the opposite direction- In particular, the

microprocessor 210 first programs VME/FIFO DMA

controller 272 with the starting address and length of

the data in system memory 116, and programs the

controller to begin transferring data over the VME bus

120 into port 8 of parity FIFO 240 as soon as the FIFO

is ready to receive data. The microprocessor 210 then

programs the LAN DMA controller 242 with a destination

address in LAN memory 236 and then length of the file

data, and instructs that controller to transfer data

from the parity FIFO 240 into the LAN memory 236.

Third, microprocessor 210 programs the parity FIFO 240
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with_the direction of the transfer to take place. The

transfer then proceeds entirely under the control of

DNA controllers 242 and 272, without any further

involvement by the microprocessor 210. Again, if the

file data is scattered in multiple blocks in system

memory 116, the microprocessor 210 programs*‘the-t
VME/FIFO DEA controller 272 with a linked list of the

blocks to transfer in the proper order. .

When each of the DMA controllers 242 and 2i2

complete their work, they so notify microprocessor 210-‘

through MFP 224- The microprocessor 2l0 then-performs

all necessary protocol processing on the LNPS message

in LAN memory 236 in order to prepare the messagexfori
transmission over the Ethernet 122a in the form of

Ethernet #1? packets..‘ As set forth above, this

protocol processing is performed entirely in network

controller 110a, without any involvement of the local

host 118.

It should‘ be noted that the parity FI?Os are

designed to move multiples of 128-byte blocks most

efficiently. The data transfer size through port 3 is

always 32-bits wide, and the VME address corresponding

to the 32-bit data must be quad-byte aligned. The

data transfer size for port A can be either 8 or 16

bits. For bus utilization reasons, it is set to 16

bits when the corresponding local start address is

double-byte aligned, and is set at 8 bits cth rwise.

The TCP/IP checksum is always computed in the 16 bit

mode. Therefore, the checksum word requires byte

swapping if the local start address is not double-

byte aligned.

Accordingly, for transfer from port 8 to port A of

any of the FIFOS 240, 250 or 270, the microprocessor

210 programs the VME/FIFO DMA controller to pad the

transfer count to the next 128-byte boundary. The

extra 32-bit word transfers do not involve the VME



Oracle-Huawei-NetApp Ex. 1002, pg. 1547

-37-I

hus;.and only the desired number of 32-bit.wo:ds.wff1='

be uuloaded-from port k. _ _
.For trafisfetslfirom~po:t Aito port E~of tfieTl*”

FIFOf2iO,-thegulcropfiocessor 2lO‘loaas}port;fi“*
byseorg and focces a”F}FO'£ul15iadicatiouWwfiefi
Vflaished.'iTne'SlFO,full'indlcatlogoeaaolessfihl‘ad
fromfi o:t.§-7 Toe saueflfirocedugetalso sage; firaé
§£an;f€n§t::bg'porfilzito.p6t£flei¢f}§fithgg
zpafifty EI§Qs;?50'or.2§b;=s;nceftrausfeisfofivfewet hafi
i2¢%byge;%a£¢gpérioraeafifiaaeggioc¢17fi;¢§¢p§§eés
co‘1'_V'zTti:ro%3.3: .. rathef 't.h.an;- iuudefsf . the“ <‘:o‘n't:‘:o31" of ‘A DMA
con££oi1e:s2dz‘¢; :52; Fat all of tfieifiifés
‘VME[?if05oMaucofit;olie; is pgoggaagéa to uhloa
the désrzeagnugbesgofraéébit Qozdéil

- "".‘.‘-?“°AV'.‘3*1" e _ -
.Thgi file- ¢$n:roi1e:;. (rt);g§1;";ma§“3§a¢;.

standatd off>the¥s&el£4hicrofitocessoffhoa;&;~.
-one‘ manuiactured by--Motorola"Iac; w§re£é?aba;_

however, a more specialized boacd is used such as taat
shown in block diagram form in Fig; 4.; _:u

Fig. 4 shows one of the Ecs 112a, and it§QEL1V
understood that the other PC can be.identical‘

many aspects it.is simply a scaled-down vetsiofiflofith

NC 110a shown in Fig. 3, and in some resoects iii;
scaled up.‘ Like the NC 110a, PC 1123 comfifrses a
ZOMH2 68020 microprocessor 310 connected to a 32;$it;
microprocessor data bus 312. Also connected to thel
microprocessor data bus 312 is a 256K byte shated_C§U

memory’ 314. The low order 8 bits’ oft the

microprocessor data bus 312 are connected thzough a _e

bidirectional buffer 316 to an 8-bit slow-speed-data“.€H
bus 318. On slow—speed data bus 318 are a 128K_byte

PROM 320, and a multifunction peripheral (MP?) 324.

The functions of the ?ROM 320 and MFP 324 are the same

as those described above with respect to EPROM 220 and
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MFP.224 on NC 110a. PC 1123 does not include PROM

like the PROM 222 on NC 310a, but does include a

parallel port 392. The parallel port 392 is mainly

for testing and diagnostics.

Like the NC lloa, the ic t12a is connected to the

VME bus 120 via a bidirectional buffer 380 and a 32-

bit local data bus 376. A set of control registers

382 -are" connected to the local -data bus 376, 'andf,

directly addressable across the VHS bus 120. The.7

local data bus 375 is also coupled to -the-‘u

microprocessor data bus 312 via a bidirectional buffery‘

35.4. This permits the direct addressabiliity of cau-

memory 314 from VME bus 120.

sc 112a also includes a command FIFO 390., which.”-

r ~ rncludes an input porttcoupled to the local data bus

376 and which is directly addressable across the VME *-

bus 120. The command FIFO 390 also includes an output

yort connected to the microprocessor data bus 312.

The structure, operation and purpose of command FIFO

390 are the same as those described above with respect

to command FIFO 290 on NC 110a.

The PC 112a omits the LAN data buses 323 and 352

which are present in NC 110a, but instead includes a

4 megabyte 32-bit wide PC memory 396 coupled to the

microprocessor data bus 312 via a bidirectional buffer

394. As will be seen, EC memory 395 is used as a

cache memory for file control information, separate

from the file data information cached in system memory
116.

The file controller embodiment shown in Fig. 4 does

not include any DMA controllers, and hence cannot act

as a master for transmitting or receiving data in any

block transfer mode. over the VHS bus 120. Block

transfers do occur with the CPU memory 314 and the FC

memory 396, however, with the PC 112a acting as an VME

bus slave- In such transfers, the remote master
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addresses the CPU memory 314 or the FC memory 396

directly over —the VME bus 120 through the

bidirectional buffers 384 and, if appropriate, 394.

EILE.£QNIBQLLEB_QEEBAIIQH

The purpose of the FC 112a is basically to provide

virtual file system services in response to requestso

provided in LNFS format by remote processors on the

VME bus 120. Most requests will come from a network

controller 110, but requests may also come from the*4V

local host 118.

The file related commands supported by LNFS are

identified above. They are all specified to the PC

112a in terms of logically identified disk data

blocks. For example,wthe:LNFS command for reading

data from a file includes a specification of the file

from which to read (file system ID (F810) and file ID

(inodell. a byte offset, and a count of the number of

bytes to read. The PC 112a converts that

identification into physical form, namely disk and

sector numbers. in order to satisfy the command.

The FC 112a runs a conventional Past File System

(FFS or UFS), which is based on the Berkeley 4.3 VAX

release. This code performs the conversion and also

performs all disk data caching and control data

caching. However, as previously mentioned, control

data caching is performed using the FC memory 396 on

PC 112a, whereas disk data caching is performed using

the system memory 116 (Fig. 2). Caching this file

control information within the PC 112a avoids the VME

bus congestion and speed degradation which would

result if file control information was cached in

system memory 116. The memory on the FC 112a is

directly accessed over the VME bus 120 for three main

purposes. First, and by far the most frequent, are

accesses to EC memory 396 by an SP 114 to read or
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write cached file control information. These are

accesses requested by PC 112a to write locally

modified file control structures through to disk, or

to read file control structures from disk. second,

the FC's CPU memory 314 is accessed directly by other‘
processors for message transmissions from the=FC‘112a'

to such other processors. For example, if a data

block in system memory is to be transferred to an S?

114 for writing to disk, the PC 112a first assemblesd

-a message in its local memory 314 requesting_such a

transfer. The FC 112a then notifies the SP 114; which

copies the message directly from the CPU memory 314

and executes the requested transfer.

A third type of direct access to the FC*s local‘.

memory occurs when. an. LNPS client reads 'directory

entries. when PC 112a receives an LNFS request'to

read directory entries, the PC 112a formats the.

requested directory entries in PC memory 396 and -_

notifies the requester of their location. The

requester then directly accesses FC memory 396 to read

the entries.

The version of the UPS code on ?C 112a includes

some modifications in order to separate the two

caches. In particular, two sets of buffer headers are

maintained, one for the FC memory 396 and one for the

system memory 116. Additionally, a second set of the

system buffer routines (GET8LK(), BRELsE(), 3READ{),

BWRITE(), and BREADA()) exist, one for buffer accesses

to FC Mem 396 and one for buffer accesses to system

memory 116. The UPS code is further modified to call

the appropriate buffer routines for FC memory 396 for

accesses to file control information, and to call the

appropriate buffer routines for the system memory 116

for the caching of disk data. A description of UPS

may be found in chapters 2, 6, 7 and B of ‘Kernel

Structure and Flow,‘ by Rieken and Webb of .sh



Oracle-Huawei-NetApp Ex. 1002, pg. 1551



Oracle-Huawei-NetApp Ex. 1002, pg. 1552



Oracle-Huawei-NetApp Ex. 1002, pg. 1553



Oracle-Huawei-NetApp Ex. 1002, pg. 1554



Oracle-Huawei-NetApp Ex. 1002, pg. 1555



Oracle-Huawei-NetApp Ex. 1002, pg. 1556



Oracle-Huawei-NetApp Ex. 1002, pg. 1557



Oracle-Huawei-NetApp Ex. 1002, pg. 1558



Oracle-Huawei-NetApp Ex. 1002, pg. 1559



Oracle-Huawei-NetApp Ex. 1002, pg. 1560



Oracle-Huawei-NetApp Ex. 1002, pg. 1561



Oracle-Huawei-NetApp Ex. 1002, pg. 1562



Oracle-Huawei-NetApp Ex. 1002, pg. 1563



Oracle-Huawei-NetApp Ex. 1002, pg. 1564



Oracle-Huawei-NetApp Ex. 1002, pg. 1565



Oracle-Huawei-NetApp Ex. 1002, pg. 1566



Oracle-Huawei-NetApp Ex. 1002, pg. 1567



Oracle-Huawei-NetApp Ex. 1002, pg. 1568



Oracle-Huawei-NetApp Ex. 1002, pg. 1569



Oracle-Huawei-NetApp Ex. 1002, pg. 1570



Oracle-Huawei-NetApp Ex. 1002, pg. 1571



Oracle-Huawei-NetApp Ex. 1002, pg. 1572



Oracle-Huawei-NetApp Ex. 1002, pg. 1573



Oracle-Huawei-NetApp Ex. 1002, pg. 1574



Oracle-Huawei-NetApp Ex. 1002, pg. 1575



Oracle-Huawei-NetApp Ex. 1002, pg. 1576



Oracle-Huawei-NetApp Ex. 1002, pg. 1577



Oracle-Huawei-NetApp Ex. 1002, pg. 1578



Oracle-Huawei-NetApp Ex. 1002, pg. 1579



Oracle-Huawei-NetApp Ex. 1002, pg. 1580



Oracle-Huawei-NetApp Ex. 1002, pg. 1581



Oracle-Huawei-NetApp Ex. 1002, pg. 1582



Oracle-Huawei-NetApp Ex. 1002, pg. 1583



Oracle-Huawei-NetApp Ex. 1002, pg. 1584



Oracle-Huawei-NetApp Ex. 1002, pg. 1585



Oracle-Huawei-NetApp Ex. 1002, pg. 1586



Oracle-Huawei-NetApp Ex. 1002, pg. 1587



Oracle-Huawei-NetApp Ex. 1002, pg. 1588



Oracle-Huawei-NetApp Ex. 1002, pg. 1589



Oracle-Huawei-NetApp Ex. 1002, pg. 1590



Oracle-Huawei-NetApp Ex. 1002, pg. 1591



Oracle-Huawei-NetApp Ex. 1002, pg. 1592



Oracle-Huawei-NetApp Ex. 1002, pg. 1593



Oracle-Huawei-NetApp Ex. 1002, pg. 1594



Oracle-Huawei-NetApp Ex. 1002, pg. 1595



Oracle-Huawei-NetApp Ex. 1002, pg. 1596



Oracle-Huawei-NetApp Ex. 1002, pg. 1597



Oracle-Huawei-NetApp Ex. 1002, pg. 1598



Oracle-Huawei-NetApp Ex. 1002, pg. 1599



Oracle-Huawei-NetApp Ex. 1002, pg. 1600



Oracle-Huawei-NetApp Ex. 1002, pg. 1601



Oracle-Huawei-NetApp Ex. 1002, pg. 1602



Oracle-Huawei-NetApp Ex. 1002, pg. 1603



Oracle-Huawei-NetApp Ex. 1002, pg. 1604



Oracle-Huawei-NetApp Ex. 1002, pg. 1605



Oracle-Huawei-NetApp Ex. 1002, pg. 1606



Oracle-Huawei-NetApp Ex. 1002, pg. 1607



Oracle-Huawei-NetApp Ex. 1002, pg. 1608



Oracle-Huawei-NetApp Ex. 1002, pg. 1609



Oracle-Huawei-NetApp Ex. 1002, pg. 1610



Oracle-Huawei-NetApp Ex. 1002, pg. 1611



Oracle-Huawei-NetApp Ex. 1002, pg. 1612



Oracle-Huawei-NetApp Ex. 1002, pg. 1613



Oracle-Huawei-NetApp Ex. 1002, pg. 1614



Oracle-Huawei-NetApp Ex. 1002, pg. 1615



Oracle-Huawei-NetApp Ex. 1002, pg. 1616



Oracle-Huawei-NetApp Ex. 1002, pg. 1617



Oracle-Huawei-NetApp Ex. 1002, pg. 1618



Oracle-Huawei-NetApp Ex. 1002, pg. 1619



Oracle-Huawei-NetApp Ex. 1002, pg. 1620



Oracle-Huawei-NetApp Ex. 1002, pg. 1621



Oracle-Huawei-NetApp Ex. 1002, pg. 1622



Oracle-Huawei-NetApp Ex. 1002, pg. 1623



Oracle-Huawei-NetApp Ex. 1002, pg. 1624



Oracle-Huawei-NetApp Ex. 1002, pg. 1625



Oracle-Huawei-NetApp Ex. 1002, pg. 1626



Oracle-Huawei-NetApp Ex. 1002, pg. 1627



Oracle-Huawei-NetApp Ex. 1002, pg. 1628



Oracle-Huawei-NetApp Ex. 1002, pg. 1629



Oracle-Huawei-NetApp Ex. 1002, pg. 1630



Oracle-Huawei-NetApp Ex. 1002, pg. 1631



Oracle-Huawei-NetApp Ex. 1002, pg. 1632



Oracle-Huawei-NetApp Ex. 1002, pg. 1633



Oracle-Huawei-NetApp Ex. 1002, pg. 1634



Oracle-Huawei-NetApp Ex. 1002, pg. 1635



Oracle-Huawei-NetApp Ex. 1002, pg. 1636



Oracle-Huawei-NetApp Ex. 1002, pg. 1637



Oracle-Huawei-NetApp Ex. 1002, pg. 1638



Oracle-Huawei-NetApp Ex. 1002, pg. 1639



Oracle-Huawei-NetApp Ex. 1002, pg. 1640



Oracle-Huawei-NetApp Ex. 1002, pg. 1641



Oracle-Huawei-NetApp Ex. 1002, pg. 1642



Oracle-Huawei-NetApp Ex. 1002, pg. 1643



Oracle-Huawei-NetApp Ex. 1002, pg. 1644



Oracle-Huawei-NetApp Ex. 1002, pg. 1645



Oracle-Huawei-NetApp Ex. 1002, pg. 1646



Oracle-Huawei-NetApp Ex. 1002, pg. 1647



Oracle-Huawei-NetApp Ex. 1002, pg. 1648



Oracle-Huawei-NetApp Ex. 1002, pg. 1649



Oracle-Huawei-NetApp Ex. 1002, pg. 1650



Oracle-Huawei-NetApp Ex. 1002, pg. 1651



Oracle-Huawei-NetApp Ex. 1002, pg. 1652



Oracle-Huawei-NetApp Ex. 1002, pg. 1653



Oracle-Huawei-NetApp Ex. 1002, pg. 1654



Oracle-Huawei-NetApp Ex. 1002, pg. 1655



Oracle-Huawei-NetApp Ex. 1002, pg. 1656



Oracle-Huawei-NetApp Ex. 1002, pg. 1657



Oracle-Huawei-NetApp Ex. 1002, pg. 1658



Oracle-Huawei-NetApp Ex. 1002, pg. 1659



Oracle-Huawei-NetApp Ex. 1002, pg. 1660



Oracle-Huawei-NetApp Ex. 1002, pg. 1661



Oracle-Huawei-NetApp Ex. 1002, pg. 1662



Oracle-Huawei-NetApp Ex. 1002, pg. 1663



Oracle-Huawei-NetApp Ex. 1002, pg. 1664



Oracle-Huawei-NetApp Ex. 1002, pg. 1665



Oracle-Huawei-NetApp Ex. 1002, pg. 1666



Oracle-Huawei-NetApp Ex. 1002, pg. 1667



Oracle-Huawei-NetApp Ex. 1002, pg. 1668



Oracle-Huawei-NetApp Ex. 1002, pg. 1669



Oracle-Huawei-NetApp Ex. 1002, pg. 1670



Oracle-Huawei-NetApp Ex. 1002, pg. 1671



Oracle-Huawei-NetApp Ex. 1002, pg. 1672



Oracle-Huawei-NetApp Ex. 1002, pg. 1673



Oracle-Huawei-NetApp Ex. 1002, pg. 1674



Oracle-Huawei-NetApp Ex. 1002, pg. 1675



Oracle-Huawei-NetApp Ex. 1002, pg. 1676



Oracle-Huawei-NetApp Ex. 1002, pg. 1677



Oracle-Huawei-NetApp Ex. 1002, pg. 1678



Oracle-Huawei-NetApp Ex. 1002, pg. 1679



Oracle-Huawei-NetApp Ex. 1002, pg. 1680



Oracle-Huawei-NetApp Ex. 1002, pg. 1681



Oracle-Huawei-NetApp Ex. 1002, pg. 1682



Oracle-Huawei-NetApp Ex. 1002, pg. 1683



Oracle-Huawei-NetApp Ex. 1002, pg. 1684



Oracle-Huawei-NetApp Ex. 1002, pg. 1685



Oracle-Huawei-NetApp Ex. 1002, pg. 1686



Oracle-Huawei-NetApp Ex. 1002, pg. 1687



Oracle-Huawei-NetApp Ex. 1002, pg. 1688



Oracle-Huawei-NetApp Ex. 1002, pg. 1689



Oracle-Huawei-NetApp Ex. 1002, pg. 1690



Oracle-Huawei-NetApp Ex. 1002, pg. 1691



Oracle-Huawei-NetApp Ex. 1002, pg. 1692



Oracle-Huawei-NetApp Ex. 1002, pg. 1693



Oracle-Huawei-NetApp Ex. 1002, pg. 1694



Oracle-Huawei-NetApp Ex. 1002, pg. 1695



Oracle-Huawei-NetApp Ex. 1002, pg. 1696



Oracle-Huawei-NetApp Ex. 1002, pg. 1697



Oracle-Huawei-NetApp Ex. 1002, pg. 1698



Oracle-Huawei-NetApp Ex. 1002, pg. 1699



Oracle-Huawei-NetApp Ex. 1002, pg. 1700



Oracle-Huawei-NetApp Ex. 1002, pg. 1701



Oracle-Huawei-NetApp Ex. 1002, pg. 1702



Oracle-Huawei-NetApp Ex. 1002, pg. 1703



Oracle-Huawei-NetApp Ex. 1002, pg. 1704



Oracle-Huawei-NetApp Ex. 1002, pg. 1705



Oracle-Huawei-NetApp Ex. 1002, pg. 1706



Oracle-Huawei-NetApp Ex. 1002, pg. 1707



Oracle-Huawei-NetApp Ex. 1002, pg. 1708



Oracle-Huawei-NetApp Ex. 1002, pg. 1709



Oracle-Huawei-NetApp Ex. 1002, pg. 1710



Oracle-Huawei-NetApp Ex. 1002, pg. 1711



Oracle-Huawei-NetApp Ex. 1002, pg. 1712



Oracle-Huawei-NetApp Ex. 1002, pg. 1713



Oracle-Huawei-NetApp Ex. 1002, pg. 1714



Oracle-Huawei-NetApp Ex. 1002, pg. 1715



Oracle-Huawei-NetApp Ex. 1002, pg. 1716



Oracle-Huawei-NetApp Ex. 1002, pg. 1717



Oracle-Huawei-NetApp Ex. 1002, pg. 1718



Oracle-Huawei-NetApp Ex. 1002, pg. 1719



Oracle-Huawei-NetApp Ex. 1002, pg. 1720



Oracle-Huawei-NetApp Ex. 1002, pg. 1721



Oracle-Huawei-NetApp Ex. 1002, pg. 1722



Oracle-Huawei-NetApp Ex. 1002, pg. 1723



Oracle-Huawei-NetApp Ex. 1002, pg. 1724



Oracle-Huawei-NetApp Ex. 1002, pg. 1725



Oracle-Huawei-NetApp Ex. 1002, pg. 1726



Oracle-Huawei-NetApp Ex. 1002, pg. 1727



Oracle-Huawei-NetApp Ex. 1002, pg. 1728



Oracle-Huawei-NetApp Ex. 1002, pg. 1729



Oracle-Huawei-NetApp Ex. 1002, pg. 1730



Oracle-Huawei-NetApp Ex. 1002, pg. 1731



Oracle-Huawei-NetApp Ex. 1002, pg. 1732



Oracle-Huawei-NetApp Ex. 1002, pg. 1733



Oracle-Huawei-NetApp Ex. 1002, pg. 1734



Oracle-Huawei-NetApp Ex. 1002, pg. 1735



Oracle-Huawei-NetApp Ex. 1002, pg. 1736



Oracle-Huawei-NetApp Ex. 1002, pg. 1737



Oracle-Huawei-NetApp Ex. 1002, pg. 1738



Oracle-Huawei-NetApp Ex. 1002, pg. 1739



Oracle-Huawei-NetApp Ex. 1002, pg. 1740



Oracle-Huawei-NetApp Ex. 1002, pg. 1741



Oracle-Huawei-NetApp Ex. 1002, pg. 1742



Oracle-Huawei-NetApp Ex. 1002, pg. 1743



Oracle-Huawei-NetApp Ex. 1002, pg. 1744



Oracle-Huawei-NetApp Ex. 1002, pg. 1745



Oracle-Huawei-NetApp Ex. 1002, pg. 1746



Oracle-Huawei-NetApp Ex. 1002, pg. 1747



Oracle-Huawei-NetApp Ex. 1002, pg. 1748



Oracle-Huawei-NetApp Ex. 1002, pg. 1749



Oracle-Huawei-NetApp Ex. 1002, pg. 1750



Oracle-Huawei-NetApp Ex. 1002, pg. 1751



Oracle-Huawei-NetApp Ex. 1002, pg. 1752



Oracle-Huawei-NetApp Ex. 1002, pg. 1753



Oracle-Huawei-NetApp Ex. 1002, pg. 1754



Oracle-Huawei-NetApp Ex. 1002, pg. 1755



Oracle-Huawei-NetApp Ex. 1002, pg. 1756



Oracle-Huawei-NetApp Ex. 1002, pg. 1757



Oracle-Huawei-NetApp Ex. 1002, pg. 1758



Oracle-Huawei-NetApp Ex. 1002, pg. 1759



Oracle-Huawei-NetApp Ex. 1002, pg. 1760



Oracle-Huawei-NetApp Ex. 1002, pg. 1761



Oracle-Huawei-NetApp Ex. 1002, pg. 1762



Oracle-Huawei-NetApp Ex. 1002, pg. 1763



Oracle-Huawei-NetApp Ex. 1002, pg. 1764



Oracle-Huawei-NetApp Ex. 1002, pg. 1765



Oracle-Huawei-NetApp Ex. 1002, pg. 1766



Oracle-Huawei-NetApp Ex. 1002, pg. 1767



Oracle-Huawei-NetApp Ex. 1002, pg. 1768



Oracle-Huawei-NetApp Ex. 1002, pg. 1769



Oracle-Huawei-NetApp Ex. 1002, pg. 1770



Oracle-Huawei-NetApp Ex. 1002, pg. 1771



Oracle-Huawei-NetApp Ex. 1002, pg. 1772



Oracle-Huawei-NetApp Ex. 1002, pg. 1773



Oracle-Huawei-NetApp Ex. 1002, pg. 1774



Oracle-Huawei-NetApp Ex. 1002, pg. 1775



Oracle-Huawei-NetApp Ex. 1002, pg. 1776



Oracle-Huawei-NetApp Ex. 1002, pg. 1777



Oracle-Huawei-NetApp Ex. 1002, pg. 1778



Oracle-Huawei-NetApp Ex. 1002, pg. 1779



Oracle-Huawei-NetApp Ex. 1002, pg. 1780



Oracle-Huawei-NetApp Ex. 1002, pg. 1781



Oracle-Huawei-NetApp Ex. 1002, pg. 1782



Oracle-Huawei-NetApp Ex. 1002, pg. 1783



Oracle-Huawei-NetApp Ex. 1002, pg. 1784



Oracle-Huawei-NetApp Ex. 1002, pg. 1785



Oracle-Huawei-NetApp Ex. 1002, pg. 1786



Oracle-Huawei-NetApp Ex. 1002, pg. 1787



Oracle-Huawei-NetApp Ex. 1002, pg. 1788



Oracle-Huawei-NetApp Ex. 1002, pg. 1789



Oracle-Huawei-NetApp Ex. 1002, pg. 1790



Oracle-Huawei-NetApp Ex. 1002, pg. 1791



Oracle-Huawei-NetApp Ex. 1002, pg. 1792



Oracle-Huawei-NetApp Ex. 1002, pg. 1793



Oracle-Huawei-NetApp Ex. 1002, pg. 1794



Oracle-Huawei-NetApp Ex. 1002, pg. 1795



Oracle-Huawei-NetApp Ex. 1002, pg. 1796



Oracle-Huawei-NetApp Ex. 1002, pg. 1797



Oracle-Huawei-NetApp Ex. 1002, pg. 1798



Oracle-Huawei-NetApp Ex. 1002, pg. 1799



Oracle-Huawei-NetApp Ex. 1002, pg. 1800



Oracle-Huawei-NetApp Ex. 1002, pg. 1801



Oracle-Huawei-NetApp Ex. 1002, pg. 1802



Oracle-Huawei-NetApp Ex. 1002, pg. 1803



Oracle-Huawei-NetApp Ex. 1002, pg. 1804



Oracle-Huawei-NetApp Ex. 1002, pg. 1805



Oracle-Huawei-NetApp Ex. 1002, pg. 1806



Oracle-Huawei-NetApp Ex. 1002, pg. 1807



Oracle-Huawei-NetApp Ex. 1002, pg. 1808



Oracle-Huawei-NetApp Ex. 1002, pg. 1809



Oracle-Huawei-NetApp Ex. 1002, pg. 1810



Oracle-Huawei-NetApp Ex. 1002, pg. 1811



Oracle-Huawei-NetApp Ex. 1002, pg. 1812



Oracle-Huawei-NetApp Ex. 1002, pg. 1813



Oracle-Huawei-NetApp Ex. 1002, pg. 1814



Oracle-Huawei-NetApp Ex. 1002, pg. 1815



Oracle-Huawei-NetApp Ex. 1002, pg. 1816



Oracle-Huawei-NetApp Ex. 1002, pg. 1817



Oracle-Huawei-NetApp Ex. 1002, pg. 1818



Oracle-Huawei-NetApp Ex. 1002, pg. 1819



Oracle-Huawei-NetApp Ex. 1002, pg. 1820



Oracle-Huawei-NetApp Ex. 1002, pg. 1821



Oracle-Huawei-NetApp Ex. 1002, pg. 1822



Oracle-Huawei-NetApp Ex. 1002, pg. 1823



Oracle-Huawei-NetApp Ex. 1002, pg. 1824



Oracle-Huawei-NetApp Ex. 1002, pg. 1825



Oracle-Huawei-NetApp Ex. 1002, pg. 1826



Oracle-Huawei-NetApp Ex. 1002, pg. 1827



Oracle-Huawei-NetApp Ex. 1002, pg. 1828



Oracle-Huawei-NetApp Ex. 1002, pg. 1829



Oracle-Huawei-NetApp Ex. 1002, pg. 1830



Oracle-Huawei-NetApp Ex. 1002, pg. 1831



Oracle-Huawei-NetApp Ex. 1002, pg. 1832



Oracle-Huawei-NetApp Ex. 1002, pg. 1833



Oracle-Huawei-NetApp Ex. 1002, pg. 1834



Oracle-Huawei-NetApp Ex. 1002, pg. 1835



Oracle-Huawei-NetApp Ex. 1002, pg. 1836



Oracle-Huawei-NetApp Ex. 1002, pg. 1837



Oracle-Huawei-NetApp Ex. 1002, pg. 1838



Oracle-Huawei-NetApp Ex. 1002, pg. 1839



Oracle-Huawei-NetApp Ex. 1002, pg. 1840



Oracle-Huawei-NetApp Ex. 1002, pg. 1841



Oracle-Huawei-NetApp Ex. 1002, pg. 1842



Oracle-Huawei-NetApp Ex. 1002, pg. 1843


