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Bacfigraund of the Invenfiion
 

This inventian relate5 to digital computers capabie

of parallel processing. There has been same aaademic

interest in the yessibility of concurrently executing
5 the itarations of an iterative consttuct such as a DB

leap in FORTRAN. 3.9", Ruck, DuJ., ”Paraliek FraseSSUz

Architecture~*8 Survey“, 1975 Sagamore Comguter

Conference fig Parailel Processing; Kuck,
W 

D.J¢, “Autfimatic Program Restructaring for High~8peed

10 Camputation", Prcceedings of CONFfiR £1983}; Ruck. 0.3.;

Stracture of Computezs and gggflutationn A principal

difficulty in designing a paxallel~prucessing

architecture that will efficiently execute DO leaps

and othar iterative conStructs is synchzcnizing the

15 sewcallefi éependencies that exist in the 19095. Ruck

has classified more than one txge cf dependency (lib)F

but the dependency of practical interest is that

wherein a first instructian cannet progerly be executeé

in a given iteration until a seconé instruction {which

20 couid also be the first instructian) has been executed

in a prior iteration. ‘

There has been little prflgxess in apglying

garallel pracessing to the camputatienally intensive

applications typically founé in engineering and

25 sciéntific applications, yarticularly to parallel

grocessing of the same jab {i,e., the same instructiOfis

and data).

In such applicationsl it is typical :0

find repetitive accessea t0 memory at fixed address

30 intervals known as Striées. Each new access iaitiated

by a gracessor is for a memory location separateé from

the last access by the length 0f the stride. A stride

of one means that the processar accesses every wozd
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(whase length may very) in sequence‘ A atride of

two means that evety athez were is acceesed. If

interleaved memory elements are acteased by thé

processors? the Stride determines a unique sequence 0f

5 memory accesses known as the access pattern (8.9., fox

four memory elements, the access pattern might be ABCD3£

Caches have long been aged in digital

computergi and have baen apglied to parallel

procesging, with one cache assigned to each procesaor.

10 A cache is a highmspeed memory cantaining copies of

selected data from the main memory. Memory accegses

from a processor come t0 the cache, which determines

whether it currently has a copy of the accessed mamory

iocatisn. If not; a cache ”miss“ hag occurred, find the

15 cache customarily Etsps accepting new accessea while it

performs a main memory access tax the data neade§ by

the pzoceasor,

This invention relates t0 digital comgutezsl

and particularly to techniques far iniexconnacting

29 parallel processsts with memoriESx in & digital

Computer in which a plurality of pracessars muat

be connected to a plurality of memofiesg it is

convantional to provide a common bus connected to all

grocessors anfi memories, and to have the pracessorg

25 share the bus,

ARR|S883|PR|0001377
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Summer: g; the invenfiion

The invention has three aspects.

 

In a first aspect of the inventian; we

have discoverea and zeduced to gxactica an extremely

fi efficient technique far cancurrentiy executing the

iterations of an iterative construct. The invantian

provides a parallelwpracessing computer capable 0f

successfully processing computationally intensiVe

applications typically inund in engineering and

la scientific apgiications.

IR genexal this first aspect of the

invention features, firstly, a plurality of processors

eacn adapted f0: cancurrentiy ptccesging different

iiezatians of an iterative canstzuct, and each adapted

15 for serially processing portians Bf the grogram outsiae

of the iterative construct; means are proviaed fez

activating ifile yrocessors at the start of concurrent

pr0035$ing of the itexative canstruct and far

transferring sufficient state infarmatien to the

23 activated processszs so that thay cam begin concurrent

piecessing,

In a fizst set of preferred embediments 0f

this first aspect, the iterative construct contains one

or more dependencies. A processor encaunteting the

25 first instructicn (0f the dependenty defimeé abDVE)

delays further precessing until it receives a go-ahead

signal indicating that the secand instruction of the

degendency has been executed in the prior iteratian.

The gD—ahead signal is pzovideé by a synchzonizing

30 means that stares a numba: represeatative of the lowest

iieration to have not executed the seccnfi instruction;

the stored number is incremented each time the second

instruction is executfid; The synchronizing means
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issues the go~ahead signal when a comyarison of the

stored number to a number representative cf the prior

iteratian shaws that the seconfi inshruction has been

executed in the prior iteratian. The synchroniziag

maans includes a synchronizatian register that is

inexementefi each time it receives an advance-register

signal, sent to it afte: the secané instruction is

executed in each iteration; precasaing is delayed aftex

execution of the second instruction until the processor

is informe& that all leef iterations than the one

being executeé have causeé the synchtonization

register to ba incremented; Spaciai await and advance

instructions are inserted befiore an& after the first

ané second instructions, respectively, t0 effect

synchronizatian: a glurality of synchronization

registers axe provided, each fqr synchronizing a

diiferant fiegenfiency i0: group of depenfiencies); the

await and advance instructions have an argument far

ggecifying the synchzaniaatien register; the gQ-ahead

Signal i3 issued hasa§ on a comparision of the contents

0f the synchrcnization register ta the contents of a

CUKtént iteratian registez minus a specified itexation

offaet (representative of the number of iterations

separating the current iteratinn fram the prior

iteratiun in which the second instruction must have

been executed}; the iteration affiset is specified as an

argument to the await instruction; the synchronization

zegister contains only the lgast significant bits 9f

the lowest iteration to have mat executeé the secona

instructien, enough hits tn exprass the maximum

éifference in iterations ever being processed

concurrantly; a further bit in the :egiaters keeps

track of whether the register has been advanced during

the current itEEatian.
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In a second Set of preferred embodimenta cf

this first aspect, the invention features transfietxing

state information to all 0f the 9rocessors during

initiation of censurrent precessing so thateany one

5 of the grocessots can xesume Serial processing at

the completion 0f concurrent processing. The processes

to resume serial processing is the one to pzacess the

last iteration of the iterative censtruct; and the

transferxed state information incluées the value 0f tha

10 stack gainter jast befora cancurrent grocassing began.

Allowing the processnr execmting the last iteration to

resume serial pracassing, rather than returning serial

processing t0 a piedetermined protease: has the

advantage that program state does net naed to be

15 transfetted at the resumgtian 0f serial processing; a5

the processor executing the laat iteratian necessaziky

has the ccrzect program gtate fa: continuing serial

processing.

In a third set of preferreé embadiments of

20 this first asgectf the inventien featuzes assigning a

new iteratisn to the next processar t9 request an

iteration, so that iterations are not assigned t0

processors in any prearranged ordtrt Iteratians are

assigned by determining the number of pEOCESSars

25 simultaneously bidding for an iteratisn using ready

lines that extend between the processczs, Qae line

being assigned to each yroceasor; the tstal number of

asseztea ready lines is used to increment a register

that kteps track of which iteraticns have already been

30 assigned (and which preferably contains the next

iteratian, i.e., the iteratian t0 be assigned when the

next bid is made for an iteraticn}; a curzent iteratimn

register is provided; the maximum iteratian cf the
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iterative construct is transferied to all the

processoss and campazed to the current iteration

La astermine whether cancurrent precessing by that

processor should be terminated; the hazaware for making

5 iteiatinn assignments is locatefl at each prCGSSGK anfi

is adapted t9 permit each processo: :0 simultaneously

and independently determine its iteration assignment

baseé an the number of aaserted :eady lines; initial

iteratisn asgignments are also made simultaneously

10 using the sama harawage.

In a fourth set 9f preferred embediments 3f

this first aspect;E the invention featur&s concuzxency

cantrol lines connecting the proc2530rs and serving as

a conduit for pasaing signals between the processozs

15 to central concurrent pzocesaing; lacal concurrency

central logic is previfiea at egch grocesgor for

trangmitting ané xeceiving signals over the lines.

A common data bus extenés between the processors

for tranaferring state informatian such as the stack

20 pointar between grocesgozs at the start ofi concuyrent

pracessing; the cancurrency contzol line; extending

betwean gracessars incluae the :eady lines, lines for

passing signals such 35 the advance~register signais

for the synchronizaticn registexs, and lines for

25 informing the processnrs ef the initiation and

conclusion cf concurzent processing:

In a fifth set of preferred embodimants 05

this first asgect, the inventian featurea concaxzently

executing an iterative construct that cantains within

30 it a conditional branch to aa address Gutgide 0f the

canstruct; means are provided far infgrming processors

ether than the one taking the branch that such has

taken place and that cancurrent processing is

ARR|S883|PR|0001381
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terminated. A processar encauntezing a tzap is

prevented fxom taking the trap until it receives an

indication fram a tzapvserializing synchronizatifin

regiatez that the itexation it ia pzoaaasing is the

S lowefit sue being pracegsed fin which there remains a

passibility that the conditional branch caulfi be taken;

the synchranizatian register is incrementefl at the

compieticn of each iteratimn {or at a paint in the

code beyonfi which theze is any pagsibility af said

10 conditional branch occurring before campietien cf an

iteration); the conditianal branch in the lowest

iteratian is forceé to occur prior ta such a branch in

a highar iteration by insexting an await instraction

before the quit instruction; the await instruction

15 causes further processing as be delayed until the

trapu5erializing synchronization register reaches a

vaiue equal ta the current iteration.

In a sixth set of preferred emboéiments of

this first aspect, the invantian features providing

20 each pfnceasor with a private stack gointer for use

flaring condurzent processing far staring data unique

t0 a single iteraticn {e.g.; tempcrary variables,

subrnutine arguments, anfi retuzn addresses). The

giobal stack pointer in use befcre the star: of

25 cancurrent procesaing £5 savefi far reuse at tha

completion 3f cancurrent processing; and the 910ba1

stack pointer is transferred to all the processars so

that it is available ta whichever piecessor resumes

serial processing»

30 In a seventh set of preferseé embediments of

this first aspect, the invgntinn features determining

whether an iterative censtruct intended us be pEQCESsed

concurrently is nested within another construct already

ARR|S883|PR|0001382
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being concurzently processedw If such is the case, the

nestea construct or lOQp is executed serially on tha

processor that encounters it. The nested loop 13

exacuted using the same iteration asaignment haréware,

excegt that fihe current iteration is incremented by one

for each new iteratiun; and the current iteration of

the outer cancurrent loop is saved so that it can be

reusefi after yrecessing of the nested loop has been

completed. 7 ~

This first aspect of the invention also

features concurrent processing oi vector instructiona;

the elements cf the vectors operated an by the vector

ingtructions are éiviéed between the procesaorsl

eithe: horizontally 0r vertically, anfl each precassox

takes fine pass (or “iteration"; threugh the Vector

instructions. In preferreé embcdiments, 9&ch processor

camputeg, just prior ta concuzrently execating the

vectar instzuctions, a length, inczement, ané cffset

Ear U$e in selecting the vacter elements that have been

assigned to the processmr; a startmvectcrwconcurrency

instructfion is placed befiore the first of the vectox

instructians and a xeyeat concurrency instructian is

placefi after the instructions.

The inventisn praviées a high performanae

syatem capable of being constructed fzom moderately

pricaé camponents, perfiarmance that can easily be

expandeé by adding aéditionai gracessors {C33}, and

fault tolerance resulting from continued aperatiqn

after failure of One ox more grocessorsa

In a Seccnd aspect of the iHVention, we have

éiscavered an excellent technique for interleaving the

memory elements of a parallel~pracessing computer: ane
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particulazly afiaptafi far use in processing

camputationaliy intensive applications invalving

memnry accesses at fixad strides. It makes the memory

elements {mgH cache sections} highly accessible to

5 the processors”

In ganeral this secand agpect of the invention

featuresr firstly, a glurality of memazy elements

{e.g., cache sections) connected to a glurality Df

parallel pracessorsg with the memory Elements so

10 interleaved that the access yattern generated by

saié prccessors when accessing flats at piedetezmined

strides permits all of the ptocessars t0 reach a phase

relationshig with the ether pracessorg in which each

gracessor is able ta access a diff9£ant said memory

15 element simultaneously without access conflictg

arising, In preferred embodiments, the processors

are adapted for cancurtentiy processing the same

instructians aha data (3.9., éiffiezent iteratians Cf

fihe same iterative construct}; tha interleaving is

20 such that the access pattern generated by the
pracessora fer strides OE fine and tw0 meets tha

conditions that (l) the pattern will tolerate being

affset with respect to an identical pattern by an

offset ior any multiple thereof) equal to thfi iangth of

25 the pattern divided by the number of memery elements,

and (2) the pattern includes at least Gne conflict at

ewery offset other than the tolegable offsat so that

access caniliets force the processors ta assume a phase

relationship with each other wherein their accessing

3O yatterns are cffset by the talerable offsat; there are

four memory elements W,X,Y,Z asd the interleaving

praduces an accesg pattern af WXKWYZZY (or, lesa

prefezably, WXXWYYZZ a; WWXZEXZX) for a stride of

ARR|S883|PR|0001384
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ane and WXYZ for 5 stzide of two: or the interleaving

prcduces an access yattern of WWKXXXWWYYZZZZEY for a

stride of ans, 5 pattern 0f WXXWEZZY for a sitide 0i

twog and a pattern of WXYZ far a stride of four;

5 tha intarleaving for eight mamory eiaments iS

ABCDDCBaEFGHHGFE for a stride of one and ACDBEGBF

far a Stride of two; the memory elements choose among

simultaneausly contending processora on the hagis of a

fixed priority zanking“

10 This secgnd aspect of th& inventian also

features a glabal cache accesseé by a plurality of

parallel processors. In prafarrea embodiments, the

processors are adapted far concurrently processing the
same instructiens anfi data (e.g,, diiferent iterationg

15 of the same itexative canstruct3; the cache 13 éivided

into interleaved sections; blacks Qf data accessefi £10m

memory ate éivided betwean the cacha sections; each of

twa cache sections arive a Gammon memary adéress bus

with the black addzéss of the biock being accessed and

20 both sections cancurzently reaé the block adfiress fram

the cammmn bus; separate buses connect each of the two

cache sectians to main memory, and each cache sectimn‘s

half of the flata block is transferreé over its memazy

bus; and the two cache Bastiona share a summon circuit
23 board.

In this second aspect 0f the EHVentien it is

also mated that in a parallel proceasing environment,

particulariy one dedicatefi to concurrently processing

gartions of the same jab (ige., same instruetions and

33 data), a cache may be usefully givan the capability cf

simultaneously accepting curzent accesses while warking

on completion oi pending accesses fihat it was uaable to

camplete earlier {e.g.. because a main memory accegs

ARR|S883|PR|0001385
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was required)& This makes possible far greater memary

banéwidth for each processor‘ In preferred

embodiments, the black addresseshfier the gending

accesses are stazed along with a status coée comprising

5 a prescription 0f the steps necessary t0 comgleta the

acgess; the stored block addresses £05 yending accesses

arg compared :0 the adéresses DE each new black 05 aata

receive& from main memary and the status code for each

is reéetezmined baseé on the prior state of the code

10 and the outcome of the addréss campaziaon; the block

afiéresses sf entrant accesses are comgaied to the

aéfiresses of main memory accesses still in pzegzess

(1.2., nut yet available in the cache memory); the

cache index of current ascesses are camgared ta the

13 cathe inéexes of main memary accesses in progress to

determine whether a black of data fict€s3éd from memory,

though not the data sought by the current access, is

data that will be written into the cache memary

location afldrgssefi by the currant access; the cache

20 15 fiivified into a plurality of sectians ané 15 capable

of concurrently accepting a plurality 0f accesges to

éiffezent sectians: the cache central logic is divided

into quick—werk logic for campleting accegses capable

of immeéiate completion, pending—status logic for

25 initially determining the status cade for a pending

accesa and redetermining the statas codes as canéitions

change, and access—cempletion logic for taking contzal

af the data and adéress paths within the cache to

camplete a pending access when the status cede

30 indicates that it can be campieted; logic is gravidea

t0 assure that gending accesses frem the same pracesso:

are completed in the drder they are received, rather

than the orde: in which they could best be campleted;

ARR|S883|PR|0001386
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two cache sections sglit éata blacks accessed from

memory and share a main memery address bus, an as

thereby ta detect the adfirasses of blocks accessed by

the ether cacha section« We incozpotate by reference

5 the cogending applicatien entitled "Digital Comguter

with Cache Cayable 0f Csncurrently Eanaling Multiple

Accesses from Parallal Procassors”, filed on even fiate

herewith.

A third aspect of the invention features a

10 backplane~resident switch fa: selectively connecting

any selected piurality of first subsystem buses to any

selectea plurality of seconé subsystem buses. In

preferred embodiments, the firSt subaystemg are

processars and the second subgystems are cache

15 sections; there are more processcrs than cache

sections; separate processozwaccess lines and

cashewacknowledge lines {3.gx, CBUSYL) are provided

outside of the Switch; central 0f the switch resifies

is the cache sections; 3&0h3*n3t*£eafiy lines (e¢g‘,

20 CWAETL) axe providefi se§arate fram the Switch; the

cache sections are interleaved; and the switch is

implementefi as a plurality of gate azzays mounted an

a circuit board forming the backplane.

The third aspecfi of the invention also

25 featuzes a bug‘switching means selectively cannecting a

pluraiity 0f parallel gracessor buses t9 a plurality af

mamary buses in a parallel gracessing system in which

the pracessars are adapteé £0: cancurrently proces3ing

portions of the same job {i,e., the same instructions

30 and data). In preferrefi embadiments, the Processazs

are adapted for ccncurrently yrocessing different

iterations of the same iterative constzuct‘

ARR|S883|PR|0001387
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Sthe: feafiures ana advamtagea of the inventian

will be apparent Exam the descripfiion af a preferxed

embafliment and fram the Claims“

ARR|S883|PR|0001388
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Descrigtion of the Pzeierred Embeoiment
 

1‘ Drawings

$19. 1 is a system black éiagram.

Fig, 2 is a black éiagram of an interactive

5 pracessor.

Fig. 3 is a block diagram of a high—speed

pracessar OE computatianal element (hereinafter a "CE”)!

Fig“ 4 is a diagxam showing the structure 0f

the cancurrency status register (CSTAT).

1g Fig. 5 is a black diagram showing the

CQHCUftefiCY control bus that connects cemcurzency

control units {hareinafter “CCBS“) and showing the

connections between each CCU and its CE {only twe C35

and CCUs are Shawn),

15 Figa. éulfl coliectivaiy are a black diagzam 0f

the CCU.

Figs. 11$ and 218 are twa halves 0f a block

diagram cf the CC3 status register (CSTAT).

Fig. 12 is a block fiiagxam of one of the éight

20 4~bit synchronization registers‘

Fig. 13 is a timing diagram for the CSTRRT

instruction.

Fig. 14 is a diagram illustrating an example

of concurrent processing*

25 Fig. 15 is a block diagram showing the CEs,

backplane switch, and cache quadzants, anfi the

connections therebetween.

Fig; 16 is a block diagram of the

backplane~switch logic simglified t0 Show the lagic for

30 Qua bit of the ninety»six bits switched between the CES

and cache quadrants,

ARR|S883|PR|0001389
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Fig, l? is a block diagram showing one of

twenty—four four~bit gate arrays forming the backplane
switch. -

Fig. 18 is a perspective View, somewhat

5 diagrammatic, 0f the circuit boarés farming the CES,

cache quadrants, anfi backplane.

Fig‘ 19 is a block fiiagram showing the address

and data pathg in the cache quadrants.

Fig- 20 is an cverall black diagram ofi the

10 control logic for the cache quadrants.

Fig‘ 21 is a block fiiagram of the

pending—status logic in a cache quadrant.

IE, Summary

A system black diagram is shown in Fig. l.

15 Eight high~speed precesaazs or computaticnal elements

{CBS} 10 are connected tG twa central pzocegsing cache

boards 12 {each comprising twa quaaxants of a fourwway

interleaveé central processing cache {CF cache); by a

switch 14 which resides on backplaue 192 {Fig. 13) into

20 which the CE and cache beazds are pluggefi. The switch

permits any fOU£ £35 to be concurrently accessing the

four cache qu&flrants. Tha CBS each baVe a Canurrency

cantrol unit {CCG§ 24 for contzollifig concurrent

processing‘ The CCUS communicate with ofiher CCUS

25 acrmgs a concurrency centrol bus 25‘ Memury bus 18

coanecte the cache quadrants fie eight memory modules 17

{each 8 megabytes}. A153 cannected t0 the memery bus

are twa interactive prccessaz caches 18, each of which

is connected to three intezactive piecessoxs {SP5} 20.

33 Each I? serves a multibus 22, to which gE£ipheral

fievices (not shown) are cannected.

The System is a sharedwglcbalwmfimaryg

symmetric (1.8., not master—slave) multiprocessing

ARR|S883|PR|0001390
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computer garticularly useful in: general scientific

and enginfiering comgutationu The CES can execute

vector, floating~pointt and concurrency instructians,

as well as integer and lagical instructiensé The CBS

concurrently process different iterations of the same

iterative constzuct {but they may aisn aperate

indepenfigntly ts provifle a highnpaxformance

multiwtasking system). The 195 are mofiezate~speed

interactive processors that can execute intege: and

iogical operations only, ané are usefl for hanéling

inputfoutput trafific, text editing, and similar

operations. Data tyges supparted include 8; l6, and 32

bit integer/logical éata as well as IEEE standard 32

and 64 bit floating—goint data on the CBS unlyv Memory

is virfiually aadressed‘ C33 accesg global memary

through cache boazés 12, which the CBS cammunicate

with via switch 14. Each CE has its own lSK byte

virtuallyvaaéressed inatrucfiimn cache‘ The IPs access

globai memory through interactive procesaor caches 18.

IIIm Comgutational Elements

The computational elements {CBS} are intended

fer high-sgeed computations. The CBS are ifieutical,

an& as few as one may be installed in a system.

Any number of CBS may participate in concurrent

ptocessing. Those that do are said to be in the
concurrency campiex {hexainafter "the complex“), Tfisse

that do not are saié to be detached (CCU status bifi

DETACHED is l to inflicata such detached Cgeraticn).

CBS can be detached in the evant that a job mix being

executed on the System includes fiobs that cannet make

use of concurrent gracessing {8.g‘, comgilation and

debugging) as well as jobs that can {8,9‘, praduction
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jobsi, A detached CE acts as if it weze a system

with only one CE gresant; it executes concuzrency

instructions 88 ii it Nero a one~grocessor system,

A block diagram at a CE is shown in Fig. 3c

5 A processor internal bus yxaus (32 bits wide} is use&

to transfer data and addresses between fine CCU 24, an

address firanslation unit, an instruction grocessor

{containing both an adoross unit ané an integer Logic

unit and comprising a motorola 68020 instruction set},

10 and a CR switch; which servea as a conduit between the

PIBUS, the voctor registers, and the floating point

units {which include moltipliezs: flividers, and an

8666:). A contzoi section (which inclufies an

instzuction parser, a microsequenoer, and a RAM-based

15 contzol store) provides instruction commands to the

CC3, the instruction progessor,etho VECtOr registers,

an instruction cache, and thE‘CE switch“ The CE

communicates with othe: CES across the concurrency

control bus 26, and with the CP caches 12 using the

30 address and data gozts connectefl to the mgmory
switch 14.

A. instructiooo

Each CE executes instructions stored in

memory* Each is capable of interpreting an&

25 oxeouting four categorios of ingtructioos: {l} EEEE

instructions, which implement data movement, logical,

integer arithmetic, shift and {otate, bit manipulation,

bit field, binary coéed oecima}, and program control

operations; {2} floating Egigg instructions, which

30 implemént arithmetic {including functions such as

square root and sine), test, and move operations on

floating point data; {3) vector instructions, which
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implement integer and floating point aperations an up

to 32 data eiementg at a time: and (Q) cancurrencg

instructions, which implement the parallel exacutian mi 

instructions by multiple CBSw The processor contains

5 sevetal classes of registers {see below) for sungtting

instruction execution. An instructimm consists of One

or morg whale wards, whate a wax& is 16 bits.

An instructien contains the information an

the functicn and ogerands, Particular bits in the

10 instinction define thé function being requested of the

processor; the number and loéation at the defining bits

can vary dapending GU the instructisn. The remaining

bits of the instruction fiefine the oparand~~the data to

be acted upon. The flata can be in memory, in registers

15 within the piecesfior, or in the instructicn itself

(immediate aata); it can be specified as zegistar

numbers. Values, and addresses,

Instruction execution normally scents in the

Ogder in which the instructions appear in memary, frem

20 low addresses to high aafitegsesa Instructians being

executefi in the normal sequence must immediately fallaw

one anothez.

The processa: conttels the sequence of

inStruction execution by maintaining the memory address

25 of the next instructian to be executed in a 32~bit

register called the program counter {PC}. During the

execution of instructions that do not alter the normal

sequence, the pracessgr increments the PC so that it

contains the address of the next sequential instruction

3U 1m memory (that is, the adéress Uf the wotd immeéiately

follgwing the current instructioa). For example, the

PC wauld be incremented by 4 foliawing execution of

a 32 bit instructiont Instructians modifiy the
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contents cf the PC i0 pexmit branching from the aoxmal

instruction sequenca. Other instructions alter the

normal sequence by loading a specifiefl vaiue into

the PC.

5 Most of the base instructions and those vectot

instructions zhat praduce scalar integer results alter

special bita in the pracessox tailed integer conéitian

codes. Fax example, Subtracting two equal integar

values sets the zero cenéitian codeg while aubtracting

10 a larger integer value frum a Smaller integer value

sets the negative condition code‘ Same instructiong

contain a 4-bit confiition code fielé whose value

specifies a condition such as equal, 1955 than,

gxeate: than, aaé 59 an. The conditiun is true if the

15 conéitisn cades are set in a certain way. For example,

if the zero condition caég is set, the equal conéition

is true; if the negative condition code is set and the

overflow condition code is cleareé, aha less than

condition is true; if the negative and overflaw

28 condition codes are set ané the zero condition code

is cleared, the greater than condition is true. The

fioating point instructions have separate flcating

point condition caées.

l. Vactor Ingtrucfiions

25 a yector instructian can Qperate on up to 32

elements cf integer oz iicating paint data at QDCE.

Fer example! a single vactor adfi inStruction can:

add a scalar value to each element of a vesicr, aafi

the cOrEeSponding elements 0f 2 vectors2 er add the

30 elements of a vecter togethe; {reducing the weeks: to a

scalar value). Vectar instructians requize set—up wgrfi

to specify the characteristics at the vectaxs, Vectmra
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0: length greater than 32 elements are proceased in a

loop“ On each iteratien of the 1059, the langth i5

decremented by 32. The final iteration may (ané

usually aces) cantain fewer than 32 elements. E59“,
(.21 with a 72-element vector, the vector instructians

weald operate 0a 32—element vectors during the first 2

iterations and an an 8—element vecter in the thixd anfi

East iteration. The different iterations cf such

vectsr leaps can be executed concurrently an a

10 plurality of CBS.

2‘ Pxocessin§VStatas

A CE ogerates in one Of the three pracessing

states: {1} nozmal, the state in which the processor

executes instructions frem memozy as described in the

15 graceding sectians; {2) exceptiong the state initiated
 

by extexnal interrupts, bus exceptions, certain

instructians, traps, and occurrences of certain

conditions during instruction execution; (3) halted;

the state caused by a serious failure requzing the

20 processor to halts The prgcesser operates in one of

two privilege states: use:, in which éxecution 3f
 

pxivileged instructions is inhibiteé, and an ervisor,

in which execution of nearly a1; inatructiong is

parmitteflw The supervisor state can be Either

25 interruptvsupervisor state or master~5ugervisoz state,

to permit access ts diffexent system stacks. The

processor enters interrupt~supezvisor Btatg when an

excegtion occurs. Exception gracessing is the iny

method far antering supervise: stata.

30 3. Afiflress Sgaces

gddressas specified in instructions are

normally virtual (logical) ané undergo a translation
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before being user}a & Virtual address can accur in

awe of several afiéreSB spaces depenéing an the state of

the machine and the nature of the data being accessed

(far example, whether the precessor is fetching an

5 instzuctign at an Operand}: use: fiata sgace {accesses
  

of data in user privilege state}; use: Ezogram sEace

(accesses 0f instzuctiens in user privilege Stake);

sugervisor data Sgace (accesses 0f data in supervise:

priviiege state); sugervisor Erogram sgace {accesses of

18 instructions in augervisor privilege state}; Bracesso:

(CPU) sgaca {accesaes of instructiens in any privilege

 

state do net nermally eecur in processor Space; which

centains internal registers}. The user and suyervieor

addrese spaces are references to exiernal memery

15 units, The eroeessor address space is a read/access

stezage area internal to a CE“

8. Data Tvges
 

A CE supports integer; bit, bit fielfl, binary

ceéefi decimal, and floating paint data types* in

30 addition, integer ané floating goint data can be
accesseé as veetars.

lg Integer Data

An integer data element can be a byte

(8 hits}, a word (16 bits: 2 bytes}, or a longwurd

25 (32 bits, 4 bytes). For signefi arithmetic aggrations,

the integer represenes a positive or aegative whole

number. The mast significant bit constitutes the

Sign of the number; it is cieared fer a positive

 

number, and set for a negative fiumber. The remaining

30 bits canstitute the value of the number, Positive

numbers are stored in binary notation. Negative
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numbers are Stored in two’s camplement notation-mthe

bits of the corresponéing positive value are investeé

and one i5 addefi to the resuitk For unsigned

azithmetic operations, aha integer represents an

5 abaclute whoie numhezy all the bits constitute the

value cf the number; numbers are shared in binary

notation. Far logical operationS, the integer is

treatea an a bit by bit basis.

2. Bit ané Bit Field Data 

10 Bit operatians permit access GE a bit by

specifying its offset from the low order bit of a

byte. Bit fielfi operatians permit access to a sequence

of bits by specifying {a} the affset cf the bit field

from the low adfiress fiit 0f 3 byte and {b} the width of

15 tha bit fialfi.

3c Floating Paint Data
  

A fluatimg point data element can be a

longwozd (single pxecisicn) er a quadward {éouble

precision). The least significant bit is always the

20 high address bit of the flata element ana the bit

numbers tun from thg high aééress bit to the low

address bit within the data element* Representation

Bf fioatinq point data in memery fallows the IEEE

Standards far Singla and dauble precisian numbersr with

35 some restxictians. The starage element consists cf

three parts: Sign, exponant, and fractional paxt of
mantissa.

4. Vecter Data 

A vectcr can be integer or floating goint in

30 type‘ The number 0f elemants is callefi the vector
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length. The elements can he adjacent or can be

‘ separated by a canstanfi stride“ The stride is callefi

the vectar incrament and is measured in multiples of
the element size“

3 C. General Regiaters

Eaah CE centains flata, afidgess§ Elcating

point, and vecta: registers fer general programming

use. There are 8 data registers, namefi DO through B7,

which can ha used for staring integer ané bit field

10 data; each registar is 32 bits in aize. There are 8

address registers, named an through A7, which can be

used for storing wara and longwcrd integer data; each

:egiste: is 32 bits in size. There are 8 floating

paint registers, named FPO through 99?, which can be

15 used for storing single and double precision floating

paint data; each regisfier is 54 bits in 5122‘ There

are 8 vectmr registers, named V8 through V?, which can

be used for staring lang integer and ficating point

data: each vector register is 64 bits by 32 elements

26 (2048 bits total) in size; tha fiata elements in one

ragister must be 0f the same type ané size.

9. Central Registers

in additien to the registers for general use;

there are cantrai registers! Mast cf thesa registers

23 are modifieé implicitly during the executien a: certain

instructions, although some 9f the central regiaters

can be manipulated directly.

The pragram caunter {PC} is a 32—bit register

that contaias the adéress ef the next instruction to be

30' executed. The grocessa: alters the contents 0f the PC

as a paxt of normal instruction axecutian, Most
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instructions advance fihe PC to the memory addrass

immeaiately iollawing the instruction being executed,

su that a sequential flaw of instructians accursg Some

instructians permit jumping ha a new instruction by

5 loading a new address into the Pa“

Address regiéter 7 {A?) i8 treated as the user

stack gointer {8?} if user mode is in effect, the

master stack painter if master supervisor mafia is in

effect, and the interrupt stack pointer if interrupt

10 sapervisor mode is in effect. The stacks are areas of'

memary that can be ascessad on a lastfiin, firstwout

basisw Bach stack is contigusus, running from high

addresses to low addresaesu The term system stack

refers to any of the three stacks, The term augerviaor

15 stack refers t0 either the master stack or the

interrupt stack. The stack pointer containa tha

address of the last word §1aced an the stack (the top

of tha stack}. Storage is allocated on the stack by

decrementing tbs stack gainter, and deallacated by

20 incrementing the stack geinterr Par examgle, to push

the centents of AD oats the systam stack, the Stack

painter (A?) is dacremented by 4 (4 bytes}, and A0 is

stored at the addregs centained in the stack pointer.

A starus register (lfivbits) is provided“

25 The lowvorder 8 bits contain the condition codes and

the integer OVerElow bit. Instructions that 0pezat&

on integer, bit, ané bit field data {the base

instructions} tygically affect the condition cofiesr

Vector in$tructions that graduce scaiar integer results

30 also affect the canéitinn codes. Condition cades

include negative condition cede {set if an inatructien

produces a negative result), zera conditian code (set

iE an instruction prmduces a result 0: O), avarflow
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conditian code £sat if an instruction produces a result

that avarflaws tha size af tha destination ogarand},

carry condition cede (set if an instruction genexaies a

carry 0: a borrow3E ané extend condition code {set the

5 same as the carry candition code}.

Floating paint operations {including vector

aperatians on floating goint opezanés} uaa a floating

point status :egister, a 32ubit register that contains

filaating point condition codes and axcagtion codes: and

lfl a floating point central ragiater, a Blwbit registaz

that confiains exceptian trap enable caéea and floating

point mode codes»

Vector instructions {asexve three data

registers as control registers for specifying the

15 length, increment, and uffset 0f the vector inatructian

being yracessed‘ These registers are loaded prior to a

vector instruction“

The control :egistefs fer coacurzency

operations aze discussed in a subsequent section.

20 Each CE alsm has several internal ptemessor

zegisters.

E. Memarz Manaqement

The memory management mechaniam permits each

program using the pIGCQSSQf :9 address a Very large

25 amount of virtual memory {e.q.l 232 bytes) starting
at aadrasa 9* The atocesaor {as a part of normal

instinctien eaecutian} translates a program‘s virtual

refezences to phyaical memory addressas using tables

provided by software {far example; an ugerating

33 system}. If a virtual reference daes nah have a

corrasgoading physical memory addreas, the pracesser

can change to excaptian pracessing and transfer contzol
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to the memory management exaagtion vector routine,

permitting software ta valiéate the virtual reference

(far example, by reading the tefecenceé instructinn 0;

data into memory from ggcondary stozage}p In this way,

5 a program can usa mute space than a machine has

physical memoty; and many progzams can wozk 0n ane

machine as if each pragxam occupied memory alonea

Virtual addrasses fox aach program can be mappea tn

Separate physical memory aédzesges for private?

10 protecfied environments and t0 the same physical memnry

adéressas as othez progzams to share code and éata. In

additimn, the memory management mechanism germits areas

Of memory to be flagged as readhonly.

Memory management supports four virtual

15 afidress spaces: use: data (accesseg of data in

user privilege state}, use: program (accesses of

instructiens in use: gziviiege state), supezviao:

fiata {accesses cf data in supezviaor §rivilege state),

and supervisox program (accesseg of instructions in

20 supervisot grivilege state}‘ The initiai memory

addressed by each program can be éivided into 102%

segments, each segmgnt containing 182% §ages, and each

page cantaining 40§6 bytesv Virtuai addresses can be

flagged as read—Duly on a per Space; §er segment, anfl

25 per p§ge basis.

28 addzessablePhysical memory consists of 3

bytes numbered consecutively fzsm afidress 0. Memory

management fiividea ghysicai memory inta a Saries of

pages each 4096 bytes in size.

30 A vittual aédress (32 bits in size) is

divided into Segment (10 bit5)( page {10 bits)1 and

byte {12 bits) numbars‘ A physical adaress (28 bits in

size} is divided into physical page (16 bits} and byte
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:12 bits) numbers. The low uraez :2 bits of a virtual

address map fliractly to the law order 12 Dita of a

physical aédtess; no translatinn takes place‘ The high

order 20 bits of a virtual address (the segment and

5 page numbars} goint to 3 physical paga through tables

supplied by software; inciuding segment and page

tablesa The piecesaor conatructa a ghysical address

by determiniag the physical page number item the tables

and the high order 20 bits 0f the virtual addresa‘ $he

13 13 low order bits af the virtual address are then added

ts the physiaal page number yialéing a complete

physical memory ad§ress,

A CE caches the most recently usefi segment

and page tables in &n internai page translation buffet

15 as translations are made. Q CE first attempts ta

determine the physical page number associated with a

virtuai adfiress Exam the page tables in the translation

buffer. If the translation baffer daes not contain the

necessary page table, the CE attempts to chate the

20 page table in mamaxy irom the segment tableg in the

ttanslation buffar. If the translation buffer contains

the necassary segment tables, the CE then examines the

page table in memory to determine the physical page

number. If the translation buffer daes not contain the

2% necessary segment table, the processsr must examine the

tables in memory to fietermine the physical paga numbez.

IV. Interactive Processors 

The interactive processczs {IFS} are orienzgé

towazd input/output and operating systems auties.

39 Each IP has the same base instructions and suppaxting

registers as the CES, but not its floating point,

vectar, at concuxrency {egisters ané instructians, An
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IF can acceee system registers, system devices, and

ingut/entput devices. Memery is accessed through an

interactive pracessor cache (:PC}, with up ta three 195

being serveé by a single EPC. An I? is connected to

S geripheral devices through a multibus, and can transfer

data between a peripheral device and system memory

by way af the multibus ané ite ZPC¢ An I? has

asynchzonous cammunications channels for console and

diagnostic devices. A conssle EP is used to etart the

16 eystem, using the code reaé from its pewet*up EPROM.

The operating system is alse beoteé from EPROMSR

Figfi 2 is a black diagram 05 an IP‘

Processor 38 is connected by data bus 32 to multibus

intetface 34, IPC interface 36, ané local memory 38.

15 Virtual adéresses supplied by processog 30 ate

translated by memory management’éfl. The local memory

includes a power-up EPROM, boot EPROMS, registers,

timers, a local 512K RAM, an EEPRGM {providing

aéditional registexs}, ané registers far accessing

20 DUART {dual univezsal aeynchxanoue receiver/teensmittez)

channels.

Memory management is accomplished using two

cachee~~e supervisor map age a use: adfiress translation

unit {ATU)‘-and logic fer tzanslating virtual memory

35 addresses {32 bits} :0 physical aédresses {28 bits).

The ATU is fiivided into a pregram section and a date

aection. yhysical addresses are one OE four types:

global memory {28 bits defiining an afidress in the main

memory accessible by way cf the 1? cache}, multibue

39 {20 bits}, chal memory {28 bits), and 19c device

{28 bits specifying a device, register, er storage area

on the Ipcza
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V. Concurrent Proceasiag fiflfi Egg CCUs

Referring in Fig» l and $5 each CE 10 includes

a CCU 24 that communicatés with ether CCUS across a

cancurzency control bus 26, The CCU prcvifies haxdwaza

 

supgort for initiating concufrent processing, assigning

iterations! synchronizing dependencies, and terminating
censurient precessingg The CCU and CCU bus are Shawn

in figs. 5~12. Appendix B compriges the Boolean

equations {or five logic arzays af the CCU {CONTROL,
10 DECQDER, WAIT, ?IDEC¥ RIDLE}¢

A. Concurzencx Instructions

Concurrent precessing is contrclied using the
follawing fiwenty cancurrency instructions;

 

 
15 £933 Control Instructions .

CADVANCB Afivancg synchrunizaticn register.

C%WAIT Await synchronization register
aavance”

CIBLE Bo nothing.

29 CQUIT Exit concurrent 106g.

CS$ART Start cancurrent leag.

CSTARTST Star: cancurrent lamp aha
serialize trays.

CVECTQR start vectar concurzent loop.

25 CVECYGRST Start vector concuzzent 100p anfi
serialize trays.s

CREPEAT Branch ta tap at concurrent leap
if more iterations”
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Save, Restore; anfi NO?E Instzuctions
  

CMQVE FROM Rave CCU Status register contentg
t0 3 Speaified addtessa

CMOVE TG Lead CCU status register Exam a

specified address‘in

CHEST Save contents'of CCHRR, CMAX, CGSP
anfi flfiTAT registers.

CUNfiEST Restore contents Qf CCURR, CHAR?
C68? and CSTAT regiaterss

10 CRESTDRE Restore cantents of all ten CCU
registers“

CSAVE Save contentS of all ten CCU
registersw

Vectar Concurrencg Insaructiens
 

15 VIE Calculate ihe incrememt of a
waste: for horizantal concuzrent

vecto: operations.

VLH CalculatE the length 05 a VECtGE
for hnrizontal concurrent

23 operatimns‘

VLU Calculate the length of a Vesta:
f0: vertical cancurrent operations.

VDH Calculate the offset of a vectar
for hcrizantal concurrent

25 uperations‘

VOW Calculate the affset of a vector
fer vertical concurrent operatians.

A detailed fiescription of the functions

perfermed by each af the first fifteen instructions

39 is given in Appendix A, using a pseudocode that is

explainéé in the apgendixs The last five, the vector

cancurrency instructions, axe descrihefi in the section

on vectaz concurrent processing;
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B‘ Egg Registers

There are ten 33«bit registexs in each CCU;

CMAX {maximum iteration}: The zegistex

cantains the maximum iteratian count far a concurrent

5 loop in progress“ This valug is the same across all

CBS in the concurrency samplex.

CNEXT {next outer iteratian}: The register

cantaing the law—arde: partian 0f the numbez of the

next iteration for a cancurxent 100g in gragress.

16 The complete number ie 33 bits with the highrorder bit

(CNEXT32} being stared in the CCU status registeri The

value is the same across all CBS in the complex.

CCURR (current iteratimn): The rfigister

cantains the low~order portian of the number 0f the

i5 cuzrent iteration of a concarrent 160p« The complete

number is 33 bits with the highrarder bit being stored

ifi the CCU status registez. This value is unique to

each CE in the complex“

6C5? (unique (“cactus”) stack pointer}:

20 The registex hmlds the adfirass 0f the base of a stack

far staring iocal variables during concurrent loop

executianv This value is unique to each CE in the

compiex.

CGSP {global stack pointer): The register is

25 used :0 broadcast the stack pointei to Other CBS prior

t0 starting a éoncurrent leap.

CGPC {global program counter): Tha register

is useé ta broadcast the progzam counter to other C35

pxior to st&rting a concurrent 1009*

36 CGFP figlobal frame gainter): The register is

used to breadcast tha frame pointer to other CBS prior

to starting a concurrent 150p.

CIPC {idle instinction address;: The register

is used t0 held the address of the idle instruction,
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the instzuction continuausly executed by CES in the

aomylex when they are not needea.

CSYNC (synchronizatian registers}: The

register is the collective contents oi thfi eight
U1

4~bit synchronization registezs, which are use& ta

synchtanize dependencies within a concurrent leap, and

ane Of which may alga be aged to sezialifie traps.

CSTAT (the CCU status register}: The zegiste:

contains a variety 0E singla»nit and multiwbit fields,

19 as shown in Fig, 4“

Ci ggg Status Register

The various fields of the CCU status register

{CSTAT} are:

VFN (viztual processor number}: VPN is the

15 rank of 3 CE among H CES in thewcomplex, using a

continguoua numbezing item 8 t9 Nwl, There is not a

ene~to~one cerrespondence between the physical number

of a CB and its VPN; a5 a CB may be absentg broken, 0;

not taking part in comcurrent precessing. The VFN cf

20 each CE within the concurrency campiex is computed

flaring the CSTART sequenca.

NUM (the number af CES in the concurrency

complex}: NUH is a number fram B t0 ? expressing the

total number of CBS in the complex {0 meaning one CE

25 in the complex3~ NUN equals tke higheat VPN in the

camplex. RUM is computed éuzing the CSTART sequence,

INLGOP: The INLEO? status bit indicates

whether a CE 13 procegsing a concurrgnt leap? EELDQP

is globally set to l (in all CCUS in the campiex}

30 during the CSTAR? sequence, ané is used t0 wake my

othar CES in the complex. It is cleared when a CB

goes iéle er resumes serial pracessing;
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NESTEQ: The NESTED status bit indicatea that

its CE is executing a nested cancurrent losp‘ NESTEB

is locally set ta 1 when a CNEST instruction.is

encountered after cancurrent pzocessing is underway“

5 SERTRAP: The SERTRAP status bit is glabally
set 3:0 3. when either a CSTARTST OI: CVECTDRST is

encountereé, so that that traps became sexializeda

ENABLE: The ENABLE bit can be used by the

CE {with a CSAVE and CRESTORE opexatian} to leave a

19 flag that a request to change the number sf C35 in the

complex has been made. Logic in the CE cauld inspect

INLDQP and ENABLE, and if the bits were 0 and K,

respectively, infnrm the operating system 33 that a

change in the camglax size could be made whila no

l5 cancurrent pracessing was underway«

DETACHED: The DETACHED status bit sgecifies

whether a CE is a member of the concurrency ccmplax

{a l inéicates that it is not)»

VECTOR: The VECTGR statss bit is set to

20 indieata that it i5 a vectar~cancurrent laa§ that is

being executeé.

?ARI?Y: The PARITY status bit is set to force

a CCfi data bus parity EKEOE (by asserting PERfijfi

TEST: The TEST status bit can be used for

25 fiiagnastic puzposes.

CCURRO: image feat bits are a zero Eallawed

by a duplicate of th& low—orde; thfae bits of the

cuzreat itezatian number (CCURR)«

CCURRBZ: This is the highast arfier hit ofi
30 CCQRR.

CNEX§32; This is the highESt @5895 bit of
CNEXT.
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D“ ggpcurrehcx Contzal 333

A5 shown in Fig; 5, the CCUS communicate

with ctbe: CCUS across a concurrency control bus 26

cansisting of 29 control lines ana one 33—bit data bus

fi {CCUBUS}. The CCUBUS i5 bidirectienal, and inclufies an

additional parity bit CCUP. The control lin€s includa

three eight~bit greups of lines: advance lines kuv,

:eady lines REY, ané active lines ACT. Each advance

line cortespands t0 one of eight synchronization

10 :Egiste:s« Each reafiy and active liae corresponds to

one of the eight CBS. The notatisn {Fig. 5) “(7:0)"

fallowing each mi theSE groups of eight lineg indicates

that the lines are denntefi "0“3 through "7“. Every CCU

raceives as inputs all eight ready and active lines,

15 and can plage an autput on its own ling within each

group. Outputs ate denoted by the suffiix "O"; inyuts

by the suffix “I“ {8,g‘, there are eight ready input

lines RDYI£7zU§ and ane ready output lina RDYO at each

CCU}. The :emaining five control lines comprise iwo

20 select lines SEL{1:G)f a CSTART iine, a CQUIT line, and

a write line CWR, all of which can be reafl and written

by each CCU, The same "0“ and “I“ Suffixes, meaning

output and input, :espectively, are useé for signals on

these lines*

k) U} The physical identity of each CE and its

CCU is established where the CE is piuggea into the

backplane. A different boarfi ideatity signal BQID

{vazying from Q :0 ?) is sugplied to each CE cannector,

from which it is rcutéd to the CCU‘

39 E. Csmmunication Between the CES anfi CCUS
 

Each CCU communicates with its CE across the

GE‘s 32wbit data bug {PIBUS} anfi several cantral lines
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(Fig. 5}. Control signals supplied to the CCU by the

CB include a register select signal RSEL {4 hits}, a

write signal WR, a command signal go, the iteratian

offset OF?S (3 bits; an argument of the AWAET

5 instruction), 3 raad (a: Gutput enable) signal OE, a

synchronize: select signal SSEL (3 bita; an argument

0f the AWAIT and ADVANCE instructiona}, and an

instruction identifies signal CMND {4 bits}. Contral

ané status signals supplied to the CE item the ECU

10 include six status bits from the ESTATES register

(ENABLE, DETACQED, SERTRAP, VECTOR, NESTED; INLOOP) ,

the number of CBS in the complex NBM {3 hits), the CB‘S

virtual number VPN (3 bits}; and the Signals TRAPOK,

SERIAL, QUIT, WAIT, and PEER {each 1 bit). Several

15 clocks C1! C3, Pl, PE, E4 ace passed to the CCU from

the CE. .

F. Initiating Concurrent oncessing
  

Pxior to concurrent grocessing only one of

tha CBS in the concurrancy complex is active; the

29 ethera are endinarily idle. Concurrent pracessing is

initiateé when the active C2 executes a CSTART {or

CSTARTST; CVECTOR, CVECTGRST) instruction. Microcofie

in the active CE supplies a multicyale seqaence of

instructians to the GE‘s CCU, instructions that

25 (1) wake up the other CES in the complex, {2) pass

ififoxmation {maximum iteration, global Stack painter,

giobal frame pointerr and pragram counter) in its awn

CCU and, via the CCU bus, t0 other CCUS and CBS in the

complexF (3) cause each ECU to azbitrate for an

30 itezatian to be executed by it$ CE, anfi {4) read from

the CCU the asgignad iteration number an& a unique

(”cactus”; stack pointe: far 359 auxing COHCU££€nt

ptocessing.
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1. Waiting For cher CBS To Go Idle

Beforé tha active CE begins this CSTART

sequence, it checks to be sure that all other CBS in

  

the complex are in the idle statev The CE establishes

S the idle status of the ather CEs by inagecting the WAIT

lines which emanates frcm maltiplexer 30% (Fig. 6}.

The multiplexer is supplied with a fouwait

instruction identifier QMND that iadicates which 9f six

instsuctions for which waiting may be required (CSTART.

10 CWAIT, CADVANCE, CQUIT, CIDLE, CRE?EAT} is currently

being executed by the Cfig The multiplexer uses the

CMND signal to place the appropriate Qutput of the WAIT

logic array 102 on the WAET linei Tne WAIT logic array

has an Uutput for each of the six instinctisns £0:

15 which waiting may be requireé; each output is asgextefl

whenever; based on severa} inputs, the WAIT legic agray

determines that the CE should delay fuzther grocessing

if it encountexs the instinction. In aha case of

CSTART, a wait comfiition is imposeé unless the ANXACT

20 signal goes low, indicating that DO other CBS in the

complex are active“ ANYAQT is asserted by RIQLE logic

array 90 if any active line ACT, othe: than the CCU'S

can ACT line, is assertefi. An active line is asserted

whenever a CE is not detached and not executing thg

25 CIDLE instruction. (Tha wait canditiun is 3139 not

impeseé if the DETACHED Gr NESTED status bits are set,

a3 in eithe: case the loop fallowing the CS?ART

instruction will not be executed cancurrentlyfl)

2. Loading Registers

30 Bite: the wait conditien imgosed on

exacuting CSTART is lifted, the CE’E microcode begins a

multicycle sequence of instructions :0 the CCU. Its
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fizst step is to wriae the global Stack pointer (GSP,

containefi in 3 CE register) inte thE‘£GSP register

(Fig. 9} of all CCfis in the ccmplax {i.e., GS? is

“globally“ writtea iatc the SSS? registera). That is

5 accompiished hy the CE placing the cantents 0f the A7

{egister on the PIBUS {Figfi 8), asserting the write

line NR {Figk 7), ané placing the aggrapriate four~bit

coda on the RSEL linas. The RSEL and WE lines are fed

to DECODER logic artsy 124 (Fig. ?), causing two events

10 to OCCUE: {l} CWEQ is asserted, cunnecting the PIBUS

to the CCUBUS, so that GS? is availabie at all CCUS in

the comglex; ané (Z) the code for the CGSP register is

asserted an the SEL lines, inatructing all the CCUS tn

read the contents 0f the CCUBUS into their Caz?

15 zegisters, Tha BEL code tagether with assertion cf

CWRG cause each CCU‘S CONTROL logic azray t0 assezt

LDGSP, which, in turn, Gauges the Q88? registe: to read

fram the CCUBfisy The CCUBflSg rather than tha PIBUS, is

read into the CGS? register, because the RESTORE signal

29 centraliing multiplexer 120 (Fig. 9} is low {RESTQRE is

high éuring a state restore operaticng when the saved

state is read back intm the local registezs using the

EIBUS} .

A similar pracedure is fellowed tQ store GPCi

25 GFP, and MAX in the CGPC, CGFP, and CfiAx registezsf

respectively, Of all CCUs in the complex, (The last

step, staring MAX, is not performed if it is a CVECTGR

a: CVECTORST that has been axecuted, because in thase

cases, only nae iteration is perfarmeé by each

30 processar in £he complex.)
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3‘ Cleazing Synchramizatian and

Ztezaticn~Assignment Registegs

A further action taken upon execution of a

CSTeQRT {02f CSTARTS‘T, CVECTOR, CVECTORST) instruction

5 is cleazing the synchrnnization registers C89 to CS?,

the current iteratien register CCURR, and the next

iteratian ragister CNEXT1 in all GCUs in the camplexw

The CB executing the CSTART asserts a DO CSTART

instruction to its CCU, by asserting DO and glacing

10 the cade for CSTART on the REEL lines (Fign 7)* The

DECODER lagic azray responds by asserting CSTARTQ on

the CSTART line of the CCB bus” The CONTRDL logic

arrays in each CCU in the templex respend by asserting

CLRSYEC, «(ZLRPBE‘S’Z‘I3 CLRCURR, and CLRNEXT, which, in turn-K

15 cause the corresponéing registers to be cleared“

CSTRRTI, CSTARTIl, and CSTARTEFz (the latter two being

delayed versiuns of CSTARTI) c&use the CONTROL ané

DECODBR lagic arrays ts agsert the various signals

{equixeé during the CSTART Sequence.

29 4. WakiggAgg §§her CES
 

In the same cycle &5 theae Clearing Operations

are performed; SETINLQDP is asserted by the CGNTRGL

lcgic axray (Fig. 7) in each CCU in the complex.

SBTIwLOOP causes the INLOOP status bits cf the CSTAT

23 register in each CCU in the complex to be set. That,

in turn, causes the Other CBS in the complex, all of

which are censtantiy inspecting the IflLQGP bit, ta wake

up and t0 begin thei; portion cf the CSTART sequence,

5. Assigninq Iterations

3B In the machine cycle Eollowing the register

cleazing operations, the CCUS assign itezatisns for

their CBS to execute following completion of the CSTART
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sequence. CSTARTB asserted an the CSQART line 3f the

CCU buS causes CSTARTIl t0 he assartad in each ECG in

fihe camplex in the following cycle (cswARTI; the signal

:eafi from the CSTART line, is daiayed ane cyCle by

5 latches 134, 136, and emergeg as CSTARTIl}. The

DECQDER lagic array 124 in each CCS in the complex

respanés ta tha assertion 0f CSTARTX: by aSSthing

RDYO, which is tied to that CCU’S REY line, one of

the eight an the ECU bus‘ As theta is a oneato—gne

10 corresgondence between an asserted ready line and a

CCU biéding for an iterationr the tatal number 0f CEs

bidding for an iteration: at what is the same thing,

the number of CBS in the cgmglex, is Simply the total

number of asseztefi ready lines” That total is

15 generated by incramenter 142; it totals the number of

asserted lines, increments the 32wbit contents of line

144 by the tatal number 0% lines, and places the sum an

line 146“ The CNEXT registez was cleared in the prior

cycle so that tha input ling 144 to %he incrementer is

20 zero, meaning that its output on line 146 is simply the

tatal numbex of CBS in the complex. Accarfiingly, the

first three bits of the autput are thanneled eff as

NEWNPO (new MUM plufi one) and loaded (after being

decremented by 1} into thé NUM field of the CSTAT

25 :egister (annmum having been asserted by the CONTROL

iogic array)w The output of incrementer 142 also

represents the number of the naxt iteration to be

precessed by the first CE to complete the first

iteration assigned to it, and thus it is laaded into

30 the CNEXT register via port 2 {ADDfiEXT having been

asserted by the CONTROL logic arrayif

Iteration assignment is alga aahiaved using

the ready linesi MASK logic azray 148 screens the
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ready lines, using EDIE, the CCU*s physical address,

and zeroes its own zeady line and any lines

corresponding to a physical address higher than its

own (as RDY7, the highest ready line, wauld always be

masked, it 1% net suppiieé to the MASK logic array)*

The tatal numhe: of asserteé ready lines amezging fEOm

MASK is the number of the iteiation asgigned to that

CCS (iteration numbering begins with zer03. For

example, ii three CCUS are in the comglex, and one

inspects the ECU with the highest physical addregs,

ene would find that the number 0f asserted raady lines

emerging from MASK is two, which is the highest

iteration to be initially assigned. The CCG with

the next highest ghysical addzess will have ene

asserteé ready line emerge frsm MASK; ané be assigned

iteration l. The third, ané final, CCB will have zaro

aSSErteé reaay lines emexge from MASK, amd ha assigned

iteraticn 0»

?he manner in whish this number of emerging

asserted ready linas is transiaied intc an iteration

assignmeni is as foilcws. lncrementez 1&8 adés the

numbe: of asserted ready lines emerging Exam MASK to

the previous content: 95 the CNEXT register (i‘e.;

before it was incrementea by the total number of

asserted teady lines), and the gum is laaded inta the

CCURR.registe: via port 2 (ADDCURR having been assezted

by the CONTROL logic array)» The CCURR register,

therefore; receives the value of the current itaration

to be processed by its CE.

6. Reading Registers

The final set 0f operations performed flaring

the CSTaRT sequence is neading from :he CCUS the
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contents of cottain registers whose value was

determined eazliez in the CSTART sequence. The

initiating CE reads the cactus stack pointar {ESP} from
the CCSP registez and the current iteration from the

CCURR register. The othe: CBS in the complex read
those two registezs, and also the CGFP and CGPC

registers. The contents of the CGFP and CCSP registers
are requirefl in ordér that every CE in the complex have
the necessary Etate information to begin concurrent

procegsing, The GE? is used to access global variables
during loop execution. The contonts of the £GPC

register is read by the other C25 in order that they
have the program counter value needeé for resumption
of serial processing. GPC is the adoress of the

instruction at the top of the concurrent loop (ine.;
immediately after tho CSTART inst:uotion)‘ Reading
registers from the CCU is aocomplishefi by the CE

asserting the output enable line 05 and the RSEL

code correspooding to the desired register.

Foilowfing those register read operationg, the

CEs in the complex begin execution of the instructions

within the concorzent loopo As they are all executing
the same instructions, the GEE execute the initial

instructiona of tho loop rooghly in phase with one

another, although the initiating CE may get Slightiy
aheaé of the others because of the higher probability
that tho others will sofifer cache misses {e,g.,
instruction cache misses arising becausa the other CRS‘ 

we:e in the iale state)¢ The phase relationship of the
CEs changes substantially, thaVef, when the firot

CAWAIT instruction is encountered {599 synchronization
discussion below)‘
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?. Timing

The timing 0f the actions taking place

following CSTART is Shown graphically in Fig‘ 13.

The notational schgme can be explainefl using examples‘

WRCGSP in the fiirst machine cycle means that the

initiating CE {the fine executing the CSTART) has

aSSertefi the global wzite into the CGSP registers;

The infiication iGSP] in the fihird machine cycle

indicates that the Stack pointer has become valid for

the firSt time in that cycle (they were loaded at the

third quarter of the gravioug cycle! in which LEGS? was

asaerted}. Similarly, the indication [ZNLOQP3 in the

fourth cycle indicates that the 1 leaéefl inte the

INLOOP bit of the status register in the third cycle

upon asserticn of SBTINLOOP has become valid.

It can be seen that the D0 CSTfiRT instruction

is asgerted in the secsna machine cycle, after just ana

of the four write operations has begun. Thifi timing

germits the multi~cycle cperations fallowing D0 CS?ART

to Occur in parallel with the wzite nperations‘

6‘ Relative Qgégg Between gg Eggrggg

Delay latches 126, 12? fielay executioa of

instructions given the CCU by the CE. The first half

of tha latch is slacked by the CB'S P3 clock? high

during the thiré quarter of the the CB‘S cycle‘ The

second half cf the latch is clockefi by the CCU‘S Cl

clack, high during the first quarter of the 628‘s

cycle. The result is a variable fielay of either one a:

anewhalf machine cycle, depending on the relative phase

of the CE and CCU. The CCUS are always in phase with

one another, as they ara all dziven by the same clack.

The CBS, on the other handr though driven by clocks
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synchroniZEd with the CCU clack, can {as the result,

f0: ex&mpla, of cache migaes) become onawhalf cyclg ant

of phase with :espect to the CCUS and ather CBS. There

is a full cycle of delay thzcugh latches 126, 12? when

a CB and its CCU are in phase, and one-haif cycle of

delay when the devices ara gut of yhase,

To make the difference in relative phase 5f

the CCU and CE transparent t0 the CE, 50 that the delay

between assertion 3f a signai by the CE gnd regpcnse by
the CCU always appears the samég an aflditional variable

delay of either zera 0r one«half cycle is added ta some

of the signaZS sent back to the CE. The 32~bit lines

cazrying the contentg of four of the ten CCU registers

to multiplexer 138 age $elayed in this mannex. These

four (CCURR, CNEXT, CSO~CS7, and ESTA?) are edge

tziggered by CCfi clack Cl and their outputs pass though

a latch clacked by P1 before reaching the multiplexez,

resulting in the maltiplexez output 0n the PIEUS being

delayed by an additienal onewhalf cycle when the CE

and CCU clocks axe out of phase. The remaining six

ragisters are loaded ax CCU clack C3, and reach the

multi§lexer with a delay that is variablé by answhalf

cycle! This variation is accamoaated by the CE waiting
the wgcst case delay at all timea.

H‘ Assggpigg.NquItera££Dns

When a CE executing a cancurrgnt 106p reaches

the CREPEAT instructing, which is place& aftex the last

instruction within the lamp, two actiona are taken:

(1) the displacemant sgecified in the instruction is

added t9 the program Gaunter {this is dame wholly

within the CE) and (Z) a new iteratien is assigned

using the ready lines REY ané CCURR and CREXT registezsm
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The iteration assignment pracedure is initiated

by the CE essezting the D0 CfifisfleT instgustion using

its REEL and DO lines (Figs 7}, That GE‘s awn CCU

resscnds by asserting its awn ready line ROY“ Other

CEs simultaneously executing a CREPEAT instruction may

also assert their awn RDY line. The tstal numbez of

asserted reaay lines is used ts upéate the CwEXT and

CCURR registers in the same manner as fiescribed fox the

CSTART instruction, ADDNEXT is always assefted during

cansurrest execution is cause the contents cf CNEXT ts

be incremented by the number sf RD? lines asSerted

{even at times when a CCU is not asserting its own

ready line}w MASK zeroes all ready lines except those

of CCUs of lever physical number than itself. CCURR

is set equal to the prior contents of CNEXT plus the

number 0f RD? lines emerging from MASH1 In the case ofi

a single REY line being asserted? CNEKT is incremented

by one, an& CCGRR is set equal to CNEXTé

Tc abtain the sewly assigned itezation, the CE

asserts a READ CCHRR instruction by asserting the read

line OE (Fig. 9) and placing the code for CCURR on its

R83L limes. That causes the cantents of CCQRR ts pass

through muitiplexe: 138, and be places onto the PIBUS.

The CE then begins execution of {he new itexation of

the concurfent lssg.

Altheugh the CE has begun execution of a new

iterationF it wili be brought ts a halt if the CCU

determines shozhly thereafter that the new iteration

exceeds the maximum iterating stored in the CMAX

register” The cantents of CCURR are compared to the

contenss of CMAX at comparatar 110 (Fig; 91’ if the

maximum iteration has been exceeded, GTMAX is asserted,

causing CONTRQL logic azray 118 (Fig* ?} to assert
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KNIT aha; in turn. laich 112 (Fig; 1‘23a} in the {I‘STAT

Eegistét ta assert QUITE The E3, aaastantly {the waking

for the GCCME’WIE Of QUZTF :espends ta its assef film by

gaming idle {it reads the tentents cf the CIPC rangistew

S fmm its CCU? 5mg Places tbe centents in its pffigram
counter).

The samacomparison af CCERE¥ ta CMAK 33.23%

establishQS whether the new iteratiea is that 1353 2:

iteratian; if it 15; actions are taken {a cause fihe CE

19 assigned the new iteration to her the {H18 £0 cont;:é.fiue

sarialEHDCESSihg when it again reacixas CEBPEATV

Comparatw 110 asserts 15me if CCSRR equals Chm K ‘

ASSertion 0f EQMAX will cauSe ccnerOi. lagic a::a<§r‘ 118

(Fig. ?) to assert CLRINLOQP the next time that a m

15 CREPEAT instructicn is received franz the CE. EQ§$%A%X

asserts CEREAL, which causes SERIAL is be assertgfi,

graventing the CE from branching back.zjn the nex§:;
{IREPIfiFfl‘m

The CURRBZ input to the gates generating; ngm

23 and GTMAX is needed in the event that: the number <Z>f

iterations stored in CCERR exceefig its maximum 3% Qacity

0f 232 (approximately 4 billion} <3f the register“

In that event, CURRO‘JF (Fig, 8} is asserted by

incrementer 148 and the CURRBE hit of the CSTAT

25 ”915%: is set ta 1 {Figv 31A}. Wham camsz is 3%. a.

GTMAX is set to l and EQMAX ta 0. That immediamaigi,3

halts concurrent processiag 0f tflae affiacted CE¢ §:f*<3

avoid this result; it may be gzeferabla to adapt €::r§1€

saftwage running an the system ts assuze that the

30 number of iteratians of a concurrently executed l{%@§:3§

(3395 Rat exceed the capacity cf the 32-bit CCURR

register.
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KWIT and, in Earn, latch l12 (Fig; 11A) in the CSTaT

:egister to assgrt QUITa The CEI constantly checking
for the cccurence GE QUIT, resgonds ta itg asseztiou by
gcimg idle {it reads the contents of the CIPC register
Exam its CCU? and glaces the contents in itg program

counter}- .

The same compagison sf CCURR ta CMAX alga

establishes whether the new iteration is the la3t

iteration; if it i5; achions are takea ta cause the CE

assigned the new iteration to be tha one tn caniinue

vserial proCeSSing when it again raaches CEEPEATq

Camparato: 110 asserta EQMAX if CCURR equals CMAX.

ASsertion of EQMAX will cause CONTROL legic array ilS
(Fig. ?} ta assert CLRIflLQOP the next time that a 50

CREPEAT instructien is receiVEd Exam the {Si EQMAX

asgerts CEREAL, which causes SERXAL to be assertefi,

preventing the CE from branching back an the next

CREPEATa _

The CURR32 inpat to the gates generating BQMAX

and GTMAX is needed in the event that the number 0f

iterations stored in CCBRR exceeés its maximum capacity
GE 232 (approximately 4 billian} of the zegiste:u
In that Event, CURROVP (Fig, 8} is asserted by

incrementer 148 and the CURRBE bit oi the CSTAT

Iegister is set ta 1 {Figa 11A}* when CURRSZ is l,

GTMAX is Set ta 1 and EQMRX ts fl. rhat immefliately

halts concurrent processing of the affected CE‘ To

avoi§ this result; it may be yreferable to adapt the

software running an the Eystem ta aSSUEE that the

number of itarations of a concuzxently executed 1009

fices not exceed the capacity 55 the 32~bit CQURR
register.
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Is Synchronizing gependencies

The presence, Within a cancurrent;y executed

loop, of an ingtruction that cannot prOperly be

executed until another instructien (often the same

instruction) is exeeuteé in a prio; iteratien creates

what is callefl a fiependency, and execution of the

first instruction must be synchronized_with execution

of the second instruction in the prior iterations

Synchronization is accompiished using tug instructione,
CAEAIT and CADVANCEe A CAHAIT‘instructiQn is placed

before the first instructicn; and a CADUANCE after the

second instruction. In the event that the same

instructien is both the fixst and seconé inst:ucticn,\

the CAEAIT is placed before the instruction, and the

CADVANCE is placeé after it; Each pair of CAWAZT anfi

CADVANCE instructions is ordinayily keyed to cue of the

eight synchrenization registers CSQ ta C87. The fact

that there are only eight synchroeization registers

does not, hswever, iimifi the number 95 fiepeméencies

that can be hanfilede If mere than eight depenfiencies

are pzeeeet in the same iterative construct, groups bf

depenfiencies may be bracketed by Qaire 8f CAWAET ané

CADVANCE instructiens, each group thereby being hanéled

by a Single synchronization registerfi

l. VThe CAWAIT Instruetion

The {AWAET inatruction has two arguments; the

 

aumber (SSEL) Of the synchzanization register {CSl~CS?}

assignea t0 this dependency and the offset (OFFS; from

the current iteration to the pricr iteration {an offget

Qi zero means the immeéiateLy prio; itezation3Q ,

Execution of a CAHAIT causes the CE to fielay fatther

processing until the WAET ouiput 9f the CCU”5 WAIT
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logic array goes low (Fig. $}u Th3 CE places the

numbe: $5 the synchtcnizatign register specified in the

AWAIT instructinn on the SSEL lineal That selects the

carresponding AWTGK line at multiplexar 11%. When the

5 AWTOK line 13 asserted during executien of the CANAIT

instructian, WAIT array 182 and multiylexer 130

{selecting the CAWAIT line in response to recegnition

of the code éor CRWAXT on the CMND lines} cause the

WAIT line to g0 low; allowing the CE to grocess the

10 instruction following the CAWAIT instruction‘

The AWTUK lines afe controlled by

synchronizatimn registers CSO~CS7 (Figs. 10, 12}. An

AWTOK Kine (tba assertian of which acts as a g0~aheaé

signal to a CB executing an ANAIT ingtcucticn} is

15 asserted when its :espective Synchronization register

is advanced ta 5 number represgwting the prio:

iteration in which the second instruction (see

above} is to have been exacuted, Spacifically, the

AWTOK is asserted whsn the fitSt three bitS of its

2% synchronization registerF the contents of 3~bit

register SYNC in Fig” 12, i5 equal tn (0: gteater

than) the least significant three bikg 0f the current

iteration, the CURRO fielfi of ihe status register,

{Educed by the cffset OFFS pius 1‘ _Set forth as an

25 equaticng BWTDK is asserted when

SYNC CURRD - OFFER

Thia test is carzied out by farming the difference

CURRD — SYflC using circuit 106, and camparing the

eut§ut of that circuit to the GfEset OFFS at

30 comparator 108. V
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Circuit 106 actually forms the Expraaaion

CURRQ ~ SYNC + C , l

The “C — l“ ierm in the expression is there as the

result of sugplying an inverted copy of the AEVI signal

S ta the comgaratorg in order ta Save a machine cycle cf

time in this synchronizatian procefiurgg The ADVI

input, which is assented as a consequence of execution

of the CABVAxCE instructign {see discuzsion belaw),

incrementg the SXNC register, but the incremented value

10 is net available until the machine cycle fallowing

assertign sf ADVI. To make the effect of ADVI felt in

the same cycle it is asserted, it is guppiied thraugh

an inverter to circuit 106. In that cycle, C equals Q;

and the Gutput F GE the circuit is thereby set to

15 CURRO « {SENC + 1},

which is the valua it will have afte: SENC is

incremented. In the next cycle when ADVI will be law

{making C equal to l} and SYNC will have already been

incremented by l, the same output will be pzoduced‘

20 2. The Four—Bit Size of the

Synchrpnization Registers
 

Even thaugh iterations as high as 232 axe

permitted, it is passible to limit the size 0f each

synchronization registeg to four bits, 5 three bit SYNC

25 registex and a single bit PAST regigter. The reasan

this is possible is that the CES are nevez more than

seven iterations away from one anather. This is

because 0f the EflvANCE instructian‘s built~in await,

which causes a CB ta wait until the immediately prior

ARR|S883|PR|0001424



ARRIS883IPRI0001425

5% .ék fifi?$?‘§8

iteration has executefi its CfiDVANCE (see diacussion

below}. Accoréingly, only three hits arE needed to

keep track ofi how far the current iteratian is from the

prior iteratien responsibla fat the depenfiencyfl Thege

5 three hits are Etored in thg SYNC zegistez (Fig. 12).
The three bits can be thoaght 0f as the least three

significant bits of a virtual 32~bit synchranization

register cantaining the number of the iawest iteratian

to have not executed its CADVARCE. Put another way, it
:9 13 the least three significant bits of the iteratian

that has not yet cleared the dependent :egian {for once

an itezatisn executes its CABVANCE no later iteration

is dependent on it)*

The single bit PAST register is provified

15 to keep track of whether the SYNC register has been

advanced past the current iteratien CBRRG‘ If that

occurs, PAST is lacally set to 1. EAST i3 actually sat

to 1 when the ADVANCE instruction iS executed by its
associated CE. 9AST is clearsd at the anfi 3f the

20 iteration, when CREPEAT is executeéw finlike the 3-bit

S¥NC registers, which are simultaneausly altered in all

CCUS so as t0 be identical acress the concurrency

complexr the FAST bit is set locallyo

3. The CADVANCE Instruction 

25 The other synchronizaticn iastructieny

CADVANCEg is respansible fox inczementing the

syachzenizatian regigter‘ CABVRNCE has fine argument,

the synchronizaticn Iagiste: to be aflvanced. when a CH

axacutes a CADVANCB, it initially waits until its CCU

30 éeterminsg that tha immediateiy preceding iteration has

Executed its CADVANCB. Then it causas the specified

synchrcnization register :0 be advanced by onea
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The CADVANCB instruction has what amounts

t0 a bui1t~in CAWAIT with zero affaet; it CEUSES the

CE i0 wait until the CADVANCE instruction has been

executed in the immediately preceding iteration.

S This is accomplisheé using the ADVOK lines. The

gynchranizatinn register sgecified in the CADVAECE

ingtruction is placed on thg SSEL lines, thereby

selesting the corresponding ADVOK line at multiplexer

116 (ADVCKQ also bygassed thé multiplexer because of

10 1:5 use in seriéliaing traps; See discussion belaw}.
when the Selected ADVQK line is asserted, the effect

is to set the WAKT line to law, signalling the CE to

resume pfocessinga The ADVDK line is asserted when

comparatar 108 (Fig‘ 32} senses its B input is zeta,

15 an event that occurs when SYNC 2 CURRO {i.efi, when the

synchronization régister has been incremented to this

iteration).

After tha wAIT line goes low, the CE asserts

the SQ CADVAmCE instructian using the DO and REEL

20 linesa The DECDDER logic azray {esponds by asserting

ADVQ an the ADV line for the sgecified synchronizatian

register {there axe eight ADV zines, one for each

register}& The ADVQ assertion has a 100a} effect and

a global effeats Lacallyg the assertien of ADVO sets

25 PAST to Itbecause the fact that CAEVANCE; has been

executed means that the synchronization register has

been incrementea past the current autermost iteration

number)‘ Globally, the asserted £DVD line is received

as ADVE, and cauaeg the reapective SYEC register t0 be

3D incremented by one in all CCUS in the camylex. It is

posaible to provide just eight ADV lines because iny

one CE can yassibly agsert any one ADV line flaring the

game cycle;
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The fact that CADVANCE sets the E’AS’I‘ hit ta 1

assures that further CAWAIT ané CADVRNCE infitructions

for the same fiepenfiency encountezed in the same

iteration will be ignorefi (branching within a

S cancurrent loop may make such further accutteaces

passible). To accomplish this, ali Eight PAST bits

are brought to the DECODER logic array where the 00

CADVAQCB instruction is decodefi. If the FAST bit far

the dependency specified in the CADVARCE ifistruction is

10 set to l, ADVO is net asserted» Also, the fact that

PAST is set to 1 maans the WAX? line 15 immediately set

ta low when either a CAWAET or CAQVANCE is encountered;

because bath the AWTOK and £DVQK lines are autematically

asserted by OR gates 109, 111 (Fig. 123‘

15 J. Cancluding Concurrent chcessing

Concutrent processing is cancluded by

Execution of one of two instructiuns: CRE?EAT or CQUIT‘

l. Executing CREPBAT

in the Last Itggatiun
 

20 As discussed previously, executien of CREPEAT

will conclude censurrent precessing if the iteration

being processed is the maximum itaratian {CURB equais

M&X}, as in that event EQMAX will have been asaerted at

the start of the iteration‘ fisseztion oi EQMAX baa the

25 immédiate effect, even before the conclusiun of that

iteratien, 0f asserting SERIAL {CEREAL is agserteé by

the CONTROL lmgic, causing latch 112 in the CSTAT

register {Fig. 11%; to assert SERIAL}. Th9 assartion

of SERIAL gives the CE advanse warning that aancurrent

3a pracessing will end with the next CREFEATR The CE

executing CREPEAT is mafia to wait by the WAIT logic

azray anti} the rest OE the Cfis have put themselves
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into the iale state {by fetching iteration numbers that

exceea the centente cf CMfiX). _The WAIT logic array

senses the ifile state of the other CBS by lacking

at the ANYACT line. when the CREPEAT is actually

executedr the assertien 0f the DO CREPEAT instructicn

by the CE conclufies concurrent groceseing in this CE‘

The CONTROL logic erray, sensing both EQMAX and DO

CREPEATE asserts CLRINLGO?, CLRVECTOR, and CLRSERTRAP,

thereby clearing the INLOOP, VECTOR, ené SERTRAP statue

bite.

 

2w Executing CQUIT

when a leap incluéee an instruction to branch

 

out of the loop prior to cempletien of the prescribed

number of iteraticns, a CQUIT instructien is inserted

at the addzees to which the code may branch. A

piemature branch from a leap Creates a patential

pzeblem £0: concurrently executefi leoge, because it is

passible that the branch may be taken in an iteration

preceding iterations fer which instructians have

already been executed by ether C334 As these furthe:

iteratiens would never have been precassed if

piecessing baa been serialF there is the possibility

that concurrent pzoceseing will change the result‘

There are at least three ways that such a change of

reeult could DCCUE: {i} data is stored into global

memory in the subequent iterations changing the result

of an oeeration outside the loop; (2) a subsequent

iteration is fies: to execute a CQUIT; and {3} a trap

is taken in the subsequent iteratiens (eggH a divide

by zero that wauld not have occurred had processing

been serial). ’

Pseventing the first ectentiel

difficultyw-Stare opexatione that should not have
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occur;eé~—must be handleé by the aowaare. fine approach

is to use the cactus stack for all state apezatians

until there remains no possibility cf a CQUI? being

execute& in a prior itezatiun, ané ta then transfer the

5 private copies from the cactus stack to global memoryi

The secand difficulty~—aut a? orfler CQUITS~»is

handled ueing the CAWAIT instructionu & zeta affset

CAWAIT an the C58 synchxonization register is inserteé

just beéore the CQUIT instruction (the branch item the

10 loop is made to the CAWAIT}. Also, the CSTARTST

instruction (CSTART with serialized traps) is aged

instead of the CSTAR? instruction (ané the CVECTORST

instead of the CVECTDR}, :9 cause automatic

incrementing oi the C83 register by the CREPEAT

15 iugtructionu These steps ensute that CQUITS axe

executed in ordai. . k

The third difficultyu~unintendea traps~~is

handleé also by using the CSTARTST Q: CVECTORST

instructians (insteafi of the CSTART at CEVECTOR}

20 insttuctions. These iastructians dififier {ram the

others only in that they nause the SBRTRkP status bit

to be set during the CSTART sequence“ Whén the SERTRAP

bifi 15 set, a CE encountering a trag waits before

proceefiing further until TRAFOK is asaertefi, telling it

23 that the trap may be takén because no iowe: iteration

capable uf branching out of the 399p i5 still executing.

TRAPQK is controlled by gynchreniaation

register CBS. Ii the iteration gmntaineé in C80 equals

the current iteration CURRO, a candition measured by

30 compazatars 106, 198 (Fig$ 12}; ABVQKG is assertefi*

Register C50 is advanced by CREPBAT {the very laSt

instructian in a loop) if SERTRAP is 1; and thus the

zegister cantaing the thiee least significant bits of
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the lowest iteration to have been completed, ADVOKD

is fed diiectly into WAIT logic axray 182 {Fig‘ 6):

which :esponds by asserting TRAPOK. TRAPOK is also

asaeztad by WAIT ifi SERTRAP is mere, as that means trap

3 serialization has not been specified. {TRAPOK is also

agaeztefi if DETACHEB is set to l, as that means there

is no concurrent prooessing.§

 
K. Vecgor Concurrent Procgssing

 

The CBS in the concuxrency oomplex can be

16 used not only fox concurrently grocessing iterative

constructs guch as DO loops but also for concurrently

processing portions of a vector oyeration, For

example, if a vector multipiy operation is required,

and the vector length is 100, a concurrency complex of

15 three CBS (e-g., CEO, C31; C323‘0an divide the vector

so that two CES perform 34 of the vector operations and

the third CE performs 32 of the Operations. Ail of the

operations gerformed by each CE are done in a single

“iteration“. The division of fihe vector between CES

20 can be éone vertically or horizontallyo In a vextical

division, the fizst 34 vector elements of the example

are processed by the firot CEV the next 34 by the

second CE, and the final 32 by the third CE. In a

horizonta: éivisian, the first CE petiorms opezations

25 on vector elements lg 4, 7, and so on; the Second CE,

on elements 2, 5, 8, and so on; the thixd CE; on

elements 3, 6, g, and so on. Which type of division is

best is a sofitware mottext ané is typically determined

by a compilezfi

30 Five vector concurrency instrfiotions are used

by the CBS to calculate the parametars needed for the

QES to perform fine concurrent procesaing of a Vector
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agaiaticn. The paramefiers are calculated by each

CE using the NUM and VPQ fields yrovided by its CCU,

ané then stated in a CB data register. In the

calculations; the CE sets REM and VP& t0 zero if

5 either NESTED or BETACHED is fisserted by the CCU.

In a horizontal divisign of the vectcr,

three pazameters are caiculated: length, offsgt, and
increment.

Length is the numbe: 0f vectoz elements ta be

10 operated on by each CE( I: is calculated maiag the VLH
instruction, accozéing to the farmula:

Length = CEILEiN w VP&}X{NUM + 1;}

where N is the total number af vactar elements and CEIL

means that the result is {mundefi up to the next highest

15 integer if nah aireafly an intege: (VPN and RUM are set

to Zero in the calculatien if NESTED or BETQCHBD

are l)‘ In the exampie; CEO is given a length of 3Q;

and CE} and CEZ are given lengths bf 33, {In the

actual implemenation, the caiculatian is done as

20 follaws: VPN is subtracted {ram N and one oi two

operaticns are perfctmefia If NEH fig 8; l, 3, or 7

(meaning the number 0f CBS is a power of twe); NUM is

adéed ta (N — VPN} and the rasult is shifted right by

0, l, 2, 3 bits (ascording he the power cf two}. If

35 NUM is 2, 4, 5, or 6, the {N F VPN} term is multiplied

by 2/3, 2/5, 2f6 or 2/7y’resgectiVely (where each

fraction is [Banded toward zerc before use}, the result

is shifted right one bit, the fraction i5 truncatedR

and 1 is added to the result‘)

30 Increment is the spacing or stxide between the

vector elements t0 be egerated on by the CE» It is
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calculated using thg VIH iastructinn, according t0 thg

formala:

Increment = VINCRiNGM + 1)

where VINCR is the increment of the original vector.
(n

In the example, where VINCE is 1, all C85 are given an

increment of 3. {In the actual implementatisn, the

multiplication i5 acne by shifting and adding*)

Offset i5 the 10cation in the vectar where

the CE is to begin. It 15 calculated using the‘VOH

3Q instruction, accoréing t0 the formula;

Offset = VINCE£VPN3

where VINCE is the increment of fihe exiginal vector.

In the example, C80 is given an‘offse: of O, 031 an

offiset of l, and CEZ an offset of 2* {in the actual

15 implementation, tha multipiication is done by shifting

ané adding.)

when the vector division is vertical, only the

first two 0f these three parametars need be calculated,

as increment is one far all £35.

20 Length is calculated using the VLV

instrugtion, accozding t0 the formula:

Length
{I

Mxm[CE:L£N/(NUM+1}1, N u VPNéCEILiN/{NUM+l)1J

where CEZL is the same function described above ané

MIN is the minimum of the two parameters within the

25 brackets‘ In the example, CEO ané C31 are given

langths of 34, and CE? a length cf 32. (In the

actual implementationf the CEIL£NX£NUM + l§} term is

farmed using tbs same metbofls useé for the cembined
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divisionwané~CEiL operation in the ¥LH instruction.

The multiplicaticn by VPM is done by shifting ana

adding. The minimum is found by comgazing the two

quantities: ana choseing the smaller cf the twe.)

foset is calculated using the VOV

instructien, aceeréing to the formula:

Offset = amuse/{mam + 1}] Wm)

In the example, CBS is given an affset cf G, 831 an

affset of 3&, ané C22 an offset of 68. (In the actuel

lG implementation, the calculatign is performed using the

same methed as far the second term 0f the VLV equation.)

Actual cancurrent processing is begun when a

CUECTOR (er CVECTORST) instruction is executed at the

start of the vector "loop”, i‘e.i befare the first of

the vector operations to be processed concurrently‘

The pazameter calculation instructions €e,g,, VLH, VQH,

VIE} fallcw the CVECTOR instruction.

The sequence OE CCU instructions initiated by

a CVECTOR instruction is largely identical to that

20 initiated by a CSTAQT. The difference is that the

VECTOR status bit is set to l in ail CCUS in the

complex during the third machine cycle, ah the same

time as INLQOP is set ta 1. The fact that it is

a CVSCTOR instructione rather than a CSTART, is

35 communicated t0 the other C25 using two bits cf the

CCUBUS; referred to as CC{11;18}. These two bite

previde a code that the CCUS use ta distinguish between

the four types ef instzuctions that initiate cancurrent

92: (messing {CST&RT, CSTARTST, CVECTOR, and CVECTORST} .5
30

The two bits are enly used during the DO CSTART

instruction in the second machine cycle, a time when

the CCUBUS ie not being used;
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Vector c0ncu££en§ processing is concluded

uging a CREPEAT instruction fellowing the last vector

operation in the “leap“, As there i3 only one

“iteration” foilmwing a CVECTOR instruction, a
UK mechanism is needed ta force an en& to cancurrent

precessing upon execution of the first CREPEAT. This

is yraviéeé by multiplexer 105 (Fig¢ 9}, which sugplies

t0 the Y input cf compazats: 110 a 32vbit mamber

containing all zeraes excgpt for NUM in the least

10 three significant bits (this insteafi of the contents af
CMAXf as in the CSTART case)” This causes the gate

following compaxatar 110 to assert GTMRX at the start

of the second "itexation“, thereby Setting INLOOP

t0 0 t0 prevent continufifi executicn of that second

15 “iterati0n“v CCURR is set to a number in ageess of fiUM

by assertion of the REE lines follewing campletion of
the first “iteratian“¢

L. Nesteé Cancurreflg Loqgg
 

The system accommcdates subroutine calls

20 within concurrently—executed leaps, incluéing

subroutines that themselves call f0: concurrent

execution of a leap. The latter occuzs bécause

Subtautineg can be campiled indepenéently Of the

pzmgram calling them, making it impogsible to know at

25 campile time whether a particular subroutine will be

called fzom within a concuxrently—executefi loop.

A canturrent loop within another cancurrent

lamp is known a5 a nesteé concurxent lamp; and is not
executeé cancurzently. Ptovisimn is maée f0; executing

3O nesteé leaps sexialiy on the same processcr that

encounters tham. It is possible to have a series 95

nested 1009s, each within the other” in all cases,
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howeVEr, Duly the outaxmost loop is executefi

cancuzxently« All inner laops, whethez 0: net they

contain instructions far cancurrent Exacatian, aye

executed aeriaily on the same §rmce3302¢

S The NESTED and INLOOP atatus biis are used to

kaep track af whether it is the autazmust at a nestfid

concurrent loop fihat is being executed. INLODP is set

t0 “1“ when the fizst CSTAR? is ensfiunteted during

executign, Signifying the Start of an outermost

lfl cancurrent leap“ HESTED is set ta "1“ when a CREST is

enceuutexed after INLQOP has alreaéy been get ta "l“*

At the beginning of a neateé loop, the CCU

clears th& the carrent iteratien register {CCGRR).

Subsequent iterationS of tha negted loop axe asgigned

15 by adding 1 t0 the value af CCURR at the end cf each

iteratian (assertion of the NESTEB status bit alters

the aperatian of the logic incrementing CCGRRj.

In Gréer that trap serialization {see earliei

éiscussion) may cantinue eVEn during execution 0f a

20 nestefi 1009, the least threg significant bits 0f the

current iteration of the Outermost leap are saved as

CERRQ in the ESTA? register (whan fiESTED is assertaé,

CURRQ is frczen at the value it haé during the last

iteratian Gf the outermost loop; ADECURRO is nat

35 asserted by the CONTROL logic array upen execufiion 5f a

CREPEAT in a nesteé 100p). The three hits of CURRD are

compared to the contents nf synchIOnization register

C50, and TRAPDK is assertefi, all in the same manner as

if the processor were executing an cutermoat cancurrent

30 loopy Thus, if a trap is encountereé auxing executiaa

sf a nest loopi and the SERTRAP bit is set, indicating

seriaiizaéian cf traya, the CE waits until TRAFOK i3
assexted.
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The values of four registerg {CCURR, EMA):I

CGSP, ESTA?) must be SaVEd at the time a nested

concurrent lamp begins in arde: fer the CE to preperly

continue processing at the canclusion Of that nested

5 loop. A CNEST instruczian causes the fear values to be

saved {at a memory losatian specified by the operand},

anfi must be placed befare the CSTART oi any concutrent

loop that could possibly be executed as a nested laag

(one CHEST placed before the fizst CSTART may suffice

10 for a serias of such cancurrent leogs}. a CGNNESW

instruction causes the faux values to be writtan

{from the memory lccation specified in the operané,

ordinarily the same lecaticn as specifigd in the

previous CNEST instrucfiion) into the corresponding

15 registgxs, and must follow the CQUIT or CREPEAT

instruction of the nested loop (a: the last of a

series of nested 100ps}. Qrdinarily; different memory

locations are sgecified by each pai: of CHEST and

CUNNEST in5tructions, so that loops may be nested

20 within One another”

The values of CCURR and CMAX are saved

because thosa (Egisters wiil be u3eé during execution

cf the nested lmog, and the values viii be needed when

pracassing of the outermost laap resumes»

25 The vaiua of C35? is aavefi far a similar

reason. The global stack paintar must be ptesehved so

that it can be guppliafi to the CE that rasumes Serial

processing. It is saved prior to execution of a nested

loop because the GETART Segmencg, which is the same far

30 a nesteé lGOp as far an outermast laop, causes the

current value ofi the CE'S stack pointer to be written

inta the Cfisp register. In the case of an outarmast

consurrent ionp, that current value of the stack
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painter is preserved in the $68? register; and a

private stack is assignefi to the CE later in the CSTART

sequence {see next sectien); by having the CE reafi the

value of the CCSP registez. But in the ease of a

5 nested 1009, the current value of the CE‘e stack

pointer does not need ta be preserved, and must be

given back t0 the CEF a3 the nesteé 306p will be

processed an the psivate stack assigned to that CE fer

the outermost leopfi This is etcemplished by caheing

10 the CE ta read item CGSP when NESTED is set. and {rum

CCSP when NESTED is not set {this in the functieh 0f

the PEDEC legic array ehoen in Fig. g),

The contents of the QSTAT registe: axe saved

in ordEI t0 preserve the state ef NESTED priex t0

15 execution ef the nested leap“ This is necessary for

preper handling of a series of nested loapsf each

within anether. Each time a CUNNEST inetrection is

executeé, signifying the completiam of one level ofi

nesting, the prior value 9f NESTED is :estared t0 the

20 CCU, se that the flea will be able to determifie whether

it has returned to the eutermost loop {in which case

NESTEQ will be restereé to 0} oz ta 3 higher level

nestee loop {in which case NESTED will remain set to 1).

Dating eyecution of a nesteé lose, the value

25 stored in the CNEXT register continues t0 be upeatefi

when ether CBS assert their ready lines {which will

enly occur when a CR bids fer a new iteratiee in an

outermest concurrent 100?)» But the contents of CREXT

are net used during execution of the nested leap, as

30 all iteratioes of a nested loo? axe executefi by the
Same CE that initiateé the leap‘ A new iteration

assignment is made upce executien 0f 5 CRE?EAT in the

nested loop simpiy by inceemeating the contents of
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CCURR by oney {This is acccmplishefl as follows: The

multiplexer at the input to incremantez 148 {Fig. 8)

feeds the autput of CCURRf rather than the outgut af

CNEXT, to the incrementez when EESTEB is assented; MASK

5 logic array 140 masks all of the ready lines when
 

NESTED is asserted, 86 that only Gne line {the line

driven by NESTED itself; is asserted at the input t0

incxementer 148.)

A further change bxought abeut by getting thg

10 NESTED bit is that the V9N anfi HUM oufiputs from the

CSTAT register &re sat to zero {Fig.vllfi}, so that the

computaticns made upon execution of the five vector

cancuzrency instructions {egg., VLHr VOH, VIE} resuit

in vecter instructions being executed sezially {all

15 vector elements precessefl on the CE executing the

instructions)“ .

Me Cactus Sfiack
 

Each CE in the cancurrency campiex is assigneé

a private Stack {callectively referred to as the cactus

20 stack}, for storing data unique to a single iteratian

of a concurrent loop. Such unique &ata is Of two

types: subrautine azguments {and zeturn addresses}

and temporaty variablea‘ The cactus stack is cgeateé

during the CSTRRT sequence“ The CE executing the

25 CSTART instructiun builds the cactus stack by causing

its global stack pointar (G8?) to be writtan inta the

CBS? registers af all the CBS in the comylex, and by

causing ali of the same CES t0 :ead from their CCUS a

virtual stack pointer (CVSP}, which in the case ofi an

30 outermast concurrent loop (NESTED not set) is the

cantents of the cactms stack :egister CCS?. The actual
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addresses assigned as cactus atacé painters are unique
to eamh CB, and are esfiablished by the operating
System; which writes the afidzesses imam the CCSP

register aging a CSAVE and CRESTORE instrfiction prior

5 to conauzrent 9tocessing. The Virtnal stack painter is
read by asserting the apprapiiate REEL 306% and the

output enable bit OE {Fig. 93‘ If HESTBB is not set:

the PIUEC logic array selects the canients of CCSPi If

NESTED is setr it aelects the contentg Qf CGSP (which,

10 in a nested loop, contains the cuzrént value of the

stack pointer an {he CE‘S cactus stack).

VI. Examgles of Concurrent Pracesggpg
Fig. 14 illustrates sevaral charactaristics of

concurrent execution» Initially Executimn is fierial;

15 that is, anly one CE is executing instructions, anfi the

remaining CBS are idle, Here the active CE is CBS; but

coulfi be any CE. Cancuzzent executimn bagins when the

active CE executes a CSTART instructianv Each 0f the

C35 is given an itezatian number, statting with

20 iteraticm 0. The CSTART instructim‘g Specifies the
maximum itexation, here 20‘

when a CE finishes an iteration, it executes

a CREPEAT instruction to begin the nexi iteration, if

fibers fig one“ an iteration is agsigned to a CS gs soon

25 as it asks for ane. Note that iteyations can be

fii£ferent lengths if thsy incluég conéitional code.

If there are no more iterations to executg 
  

when the CRLPfiAT instruction is executed; one of two

things happens“ If the CE was exeguting an iteratian

30 other than the last ens, it simply becomes idla. This

is the case far CED after it finishes iteration 16.
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If, an the Other hand, the CE was executing the last

iteratian, it waits for all the ether CBS to become

idle befafe cantinuing serial execution‘ This 13 the

case far CEB after it finishes iteration 20‘

5 This code would take SQ time units to execute

on a single CE. with cancarzent execution it takee 8

time unitse The speed mg is 53/8 2 6&2?)v Typically N

CBS will apeed up code by a factor Somewhat lees than a

when the number of iterations is not a multiple of N or

10 when the iterations take diffierent times he execute.

The speed U9 approaches the number 0f CBS; hawever, as

the number oi iterations increases.

Giving a CB an iteratinn means that at the

start of an iteration the iteration number CURE is

15 placed in register D? of the CE which is he Exesflte

the iteration“ The first iteration far any CE is the

Virtual §§EDCESSDE number VPN 0f the CE.

A CE leaxns what code it is to execute during'

the CSTeRT sequence fellowing execution of a CSTART

20 by one CE. Using the cams anci the CCUBUS, all GEE;

are started with a pragram saunter equal tn the address

of the inetructien after the CSTART instructien.

fhe CREPERT instruction is a conditienal bxanch

instructions Ii there is anather iteration‘ the CE

25 flakes the branch and is given a new iteration, If

there is not another iteratian, the CE falls through or

beeemes ifiley depending an whethe: it was executing the

last iteiation or not. Table l showe a concurrent loop;
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Table 1 
)2

Serial coda fixacutafi in a singla CE

star? (ea)$634!»?
9

Leap Qralogua:
m cmda axgcufafi anus

per CE Concurrent coda
execuieé in

wuiiigla CEs

A wE:

§*<Tap:

Loan bady:
u ceda axgcuiad ance
. par ita?atian»
v

crapgai Yamfl ,

aalgeaawe
w

, Seriai :Dds exscuted in a sifiglg 5E23

V a

The 100p prolagtzef cade executea once par CE, can load
regiSters and perfazm other cperations which neea nut

be executea an evary iteratien. Table 2 gresents a

5 simpie Fortrafi 1009:

 
Table g

Fcriran cadet DD 2 I=1gN
1 kill = I+J

€933: 5arial cadg

mnvl N362 Start cmncurrant

subl #1152 L axacufiongcstart : d2 N iterations
movl Jadé‘ Load 4 (Once gar CE}

Tog: mnvl d?’§1 E iieratign gaunt
afidq fiiydi E +1 = I 5) di
adél dfiudl : I Q J a} d1
movl dz,§:1£§7:1:43 {d1} w> AC1)

creueat Yap Branch if mgra iteratiansSerial ands
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The leeps of Tables 1 and 2 have indepenéent

iterations; that is! the iterationa may be dang in any

oxaer without changing the results. The more fiiffiicult

case is a loop with iteraticns that &apend OE each

5 other and that must, therefore, be synchranized so

give carract results. Table 3 shews a degendency that

requires synchronizatiant

Table 3
 

liaraxion I“;
mumwwmwwummmnwww Iteraéiou I

wwn—wwmmwam—wmwmmwuww

Can I go ahead?
(wait)

K a wag {"UQpendancy on Xw) {wait}
Ga ahead} ’ (wait:

lfiflfl : Xmm.nmmmmmm
Haze a valug stored in one iteration is loaded by the

10 next iteration; T9 get the right result the loafi must

happen after the stare“ Befarg iteratian I may lead X:

it must wait until iteration 1~l has stozeé X. Te

synchranize this depenaency, twc inatructians need

to be inserteé in the code* A 98am I go aheaa?"

15 instructinn callefi CAWAIT aha a ”Go aheadi“ instruction

called CADVANCE. An exampie is showm in Table 4:

ARR|S883|PR|0001442



ARRIS883IPRI0001443

10

15

28

5&7

fifi‘fi fl?“% 3

 
Table 3

Fartran! DH 1 I=1§R

x 2 X # exp
1 QDNTINUE

fiaéa: movl flgfiz Starfi censurrent
Suki #1962 , execution,
catari d2 & iiaratiansTap: awn

Code ta gm? exp in ?31

:awsit csigéfi flan I 96 ahead?
fadds ngal X é exp
{mamas ?pia% “b X
cadVanca as: $0 aheafii
cranaat $au

The CAWAIT instructian causes thfi CE that exesutes it

ta wait until the CE executing the previous itaxation

has yarfozm&& a CADVRNCE, Then X can safely be

Eetchefi firam memary. After X i; stored the CADVANCB
instzuction signals fihe CE excuting the next iteration

that it can procaeéw

The CS} ifi the CANAZT anfi CADVRMCE

inatzuctiona 13 one vi the eight synchtcnizatign

regiatezs CSOwCSTu Each can be useé to synchrenige a

éiffezent fiependency in a lamp, In the unlikely event
that a 130p has mare depenéenaies than there are

synchronizatimn registers, two depandencies can be

combined with a CkWAIT hefere the first and a CADVANCE

site: the secenfi. The Q in the CAWAIT instructien is

an offset in the range 0*]. Normally a dependency will

be frem fine iteration t0 the next and an affset of zeso

will be used. Sometimes” hawever, the dependency will

span twa or more iterations, as in the examgle of
Table 5:
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Table 2

Far‘érané DD 1 {3123‘s}
2am»? V

${I3 = fiilma} % exp
1 fiflfiIINUE

Ccda: mévl fifidz , Siart cancurrent‘
Subl #igdz axacutimn§
asfiari d2 w iteratians

-Iac: “a”

Cada fie but SXD in $91
aawaii cslyfiz Haii for iteratinn {—3

fadfis fi”12§1td7:l:439ffil IACI~33 + exp
?mcvas fplgfizl£d7zlzéfi A> AC1}
cadvanca £51 80 ahaadi

crapaai ¥og

Fear 0f the concurtency instructions have

been discussed SQ fare The fifth instruction, EQUET,

implements 100p exit grior to the last iteration. An

5 exampie is given in Table 6: .

 
Table g

Fortrafi: 00 1 131312
1 I? CACI)«EQ«XDGG 3D 2

Z J:I

Cada: csfartst fill , Start cancurrent
” executian

fmuues ngpl Lead register « unca
par CE

Yon: {amps A:1Ed?§l:43afpl ACE} = X»?
fbeq ?moflfi If 39, branch

fireaeat Top Next iteration

Twcwfi: cawait c3t§#0 wait far lower ifierationS
cqwii Exifi centurrancy
addql filgd? Itaratian caunt 9 1
movl d?§: m 1

$wc: mavl £54 3a:
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Tabie ? illustratea how the code of Table 6 is executed
on a faur CE censurrency complex when 2:1 and A={0, 2,
4, 6, 8, ?, S, 3, l, 2, 1,—93. For simplicity; it i3
assumed that each instructian takez ane unit of time.

 

 

  

Table 1
CE: .

Yime r‘ 0 1 ‘ 2 . “ 3
31(*;~csiartst . {idlé} . (idle) V (idle) .
“2 ‘iofmcves. 33“. @fmayes ' 2fmoves(flflpd ;r3fwmves ,?
i3 ffflfcmps 'Lf p ’1meus ‘ ' chmps /., 3f5mps ,4
‘4 ' {ifhaq (9.113 “' lfbeq (2:13 2fbaa awn ”mama {mm
5 ‘fflcrapgat _ lirapeak . Scrapeat - . Bcrapeat 4

‘é '4fcmps «- 5ftmrs aficmps I'?fcwps M:
.7 éibga {Bil} Sfbga C??1)’ éfbea CE§13 V ?fbeq (3§13
~a 4crfipeat Screpeax straggat ‘:~ ?crepeat “
_9 ,_a%cmp5 chmgs ‘ ,~ lfifcmns - ,jf;}11fcmps fl;

:0 ,Laébgq (1:1) §1hee c231} .lfifbeq {1:13_1x13?hEQ {951}
11 : Bcauait _.' ,.%crapcat “5‘: lecawaif ,r13;}llcrepeai &
xzilgecquit b 2;._ ~{id1e} >~,x4 eéidls) \;;ygi;£iala3 g;
13 , éaada; {Azfl ‘.{idla} )Ckfi, )Cidle} a.gg§u;{iale) ,“;
ié"m~movl ‘ ;“ 1,4 (idla)w_4};Aj; {idle} w viiéle) L
lfilflvhmuvl ,.- 2‘ v {idiefi :;, ,.,.(id193 ,ifjdle) 

The iteratian number and the mnemonic executgd by each
CE is listed at each time atepv The first thing t0
natice is that since each iteration 15 identical, the
CREPEAT instructicns occur on the same cycle and do

he: have to wait, The next thing to notice is that

iterations are started even thaugh it is not knawn if a

previous iteration will be the last. Itezationg 9, 10;
and 11 were started even though 8 is the last actual

iteration. Starting the later iterations is not

harmful 53 long as they do nothing t0 change the
f8581t. In the example, all thay as is fetch ané test,
an& thus we prcblem can accur, a greblem coulfi :esult#
hawever, if stare 0§erati0ns axe carried out in these
surplus iterationsfi
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It is necessaiy to maka sure that the carrect

itezation performs the EQUIT» CEZ mus: not b8 allewgd

to think that iteration 10 is the last one just because

A(ll):x. To assure that the correct iteration

5 executes the CQUIT, the 1069 is Started with a CSTARTST

instruction, which causes the CREPBAT instinctian to

perform & CADVANCE on synchronization caunfier C80,

which 15 also called CST {see below}‘ A120, prio:

t0 the CQUIT instxuctian a CAWAIE CSO instruction 15

10 inserted. This guarantees that the earliest iteration

will exitx even if a later iteration tries to exit

earlier.

Software should be written EU as not ts

store results if it is not certain whethar an earlier

15 iteratioa will execute a CQUITQ That is why, in the

example, the storing of the loop inéex was éone after

the CQUI? inatructian»

Anather side effect of beginning iterations

even thsugh a CQUIT may be exécuted in an earlier

30 itezation is that a trap? e.g., a divide by zero a: a

gage fault, may be encountered in these iterations“ An

example is given in Table 8:

Table 8 

cstawtst M

¥op§ .9,

If D,‘ Then aquit fin itgrafiion 10u

H»

3

fl
5%.

Crepeat Tog

EXC C a 0 an itaratisn 31
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The divide by zeta txap in iteration ll

shoulfl nut be allowefl to happén before the CQSIT in

iteratian 10. To accomplish thiss the CSTARTST variant

of CSTART is agaia used (the “ST“ sufiix standing far

5 seri&lize traps). Trap serializatiun ia oniy néc€ssary
in cancurrent i00§s with a CQUET instructiOQ» CSTARTST

lamps implicitly use synchronizatiun saunter C80

{which is also callefi CST as a reminder that it is

usefi to serialize traps;. The use cfi the CSTARTST

10 instruction makes advance 0? CST implicit in’the

CREPEAT instructian amd forces an implied AWAZT an CST

when a trap is ancauntered {until TRAFQK is asserted)”

A CQUIT may be used without a CAWAIT C30, $0

preceéing it. This is calleé a preemptive COUIT. Any

15 processor executing a prefimptEVE CQUIT will stop the

concurrent loop, ewen if it is net the one executing

the lowest iteration. This is valuable in certain

seazch pragrams ta ené searching when any CE has fiound

the abject of the search“

29 A censurrent 100p may be uSed azound a call

to a subroutine whether or not the subzautine itself

cantains a concurrent loop. In other wagds, cancurrent

leaps may be nested; however, the inner lagp(s} each

execute serially an a single CE. For this reason, a

25 single subroutine would not nazmally centain mashed

concurgent lacps within it, The coda in Table 9 is

usad £0: a routine that contains a cancurient leap and

may be called frgm either a cancurrent lac? or firem
serial code:
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Table 2

Calling ranting: Salleé rcutlmei ,

3932 S: «am

cgtart N1 cnést “£59?

71: «at Cgtar‘t H2.

jar S ‘-u
¢afl< . T2: ‘56

Crepegt Tl we‘
w.¢ crepaat TZ
35w 3 aaw
tau more concurrent lecgs

cstart NH

Yn: “fig
ta;

crepeat Tn

cannast (593*

Wis

Note that the instzuctions CNEST and CUNNEST are used

at the beginning and ené of a subrcutine that has Qne

or mare cancurrent lua§s, These are needed ta save and
U1

restore the current and final iterazion for the outer

loop“ in the examgle 0f Table g, the first subzcutine

call (jet) in the calling routifie appears within a

concurrent loopI meaning that each execution of a

concurrent 100p within the subrautine is performed

10 serially by the CE that called the subroutine, The

second (fisr) apgears autside the concuzzent leap, and

thus the concurrent loops in the subzoutina are

executed cancurrently an multiple CESw

VIIQ Eackglaue Switch

15 The CBS are canneated is the cache quaérfints

by backplane switch 34? as Shawn in Fig. 15.

 

ARR|S883|PR|0001448



ARRIS883IPRI0001449

73 @214??8

A. Cizcuitgx

Eortyneight control lines 200 extend across

the backplame flirectly fram the CES to the cache

quadzants, withoua passing through the backplaue

5 switch» Six central linea are connected to each CE,

far a total of fortyweight control lines, all of which

are are connected to aaah Quadrant, The six central

lines fox each CE are: CSTRTL, CBSSYL, CWAITL, CADRE,

CAQR4X3, and CDTPAR. Collectively; the six central

15 lines are denoted AC for CEOy SC for CE}, CC for GEE;

and $6 0nw CBUSYL, CWAITL, and CDTPAR are implamented

as openMcoilecth signals.

Ninety—six linea extend ta the backplane

switch from each CE and each cache quadrant;

15 sixty—four biéirectional data lines CDT(63:03£

twentywsix address lines CADR(2?:6,Q,2:G), an

address parity line CADRPAH, three CE operaiinn lines

CEOP(2:Q}, and tws éata~1€ngth Eines CDLN{120)g Each

B an& cache quadrant also provifies the backplane
 

33 switch with enable lines, etg., AE and WE, for enabling

fiata and addresses t0 be read from the ninety-six

biéirectional lines cannected to the switch. The cache

quadrants provide the backplane gwitch with directicn

Signals ND, XE, YB, 2Q, which fiefine the dizection of

35 data being transferred through the Switch, and twa sets

Gf thr98*bit CE selection signals WS{2:U}, XS{2:0),

¥S{Z:O), 28(2:0}, which specify the CE to which, at

from whichf a €ransfer is being made‘ Only one set

Qf selectian signals is shown in the dzawings, but

30 separate 3~bit galaction signals axe pravided for
aéflzesses and dataa

The hackplane switch cansists of twenty-four

identical fou:*line Switches 199, which together
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provide the capability of switching ninety~$ix lines

between the CBS and cache quadrants, The switches 190

physically reside an backglane 192 (Fig( 18}, into

which the CE boazds and aache beards are pluggeaa Each

5 four-line switch is fimplemented using a single CMGS

gate array {e«g*, Fujitsu 2600).

A block diagram of ane four~line switch 190 is

shown in Fig. 178 Four of the ninety~six lines passing

through backplane 14 arg cannected to each fouxwline

10 switch 190, for Each cache quadrant and CE (e.g., W3,

W2, W1; W0 for quafirant W5 and A3¥ A2” A1“ AG far

CEO). The enable lines (&.g., WE and AB}P fiirection

lines (e.g§, W8), and CE selection lines (859‘, W32,

W81, W30} are alsa connected to the fourwline Switch.

15 Each four—line switch has three functional

sections: a cache-gcrts sectian 202, selectian section

204? and a CE~pcxts sectinn 20S“

The cache and SE-psrts sections serve to

flivifie the four bidirectianal lines from Each cache

20 quadrant and CE into eight uniéizectimnal lines, fear

going toward tfie CE (the “IN" lines) and four coming

item the CE {the “OUT“ lines}« For examgle; the four

bidirectional lines A{3:0) from CEO are divided into

four lines A:N{3:D} going to the CE anfi fen: lines

25 AQUTi3:O} coming from the CE“ The logic 208, 2&9 used

for this function is Shown in Fig“ 16 for one of the

fourwlines frum each cache quadrant and EEG Each line

(efig., W0} entexing the switch {sixteen from the cache

quadrants aha thirty two from the CBS) pagses thrcugh

30 buffer gate 213 anfl imverter 212$ and each line leaving

the switch passes through th:88“8tate gate 214, enabled

when the carregponding enable line is law (cache parts)

Gr high {CE pozts}. Far exampie, an the aache side,
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biairectional line W0 passes tbrcugh gatas 210, 212

and emerges as WING; in the opposite diffiCtiOn, WOUTQ

w 935595 through three*state gate 214 when enable line WE

is low. On thé CE siée, bidirectional line AQ passes

5 throagh gates 213, 212 and Emergés as ADGTQS and Alfifl

passes thraugh thEEE*StatE gate 214 when enable line A: VJ

is high, Gates 218, 212, 2&4 are provided for each of

the cache ports and CE ports cannected ta the backplane
switch.

18 The selection section 204 of the switch sezves

to connect selected cache output $ines {e,g«, WING} to

selected CE input iines §€.g., AINO} when the tran5fer

i3 to the CE, ana t0 connect selected CE Qutgut linea

(e.g., AOUTS) to selected cache ingut lines €e.g.,

15 WOUTO), when the transfe: is {tom the CE“ The

selections are controlled by the cache, using the

direction lines {e»g., WE} ané the thxee-bit CE

aalection lines (e«g., WS{2;O})‘

Data tsansferzed from a cache part to a CB

39 part is selectad at the CE port by a fourwbifimwide

selector 216 consisting Of four OR gates 218 driving a

NaND gate 226 (?ig. 16}. The OR gates sales: Que mf

fiouz cache output signals WIND, XIMO, YINQF Zlafi unéer

control sf faur selection signals WSELA. XSEka YSELA,

25 ZSELA, which are generated by deca§ing the CE selection
signals W5, xsg EX, ZS at decofiez 222. when a

selection signal is low, its coxresponding cache

cutput signal is selectea {e.g., WSELA set 10w, causes

WING to be connected to AINfiéw Prayer Qperation 0f the

38 selector requires that us two cache parts access the

same CE part at the same time; this is assured by the

CE~cache protocol (see below}u Fer clarity, oaly cne

selector 216 an& éecoder 222 are ShQWD in Fig. 16. A
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tetal of ihizty two, ane for each ofi thé fan; lines

connected t0 each CE, ara provided in each fcux~line

switch‘ a

aata transferred from a CB paxt to a cache

5 part is Seiected at tha cacha port by an eight~t0~one

multiplexer 230 consisting of dacader 22%, which

converts a threewbit CE saleation signal (e‘g*, 35) tm

eight selections signals gang.F ASELZ to HSELZ}, and

gates 226, 228} which use the eight selecticn signals

10 to connect one af the eight CE output signals (AOUTO to

HOUTO} to a cache port {eflgw, ZOST63‘ The CE~cache

protacol {see below} assureg that iny ona cache

quaétant (W; X, Y; 0: Z} ever accesses the same CE at

any one time. Only one muitiplexer 239 is Shawn in

15 Fig. 4. A tatal 0f sixteen, one for each of the four

lines connected to each cache quadrant, are yroviéeé in

each fouz—line swiich.

BR egaxation

A_CE initiaaes a cache operatiun by asserting

20 its CSTRTL and supglying the two address bits CEDRS

and BADR4X3 specifiying which 0f the four interleaved

quadrants of the cache are involved in the operation‘

CADRE is the fifth least significant bit of the memory

address involved in the opezation being initiated by

25 the CE. CADRQXB is the exciusive»0fi cembination of

the thiré and fourth bits 9f tha memcry address. The

[Eason that these two bits are cambineé in aédressing

the cacha quaflrants has to flu with the way in which the

cache guadzants are interleaved {see discussien of

30 cache}, If only tws cache quadranés are in use (efig.,

if only four CES are in use)r only address bit CRERéX}

is useé to afidzess a particalar quadzant, and CADRS is
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save& by the addzessed cacha quadrant f0: use with the

- remainder of the address transferred through the

backplane switch.

As many as eight CES may simultaneeusly bia

5 for access to any of the four cache quaérants. Access

canflicts are resolved by the cache quafisantg. In tha

same 85 nanoseconé cycle as the CSTRTL is assarted (the

first cycle}, the cache quadrant addres§e6 resolves

which 0f the contanding CES has priozity {on the baaia

15 of the CE’S physical lacation in tha backplane; e.g.,

CEO has priority ever all Other C35}, and in the SQCOUd

85 nanosecond gerioé, asseztg CBUSXL to all but the

highest-priority CE at those that are requesting aCCESS

to that quadrant“ CBS {ecaiving the CEUSYL maintain

15 their assartions of CSTETL in subsequent cyclea {enly

if they cantinue t0 desire access is that quafirant3¢

The cache quadrant maintains assertion cf CBUSYL in

subsequent cycles until it is abie t3 aceept an address

from the CE in questian or until the CE Kemaves

20 CSTRTL. When CBUSYL is removedg the adézess transfer

takes place in the same cycle. A CE must remsve its

CSTREL in the cycle follawing transfe; Of an afldzess,

a: the cache quadrant will interyret its presence as

a new cache access requestfl A cacha accegs may be

25 abortad by a CB hy its :emeving the CSTRTL assertien

in the Second cycie~—the cycle in which the address

transfer is to take place»

A150 in the secané cycle, the cache quadzant

instructs the backplang switch to transfer the addresg

30 CADR£27:6,4,2:03, operation code CECP, ané data length

cade CEBLN from the selected CE& The cache quafirant

accomplishes this by assezting the code fur the

selected CE on its CE selection lines (egg.; WEE.
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As the address lines through the backplane switch ara

unidirectianal (CE to cache quadrant), the éirecticn

lines {e”g., ED) ané enable lines {efiga, WE} £0: the

eight addzess gates at the $witch ara hardwired in the

5 appropriate state, The cache quadrant combines the

twenty~s§x bits af address CEADR{B7:G,4,2:O}

transfezred through the switch with the twa bits CADRE

an§ CADR4X3 used in adétessing the cachg quadrant, ta

generate the full memOKy address,

10 In the third cyclep if the CED? made shows

that the CE is teque$ting a zeafi operation? the cache

quadrant insyects its tag store to determine whether

the addressed quadwgrd {data ttansfers are in 64 bit

quadwoxés) is present in its data store while

15 simultaneously reading from the data store the data

at the location at which the data to be reafi would be

founé if present“ During the same CYCleg the cache

quadrant grepares ta set up the backglane switch to

transfer data back to the selected CE (by aSSEEting the

20 CE selection lines for tha CDT lines of the gwitch, and

changing the state of the directian line, ewg,F WE).

In the fourth cycle, it the tagwstore lsokup

is successful, ané there is no other condition that

precludes it (e.g., a tesource conflict}, data are

25 transferzed through the backylane switch t0 the

selectad CEi If the 100k~up is unsuccessful (ifie,, a

“cache miss" has accuzred}, the cache quadrant asserts

thE CWAITL line for the selected CE, instructing the

C3 to wait until the remeval oi the CWAITL assertion

38 befote reafiing aata item the backplane switch“ CWAITL

remaing assezted until the cache quadrant ig prepared

to tzansfet the requestefi éata. The transfer occurs

during the first cycle in which CWAITL is mat asserted.
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If the CECP caée specifies a write apexatien,

the tagflstore laokup aperation OCCBES in th& third

cycle (but a éata store read is net yarfoxmed}, and the

backplane switch is gunfigured ta txansfer data from

5 the CE ta the cache on tha CDT lines, If the loakup
is successful, the éata traasfer accurs in the fourth

cycle; and the write into the data store in the fifth

cycle‘ If the lcokup i3 unsuccessful, GwaZTL is

asserted, instructing the CE ta holfi the data an ité

lfl CDT lines until the CWAITL assertion is removes.

The data transfer to or Exam 5 CE can be

overlapped with a saconé CSTRTL asgertiun and addrass

transfer item the same CE“ Such averlapped accesses

xaise the possibility that a cache start will be

15 accepted (CBUSYL not returned} by one cache quadrant

befere the data transfar for a grevicus operatisn has

been completed by the same or another quadzant. In

such a case the ane or two quadrants involvefi must work

tegethe: to assure that the flata ia transferred in the

30 expected order and that the CWAITL signal is asserted

unambiguously. This is accamglighed by assuring that

CWAETL is asserted only by the first quadrant t0 accept

a cache start, until such timg as the data tzaasfe: for

that quadcant i5 camglete. Tha fiata transfer for the

25 late: aperation is delayéé until at_least twa cycles

after the earlier data transfer {rather than twe cycles

after the address transfier as in the Ozdinary case).

If the quadrant centralling the later transfer wishes

t0 aeéay the transfez further, it may then dc SQ by

35 asserting CWRETL. In thiS case, there will be exactly

two cycleg of delay Exam the end of one asgertion cf

CRAITL t0 the start of the next assertimn. ance CWQITL

is under tha control of thg cashe quafirant Performing
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the later transferf the timing of the fiata transfer

will fie the same as finr the ozfiinacy case» The cache

quafiranég are able to éetect for which CBS the CWAITL

line has been assertefi as the SWAITL lines £0: all CBS

5 can be zeafi by all cachg quadrants,

Data parity bit CDTPAR, which is based an

the entixe 6% bits OE data transfeired aczoss the

CST lineg, is sent in the cycle following the data

transfer. Aédxess paxity bit CABRPAR is transferred

19 with the aédress dating the secand cycle.

There are three basic aberatians specified by”

{131% CEO? cede: READ; WRITE; and, TEST PAND SET (TAS) ..

The first two are stzaightfazwazfi, and have alreaéy

been diacussed‘ The TAS Operation perfarms an atomic

15 test and set of a bit in memory; $he aperaticn is

performed by reading the addressed byte £10m the cache

anfi transferring it back to the CE (as part 0f an

eight~byte quadward transier} while alga writing the

fidéressed byte back to memory with bit ? set to ane‘

20 it is guarantead that me other processax, anywheré in

the system, can access tha data between the read and

writaback portians 0f the opetationa

The can? ceée may alSG be used ta pass a

cross~§r0cesaoz interrupt message to ather pracessors

35 via thg backplane switch, cache, and mgmory busi

Additicnal interrupt control lines {not shown} may be

proviéefl fer use by the cache to signal a CS of the

occurrence ané nature of such intexrupts.

In aéfiition to the read, write, and

3G TAS cperaticns specified by the CBS? cofie, a

write-cantiuuatian Operation may be Specified {to

perfgrm the second half 05 a mis~aligned write that

crosses a quadword bounfiary}.
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The Satawlength bits CDLNElzfi} are transferreé

with an address to instzuct the cacha quadrant as to

the number of bytes following the afiéress that axe to
be modified by a write operatian~

5 VIII” Central Processing Cache

A“ Summarg

The system has a global central pracassing
cache that saIVes up to eight C33“ The cache is

éivided into four interieaveé quadrants {fienated

19 W,X,Y,Z)§ two of which reside on each of two CP cache

boards 12. Each aacha quadrant can axdinarily complete
one quadword (64~bit} :aad or wzite accaag in each 85

nanosecond cycleF resulting in a total peak throughput
in thé vicinity of 3?5 megabytes per secanfia

15 The block size 0f the cache (the smailest

amount of éata waved between the cache and memary}

is 32 bytes. The data 9f each black is interleaved

between two quadrants W,X an the same cache heard so

that for any 32—byte black quadwerfla G and 3 (quadwords
23 are Sabyte words} are cantained in quadrant w and

quadwords l and 2 in quadrant X! Contiguous 32—byte
blocks are interleaved between cache boazds so that

quadwoxds é and ? are lccateé in quaérant Y and

quadwards 5 and 6 in quadrant Z‘ The interiaaving i5
25 accomplighed by the use of CASES t0 select the cache

bgaré ané CABR4X3 :0 select the quafiramt within the
beard.

The cache quadrants use a write-back cache

pratocol, meaning that both read and write oyezatiuns

3G axe handled by the cache. Bata which has been modified

in the cache will not be azitten back into main memory
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until the data is {aquized alsewhere in the system, at

until the cache block in which it is contained is

needed fut ethe; data, and blacks that have not been

madified duxing their stay in the cachg are not written

5 back inta memery when teglaced»

Each cache quadiant containg 32 Kilobytes of

data storageF and the antire fouz~quadrant cach§ 128

kilgbytesy The data States oi the quadrants are direct

mapped, maaning that far any given locatian in main

10 memory, there will be a single lacatian in the cache

which may cantain a capy of the data iram that main

memory :acationfl

8‘ Data Paths

The data paths for each cache quaérani &re

  

15 shown in Fig. 19 (which shcws Quadrant W and a parties

0E quafixant X3F A fiéwbit data bus CD10£632O3 connects

the IKO lines cf data stora 300 with ECQ gate array 332

{implemanted as two gate arrays}, CE interface dat&

input register CUR;F CE intezface data gutput :egistex

25 CBOUTF anfl main memory has ifl§fit zegiste: DMBIN. Eata

store 300 i3 implemented using sixteen 4K x & MOS

static RAMS plus eight 4% x 1 M08 Haws fez parity. The

output enable signals of the partg driving the CD10 bus

axe gated with timing Signals generated by a dalay line

35 i0 minimize the possibility 0f bus iighting duzing

transitians £50m one bus source to another; The W

suffixeg in Fig. 19 indicate the gaxts belanging to

quadrant W; identical parts are present in quadrant X»

The DMBIN register reCEiVeS flata from

30 Due Bf the main memoiy data buses anfi supplies it

simulzanecusly t0 the data store, ECB array; and CDOUT

register.

ARR|S883|PR|0001458



ARRIS883IPRI0001459

(E?) fig‘gfi‘fgfi

Qbe CDIR register receives fiata on the CDT bus

from a CB via the backplane switch and Supglies it

simultaneoualy t0 the fiaéa stare anfi ECC arzay {for

parity checking and genezatian). The CWkITL signal is

5 usefi to dalay acceptance flf the fiata from the CE until

the data store is able ta accept it.

Whe CDOUT registér receives data item the éaia

store, ECC array, and UMBER regiater aafi supplies it to

a CE via the backplane switch. The clock for thig

18 register can be stopped {by a HLBCDOUT signal) ta hold

the data for an extra cycle during thg Checking of the

ECC check bits, or during the tzansitian frDm writg

data to read data an the CST bus,

The reafi or write to the parity parties sf the

15 fiata stoxe 300 uccurs Gne cycle after the carresgending

read or wzite tn the data portion“ This is done t0

remgve the time Spent in generating parity bitg from

the critical timing path,
 

The ECG gate array in each quafliant perfarms

39 ezror correction checking and genaratian iuncticns fer

the main memory interfacef and parity check and

generatian for the data store and the CE interfacg.

The ECG array also yzcvides the data path for data

written item the cache back t9 main memory afid assists

25 in the execution GE ma» TEST RN33 SET Operatian.

Each black 05 data to be written back to main

memcry from the cache is read from the data store inta

the ECC array cne quadword (64 bits) at a timen In the

cycle after receiving the data, the ECG array checks

30 the byte parity 0f the data and genexates check bits to

be written along with the data inte main memsry, The

combined ?2 bits of fiata ané check bits axe then stored

in a write~back file. The write»back file holds two

quadwords for transfe: to main memory“ The other twa
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words of a given cache biack are handled by the ECG

array for the Other aache quafirant on the boar&. when
the data from the write—back fiie is subsequantly

driven onta the main memcry data bus, the ECG arrays

5 for the two quadrants alternate in fiziving the data

ante their :espeofiiva data buses,

There are two 72mbit main memgry busegf BMBTA

and @HBTB‘ Cache guadxants on the same cache boarfi are

assignefl to different buses. DMBTA is assigned tn the

10 w and Y quaérants; BMBTB is assigned t0 the X and z

quaérants; Thus, the DMBTA bus always transfers

gaafiwords 8 and 3 cf a given data block, and the
amawa bug tiansfers quadwards l anfi 2* The use Of twe

parallel buses increaSEs the banéwidth of the memory

15 has by pezmitting twa fiata block transfiers to be in

progress simultaneously. Diviéing accessed fiata

blackg between cache quadrants provides an advantageous

prefetch 3f éatau Each memcry bus is driven by an ECG

arxay no mare ftéquently than every ather 85 nanssecand

30 cycleI and tfie ECG array begins to dfive the data in

the cycle 9rimr to the Dng in which the data will be

placed an the memory bus.

In addition fig serving as the data gath for

wgite beak ta memeryg the ECC array alga reafls in any

25 other fiata placed on the CD10 bus and performs parity

0: ECC operatians on that data. Far exampla, when data

is :eaé from the data séore to the CDOUT register, the

ECC arrays check for carrect data store parity and

generate the agpropiiate bus parity for the transfe: ta
30 the CE. similarly, when fiata is transferred fram the

CE ta the gamma? the ECG array checks fer correct bug

parity and generates the appropriate fiata staie paxityu
When data is transferzed from the DMBIN

register tn the data stare; the ECG array genezates the
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corzect data store §arity and whasks f0: ECG arraz.

If an ECG array is found? the ECG array supplies thg

corrected fiata t0 the aata stare (and to the CE aata

output zegistez if approgziate) in fihe thiré cycla
5 following the initial transfer of the exroneous fiata

an the C010 busw

The ECC gate arzay also plays a {ale in the

executian ef the TEST ANS SET (TAS) aperation. when a

TAS aperatien is Specified by the CBC? cufie transferzed

10 from the CE, {fig ECC arrays read in the fiata supplied
by the data store and check its parity as usual. Two

cycles Eater, the ECC array returns tfie same data t0

the bus, but with the most significant bit of each

byte set tn 1. In the fallowing cycle the ECG array
15 sugplies the yarity bits for tha new data 50 that the

appropriate éata Store parity bét can be updated.

C. gddress Paths 

The addxess paths for each cache quadrant are

shown in Fig“ 19. The cache quadrants receive a 28-bit

23 physical byte adéress frem the CEsi The significance
af the various pazts Di the address is shown in Table
16:

 

__........_............._._._.__~-__._..,.m”—__--u—.._-.._wuw...a—~mouh_~u.w-.._.~.._‘

#cdula Seletfi ~_-f I I

Herd Selecx _-_i I

Eyie Select »_”!
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The three least significant bite 0f the

address {bits 6 through 23 indicate the desired byte

within the specifiea quadword, Theee bits are treefiea

by the cache as contra} information rather than as part

5 of the address; they age used along with the data

length cafie CELN specifieé by the CE ta detezmine which

bytes should be moéifieé by a write or TAB operatiani
The next awe bite {bits 3 and 43 0f tee

address specify the fiesized quadword within the cache

13 black, Because quaflwords fl and 3 are located in one

quadrant and quaéwerds l ané 2 are located in the

other, the CE~supp1ied CADRéXB signal, which is the

Exclusive OR of bits 3 and 4, is used to determine

whiah cache quadrant on a GP cache beard contaies the

15 desired data“ The CE also suppiies a normal address

bit 4 ea that the selected cache quaéxant can determine

which of its two worés is required,

Bit 5 of the afidresg {Supplied as CADRE by

the requesting CE} indicates which Gf the two CP cache

23 boards in a fourwway interleaved system contains the

fiesired black of fiatag

Tee next 11 bits of the aédzese {bits 6

through 16} farm the cache index, These bite axe used

to addrees the tag store and {alang with aéfizess bit 4)

25 to address the flata Store af the eelectefi cache

quadrant. in effect, the inéex bits aleng with the

bits which select the caehe quadrant are used to

sgecify the one lecation within the CP cache which

could be occupied by the fiata from the adétessed main

39 memory location.

The remaining bits GE the adaxess {bits 17 §

through 27) farm the cache tag, These bits indicate

which ene 0f the many pessible blacks Exam main memory
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which cauld ba contained in the addresséd cache black

{3 actaally {equirefi by the CE. when tha cache 15

accesseég these bits are compared with the contents

of the tag stare entzy for the addresseé block 20

E éetermine if the desired éata is in fact contained im

the cache.

when a single CP cache boarfi is used by itself

as a twowway interleaved cache: the address is

interpreted ifi accordance with Table ll:

 
10 Table El

¥ Tag i inazg ; g g

2? la 13 E 9 3 2 G
1‘”! AM”!

Nags 521951 mm“! X
1’

Eyfie Selgct mm-i

The functifln of bits G threugh é fines not change“ Bit

5, however, is me lange: needea as a haar§~select bit

and is shiftefi inta the index. To make raam for hit 5

in the index, bit 1% is Shiftaé into the tag, which
15 becomes ane bit widera

Each cachE quadrant has three afidress input

registers which are clocked in each (85 as} cycle* The

TAG register 318 is a simple 12 bit registex which

zeceives CADR(27:l6} {ram the backplane switch and

23 Sugplies thése twelve bits to the adfiress flow gate

array 312 (the “AF array", implemented as two gate

arzayS} an& to tag campazatar 314. The DSIQX and TSIDX

registers 315, 318 are usaé to hold twa copies of the

index porticn of the address, Que fa: the data State

25 ané the other fer the tag Shara. The TSIDX register

318 accepts bits 5 thzough 16 cf the afidress from
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either the CE via the beckpiane switch or from the AF

array anfi feeds those bits is the AF agray anfi the tag

store 320% The DSKDX :egisteg 316 receives the same

address bitsv alang with adézess bit 4, item the same

two sourcesy and uses them be adfiress the data stare.Ln

Bits 4 and 6~15 0f the address received fram the CE are

supplied item the backglane switchg while bit 5 is

sugplied by a fiipflup in which it has been eaved frem

its transfer as QADRS in the previous cycle, The DSIDK

10 register 316 also receivee bit 4 Of the addresé CEDR£43

item the backplane switch.

Aithough the twa ifidex registers 316, 318

receive essentially the same data from the same twa

sources, their input select lines are independently

15 centralled 30 that the TSIDX register can be accepting

an address frem the CE at the same time that the DSIDX

register is accepting a different afidress from the

address flow gate array,

In orfler t0 be able ta work correctly in

20 eithe: the single at the dualmbaazd configuxation, the

two inéex registers always receive both bit 5 and bit

16 GE the afi§zess, while the tag register always

receives a full 12 bit tag, inclufling bit 16. The
 

inclusion Of an extra bit in the tag compaiison for a

25 twe board cache will not affect itg aperation, as a bit

which is included in both the index and the tag will

always cam§ere successfully. Per the tea index

registers, it is necessary ta select eizhex bit 5 a:

bit 16 0f the afidreaa, éepending upan the configuratian,

30 Tag store 329 consists of twe banks 3f ion: ix

x 4 fast static MOS RAMS which previfle 2348 15—bit tag

entries” Twelve bits 05 each tag stare entry contain

the tag itself. An afiditienal bit is usefl £0: the
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VALIQ cantrol flag, ané the final two bits are useé as

tag pazity bits, The VALID central flag is used to

indicate whethez or net the data store lacation

assaciated with a given tag stare entry contains any

5 valid data“ The flag is set at the completien ofi a

cache miss {esolutian, and reset whenever the cache

black will be in an inéetezminate state {i.e‘, when

fine, but amt hath wards of a new black have been

written}»

19 A separate pair of 4K X i fast static RAMS is

useé to keep twn capies mi the tag entry‘s MODIFIEB

Lcsntrcl flag. The use 9f segarate and independently

cantrolled RAMS allnws the maéified bit to be set 0x

clearfid at the same time that the rest of the tag entry

15 is being xeadn Two copiea are kept to provide a

separate pariky ChECk f0: fihis bit. The MGUEFIED

central flag is usad to keep track 0f whethar or mat

the data contained in the corregpanding data store

lecatien has been modifiefifi This flag i3 Set when da§a

23 contained in the cacheg but curfently unmadifiedE is

written for the fizst time. @he MCDIFXED flag is reset

when fiata which is currently in the cache anfi modified

is being :eaé inta the write«back file in the ECC

array. The MOBIFIED flag is also reset whenever the

23 VALID flag is reSet.

Each cache Quadrant checks each afidxegs

submitteé to it by a CE in onfler t6 determine if the

requested data is alzeady presant in tha cache” The

check is performed by selecting the inéex poztion 0f

SQ CADR as input t0 the TSIDX regigter 318 and apglying

the data reaé Exam the tag store 320 tn Que side Of

identity ccmgazator 31% while applying the tag portisn

0f CADR {contained in the tag register) to the other
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side 3f the camparato:¢ The result of this campariscn

is gated with the VALID flag read from the tag store is

genezate a Cache Hit {or Cache Miss) indication.

when the aédzess submitted for tag comparisan

U1 is far a write a; TAB operatiang tha tag comparisan

inclufies a check to verify that the MODIFEED flag is

alreafiy set. If thg MODIFIED flag is not yet set, fihé

cache quaérant must set it to Keep track Of the fact

that the data has been modified, so that the quadrant

10 will kn0w to write back to memary the block containing

that data“

The EQDZFIED flag will also be checked when

the tag check indicates a cache miss. If the MDDIFEED

and VALIB flags are both set when a miss is fietected,

15 the cache wili cause the fiata contained in tha data

stare t0 be written back he memory when it is replaced

by the new fiata‘

A significant portisn 0f the address gaths for

a cache quaaxant is contained in the AF array 312g The

25 paths in the AF array can be fiividefl into two halvegfi

One half receives the addresses from the TAG register

and the tag stare index register TSIDX and is able ta

hold three of these afifiresses fer operations which may

be pending‘ The aadzesses frcm this half cf the array

25 can be driven unto the main memery address bus BMBABR

t9 initiate rea§s for 0&che miss resalutiansg anfi can

be used to address the data store for the campletion sf

an access that has been delayed for some reaSon‘ The

g&ths in this half 0f the array are 3130 used to fielay

30 the data ghare index useé fur write Operations item the

cerrasponding access oi thg tag storew The seconé half

0f the AF array reads aédresses from the main memory

aédreas bus EMBABR, anfi hclfis ether addresses for
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memory—relatéd activity in grogress. aédresses are

placed an the DMBADR bus by the array itsalf t0

initiate main memory :eafls, ané the aédresses axe read

by the AF arrays far both quadrants; and saved so that

5 they may be useé in the completian of the ayezatianfl

Addresses placed on the bus by the A? azray

for the other cache qaadrant of the same board ara

similarly taken into a quadrant‘s own Q? array and used

to update the data an& tag stores as aypropriatg ta the

10 action initiaied by the othez'quadrantt The &F arrays

are also respunsible for generating {he p&rity bits in!

a new tag entry, ané for checking parity whengver a tag

entry is read from the tag store“

when a writewback is requiraé 35 pazfi of a

15 miss reaolutian, the miss address taken into the AF

array from the main memory bus is use& in read the 31d

data frum the ap§ropriate data stoze black into the

writewback file. The A? array fur the quadrant which

initiated the miss {egalutian 315$ teafig ifi thE alfi

20 tag from the tag stare at this time. This 01$ tag is

cancatenatefi with the inéex pertian 9f the miss adéress

to form the main mamory addxesg neeéed for initiating

the write~back aperationa

In aéaifiisn to their sevgxal afidress registers

25 and latchesg the A? arrays 3133 include a number uf

identity campazaficrs £3: determining when twa

operations which are gendihg at in pxmgress invalve

either the same data block {heH both tag and index

are the same) at the same aache black (1.6., the inaex

39 is the same)g

Because sf the need to wsrk in bath siagle and

daal~bcard ccnfigurations, the A? arxay always includes

bit 16 in the tag and inciudes both bits 5 and 16 in
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the index“ Central inputs ta the arrays will inéicate

in which ofi the two mofies a given array is operating

and far which half of the aédress the airay has

responsibility. The array which contains bit 16 of
S the adéres5 will enable or Gigable the inclusian of

that bit in any iafiex camparisan, depending on the mode

of Operatian, in order to be ablg t0 pexform Such

camparisons cairectly,

a single main memoiy address input register
10 mmmm and xcvyz axe shareé by both guadrants an the

same caehe board, The sharing of the autput drivers ia

facilitated by the fact that any given CP cache beard

will act drive a new main memory afidress ante the bus

mare Often than every fcufth cyclew The A? arrays for

13 a quadrant which 18 about to place an address an the
bus are enableé to drive the inputs of the bus firivers

fiuring the cycle before the bus itself is to be ‘

dziven. The delay to the enabling of the éata ante the

main memory aééreas bus will thus dapend Sclely an the

20 enabling 0f the Qutgut ériVers at the start of the next

cycleI anfl not On any delays introéucefi by the gate

arrays themselves,

D“ Hagdlinq Multigle Accesses
The cache quadrants haVe the ability to

35 aontinue accepting CE accesses even after a cache migs

or similar @Vent has preventgd them ixam immediately

ccmgleting afl access. Each quadrant has the capability
0f simultaneously wcrking on three pending CE accessesi

Theta are a numbe: of reasons beaides a cache

30 miss fox a quadrant being unabie to campiete an accegs

immefiiately: e.g., the data store may he tempstarily
inacgessible because it is being used for a higher
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priority activity; the CE may be unable ta acceyt the
data accessaé as the result of an earlier access net

having been campletefi {CES may everlap cache assa5$esy
but they muSt xeceive data tranafers in arder}.

Each cache quadrant keeps track 0f pending CE
accassas aging one aédress registér and twe adézess

latches, and carresponding status registers (see

belcw}. The address registez and latcheg ate located

in the RF array. They are the CE aédzesa register,
16 2mm and two miss latches mssm MISSB, The CERES

register receives the adflrass fur the mast current CE

access: the 12-bit tag store index {equivalent ta

CADR(16:S)) frsm the TSIDX register and the 12~bit tag
(equivalent to CADRQ27:16); {tom the TAG register,

If a CB cache accéss i5 cmmgleted immediateiy
by the quick~w0rk logic {described belOw; the memozy
location is found in the cache and data is transferred

in the foarth cycle follawing the CSTR$L assertion},
tha centents uf CERES is simply replaced by the adfiz&ss

30 of the next CE access” If, an the other hand, the CE
access cannat be handlefi immadiately (anfi CNAETL is

asserted to the CE), the cantents sf CERES are held by
the MISSA or MISSB iatcheg, whichavar is free” When

both the MISSA and MISSB laiches are full, and the

access corrasponding ta ihe current cantents of CERES

cannat be sampleted immeéiately, the clock to CEREG is

halted to thereby tempazaxily stare {be addxess it

15

25

cantains, and the cache quadrant is alarted t9 refuse

any further CE accesses (it assexta CBUSYL to ail

30 contendersjg Thus, as many as three accesses may be
simuitaneously worked an by each cache guadrant.

Nozmally, each cache quadiant accepts new accesaes

every 85 nanoseconds. After bath miss registezs are
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fuil, the speed is halved t9 provide enough time is:

the quaérant to aetermine, before accepting a new

access, whether the current access (fer which the

adérees is Sthed in CERES} will be completed

5 immediately.

CE accesses ate initially controlled by

quick-wozk lagic 322 {Fig. 28}, which centrols the tag

store leokup, data store read anfl write; and so an

{as well es the interface with the CE}« when an access

10 cannet be immediately handled, centre: ef it shifts he

penéing~status Eogic 324. As many'es three pending

accesses in each quaérent can be under the contzel

0f the pendingestatus logic at any one time. The

pending~statue lugic centtols address registex CERES

i5 and addreee latches MISSAE MESSB in each quadrant,

aesigns ta them addresses zeeeiveé from the quicx~werk

legicr ané maintains aed upfiates a status code for

each, Statue cedee are initially generated by the

INITSTAT prcgrammable logic array {FLA}, and stored

20 in initial-status register KNIT (Figu 21}$ From

there they can be upfiated by three next~etetue PLAS

{NEXTSTATCF HEX‘E‘STATA, NEXTS‘I‘ATB} and held in three

nextvstetus tegisteze NEXTCE NEXTB, NEI‘Q‘Aa

when it ie fieterminea that an access cannet be

25 handled immefiiately by the quick~we§k legic, the access

becamee a “penfling” aceessf and control 0i it is

transferred to the pendingvstetus legic. e four~bit

state encoding and a three~bit substate encoding is

generated by INITSTAT and assigned to the access. The

30 state/eubstate cembination identifies the seasons why

the access could net be completed immefiiately and

indicates the path that must be taken to resolve

whatever canflicts are preventing cempletion oi the
access.
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At the same time as the state and substate

encodings are made, inifiial values of an 5 bit ané 3

WE bit are set for that access. The 8 bit, when set;

indicates that the complgtiun of the access mufit be

5 delayefi until aftez a graviaus operation zequested by
the Same CE has been completafi, irrespective of

whatever ether constraintg may or may net be placea on

that access by its state at subatate» The WE bit is

asea to txamk the stat& cf the fiODIFIED bit for the

10 biock which will be replaced if it should be necessary
to bring a new data block in from mamasy in order ta

complete the access, The Na bit infliaates @hether a:

mat a write~back ayeration is to be pezfarmed as Qazt
DE the miss resolution.

15 The determinatisn of the initial state ané

substate is baseé upon the type.of access {aquestad and

upan the results 0f the tag compaxisan and the state of

the MODIFIED bit, along with ether informaticn, such as

the status of other CE accesses atill pending and the

30 results of address comparisans perfsrmed within the AF
array.

The initial statug {atatE; substate,

8 bit, and WE bit} is loadeé, along with thE CHOP

specification for the access and tha CBXD cf the

35 requesting CE, frcm the IMIT register inta one 5f the

next~status registers“ If Either NEXTA or EEXTB is

empty, the Etatus is loaded via the associated

next~status PLA into the emgty aegiSter. If both

NEXTR and NEXTB are alzeady full, the gutput of INIT is

3G :oaded cmly into NEXTC via the NEXTSTATC Pm. NEXTC is

iny used when CERES is called upon to tampcraxily

stage the address of & third pending ancess§ When the

number of pending accesses is raducad to two at less,
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the contents cf NEKTC {if its access has not already

been complafied} is transferred ta eithex NEXTA gr

NEXTB; The Gimme of EEXTA m: NEKTB a3 the destinatien

for the output of KNIT is governefi by multiplexers 348,

5 342* During the transfer 0f INET the autput of NEXTC

(which is coupleé ta the output of EXIT via three~atata

logic not shown} is no: enableda

The status aofies of pending accesses are

redetermined each cycle by the next~5tatus PLA t0 which

16 the access is assigned. Th3 PLAS determine a new

status each cycle base& on the old status {whieh is

e$thez fed back from the PLA‘S own next~status register

or (as discussed above} transfezreé frem the NEXTC

register), inputg from the AF arxay indicating the

15 results 0f aédress comparisons, anfi ether inputs

indicating the status of other activity occuzring in

the cache,

When the penéing~status logic recagnizes that

address latches fiISSA, MISSB in the AF array are full;

28 it instructs the quick*work logic ta accept CE accesses

at a slave: (ate. When it recognizes that a thiré

access has become pending {with its adéress Stoieé in

CERES}, it notifies the quick~werk logic ta st0§

ascepting accesses: by asserting CBUSY to all

25 contenfling CES.

To complete ganding accassas, the

penainguatatus lggic relies am either the

memory~interface lagic 326 at the unpended wozk

logic 323“ T9 complete an access by accessing tha

3G requized data black from memosy; the pending—status

legic cammunicatas with the memgry*interface logic hy

asserting fine of {our memory—access signals ARBNXTI,

ARBNXTC, ARBfiXTA, ARBNKTB; to infcrm the
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memory~interface lagic that it should access fzom

memory the aata black having thg addreas stated in

the corr85§cnding :egister {CERES ARBNXTCf MISSA fox

ARBfiXTA, and MISSB for ARBNXTB; ARENXTZ is assexted

befare it is known in which regigté: a: latch the

assess address will be heifi}. Aisa suppliefi to the
memory~interface logic is the CE operatian 3068 CEO?

and the CE ifientity CEID‘

The memory~inter£aae logic accomplighes two

13 tasks‘ Firsfi, it completaé the requestefi memazy
accass, by inskruaiing the AF array to aSSert the

requifed block address on the BMBADR OUT has and by

instructing the DMBINA {ox EMBlNB, depenfiing on the

quadrant} zegistar t0 accept data fram the main memery

15 bus“ Secend, it completes the cache access assigned to
it by the pendingwat&tus lagicfi. To campieée the cache

access, it must obtain the use of ihe fiaaa paths from

the BMBINA registei to the data store anfi ECC array and

tn the address paths fxom the AF axray to the tag

23 state, paths nermally controlled by th& quick—work

lagic. To do So, the memory~intérfacg lagic asserts

BSRQ {data store request} and TSRQ (tag stare request}

to the quick~werk icqic, Assertian Of these signals
 

may prevent the quick—wozk iogic fram compieting

accesses, ané may zesult in accesses being tgansferrefi

is the pending~$tatus lagia; but the mfimoryvinterface

logic is giVen priority 30 that data accessed from

memory reaches the data store without fielay. Gnce it

baa contzol of the paths, the memary—interface lagic

instructs the AF array ta transfez the index gcrtion

Exam the RDABR latch (which containa the address of

fiata accessed from main memary) ta the paths to the tag
and data stores, and it gauges data to be maved across

25

30

ARR|S883|PR|0001473



ARRIS883IPRI0001474

Ci‘fi WNW-:3

the CDIG bus to the EEC array ané data stara. When the

memory~in%ezfaca legic haa comgleted an accesa assigned

to it, it infiorms the quick—wogk logic to gleaz the

CWAIT coxresPonding to the camgletefi accesa.

5 Penfling accessez net completed by the

mamcryaiuterfaca logic are completed by the

unpendeé~work logic 328. Only CE accesses that

initiate a memaiy access are completefi by the

mamoryminterfacg logic, ThDSe that can be

10 completefl without a memoxy accefis are handleé by the

unpenfieéwwurk logic. Examples of accasses campleted

by the ufipefideéwwork logic include ones caused no: by

misses but by resouzce canflicts ané ones £5: which the

fiesireé guadword is zead from memory as the rasult 0f

15 another pending acceas. The panding~status logic

transferfi accesses t0 the ungendeé~work logic by

assetting use at mare UNPBND signals {AENPEND, BUN?END,
 

CUNPEND; one for each 0f the three possible penéinq

accesses}; as well &s the CE operation cofie CROP and

2Q the CE identity CEIDg The UNPEND signalg canskitnte

ane bit of the status code stored in the naxtwstatus

registers, and axe uydateé by the next~Status PLAS with

each changé in the statefsubstate of an access: they

:epreaent a decoding cf tha specific state encoding

25 {UNPEED} that inéicates whether an access has a status

appxopriate for completiam by the unpendedwwerk lagic.

The mnpended~work logic constantly cheeks to see ii the

rescurces are available ta complete accesses assigned

ta it. when they are, it will control thg AF arzayf

3Q ECC array? fiata store, and tag store a3 necessary ta

complete tha access.

when the unpendéd~work logic completes an

access, ii informs fihé yending—status legit of that
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fact by asserting the approgriate EMPTY line (EEPTYAQ

EfiPTYE, 0: EMPTYCI§ which causes the cerresponéing

status and addzess registers ané Zatc%es to be cleared,

and it instructs the quick*work logic to clear the

S actrespondimg CfiAIT signal.

in summary, thera are thxee ways in which a

cache access is cmmpletaéz by the guiskwwaza lagic

if completion can be dang immediately? by th&

memory—interface lagic if the cache ascegs initiates a

l& memory access, and by the unyended~work logic if the

cache access can be completed without initiating a
Mémery access.

Priority for access to tha data stoze

and relatefi regources 35 always given t0 the

15 memoxyminterface legic, as it cannot be required

to bald up transfers fxcm memory. Grdinaxily the

quickpwork Magic has the next higheat psiarity, a3 it

ifi ordinarily better to avoid creating new panding

accesses than to camplete these akready penfiing. The

25 unpandeé~logic may, however, take priority by asserting
STQP to the quick-work legic, instructing it ta assert

CBGSY ta all cantending CBS. The quick~work lagic, in

turn, instincts the unpended~work logic whether it will

ha using the resourc&$ in the next cycle £e.gu§ if it

25 will be accepting an aédress transfer for the last

access it accepted) by asserting RlSTRTfi If RlSTRT is

asserted, the unpenéeéwwark legic waits until the

follmwing cycles when it is assured of usa of the
resources.

39 fhe penéinq~status logic relies on the results

of adéress comparisons made in the AF array ta update

the status of penéing gsc&sses, These comparigons are

grémarily oi tws tyges» Firsty addressea stored in
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CERES, MESSA, and MISSB are eemyazed to every addness

DMBIN receivefi by the £3 array item the main memory

aadreee bus DMBADRa Banana, the address CBIN of the

most current CB access (which may become a pending
U1

access; is compared to net only the current address

DMBIN being :eeeived Exam memery but also to afidresses

:eceiveé from memory in several prier cyclesk The

prior~receivefi addresses are stored in a pipeline in

the e? array and incluée register ADRIN and latches

10 PDADR, RDADR.

A successful camparisen between SEEN and the

centents of eddiessee in the incoming address piyeline

{e.g., PDEDR; RBADR} may cause the pending—Status logic

{the INITSTAT FLA) ta generate an initial states

15 indicating that the curxent access is pending on

another miss (PUGM); i.e*, that:the fiata neefied ta

samplete the new access is an its way to the Sate

store from the main memozy bus‘ On the ether head, a

successfui comparison between only the index (anfl not

20 the tag} ef CRIN and an address of data being reaé in

item main memery causes the pendingnstatus logic to

generate an initial status infiicating that, even though

the aate :equireé might preSently be in the data Share,

it is about te be replaced by other data; and that, if

25 the access cannot be immediately completed by the

quickwwerk legic, the eeeees must be given a statue

that :equires it net initiate anoiher memory access

until aite: an interval 103g enough for completion ef

the access that caused the new date to be traneferred

33 from memoxy,

In summeryg the afiarese compazieons pexfermed

t0 éetermine how the status of a pending access should

be upflatefl {e.g., :0 a status indicating that the

ARR|S883|PR|0001476



ARRIS883IPRI0001477

WE mwmg

access can he campleted by th& memory—interface a:

unpended~wuzk logic) comprise (i) campazisnns 0f each

new access address transferred by 3 CE to all addresses

far main memazy accesses still in prcgress {i,a*, those

5 for which the fiata has mat already been stared in fihe

data store) and {2) comparisans of each new memary

access adaresa to the aédresaes of each pending aceess.

The afidress compaziscns mafia by the A? artay
include fines that asaure that if both a read and a

la write to {he Same data are pending? the réad is mat

campleted if it came later until the earliar wxite hag

been completed‘

Tha :we cache quafirantg on the same cache

board shaze Gammon main memory adfizess buses (as Shawn

15 in Fig. 1§ far quadrants w, X), The DMBAQR ZN lines

from the AP array of each quaarant are tiefi together;

as are thé DMBADR OUT lines‘ in this mannex, the

address cf a data black being accessed by QUE quadzant

is read by the athe: quadrant, which will be zaceiving

28 half 9f the data block. Cache quadrafits alternate in

accessing main memaryfi

The CP cache may be provided with hardware

for maintainiag caherexcy betW%en fiata in its own éata

atoras aué data sthed in Uther subsystems {e.g., other

25 caches) having access to memary. Far example, the

haréware manitors the main memory bus to detect whether

other sabsytems (e‘g., other cacfies} ara absut tn

modify fiata of which the C? cache greseatiy has a

copy. The CP cache must immediately invaiidata any
30 such data (by setting the VALEB bit lewéa Furthermozas

if the C? cache has a modified copy of that data (which

is necessarily the mnly such modifiefl cogy because

Ether subsystems have invaiidateé any ccpies they have
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upon learning that the CP cache was moéifiying ifis

copy}, and another subsystem wants a capy of the fiata,

the cache must transfer the fiata onto the main mamazy

bug an that it is available to the ether subSystemg

5 Another examgle of a functian performed by finch

data~eah9rency hardware is informing other subsystems

when the CP cache is about :0 modify its cagy of data,

Such data coherency haréware increaaes the campiexity

of the state/substate staius cofiingu Such fiata

10 coherency hardware is discussed in Yam at al.E ”Bata

Coherence Problem in a Multicache System", gggg

Transactisng on Computexsr Vol. C34, No“ l
  

{January 19853§ whigh ig incorpozated by {Eferenceé

E. Cache Interlgavina
 

 

 

15 The prefexzed interleaving is Shawn in

Table 12:

Table g2

Cache Cache

ADR(S:3} ADRQKB Quadrant Boaxé

20 O D G G W G
O D l 1 X G
G l G 1 X G
D l l 3 W G
1 Q 0 G Y 3

25 l 0 A 1 Z l
l l O l 2 l
l l l Q Y 1

The int&rleaving schema proviées excellent cache

acce$sing efiiciency (i.e‘, a minimum Oi wasted cache

30 acxess cycles due ta more than one CE attempting to

access the 33mg cache} when a plurality Sf CES (each

assignefi a fixed pxiarity ranking) are concuzrently
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processing a program that ascesaea memary in gtrides of

fine ané twa quadwords (as well as larger fitrides that

'are divisible by two but met by faur: efig.¢ strides oi

six and ten quadwords}g A memery stride ia the address

5 spacing between successive memery accesses by software

Operating on the system. Scientific and engineering

softwaxe, for which the present system is best suitedg

typically accesses mémery with sirides 0f both one and

two (stride of tan is also relatively cmmmen}.

10 Ta understand the aévantages OE the preferzed

interleaving it i3 helpful :0 examine athez, less

desirabla schemes. Some schemes have gear performance

far either a stride of 0mg or a striée of two. For

example; the interleaving scheme shown in Table 13

15 warks well for strides of one, but yearly for Shridas

 

  

Table ;3

Cache Cache
ADH{5:3} Quadrant Emard

G 0 0 w 9
20 001 X 0

0 2 Q ¥ 1
3 l 1 z 1
l a G W a
l D 1 X 9

25 110 y l
l l 1 Z i

of two, wherein no cache acaesaes whatsuever would be

made is half 0f the cache gaadrants {becauge they only

contain memgry lccations skippefl eve: in a stride of

36 tw0§g The interleaving scheme Qf Table 14 warks well

is: a strida of hue, but pearly far a stride of one.
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Table 14

Cache Cachg

ADR(5 3) Quadrant Boatd

0 G D W 9
G D 1 W 0
O l 5 X 0
D l l x Q
1 B G E l
l G 1 Y 1
l l D Z l
l l 1 Z l

The reason for the fiifficulty with a stfide mi

one can be seen by examining fihe cache access patterns

fa: four CEs all concurrently precessing a pzogram with

a memory—access stride 0f GHQ» As shown in Table 15,

a phase relationship between thé access patterns can

result in which the faurth CE {with the lcwest yriority)

 
Tam: g:

2.3,

l W W K K Y Y Z 2 W N X X Y Y Z Z
2 X Z Z W’W X X Y Y Z Z W W X X Y
3 X X Y Y Z Z N W X X Y Y Z Z N W

4 # % % § § W % X é # # # X # 3 §

15 lockefi out of accesses (indicated by a #} mast 0f

the time. In this phase relationship, each of the

first three CBS is effset from the next higher priority

CE %y an 0&6 number of cycles {spegifiealiy three in

this ingtanc&)m

There is another phase :eiaticnshipf Shawn in

Table 163 for the Tabla l4 interleaving scheme at a

stride of two. In this phase relationship; in which

éach CE is Dfifset from the next higher pristity CE by

an even number of cycles €spasifically two in this



ARRIS883IPRI0001481

15

20

25

BB

£05 wmma

instance), access lcck~out of C34 daes net result.

The difficulty, bmwever£ is that there is

 
Table kg

2a

1 W W X X Y Y Z Z W W X E Y Y Z Z,
2 ZZWWXXEYZZWWXXYY
3 YYZZWWXXYYEZHWXX
4 XXYYZZWWHXYYZZWW

nothing about the interleaving Gf Table lé that will

force the CBS ta adopt the meta Efficient evanvoffset

of Table 36 rather than the 1855*efifiCi8flt odd“0ffset

of Table 25, an& thus perfatmance will degrade an the

average for a striée of one.

What is afivantageeug about the intexleaving

scheme of Table 12 is that it yraduces a stride~af~one

access patterfi {WKXWYZZY} that {arses the CES intc a

phage relationship in which there are a minimum of {and

Table 17 shows the

initial cache accesses in the four CBS £0: a stridé

ideaily no) wasted cache accessea.

 
Tablegl

<32

1 NXXWYZZYWXXWYZZY
2 #wfixxwxzzi‘wxxwyz
3 fi'awifigxquyzzywxxw
6 fl # é a W # # X X w E z 3 Y w X

9f fine. In the hypmthetical shown, the four CES

initially attemgt to access the same cache quadrant in

the first cycle (something approximating‘what coulé

occur at initiatiun ofi vecto: censurrent procesging;

sae below}. ficcezs conflicts forsa C32, CEB, and C54

to delay same accessas until each reaches a phase
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53% , ‘
$22? @3313

relationship in which no further conflicts arise,

wherein each CE‘s access pattern is efifset by an even

number of cycles item that of the CE with the next ~

higheafi prioiity. Thia phase relationship will be

teachgd by all the CBS no matter what the initial phage

relationship‘

U1

The cache accessing sequence Shawn in Table 1?

actually showa only half of the accessea that agent

during a typical initiation of Vectar~concurtent

13 processing on an eight~CE system {with all eight CBS

participating in the cancuxrency camplex)‘ The

sequence oi Table 1? depicts the accessing occurring

every Other 35 nanasecond cache cycle for fau: 0f the

eight CBS; the same accessing pattern occurs Gazing

15 the ether cycles far the ather fsur CBS. Assuming

for simplicity that all eight CES initially contend for

the Same cache quadrant, thase that lose on the firsti

cycle will contend on the very maxi cache cycle (not

shown in the Table l7 sequence}a One CE will win

2Q during that cycle, and the remaining onez will contend

flaring the third cache cycle {the second cycle shown in

Table 17)“ One by one the eight CBS will find a niche

on one of the ether of the alternating cache cycles,

with the rasult that fear will access the cache an odd

25 cache cycles, anfl another {Gui an even cycles {with

the resulting assignment to odé or even cycles being

randmm). The supexior perfarmance of the preférreé

intarleaving is most pranouncefl when sewen to eight CBS

are part Cf the cancuztency complex.

30 The gemergl pracedure for choosing an

efficient interl&aving is as foilows, For each stride

0f interest, the fiesirad offset between the aecesg

patterns of the contending C85 is determined. In
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gansral, tha desired Offset is equal is the quatient

(or any multiple thereof} of the length Qf the pattern
and the number N of available cache seatian5 {the

génerality of this expression fer offsets greater than

5 fan: is believed ta be accurate, but has mat been
investigated):

OFFSET 5 {LENGTfifN}

The stride~of~one pattern fer the preferrad

interleaving af Table E3 {WXXWYZZY) has a length of

10 éight, and thus the desired af£3et {and muitiples
thereofi) for fen: processcrs is 2, a; 6g 83 ané so
Gn-*i&e‘, any even number»

If an interleaving is efficient fer a

particular gtride, it is also efificiant for a1: 06d

15 multiples theremffl Thus; for example; tha interleaving
that produces the fieairable eightwbit p§tterh WXXWYZZY

for a stride of one alga produces the sama fiesirable

pattern (except for irrelevant intarchanges of cache

Section identities) f9: stziées of three and five, and

20 so far a1} sdé strides. And the desirable pattern
{WXYZ} fa: a stride of twa alga results for Strides of

6, 10, anfi all othex odd multiples 9f 2}

in general the length 9f a pattezn equals

the number Gf cache sectians multiglied by the largast
25 power 0f two stride that the pattern accemmoéates. For

examplé, in the WXXWYZZY example, the length 0f 8

equals 4 cache quadrants multiplied by a largest
pawer*af«&wa mffset sf 2.

Once the desireé affset is Rnowns the access

30 pattern must be inspecteé ta determine whether it wiil

toierate such an affset withaat sanflicts azisingt

This inSpection iS easily carried cut by determining
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whether the same cache séction (E-g.g W,K,¥,Z in the

present case) appeazs im the pattern at any interval

Equai ta the desired offset or a muitiple theraofa ii

the same cache section dees appear at such intervals,
in

it means a conflict can result, making the gathern

undesirable. Inspection of the sfizide~ofwome patterng

{WXXWYZZY and WWXXYYZ} fox {he interleaving schemes 0f

Tables 12 and £4 Shows no coaflicts at tha desired

uffsct of 2 net at multiples of that cffset. This

10 accounts fo: the ability of the Table 14 interleaving
to achieve the phase :elationghip Shawn in Fig% 16¢

Although these two access patte:ns will talerate an

offset of hue; there are obviouéiy patterns that will
not {9.gé, WXWXYZYZ}.

15 After it has been detazmined thai the pattern
has no conflicts-at the dasirefi affsefi {9r at muitiples

thereof), it is necessary to provifle some means of

forcing the contenfiing processors ta fail into the

desired offset? with the contending CBS having a

20 fixed griority ranking (eugM based on thei: physical
locations in the backpianEEQ it is posSible to farce

the fiesized ofifsat simply by findicious seéection of the

infierleaving itselfa ThE-intEfleaving is Cho$en SD

that the resulting access pattern genezates at least

25 one confiict at all 0f thé unflesireé sffsets. In the

case of a desired foset of 2 {and also 4; E, and 8},

the access pattern must have at least one conflict at

offsets of 1,, 3,. 54, and 7 {althoagh the cdnflict: at 5

and 7 necessarily arise if sunflicts axe present at 1

30 ané 33a As shown in Tabla 18 beicwf the striée»o£~enefi

access pattern far the Table l2 interleaving {:apeated

twice Below) has the necessary odd-offset canilictsa
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Efible :3
M. 

#1“ _flyfim*-?-~-~fl__
W X'X W Y E E Y N X K W Y Z Z Y

 

-H-§________ 5 """""

5 8y contrastf the stride—of—ane pattern for the Table 14

inierieaving does not have the necessary canflictss As

shown in Table 19, it laCks the conflicts fax an offset

9f 3 (and 5kg having only conflicts at offsets 0f 1

{and 7}.

10 Table E2
. -1“

W W X K i Y Z Z W W X X Y Y Z Z
.......?-~fiumm_

This proceéure can be fipplied to any number
is

of cache sactions {and proce55055} and to any stride“

{The number of cache sectians must, fer practicai

purposes, be a §0WEf af two because 0f the binary

memory addressing.) For exampleI if’éight fiinstead of

four} cache sections ara previfiéd, the affset for a

20 sixteen cynle access pattezn (whisk is needeé t0

accommodate strides of l anfi 2} is

QFFSET a L/N 3 EEXB = 2

a desirable sixteen—cycle pattern is Shawn in Table 20

{in which the cache sectiens are denoted A through 8}“

25 As requiredf it has no conflicts at all éven offsets,

ané.at least sue conflict at all odd offsets {exempiary

add~offset conflicts axe shown far offsets of 19 3, 5!

and y}!
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Table gg

ml». ..... 3 _____
A B C B‘D C B A E F G H H G F E

"mwg mmmmmmmmmm 7 .......

5 Other interleaving Schemes than the One Shawn

in Table 12 can be usefi. Schemes caald be used that

produce either of the eightNCYCle access patterns shown

in Table 21* Both patterns havg the required absence

0f even—offset seaflicts and pfesance of at laast one

l0 conflict at all 06d offsets (exemplary Gdé—insat

conflicts are ShOWh f0: offisets of i and 3}“

Table 3;
-3...

W X X W Y Y Z Z
15 wgp3w-,

 

W13”
W W X Z Y X Z Y

Mwm3”wm

The interleaving schemes cazresponding t0 theae

20 patterns {which are 50: a stride of one; Stride of two

graduces the desirable pattern WKYZ} fie nut have the

implementatienal simplicity 0f the interleaving scheme

of Table 12, which permiés the cache sectiams to be

realized as twe identical beards. each with identical
{U U"?

quadrants.

Another interieaving scheme that could be

HSEd in glace Qf Tabla 12 is one that prevides the

sixteen~cycle striée‘of—ome pattern Shawn in Table 22:

it has ihe advantage of gerfoxming well hat only at a

30 Table 33
W W X X X X W H Y X Z Z Z Z X X
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striée of one {the pattern above} but aiao at striées

sf two {WXXWEZZY pattern) and {Bur {WXYZ yattern}. It

has the aisadvantageg however, 0f tequiring a longaz

concurrency startup, the interval Shawn in Table l?

5 fiuring which numerous cache acceSS cyclgs are wagted

in farcing the necessary phase xelatianships between

CBS. The interleaving Eeqmirad to produce the Tabla 22

paétern can be achieved by interleaving at the
two~quadworé level {using the exclusive—0R of kDES

10 and RDRé ts choose the quadranty ADRS to unease the

board, and ADRE and ADR4 to :haase the ward within

the quaézant} rather thang as prefetred, at the

Qne~quaéword level° This intezleaving might be

advantageous in circumstances wherein the perfnrmance

15 for a stride of fiou: outweighed fine less of concn§zency
startup speed“

ether embodiments of the inventian are within

the fallowing claims.

What is Claimed is:
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“bi

AWETEEEK A
$213“? '11??? ‘

:Dascmpflm; m: Couwggmcg :Cmgmuc'l’lmg}

Psaudo~cada Syni&x

anrassion aparafargz

+ pins {Ufiaignad imfegarg carries discardgd)
- minus {unsigned integar, barrows discarfiefi)
= equal t0
) greatar than
( 1955 than

): graafer {ham or equal ta
3 less than er aaual to
4) not acual in

er diajunatinn
and canjunctifin

not nagaiian

candiiianal $?atamen?3:

if axgl than
black

@159 if epo ?han
block

9135
block

“815g if gnu fhen” and “9159“ erg apfiionai»
excl and 9x92 are logical expressiaasv
a block is was GP mars staiamantEQ
Siatemenfs ara terminatad with sewicclons.

The “coniinue” statemgni is a dummy Siaiamgnt»
Since ihara is as ”$03 if“ siafiemgnta

farmztting 15 semaniically significan§2
an “Elsa if 95m than” and ”eise” statemenfi

gees wifih the immediately preceding ”if a.» then” statemenfi
that s$arts in the same calumna

X? a bicck cansiats ai exacily Gne siaiamenég
that statemeni may anpaar on the aams line
as the ”i? new than“ aw ”else“:

if exp then séafemGntlz
3159 Statemen22§

assignment statements;

axj ~*> 10c:

axp is an arithmefiic axpraagiun.
19¢ is a locaiiana

(x) fleans “contgnts a? x", mhgre x $5 a lgcaiimn.
For éxamnlas

{d5} + i ~~} difdfi;

maans “Qn§ is afided to the cmnfiefiis cf iccaiian d6
and fihe result is copiad into lecaticns d1 ans 52.“
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INSTRUCVIBN (31.635229? figfigygfiEadvance

fiNEHShIC: cadvanca

ESERfiTlflfii aduanaa synchrcniza%iafi cauniar

ASSEfiELEQ

SYNTAX: cadyance csfx?

DE8C§IP¥ICH§ I? {iniocflE‘O than

Take cancuwrency pratecal—arrsr iraafi
if icSCx>3£33¢B E {nesiédfififl a (detachaé3ifi fihan

kait ungii {ccurra}EE~03 m €cs<x))£2~&3§
1 mm) cs€x§£333

{CS§X>3££“33 + l ~~} all csgxbfzwfi3;
E139

COfiiinugi
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INiTRUCTEUN GLOSSARE

cawait flfiifi??$

HMEMERIC: camaii

BPERATIUN: awai? synchranizaiian Counfier advance

QSSEMBLER
SYwTfixfi caweit C5{X}§ wfioffaafifi

GaSEREPTICN: if (inloup3=0 than
Take concurrency profoccl~errar frag:

I? (C$<x>)i33=§ a (nestgd)=0 E (det&ched}=e than
Haii uniil {ccurchE2*03 ~ Ccz<x>>£2~fij
2% cffsat§

Elsa
Confiinus:
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Ra

msmumxau smsgnw QE‘Efi‘Mfi
cidla

fiflEMBfiIC: cidla

QFE§§?IGN$ d0 nafihing

ASSEHELER
5V“?ax: cidlg

QESCRIPTIDH: th 5E ramsims idle until a caiarifi cstarfisig
cvgafiarg or fivaciorafi instruzfiiam {fixecutad in
anafiher CE} or an interrupi activatay 11¢
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ms‘iwcnuu masmm’ flfiigfiyfificassava

HflEfiDBIC: cmav&

D?ERAYIGH: readeri a CCU Etaiug regisier

ASSEMELER gmavg cs%ai§ {as}
SYN?fi2: cmflva (93>? cstat

&?TRIEUTES: giza t (l3ngfiz privileged {urite gnly)

DESCRIPTICN: The CCE Efafiua registar i5 waved ioifrcm ihe 19mg
warm at tha affective addragsg
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IKS?RQCTIUN fiLUSE§RY

“wart figgéyfifi

fiflfifififila: anaat

QPERATIQflfi storg catafg scurrg cmBXg and C§$p

fiSSEHQLER
S¥N?hx: cnest {Ea}

£3731EUTfiS: Site = {langb

DESCREPTIEN: csfiaks aturry tmfixa and £959 era sxcrefi a? the
effgctivg addregg in fihai ardar uniegs gradaargmenfi
addreggimg is uaeflp in mhfich saga {hm rgyarse ardar
is U536, afiarAar55§

9 ww} acurr;
If (inloa9)=1 ihan i ~—b nasfadt
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i w“ ‘5

I§STRUCTIUN fitfiSSfiRY
Equit

MNEMGfilC:

BPERfiTIDfi:

AfisémfiLER
SYNYAX:

DESCRIPYECHé

aquit

quifi concurrenf Egan

cquifi

I? £inlmap):0 ihan

@fi?fi?§fi

Take cancmrrehcy prstacalwarror trap;
E159 if {nesfie6331 fhen

Cantinue§

Else if {fietacheé)fil then
0 km} Eerirans yfictarg
If Cenable}=l than

Take iaaving da~across firzpi

inloczi

Elsa

Forcg all othgr C55 idle;
G ~—> aertrap, vectaru inlnccz
if {finabla}11 thafi

Taka laavihg d0~acre$5 frag;

NDTES: all ofiher CEs becaxe idle 33 failomafi

if Cdetschad}=0 than

D *wb sartrag, vactora
Ccipc} ~’> pt;

nagfedg inlaog;

aniy one cauit way be axecuied gar concuvrent loopa
Either a cawait must precede gash CCCUFPQnCE of
CQUity er cguzt must be usgu ea falicwsz

(lafiel>; fies (ea)
bmis <iahel>
ccuifi

where <aa> is a hyfe manstafit ahosa most
significant bit has bean cleared priar to lampentry,
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INSTRUfiTIGN GLOSSQRY
gregagt

RNEHChififi

GEERflTlofig

fiSSEfiELER
S?R?flx;

fiTYRIEuYES:

DEgCRIPTlfifii
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cwageai

W3;

brancfl if more ifigratians

cragaa?

Siza =

(label)

{wordy Etna)

I? (inloop}=§ fiham

Taka concurrency @ratacal~arrar trag;
Elsa if {n251963E1 fhen

If (scurr) i {max} ihen

Cccurr) % 1 ~~§ scurry d?:
(at) 4 difip ~-> QC?

Else

Continua;

Eise if (d&tached):1 {ban
If {ccurw} < {max} than

Eccurr} + 1 n») :zurrg ccurrcg 67;
(as) + disa m“) pa}

Else

8 ~~> seriragg vsctorg inlean:
If (enab§83:§ than

Elsa Takg leaving da~acrass irsp;

I? (scurr} C {m£x) ihen

I? (serfirap}=l and {:50}{33=3 than

wait until CcsO§£E~Gl : iccurra)£2~03:
{CSGDCZ~GE * 1 ~m> all csfitznfiji

0 —~} CSGE339 cleBJ, v a a c53E33§
{tnaxi} é nr; ~~> all cnaxi;
(cnsxt) $ nhg w») CfiU??? ccurrag
If {tsurr} > (max) {hen (tipc) ~w> p5;
Elsa (pt; & disa ~w} pa:

E159

é??? $2??? 8

fi?§

5311 until all sitar CEs are idla;
Q ~~> serfirabg vectar; inlaap;
If {ensbie}=£ th$fi

Taka Eaaying dc'EC?css irap:
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fig“? fiffléfi
{$10

In the above algarifihm fiLL weaas guary CE in the
cancurrency CflWDlfiXn Max lS cmax if (vect0r330e
mum if (vector}=1 and (nestgd320g and zara if
(vecth3:1 sfifi {n95t9d3319 The CGEQaPiSDRS befmegn
ccurr 3nd aax era unsigned integer campariscnsa
NRP is the numaer of CES in the CE camclex
requastiag an iteraéian an this aycieg ané NHP is
tfia numbgf 9% these £55 whlth have higher priority
than éhis 52g ¥PN is f§a vi?tual gracaesar nunber
and MUM is the Eargest YPh ifi fine concurrancy
gamglexa Thesa are defarminga by tha CEU during
the exatution_ cf acnwnesiad csfsrtCst) and
cyactorisi} instructiensa VPN ana yam are zere for
detached C55 and ampaar to 5% ZHFQ in a nested Iflap
whEfi iha UBCiO?”COflCUF?Qhfi instrucéions ¥Ih5 ¥Lfig
VLV; ¥Gfi§ and ¥£V raquest fhem»
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1&3?RUC?EDN fiLQSSflR?
firmware} fififiéffigg

HNESORIC; crestarg

U?ERATIQ&: rasiara can Efizfa

R$SERELER

SXthX$ creature <93)

£?TRIEUYES; priviiaged

DéSQREPTlBN: Th2 CCU stafs is leadéd {rem ifie effaafiva afidrass
ifi 2ha falloming arfiar:

acurr

cnéxf

CSynC
Csiaf
cmax

£359
ccsp
iigs
cgoc

cgfp
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,Currant iteratian Fegisiér
Next cuter iieraiinn ragisflar

Synchfsnizaticfi regigfiéfs
CCU sfiatus registsr
Maximum iteration ragister
Gichai stack Daintgr ragietar
Basa—t?vcaciUSwstsck gczntar reg;3fier
Eula insiructisn écdress ragi5fiar

Glabal program counter registar
Bfichai fraua pcimtar rsgisiar
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ENSTRUCTIUN ewssnm’ mmflgCsave

fifiERBhIC: 65599

SPERAYIDN§

ASSEMELER
SYkTAX:

AYTRIEU733§

DESCREPTIEN:
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sava CCU sfste

csaua (Ba?

privilagad

ihg QCU sfiata is Siorad a? ihs afieciiva address

in the fellcmin; order unless predecremgnt
'addrassing is used; in ufiich casg thg reverse order
is fisad:

Ccurr flurrant iiaraiicn regisfiar
chant Maxi eater iteraiign ragisiar
csync Synchranizatian registers
carat {Cb siafus regifiter
cmax Heximnm iieratian regisiar
cgsw Glabal stack aointgr ragister
ccsp Easafiefwcactua-stack paintar regisfisr
cipc ldie instrusiion address ragzgigr
cgpc Gicbal pregram counter registgr
cgfp Glabal frame pointer regisfier
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ENS?RECTIGN GLGSSQRY

cfifim'tg csiartsm :vectcr‘g cwctcrsi §§€%?§8

HNEHQKKCSI catart, csfizrtéty cvac%arfi cveciargfi

QPERATEQfi: sfiart conzurrenfi leap

figSERELER :stari {ea} Etarfi CSH:U?r9fii lgsp
sthax: catsrtat {35) Start concurrani idea

and seriaziza trap$
cvecier 3%arf uactar‘cencurranfi 3am:
cvectarsfi Siart vector~can$urrant loan

and Serializa fragg

fixTRIEUTES: 3129 = (lung)

UESfiRZPTECN: I? {nasiad}=i than

£3?) uh} :gspi
{a5} w> Cgffi;
{903 “—3 cgptz
If csfiar? or caiaxfst ihen f§9a>E ~~> cmax;
1? cvggtcr Cf avatinrst $hsn 1 ~*> yactnr;
Else 0 an} wetter;

O ~~> CCUPP§ d?;
Elsa if {defached)=l than

{3?} ~~} cgsn?
{35) -~3 cgfp:
{an} ~~> tgpc;
If csfari or tsfiartsi itfifi {Cea>} ~~> cmexi
if cstartst or cuectgrst thfio 2 «*3 sarfirap;
Elsa 3 -~} sar%rap§
If cvectar tr :vecterst than 1 ~—} yactor:
Else 6 ~~> vecficri

l m~> ihioop:
(cusp) ~~> 5?;
fl ~~> numg vpng ccurr, cturrog d7;

3

E156
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aait uniil ail ciher CE; avg idia;

{my a?) ““> 513 cgsn:
(my 55) --> all cafe;
(my gt) ",3 all cgpci
1f cstart mr csfiarts? than (€§a>} «a? all amax;
If astarfist Gr cvectgrii then 1 ~—) all Sgrfrap§
Else 6 -«> all Eertrap;
If avgcicr er tugcfiorst than 3 -—> all vaciar:
Else 0 “'> all vecficré

l ~w} ail inlanp;
Q ~~> all :50? csl;
{each ccsg) w») ifs
(each agin) m“) ifs

(each cgsc} w“) its
each nhp ~*> its VOH§ ccurr, ccurrc; d?§
nrp U“) all angxt:
nrp ~ 1 ~~> Eli mum;
If (ccurrl > (max) fihén

(£206) «*> at;

a cs?;

ummw fiD‘k'Q anem<apa
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fifiTES:
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mu}
§2%4?§3

In {ha shave alggrithm ALL means evsry CE in tha
cancurrancy ccxplexw ka is cmax if {vect9r3:0§’
hum if QweztorDZI and (nesiea)=ag and zarc if
(vector}=i and {neaiad)=lw The cowparfisans befuaan
ccurr and max are unngnQd inta§er Camuarissfis»
NR? 15 the number cf 625 in the CE cemfilax
vequasiing an iierafiion an thifi cyclag and ”HP is
the number a? $hase CES which hava higher priority

*than {big {IEs VPN is ihg virtue} pracfisser numbar
and NbH is fiba largesfi V?h in tha concurrgncy
comglaxfi Thfififi are d§termined by the ECU during
{ha axecuticn af nonvngsieé caferttgt} ané
cvsatar{5t} instruckiahs» VP& and fidfl are zero far
datached CES ané appear tn be zera in a nesieé laob
wfian the wactor~cencuwrent insxrucfions Vihv VLHg
VLV, VQH? and VEV vaguesi fihamw '

Sincs the itaratians in an nwiiaraticn 1909 are
numbered E; 1; w a « nml, at laafit cne iteraiion
wiil alwayg occurs

csfiarist afid cvectcrst are used ta sarielize traps

in chns ihai can sxit via the ccuii in$irustiana
Traps Bra EQFiEIiZQd ag fellcws: uhan a frag
GECLFE in a tskertst or cvectorst IQGQg the CE ail}
waif unfik

(550352»03 {caurr0}£Z—QE
If

before taking the {raga This iast assures that tbs
pracessor takirg iha irfip is Executing the lomagt
:urrenfi {antarwostD iteraticna crapeét afivancas
:50 in a cstartst qr chCtérsi lamp if 1% has mat
already besn acuencad in a given itsratisng For
{his teSt {a mark carrecily; £50 musfi mat ha
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IR$?RBCTICN ELBSSARY
asiarig csfartsfg cvsciarg CV$€XC?S%
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cadvanced aremztureiy zquQQ
anssibls trab in tbs 105p)»

cvector and aveztnrs? initiafe
itaraiiah gaunt is equal
prucasacra in ihe comwiexu In

procassar Qérfcrms éxactly oha

‘ (:4

fifififl??8

priar in tha 135%

10095 in which fihfi
is {be number cf
fiuch a laop each

itsraticn.
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€32??¢%”?‘% a

$130

f

IMSTRUCTIEH fiLDSSflRY
£Uflnast

HMEHQNZC: cunnggi

UPERéTIQN: _1oad cstat; tea??? cmaxg afid cgsp

ASSEflEiER

SYNTAX: cunnasf {ea}

RTTRIEHTES: 5323 : {lanQE

QESCQIPflfimi csfat fiserfrap; vgctarg nasted§ and inioag only}?
ccarr, ckax, and cgga erg loaaaa {ram the sffacfivg
fidflFESS in that arder.
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$00LEQN r {5?va {49? fig»; gmwflfifltfi iméxsi: WEWS
~ E3??é§?”¥fi

Qragrammabla Lagic firray CPL§} Emuatiafi giiaa

Syntax:

An aquatiofi file is a heaaer foilemsd by xara my mcrg anuafiicnag
a haadfir is zgra er mara commants fozlawaé by an ifiput fifiafiawant
fallbmad by an eutpui‘aiaiamanik

é camwani is a semicnlbn foilowad by any string
{aligned by a carriag& return“

fin inpui staiément is fihe word ifiput f6110w&d by a anion
fciiamgd by one 9? mvra imwntéfierg aaparatgd by cvmwas
fuklnwed by one 3r more Csmmflfltgu

an aufiput stmfiememfi i3 iha wcrd guise: follaméd fig 3 cazsn
€ml£amed by cna er mora ideaiifiarg segaratad by cammafi
fellomed by Qua or more commantsw

fin identifiar i: any alphanumaric string»

fifi aquatian is Efi idsniifier folioweé by an égual Sign
¥aliawad by an @XQ?QSSifin foiiowed by aha 0% xm?g coawgfi%sw

fin wxarassian is ens a? morg tarms saparafiefi by exciafiaiian gaihiaa
a igfm is Gfi§ cw mars facfiors Separate¢ by amaerszhdsa

é facfor is an ideniifier a? 9n iéentifiar follomaé ty 3 fiildg‘

Semantics:

A Fth aquatien filé is a 113% of agelean aquafiianss
Afi exclamation pain? signifias disjuctiony

afi amparsand signifies coajuncticn; 3né a tilde $3gnifi@§ nagaticn.
Far examble, tha aquafiion ‘

$80 3 k
3 é a 8“
E 8 “

8
{w

a 8‘ fiv*mw t
1%

mgans ”F30 is {rug if A and B are trta and C 15 falseg
a? if A is true and B and C Era fglse.
or if 5 is trué and C and 0 eye falsaah
FED? fig 8; C; and fl era idaniifiers.
F90 ii an eutfiut or an intarmadiatag

Ag 5y Cy and E firs inguts or infizrmséiaiesm
Th9 axprassion ta which $29 is emual cantains thrae {arms
3% thraa facicrs mach?

Nat? the use cf 3 mull cogménfi is aalimii ihe equaiiafla
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11%

@E‘Efi?‘§ S
Sisjunctiun may ha imalicit.
For gsamfilay

F98 & £ a a“ a C 2
FSQ a g" a 9 fi E” 3

is equivalenfi £0

FDD x a s B” a C i A“ E a a E" i

Infarmadiata variahlfls may be ha usedg
Far axamalar

T§MP E fi 3 B“ 3

fallawad by

FUD z TEMP a C 3
BLETCfi : TEE? fl E" E F %
FEB = a“ a D E E“ §

is equivalant is

399 5 A g 5” 5 C 5
F59 = fl” 8 Q & E” 5
BLETCH = A E 5“ fl E~ E F §
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”ibis FLA genaraies infiemxl cam wwtral Mgrzalm @§%$7%§
For meddling pm?p0$a5§ ii fihauld Em @valmamd durim {23¢Mm<93!an.mnm
REELCg RSEilg RSSLQ? R5EL3§
MR;
Dflv

m DETECHEDQ
SERTRflPw
VECTBR;
NEETEUy
IflLDQPy

Cglfis CCZla
CSTARTI3§ CST£§T113
CQBITEE: EQUITIlg

EQfiax,
G?nax,
CSTARTI,
CQUITIs

CMRI*
SELIQV SELZig

PIE. pig, FIng Pillg
HYQUIT;

QUY?UTE KHIYg
CEREALg

LEHAX, LCSPfig LBQSP§ LDGFP; LCCSFg LQIPCg

RSKNEXTg fiDDNEXTg CLRNEXTg

RSYCURR; fiBDCURR; CLRCQRR;

RSTSThTy
RSTSYWCQ
CLRS¥§~C§
CLRPfiSTB

SETSEQTRfiP: CLRSEQTRfiPy
SETVECTQRe CLR¥ECTUR5
SETHESYED; CLPNES?EDg
SETINLQDPE CLRlfiiflfipg

fiDQCURRDy CLRiERRU;
QDDNUN9 CLREUM:

RESTQRE?

fififitéfit ZNPU?S ¢$$fi$$fionV!w.new«a
R5EL<320> READ BPERATIGN kRI?E BPERATIBN

; Q G 0 O cw&x EHAX
; 0 Q 0 i CEPC CGPE
; O O 1 D CGSP CGSP
3 Q Q 1 3 CGF? CSFP
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wawy«wydwt4wzno<30 MytwhbwcSOKQHVéwyw HMGQHMODV‘MOQacmema:-na»a;mo.4a:a.»4,v.wm:
»
Lfiflfix
LCGPC
LSGSF
LQBF?
RSTCUQR
RETNEXT
LBCSP
LSIPC
RSTSTEC
RSTSTAT

wan...’i
SETINLDB?
CLEIHiflflP
SETNESYED
CLQRESTED
SETVEETQR
{LRVECTDR
SEYSERTRA
CLRSERTQQ
45

w«w»
RRCAH&X
wRCAGfiC
ERCAGSP
RRCAG?P

ann.*(a.4‘‘.m»a.4:*1a»”Vg...*www»~~« WNHMHMQQOQQDOC‘J HwC)C)QUifl¥ebiHoc)mv: C$HHC§OHW€§QHPQO
ARR|S883|PR|0001506

wm-waywoMan»owa
Local mri$psg

CUNRES?

P
P

REEL{3:G>

ECURR
EHEZT
CCSP
CIPC
Cfléx
CS?C
C63?
(GP?
fifiYNC
CSTAT
CV5?
tafi Héservad $¢$

as in CREEYDRE;

1 BR 5 25513" fl RSELZ"
* HR a RSELB“ t REELE~
9 HR 2 RSELB" E REELZ"
K HR 2 RSEL3" é REEL?“
8 MR E RSELS” a ESELZ
K HR 8 RSELS” E RSELZ
fi MR i RSELB~ é RSEEZ
E E2 fi RSELE“ a RSELZ
* HR a RSELE 8 RSE£2
fi NR 8 R3EL3 E REELZ

inyw

w HE E RSEL3 a RSELE
fl RR L ESfLE a RSELZ
w HR a R$EL3 i REELZ
E RR ; RSELB i RSELB
3 RR 3 RSELB & RSELZ
» HE E RSELS a REELZ
= RR fl RSELB a RSELZ
3 RR £ RSELS i RSELE

Giabbl mriéeag

5f??? £3”?”§ 3

£CU§R
CNExT
CCSP
EIPC
thMAX {s1abél3
§AGFC {giebal}
CAGSP (clabzl)
CAGFP {gimbal}
CfiYflC
CSTQY
£NEST (ngqugi biis of C$TAI
fizfi Ragarvas ¢:#

CUhNESTg and CRCVE to CSTkIu

WWFVWMNWWFKM

“9“”?!me

REELZ“ & RSELQ”
QSELI‘ E RBELB
RSELX fl REELQ*
REEL: E RSELB
RSEL1* i RSELD”
RSELI" ; RSELG
REEL: a QSELQ“
REEL} E RSELG
REELE” 8 RSELD’
RSELi“ E ESELQ

figELi a RSELS“ £ PIE
RSELE E RSE£D” L PIS“
QSELK 6 RSELQ" 5 P19
RSELK E fiSELQ“ 8 ?I§”
RSELl E QSELG" fl P110
REEL; i RSELQ“ & ?IEO“
RSEXE a REELD‘ a 912i
ESELi a RSELG‘ 8 P131”

&3 ifi CST§R3{ST} and CVEfiTDK§37)*

2 HR 8 QSELB c RSELE”
= RR a RSELS E REEL?"
“ %R 8 RS§L3 & RSELZ‘
a XR £ REEL} E R5EL2*

“DB“ SPEREYIBH

CVECTQR Raity fihwn
€¥§CTSRST Haity Yhan
xtfi Rasarwud $$#
$»# Raseruad ififi

£
E
5
£

RSELX” 8 REELG“
REELI" & RSELB
SSELL fl RSSLQ’
25£L1 S fifiELG

wake up ccmglax§ set VECTCR
wake up causiax: set YECTCg, SERYRfiP

CN£ST 59% NESTED and claar VECTBR if thflUP
#$$ Rasaryad #3?
fink Rqservwd tfit
CRE9EAT Do tag right thing
€STA§T Haifa that ka9 us cawplsx
£S¥ARTST half; than wzka up censlfix; Sat SERTRéfi
CTES? Hicrndiagncstic functian
CADYfiat
CCUIT)
CQUITZ

E H§ifg th&n Euvaflfie 5ync ccunxer
Assarf EELETC: wait
Ciaar SEfiYRAPs VfiCTURg IkLSUP

anly)

..a»«m4..anwmaywe-»«a

n«av«s.«mmW!mt
79m94no
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fifi $2§§?%$

‘; I i 1 0 ClDLEi Ciesr SfiRTRQ?, VECTOR» fiESTEfi; KRLOQ?
3 E i 1 1 CEBLEZ Stop asgértifig ACID: mait
S
: Parfnrm {be dasirrd uperstifln:
i

DCSYECTOR E US a R3EL3~ E RSELZ“ L RfiELl” fl RSELU“ F
DBQVEETDRST w DU 2 RSELB" 5 REEL?" i RSELI“ E R5510 ii
Z

DEEMEST E US & RSELB’ L RSELE L RSELI“ L REELO“ E

§

DBCREPEkT % BS Z RSELB" E REELZ fl REEL: E RSELO 3
DQQSTARTv = 99 E RSELB E ESELR” a RSELI” E RSELE” E
DBC§TARTST 3 DD 5 RSELE 1 REEL?" a RSELI" € RSELG 3
fiflCfiQVfi&CE E 80 8 RSELB E RSELZ‘ & RSELL 5 REELO f
QGCQUITl & Bfi i fiSELB a EEELZ é R35L1“ a REELO" ¥
DDCQUITE E 05 i RSEiB & RSSLZ £ KEELlw € RSELO g
DDCEUiEl a BS i RSELE L RSELZ fi RSELX fl RSELD“ i
DBQZBLEZ w DU i RSELS a REEL? a REELl a R3E;G ;
f

ART57ARY & 08 a FEELZ“ t ESELX“ 2 CS¥§RTCST) er £VE£TER£SY§

S
; $¢$4$v$ GUTPLTS fi¢¥v$t$

: CSTAR11 CSTARTSYg CgEiTBRg EVE£T§R$I in5firutiimn5
E
3 First: fihs nan-detachgdq non—nested Cfisé»
3

RESTHSE K DETéCflEB ; Lcad from 6C8 bus only if $ glabal grita
RES?QRE i CERI” 3 occurs whilé nut fia1azb$d
E

iCKAX 2 BETACBED” 8 CURI E EELIL" E SELIQ” i QDTion51--{hia man”!
2 3 haspafi ea CVECffiRCSY§
LSG?C x DETACEED’ E C321 8 SELIl” E SELIG i
LSGSP 3 DET;CfiEC” i CHRI £ SELEI E SELIQ” 3
LUGFP w BETlflfiEB” E CRRI £ SELIL C §ELIG 3S

3 15% cycia: initialize things,3

CLQSYkC m DETACHED“ E CS?&R713 §
C£RPESY z DETfiCfiEB“ £ CSTfiR7IE :
fiiRREXY r DETfiCHEL" a CSTARII} ;
EiRCUfiR x DETQiHED‘ E CSYfiREIE i
SETINLOUP r GETECHEG” E CSTARTIB ;
$£TSE§YRAP K GETéCREC” 5 CST£R§IB E till §
CiRXERYRAP 3 BETfiCEEB" E CSTfiRYEE £ Cili” 3
SfiTVECTDR z DETACHED' fl CST&R?13 L CC1Q 3
{LRVECYBR n BETACKED” i 55752323 £ CCEG” 3
i

: Zné cycle: get an iiaraticnu
E

fiQDEU? r CETiCfiEE” 8 C5TiR3Il i Sat: US Rufl an; VFB
ASDCURRQ = QETfiCHEfi” fl SST5R711 3 Capy a? CCURR lc hiifi
5 i in cutsr leap
AQQ£URR x DETfiCREE“ a CSTfififll 1

ficwg {fig dgfsc%ad nan-nfistgfi csfiet~19u-»‘am.
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fififi £3?'§@
$551

”A

mex a DETACHEQ E. reesmn“ a Ham.“ 3 Dniiana1*-ihig nan“?
; ; hagnen 0n £¥ECTERCSTD
£CGPC W DETQCHEfi E NESTEQ" E kRCfiGPC §
L583? 3 DETfiCfiEE & HEEYEB“ 5 kRCQGSP F
LDGFP E DETQCHEE i RESTSD" E hRCfiGFP 3p.

Analogous fin fiha lat cycle abcve:w.
m»

CLRCURR W BE?ACHES L flESTEG“ S AHYSYART ¥
SETIfiLUBO & 8ET£CHSB a NESTED“ L ANYS?ARY §
CLRSERTRA? K 553ACHE§ L NESYEB“ L ESCETRRT t
CLRVEQTQR x EETECHES a NEETEB“ fi CDC$tfiRf §
SETSERTRAF fl fiETflCHEB t WESTEG" i EUCSYfiRYST §
CLRVECTER z BETACREB ; REEVES” i CBCfiTfiRTST 3
CLRSEQTRAF fl DETAEHEQ L NEETED” a EUCVECTOE t
SETVECTGR w SETACflEfl & NESTEG‘ 3 EUQVEETBR 3
SETSEQTRAP t EETflCfiEQ ; NEETEE‘ £ CUC¥ECTGRST %
SETVECYQR W OETfiCfiEQ i HEETED“ i fiOCVEfiTBRSI 5
3

3 Analogovfi to ins 2nd cycle abcva:

£LRNU¥ 3 QETACHEE a NES¥ED‘ i fiwYfiTfiR? 5 Sets UD NEE and YPR
CLkCLRRQ S fiEYfiflfiEt £ NE$TED~ £ fifiYSTAR? 3 [05? of CCURR 1c bitg
; ; in cuigr know
I
3 Finaklyy tha afistad 3359‘
;

LBHAK a HESYEB ; k£C§H§X ; fipiional~—this uon‘t
1 § hafifien an CVECTEXCEI}
LCGPC x NESTED L £RCQGPC §
LDQSP = RESTED t ERCXGSP ;
LEGFP a NESTEB i ¥ECAGFP §
3

2 Analfigoua $0 the lat cyle above:
;

CLfiCEFR x NEETED L 5NY37AR? ;
QLRVECTSR w NESTED L ifiCSTfiR? E
CLQVE£YUR a NESTED i C8C5T§R¥ST i
éETVECTSQ a EESTED ; {BEVEETBR §
SEVVECXEK x NESTEQ a £CCVE£TBR5T §
1

- 1 CRfipfifiY insiruciicni
X Leaping back:i¥

CLRPfiST t INLCGP i NESTEC“ a EGMfiX" a DECREPEfiT §
ADSCUQR I ENLUDP 5 EQMfiX" E fiGCREPEA? 3
QDEEURRQ m INLDGP a fiESTED“ £ EQfiAX” a QDCREPEAE 3I

; Gning sariai:
; K

£LRIkLDGP x IMLEGP £ fiESTEC“ & EQHfiX E DCQfiEFEfiY §
CLEVEC7GR = INLED? L EQfiAi fi DQ£R595fi7 é
§LRSERT§AP E 3NLDQF i MESTEE“ fl EQHAX fl DQCREPEA? 3

2 CCHIT insiruciion
I

CLEINLDCP w INLCGP L NESTEC” L EQEQQITZ ;
CLRVECVJQ 1 INLEOP fl CDCCUITZ ;

-H .,__ ,CLRSERTgAP 7 = INLEDP fl HESTES‘ a EBEQUIFZ E
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$2§fiy§3

a

z EIQLE inflruc‘ticni

CLfiXfiLBQ? fl ODCIDLEI 3
CLQHESTED = fiQCIDLEI ;
CLRVECYDR w DDQIDLEl 3
{LRSERYRAP n GflCIDLEl i;

S CNEM inflr‘uc’tian
3 .

SETHfS‘HED E News? 1; flCENEST : Seat EM mum: bit if Mmaéy inking:ELRVEEIGR “ lNiCQP fi QGCHEET ;3

3 Randem giuff
3

KB}? ” {NLDBP E SEfathffl” E CCUETifi §
fiKl? E EK£EBP L fiTHflX §
iEgfiéL m ENLCQP E SCHAX %Z

&DQNEX¥ R DE?fiQHEC : Ynfin~£ll tha %ik§:
§Q§N£XT V ‘ GE?DCfiEC“ I {LRREXT afid RSTflEXT avarvicae
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$5??? 4?”?3

SECUQfiR FLA

'2‘th PM gemsrateés CCU bur; central aignazm
Fur medalling puriuseag ii shauld $9 §walu5ied during £1»H---544).2m-«-

EPUY: RSELO; REELlY fiSELii RSEL3:
HR;
CG»

DETACHED»
SEFTRAPg
VECTORQ
RE5TEE;
INLUGF;

CS3ARYIii
CCUITIly

PfiSTQ» PASTE, PASTE, PASTEu FfiSTk; PfiSTS; FRSYé, PAfiTYg
SSELGg SSELII SSELES

GUTPUTi SELEfiu SELUiv
£5311). £0211,

CSY£R7fiw
CCQIICs
CkRD:

ACTU9
REYfls

fiDVDQg ADVOi, £0VBZ: AQVGB; fiEVUQy A3¥05y ADVES; fiDVC?§

$$$###¥ ihPflTS afi$$x#¢

RSEL<3=Q§ “DO" E?ERA?IBN

CVECTER Raii; tfien wake up ccaulex; set VECTER
CYECTERST kaity than make up complex; sat VECYfiPy SERYREP
fikn Reserved fixfi
fififi Rssarvsd $$$

CREST Sat fiESTEfl and clear VECTQR if IKLGDF
aw: gsserw’d mm
aav Raaarved $Efi

CREPEQT 00 fiha right thing
CSTfiR? aeiifi than maks um couple»
CSTARTS? Wait, thfin maka um C¢m$19x§ sat SERffifiP
CTEST fiicraciagnostic fumcixun
CfiDVAhCE Kali; than advancg sync tuuntsr
CCUETi Assart CCE1¥C§ $311
CCUITE Clear SERYRAPs VEE?BR; ZKLBGP
CIOLEK Clear SERTRfiPg YECYGR, NESTE£§ £NLDUP
CZULEZ Sinp assariing fiCTU? ua11

It?

NMMWV*‘NMME§QGQWCDQD wwwwomamwwwwmoa hawmawW'O‘D’HwoQk'vaO wwmwDx4<:~*ok‘cxwaH~C»HD
ECG imstructicns must causa the Cfi ta braadtast
cnly if the £5 15 neither naaiaé nor aetxcnacw

CASTQK r RESTED“ E BETéCHEO* 3

uwwan.na;noum.a»n-w.masu-4.9a:up!w.a;onananm»mo9”)as
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{'93 fifififi?§é§

?arfarm tha déSiFQd operziinn:
«a'u
DEC¥ECTDR B 0% E R32L3’ L §SEL2” a RSELl“ i fifiELG” é
DfiCVECTflRST 2 BB £ RSELB” £ €5EL2“ a RSELI* fl QSEEG i

é
DEC§E§T 5 05 a RSELB" Z RSELZ a ESELE“ a QSELS" Z3
§

DQCREPEAT 3 DH 3 RSEkS" t PSELE fl REEL} a RSSLG I
QQCSTRRT 5 GB 5 RSEL3 L REELE” a RSELI' £ fiSiLfi“ 2
UGCSYfiETST K 08 E REELB E RSELE“ L RSELl” £ fiSELG §
GECRUVAfiCE 2 03 fl RSfiLS E REEL?“ 5 QSEL: i Raftfl §
QQCQUETl * 93 E RSEL3 i REEL? & ESELI” é REELO” :
DGCQUETZ 1 EU a REEL} i RSELZ L QSELX“ 3 RSELG 2
DCCIDLEE K 08 E REEL} E fiSELE i REEL} i fiSELQ" 5
BCCEDLEl K $3 E RSELE i REEL? E RSELI £ RSELQ é

fiflYSTfiRT W 06 i 85EL2” a QSELi" E C5?fiET{ST) gr CVECVERCST)§
3 Saleti the d$§iraé sync countar:
2
SELECYT = §SEXE L SSELl 5 SSELfi i
$EL£C18 w SSELE E SSEil L SSEtG" 3
SELEC¥5 I SSELZ { SSELI‘ £ SSELG :
SELECYQ K SSELZ £ fiSELl“ L SSELG“ §
SELECTS E SSELZ" L ESELI a SSELG , ;
SELEC32 x SSEiZ‘ E SSELI & SSELQ“ §
SELECT} * SSEil” E SSELl" 5 SSELE :
EELECYO * SSELZ" E $3EL1“ & ESELfl“ 3
3
€
3 *##¢fi¢* £U19U¥5 ¢$¢¥$fi$
3
5 CSTAR“: CS‘YARTSTr CVECTDR; CVEETQRET
S
{RES V 5CfiSIUK L W? fl RSELB & RSELZ“ 2
i

3 Quakifying 35LD£123> wiih twat accamoiiahaa neihinq;
; fiincfl SELQ(1:3) is irralavani unlasg {NREQ
; and fifiUCQ 1&19 precgssora do n92 KR khaxr QCLS during CSTgRTa.6

$EL01 t BEAS§DK : wk £ RSELI
SELQO 3 BEfiSTDK i HQ i REEifl
3 v
CSTARTD = SCQSEDK a AfiYSTflRT :

anno

Nata ihax aha CQU daia baa is nai afiablad gnls$s £S¥£ETD l CkRG.
,and that €CUC11:1BJ is net sniaciad uhkgsa BERG“.
Ibsraiara, it i5 unnficfissary {a qualify tCECllilfl) miih (STflRID..umswem:,...a»

CCUll W BCASYQfl L DCCSTéRTST
ECCQZ! = BCASYDK 5 DGCVEC7DRSY
CCflll n RSELQ atw.a;
:CCDlG : BCQSXDK 5 DCCEECTDR &
£CC§XG z acas30x ; DSCVECYORST é
Cfialfl a RSELE" 3
§

fi§$8 x aCAETGK E CEIARWII A31 grficasscra fiimuliafififlufily bid
-.ma far €ir5t itaraticraa
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m mmwa

CéfivfififiE

Advances avg ma1 perfavmad if mof in cancurrency:
if nesfiadg if datachaéi or i? ihg Epecifiad ccanfer
has alraady bgen advanced thiS ifaraficna

wax;«v‘9a:w»«w
:3

ABVGQ a ENLDOP a £A$T£K a satauvafite a SELECTG E FASTG” :
anval m ZNLOBP & BCASTGK E fiflfihfiVAKCE 5 SELECTL & $ASTE" 3
flDVUZ = ENLGQP 5 aChSTQfl fl §Q£QQVA&CE 5 SELECYZ E ?éSTZ" 2
ABVB3 n INLSDP L BCAETGK a SUCéSVfiKCE 6 SELECYS 5 FQSTB“ Z
auvaé r $§LBDP E BflfiSTQK & QUCQB¥AK£E & SELEC?€ & FfiSTé“ 3
QOVBS : IHLDDP L BCASTBK & BBCfiEVQNCE i SELEC?5 a PASTfi“ E
AQVBé = IfiLOEP E BfifiSTDK E SCCAB¥AKCE a SELECTG E F5376“ ;
ABVQT = IflLQGP a fiCASTGK & QGCAQVfihflfi é SELéfiT? & PAST?“ 3
3
3 CREPEQT

AEVCC : INLUGP E BiflS?DK 8 DDCREPEfiT E SERTRflP S PfiSYD“ 5
R§?Q = INLUDP & ECAEYUK £ DBCREPEfiT :
§

: CGUIT

CEUITS = ZNLCBP a 8§ASTDK & BUCflUZTI z

i CIDLE
3 .

: & dgtsfihad {er missing) procassofi is irgaied aa idiaa

ACTH : DEYnSHEB“ & QG£EDLE2” ;
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Mw-xwvuwMaw:
fiPU?$

3U¥PUT:

SIaRf

REPEAT
QEPEfiT

QUI?

Afifil?ma..fl.fi‘~munuwvu‘ar‘smmwwmfiwwmmwwM
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1 Claims 

2 1. A digital computer for processing a

3 program CQntaining an iterative construct, said digital
4 computex comprising

5 a plurality of processors,

6 each said prgcessor adapted f0: serially
7 pracegsingg without the assistance of thé ather said

8 processors? those portion$ 0E said program sutside 0f
9 said iterative COfiStEUCt and

13 each gaid procggsor aéapted f0:

11 concurrently procagsing different iteratians of said
12 iterative constzuct,

13 means fa: activating those of said pracessmrs
14 that hava been idle at the start 0f said iterative

15 construct and far tfamsferring sufficient state

16 informaticn to the activ&ted pzocessers so that they
1? can begin concurrent gracessing of iterationsw
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3 2a The digital computer of Claim 1 wherein

2 said itératiVe construct centains QUE or more

3 depfindanCiSS (a dependency compriSing a first V

6 instructimn that cannot properly b3 executed in a

5 given itezatien until a second instzuction (which could

5 be the same instinction as 5316 firs? instzuctian) has

7 been executefl in a priox iteration}, and wherein said

8 digital computer further comprises

9 waiting means far causing a said processar to

10 delay further procegging upon encauntering said férst

11 instructian until it,xeceives a ga~ahead signal

12 indicating that said second instructimn has been

13 executed in said prior iteration,

15 Synchronizing means fer storing information

15 {spregentative of thé lOWéSi itgratien to have executgd

18 said Seconé instinction, and far provifiing said

17 g0~ah9gd signal is said waiting means based on a

18 campaxison of said lowest itezatian and said print

19 iterations

29 afivancing means for infsxming Said

21 Synchronizing means that saifi secgnfi instructian has

3? been executefi.

23 3. The digital computfix Of claim 2 wherein

34 saié advancing mfians includea means for

35 sending said Eynchronizing meang an advance~tegister

2b signal when said second instruction has been executeé,
2" and

28 saié synchronizing meang comprises a

29 synchrgnization ragistet and meana for incrementing

38 said register when an advance~register signal is

31 received“
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l é, The digital computE£ of claim 3 wherein

2 saifi advancing means includes its own waiting means

3 for causing a processor that has executeé said secand

4 insttuctiofl to delay further processing and in delay
5 igsuing said advance«register signal until ii is

6 informefi that all lmwer iterations than the one it is

? executing havé caused said synchrnnizatian register to
8 he incremanted.

g S. The digital camguter of claim 4 wherein

10 said waiting means cpmprisez maahs for effecting said

2} delay of imzthe: QEQCEESifig in response to recognition

:2 of an await instruction (e.g¢, the CAWAIT instruction)
13 appearing bEfore said first instruction.

14 6. Thé fiigital compute: of claim 5 wherein

15 said advancing means COmpriSES means for initiating the

16 acticn parfarmed by saié aévancing means in Eespan$§ t0

17 recognition of an afivance instruction (2*g., the

13 CAUVANCE instinction} appearing aftEr gaid aecend
19 ingtruction‘

20 ?i The digital computer 0f claim 3 wherein

21 said synchrcnizatien means ccmprises a glurality mi

32 synchrfinization registers, each said register being

33 capable a5 Synchrnnizing a aifferent éependency in Said
Z4 iterative canstructi
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l 8- The digital computer of claim 6 wherein

2 said synchranization means camprises a

3 plurality of said synchzonization registers, each said

4 registér being capable of synchronizing a different

5 degendgncy in saié iterative cengtzuct

6 said await instruction gravidgs said waiting

7 means with an azgument specifying Exam which 0f said

8 plural synchronizatiofi registers said ge—ahgad signal
9 must come from, ané

10 said advance instruction yrsvidgs said

ll afiv&ncing means witb an argument SQECifying which of

12 said glural swnchronizatign registers is to be

13 incremantefi by said aévance~register signal.

lé 9, The digital computer of claim 3 or 8

13 wherein said synchronization means further comprises

15 compaziscn means far camparing tha contents of a said

17 synchzonizatian zegigte: t0 the current iteration being

18 executed by a procefiser»

1g 10‘ The digital computer of claim 9

30 whezain each aaid processor further comprises a current

21 itegatian :egister containing a number r8§resentative

33 of the current itesation the gzccessor is processing

23 and wherein said compariaan means compares the contents

3% of a synchronization Eegister to th& cantenta of Said

:5 current iteration register“
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1 11. The digital computer Qf ciaim § wherein

3 the foset between said given iteratien (the iteratian

3 in which the Eirst instinction is executeé) and said

4 priar itezation (the iteraticn in which said SECOnd

5 instruction must have been executefi in arég: £05 said

6 first instruction to be executed) is provided as an

7 argument in said aw&it instruction and said camparison

8 means compares the centents of a synchranization

9 regigter to the current iterahion minus said effsetfl

10 12. The digital computer OE Claim 3 or 8

11 wherein each said synchronizaticn register contains

12 only the least significant bit3 efi saia lowegt

23 iteration and the numbez of said least significant bifis

14 is selectefl to be sufficient to express the maximum

15 difiference in iteration number being concurrently

16 processed.

17 13- Thg éigital camputer of claim 12 whgrein

38 said aflvancing means includgg its awn waiting

19 meanfi fox causing a processw: that has executed said

20 secand instiuction to delay further prccessing and to

21 delay issuing Eaid &6vaace~zégi8ter instxuctien anti}

22 it is informed that all lawgs iterations than thE one

23 it is @xecuting have caugéd saié synchzenizatien

24 Kegister ta be incrememtefi, and

25 said synchronizatian registers are selected

26 to be saificient to expregs the number N~l, wher& N is

27 the maximum number of saifi praceszors concurrently

28 processiag said iterative construct.
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1 1%. The digital compute: of claim 12 wherein

2 Saifi synchronization register contains a further bit

3 (the PAST bit) and meaHS are prgvidefi f0: agserting _

4 said PAST bit locally in a Said pxocessor when said

5 register hag been incremented in a given iteratienq

6 15. Ehg fiigital computer of claim 2 wherein

? said pracegsars include means far prncessing vector

8 instructions within saifi iterative canstfuct.

9 16“ The digital computer 9f claim 1 wherein

10 saia digital comgutér further comprises

11 means far transferring flurther state

12 infarmatian fig saifi activated processors 50 that any

13 one 0f them can take u? serial processing at the

4 conclusisn 0f concurrent processing of said iterative

15 canatruct, and

16 means far assigning any one Of saifl pracessarg

17 to seaial processing at the canclusion of concurrent

18 prmcessing.

19 l?‘ The digital computer Cf claim 16

2O whexein the processor assigned sexial procesaing at the

21 canclusion of said construct is the processor that has

23 executed the final ite:azion of said construct.

5%“!
18” The digital camputer of claim 16 wherein

h}

24 saifi further state infermation comprises the value of

25 the stack pointes jugt befare concutsent ptflcefising

25 bagang

2? 19* The digital cem§uter of claim 16 wherein

28 saifi sufficient State information campriaea tha value

29 of the progzam counter&
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20. The digital camputer af claim 19 whgrein

said sufficient state iniermation further cemprises thé

Valua cf the frame pointer and the maximum iteration 0f

said iterative canstruct,

21. The digital computer 0: Claim 1

wherein gaid éigital computer Earthen ccmprises

iteration—assignment means f0: afisigning iterations to

saié yrocessors by assigning the next iteration Ci.e;,

the highest numbered iteration met yet assigned) :0 the

first procesgor to I€QUESt an iteration (or ta one Of

the processgrs to simultanecusly first request an

iteration}.

22, The digizal camputez Cf claim 21 wherein

said iterati0n*aS$ignment meang camprises

means in each pracesgo: for bfidding for a new

iterationf

means for éetermining the number N of

processars simultfineously bidding for an iteration, ané

meana for asgigning the next N iterationg t0

the N processors simultaneougly bidding.

23, ?he digital camputer 0i Claim 22 whergin

sai§ méans far determining find said means for assigning

reside in each saifi processer~
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1 248 The digital campute: cf claim 23 wherein

R gaid meens for fletermining the number of processars

3 simultaneously bidéing comprisee -

5 a plurality of reafiy lines extending an a bug

5 running betWeen said groceseo:5, one line assigned to

5 each said precesser;

? means at each processor for assezting that

8 preceesor‘s assigned ready line when the pxcceesor
9 needs a new iteration, an&

10 means at each prOCESSOI for determining the

11 tatel number sf saié reafiy lines being concurrently
12 asserted;

13 25. The digitai camputez 0f claim 24 wherein

1; saia means for assigning the next N iteratians comprises

15 a current~iteration register at each precessa:

16 for storing the current iteration being precessed by

1? that processor,

l8 an ihe:ations~already~assigned zegieter at

19 each processor for storing a numbe: repzesentative Q5

28 the highest iteietion already assignefl ar the next

21 iteration to be assigned,

22 incrementing means at each processox ED:

23 incrementing said Ehe:ations—already—assignefi xegiste:

24 by the total number of ready lines aeserted during any

25 machine cycle, ané

fé means at each precessor for deeezmining the

:7 current iteration :9 be stored in said current

:8 iteration register.

ED
26. The digital computer of claim 25 wherein

1‘\

Q
said iteraiiens~alxeadywassigned register contains the

h? 14
next itezation to be assigned, i.e‘, the next iteration

N
following thoee already assigned¢

m
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27. The digital camputer of claim 25 wherein

gaid means for detezmining the current iteratian

comprises

means for determining the number of said ready

lines being aSsertéé by processors cf lower rank than

said pzocessar making the determination, and

means for aéfling said numbar of asserted

lower~rank reaay Rings :0 the contents of said

iterations~alreaéy~assigned register.

28. The 61 ita} camputer of claim 23 a: 25m

wherein

$aid meana for activating and transierring

atate information transfers to all said processers the

maximum iteration for which said iterative canstsuct is

to be executefly ,

each Said processar further campzises a

register for storing saié maximum iteration &nd a

comparatOE for comparing the said current iteratian ta

saié maximum itaxation, and

each said procesaar further compzises means

is: terminating cancurrent precesging when the output
of Eaid comparator indicates that said maximum

iteration has been reached or Exceeded.

29. The digital campute: ef claim 23 or 25

whezein said means for hidding, means far determining,

ané meana fat aggigning reaiding in each processor are

adapted to perform the next iteration agsignment

infieyendently of othe: processors, based on the number

3f prOCBSSQIS Simultaneougly bidfiing for an iteration

and a predetermined tank number assigned to each
FIDCESSOI.
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30. The digital computer of claim 23 Gr 25

wherein each said §rmcessar bidding far an iteration

assigns an iteration to itself at the same time as any

other processors than bidding assign iterations to

themselvesa

31. The digital camputer 0f claim 22 or 25

wherein said iteration~assignment meang assigns initial

iterations using said means for bidfiing, means for

fieterminingg and means for assigning! and wherein each

saifi precessor is aéapted to bid simultaneously for an

initial iteratfian during initiation of concurrent

procesging‘

32. The digital computer of claim 1

wherein said itgrativg construct centains one or

more dependencies {a degendency comprising a first

instruction fihat sauna: prayerly b3 executed in a given

iteration until a second instructign {which coulé be

thg same instruction as said fiirgt instructicn) has

been executeé in a pricr iteratian3¥ and wherein saié

digital computer further ccmprises

concurrency central lines connecting said

procassors for passing concurrency centre} Signals

between said piecessors, and

local cancurrency cantrol means at each saié

prccessor {DI trangmitting and recaiving said control

signals fram other procgssars and ior contzclling

concurrent piecessing 0E Said precassor, said

cantrolling inclufiing assigning iterationfi to Said

processor and causing said yracesssr ta delgy further

pfOCESSng when necfisgary to synchrenize dependenciesr

whereby control 0f said praceseors éuring

concuzzgnt processing is éecentraliZed.
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33a The digital comguter of Claim 32 wherein

said censursency contxol lifl€5 ifiClUd€ a data bus fat

transferring state infermation such as the stack

pointer between ptacessers at the start 0f cancnrrent

execution of Said construct.

34“ The éigital computer 0f claim 33 wherein

said cancurrengy control kines include

a ready line for each precessor for asgerting

that a proceggor nweds to ba assigned an iteratiafi;

QUE 0r mare éependency—control.lines f0: use

by a processar ta inform other pfOCEESDIS that said

seccnd instruction has been executed in saié priar

iteration ané that said firat instzuctian may,

thereforer be executed,

one or more lines for infcrming the processczs

of the initiation and canclusion 0f coacurrent

processing, anfi

one or more data—contfal lines for tagging and

contrglling the flow of State infarmation aCEQSS said

data bus.

35. Th? digital computer of claim 34 wherein

saié concuzrency control means cempzises an

itezatisnSNalzeady—agsignefi :egistez and awe or mote

depenfiency—synchronization registers and wherein means

are provified for assuring that said registerg have the

same contents in all saié pracesaors.
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36. The digital computer of claim 1

wherein saifl iterative canstruct cantains within it

a conditional branch texminating pracassing of said

iterativa canstruct, ané wherein eaié digital computer

further comgrises mgans for inferming ether sai&

processcrs that said conaitional branch has been taken

ané for causing saifi other processsrs to assume the

idle state;

3?. The éigital comguter of claim 36 further

compsising means {0: @reventing a said §roce$smr

encountering a trap flaring concurrent executien of a

given iteration of Said construct from taking the trap

untii that Said piocessor receives an indicatian (the

”0K~to~t:ap“ indication} that saifi given iteration 13

the lowest iteration being precessed in which it is

still pcgsible for said conditional branch to be taken.

38‘ The fiigital computer of claim 37 wherein

a said means for prevanting the taking of a trap is

pzovided at each said ptocesser and means are praviéed

fox transmitting between processors information

tepresentative of said leESt iteratien being pracessed

in which it is still possible in: said confiitional

branch to be taken.
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39. The digital computer 35 claim 38 further

fx} comprising

3 a trap-control register at each said processor

4 for grovifiing said inflicatien,

5 register advance means at each said processor

5 fior incramenting said trap—contra} register at the

7 completion 0f an iteratien {or at a paint beyond which

8 there is any poasibility of said conditional branch

9 accurring before cemplgtion 0f an itezation)r and

10 means far comparing the céntents of said

11 trapvcontral register to the éurrent iteration being

12 executed by that processor to aetermine when said

13 OK—tthrap indication should be giveni

14 40‘ The digital computér of claim 36

15 wherein means are provided at éach processa; far

26 preventing a said processor Exam taking said branch

17 during concurient execution of a given iteration until

18 that said procesgcr receives an indication that gaid

19 given iteratian is the lawest iteration being procassed

20 in which it 13 still possible is: said canditianal

31 branch to be takanu
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41, The digital comgute: Of claim 40 wherein

there is provifled a synchronization {Egistez

in: pioviding said indicatiun that said given iteration

15 the lowefit iteratiom,

said means for pzeventing said branch comprise

means for causing saia processcr ta delay further

processing in {espouse to zgcegnitian of an await—quit

insttuction (or instructiens) agpgaring before saié

conditional branch, said processing being delayefl until

said Synchronization register reaches a value equal to

the current iteratipn, and

means aze prQVided at each saié pracessar for

incxementing said :egiste: at the completion of each

said iteration (or at a point beyoné which there ia any

pcagibility of saifi conditianfil branch occurring before

comgletiqn of an itexatian). »

42* The digital campute: of claim 1 wherein

said digital computer further comprises means for

pzoviding each said grocessor with a pzivate stack f9:

use during cancufrent procesging for sterage of data

unique :0 an iteration {e.g‘, temporary variables and

subtautine arguments}.

43. The digital campute: of claim 42 wherein

meang are provided for saving the contents of the stack

pointer regigtez in use prior to concurrent process:5mgrJ

{er leading a pointer far said pzivate stack into said

register at the Start of concurrent §rocessing, anfi for

restozing the Stack pointer :egigter with the savefi

value at the comglehion of concurrent procgssing.
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l 441 The digital camputer of Claim Q3 wherein

2 means are provided for saving a cogy in gash proceasar

3 of the stack pointer in use prior to concurrent

4 processing 30 that a Said capy will be available

5 to whichever procassor is the one to resume sarial

6 procegsing,

? 45. The digital computer of claim 1 wherein

8 said program contains a second iterative construct

9 {said firstwmentianed congtruct being hereinafter

19 réferrefi ta as said fizat iterative constzuct}, and

11 wherain said sacgnd iteratiVE cangttuct is either

12 within or outside cf said first iterative canstruct,

13 and WthElD said digital camputer fuythet tamprises

14 means for detecting during execution whethet gaid

15 secand i§eraiive caastruct is within said first

16 canstruct, and far causing the processar starting Eaid

17 seccnd iterative constzuct to execute it Serially (all

18 iterations on thg same processor} if it is within said

19 firat construct and concurrently ii it is outside said

28 first congtruct.

21 46“ The digiial computer of claim 4E wherein

means are provided fer Saving the current iteration oi

23 said firgt construct when said second construct is

34 encountered within said fizst construct and executed

2% Serially.

25 4?. The digital computer of claim 46 .

27 whezein means are proviéed for alsa saving the maximum

28 iteraticn 0f saia first canstruct when 3336 secsnd

39 construct is encauntereé within said firgt construct

39 and executed serially.

ARR|S883|PR|0001531



ARRIS883IPRI0001532

N1.4

»bL»)
(J?

MwHw mu:N
U1

16

17

13

19

20

ARR|S883|PR|0001532

fig? fi’ME
16

68, The digital computer of claim Q7 wherein

a status bit {DI bits: is grovided for indicating

whather the iterativa construct being procegged is

within anothe: iterative construct being executed

concurrently (i.e., whether the construct being

processed is nestefi}.

493 The digital camputer of claim 48 wherein

means axe ptovided for saving the content of said

status bit at the start 0f execution Qf a nested

construct and Ear rustuting the saved vaiue at

completion 0f the construct.

50* The éigital compute: 9f claim £5 wherein

5316 means for detecting whether Said sgcona iterative

canstsuct 13 within saiu first iterative censtruct

includes means for detecting whether a third and

subsequent iterative canstzustg are within said first

caustruct, either becauae they are called directly by

said first canstruct or because tuey are called by Said

seconé construct OI gubsequent constructs nesteé within

saié first construct.
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Si‘ A digital compufier far processing a

prcgram containing one or mare vector instructiong for

Operating on Vectors each of N elements, said digifial

compute? Cbmprifiiflg

a plurality oi processcrs;

each Said pfOCEgSO: being afiapted Ear

serially pracessing, without the assistanca 0f the

other saifi processors, portions af said pngKam before

and after $513 vector instxuctians,

éach said piecesscr including means for

concurrentiy pracesging a subset of said N elements

aging said vecter ingtructiensg

meani far diviéing said N vectcr elementg

among saii prmcegsors during EXQCfitiOH cf saié pragram

based on the nukber 0f pracesgars particigatimg in

canturrant processing, ané

means for activating those of saifi processors

that have been idle at the start of said vector

instructisns and for tzanaferxing sufficient st&te

informatian to the activated @chessors 30 that they

can begin concurrent precessing of their assigned
vector elements"

52, The digital computer Qf claim 51

wherein the number of said processaxs participating in

cancurrent groccssing is variable and not predeterminefl

and wherein saié means for divxéing saéé N vector

elements among saifi procesaers includes means fa;

determining thE number of pracessors participating at

the start of concurrgnt processing.
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53. The digital computer of Claim 52 further

campriaing means for ingtzucting said prooesscga

whvzhef the vector is to be divifleé hazizontally or

V?rtically between processczs. ‘

54‘ The digital computfir of claim 53 further

comprising means at each precessar for determining

during processing saifi lengthy offset, and increment to

be used by said grocessc: in making said éivision of

Said vectoz.

55. The digital camputer of claim 51 wherein

said prCESBOE$ are adapueé to initiate concurrent

prmcessing of Eaié Vecter upon recognition Qf a
atartwvectGr—cancurremcy instructian placed before the

first cf saia vector instructidns, and aaid praceasars

are aéapted t0 terminate vector proceSsing 0f said '

vector upon recognitian of a repeat instructisn placed

after said vector instructiansk

56. The digital computer 0f claim 52 wherein

each saifl precessor includes legic circuitsy fog

concurrently processing diffezent iterations cf an

itgtative construct, ané wherein said logic circuitry

algo SEEVES as said meanfi for concurrently piecesging a

subset Qf saié N'elementg and said me&ns £0: activating

i629 proceasors,
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E7, The digitai computar of claim 54 wherein

said means f0: defiarmining said length, offget, and

increment incluées, far horizontal fiivi$icn of the

vector, means for éetermining saifi length according to

tha exgrgssion:

Lenqfih = CEIL[{N ~ VP§)J{EUM + 1}}

where N i3 the tatal number ofi v&cter elements, VPN

is the virtual processcr number, NUfi is tha highest

virtual processcr number; and CEIL means that the

result is reundefi u? to the next highest integer if net
already am iniggez,

38' The digital computer Of ciaim $4 whezein

gaié means in: determining gaifl length, offiset, ana
increment includes, far barizontal fiiviaion cf the

vectar, means for d8termining said offset acccrding ia

the expragsion:

Offset 2 VINCEiVPN)

wheze VINCE is the increment of the original vecter and

VPN is the virtual pracessot numberr

SQ. The digital computer 0f claim 54 wherein

said means for determining saié length, offget, ané

increment incluaesf for horizontal divisien oi the

v&ctor, meana for determining Said increment acozding

to the @xgreggion:

Increment fi VINCE£NUM + l}

where VINCE is the increment of the original vector and

RUM is the highest virtual processor numbfir,
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1 60, The digital campute: Of claim 54 wherein

h) saifi means {or determining said langth, offset, and

2 increment includes, fa: verticai divigian of the

,{5 vector, means far determining said length acording to
Lj} the expreasion;

5 Length = MINICEELIN/(NUM+1) } , N - VPNfCEILfEfi/{NUM-fvl} 3]

7 whese N i3 the total number 5f vector elements, VPN

8 18 the viztual processor numbet, MUM is the highest

3 Viztual processor number; CEZL méans that the result is

10 {evaded up t0 the néxt highest integer if net already

11 an integer, afid MEN is the minimum of the two

12 parameters within the bracketsg

13 El. The digital compute: Of claim 54 wherein

14 said means for égtezmining said lengthy offset, and

15 increment includes, £0: vertical fiivision DE the

16 vector, means for determining said offsat acording to

17 the expreasion:

18 Offset = CEIL{N/(NUM + lHiVPN}

lg whexe N i3 the total number 0f vecto: elemants, VPN

23 is the virtual pracessor number, NON is the highest

23 Virtual pracessor number, and CEEL means that the

33 result ifi roundaé up tn the maxi highest integer if not

3 alraady an integerfi
4
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62‘ A digital computer comprising

a plurality 0f memory elements, said memazy

elements being intezleaved (i‘e., each is assigned

memmry adflresses 0n the basis of a 30w Order portion of
tha memory aéfiresg);

a glurality of parallel processorsr

saié processors each having meana far

initiating an acceas cf data from any Qf Saié memory
elements simultaneousiy with accesaeg of other said
processacsx

said memo:y elements Each being cagable

sf accegzing an access from just one of said processors

during a giVEn cycle,

whEEQin saié memory elements are SO

interleaved that the acceas pattern genézatefl by said

pracessozs when accessing data ai a predetermined

stride pazmits all 9f said processors to reach a phase

ralatianship with other Saifi processcrg in which each

said processar i5 able to accegs a different said

memory élement simultaneeusly withaut creating accefis

conflicts £i.e,, more than one pracessor simultaneously

attemgting to acceas the same memory element).

63. The digital computer 0f claim 62 wherein

Saifi memsries axg so infiezleavcd that the acceEE

pattern genezateé by said prscéssars for a given
powerwofwtwo stride greater th§n fine meets the

condition that the pattern tolérates being offset with

{GSpect to an iéentical pattern by an OFFER? or any

multiple oi said OFFSET; said QFFSET being equal :0 the

length of the access pattera divided by the number of

memary elements {wherein taierating means fihat no

access conflictg arise)§
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2 64¢ The fiigital camputér of Claim 63 wherein

J said memcries axe so interleaved that the accass

p;tt§rn generated by said processors for said givgn‘
KIA

«3 xéride meets the flurther condition that the pattern

includes at least fine cmnflict at every offset ether

than saié GFFSET and multiples of saié OFFSET, whereby

Lr4

{3“

? said conflicts force Said processors to assume a phase

8 rglationsbip with each other wherein the offset between

9 access patterns equals said OFFSET Or a multiple

1% thereof“

13 65, The aigital comgutex of claim 64 wherein

33 there ate {cur said memory elements W,Xg¥,2 and Said

33 memory elementa are intérleavafi 50 that at a Stridg of

34 one the access pattern is EKXWEZZY anfl at a stride of

15 two the pattern is WXYZ§ *

35 66. The digital cam§uter oi claim 64 wherein

17 there are foux said memory elements W,K§Y;Z and said

18 memoty elements are interleaveé 50 that at a strifle of

13 0n9 the acceas pattern is WXXWYYZZ and at a stride of

35 twc the pattern is WXYZ‘

21 67. The digital computer of claim 64 wherein

23 these are four said memcry elements H¢X,Yr2 and saifi

33 memozy elementg are interleaved so that at a stxide of

34 one the accesz pattexn is WWXZYXZY and at a stride of

3a two the pattetn is WXYZ.
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68, Th@ digita; camputez of claim 64 wherein

there axe {our said memgry elements W£X,¥FZ and said

memory elements are int%rleaved so that at a strifie oi

one the aCCESS pattecn is WWXXXXWWYYZZZZYY; at a stride

of two the pattern is WWXZYXZX, and at a stride of Eon:

the pattern is WEEK“

69‘ The digital computer of claim 64 wherein

Cher? are eight Said memary glements A,B,C,U,E,F,G,H

ané 531d memmry elements aze interleaved so that at a

stride of one the égcess pattern is ABCDDCB£EFGHHGFB,

at a striée OE twa tha patéern is ACDBEGHF,

V7‘ The digital computer of claim 65 wherein

said mEmD: éiements ate interleaved as fallawg:V:

  

Aédzesg Bitg on

which Memory Elements

Are Intgggeaved . ggmety Element

0 G D W
0 0 l x
0 l 0 X
0 1 l W
l 8 O Y
1 0 1 Z
l l 0 Z
1 l 1 E

?l. The digital computer of claim 70 wherein

said three addregs bits on which said interleaving ig

dame are bits five through three of the byte~level

address far fiata in said memory elements‘

72, The digital computer of claim 62, 64, 65,

?0; or 71 wherein saié memory elements are Sectians of

a cache and saia fiigitai computer further comprises a

main memgry to which said cacha is connected.
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3 73, Th& digital comguter of Claim 72 wnerein

J maid memflry elements each incluée means for choosing

among procegsars simultaneaugly cantending fog accegg

on the bagig of a fixed processor prisrity ranking.
.C.)

74“ The digital computer Gf claim 6.2f 64, $5,
Ln

6 ?0, 6: 71 wherein saia precessors inclu$e means for

7 cancurrantly pzocessing the 5&me instructimns and data,

8 wherein said éata is accessed from said memczy elements.

9 75» The digital camputer cf Claim ?4 wherein

30 said memory elements each include means far Choosing

:1 amang §tocgzacr3 simultameously cantemding for access

32 an the bagis 0i a fixed processar priarity ranking.

:3 ?6n The éigital campuéer of claim ?4

3.M» an
wherein said processors include means for concutrently

35 processing fiifferént iteratians 0f ihe same iterativa

36 consfiruct.

l? 77. The fiigitai computer of claim 76 wherein

18 said memory elements are sectiens 3f a cache and said

19 fiigital computer Eurther comprises a main.memary to

20 which said cache is cannected.

E} 78» The digital camputer 0f claim ?7 wherein

23 gaid memory elements each include means for cheesing

23 among grocesgors simultaneously contanding for access

24 on the basis of a fixeé procesgor priority ranking“
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l 79‘ A digital computer compriaing

2 a main memery for storing data,

3 a cache for Staring copies cf said data, said

4 cache being connected ta gaid main memaryr

S a piuxality Of parfiliel pzocessors connectefi

8 t0 sgid cache, and

7 means for pezmitfiing each 05 said pEQCESSQIS

8 in access the same memmry locations 0f said cachet

9 80“ The digital camputet of Claim 79

10 wherein saifl pracesgerS inclufle means for concurrently

ll procesging the same instructions and data, wherein saié

12 éata is £686 Exam and written to said cache“

13 Hi. The digital computer of claim 88
f—I ah.

wherein said praceszors include means ior concarrently

15 procesging different iterations of the same iterative

15 canstzuct.

17 82. Th& digital camputer of claim 79 wherein

18 saié cache ccmpriseg a glurality of cache

19 Sectians,

2 aauh Said processmr has means for accessing

21 the same memery locaticns of Each said cache section,

22 anfi

23 means ara ptevided far a glmrality of said

24 pracessars ta simultaneously accesg & plurality of said

25 cache sectiens.

26 83. Thé éigital compute: 0f claim 82 wherein

27 said cache secticns are interleaved {iee., each cache

2 section is assigneé memory addresses on the basis of a

29 low order portion of t§e memory address),
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84“ The digital camputef oi claim 83 wherein

said cache sectians include means for aceesging blocks

of data item said main memory anfi means for diviflifig

each said black between cache sections,

85. The digital computér of claim 84 whereifl

two or more of sai& cache sections Bash

include means fox ariving a commsn mamoxy addxess bus

with the biock adéress of the biock of data ta be

aCCESSed in memory, and

said tws qr more cache sections each include

means for concurrently reading saié black address from

Said common memory afléress bus‘

86. The digital computer of claim 85 further

camprising ‘

two at more main memory data bmsas{ Qne gaid

data bus connected to each 0f saia twa or more cache

c tions, and

means in said main memsry for transferring

SE

acrosg any QH& said data bug only thOSe ycrtimns 0f

said data black with addsfisaes assigning thfim t0 the

cache section to which said data bag is connected.
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1 S7! Thfi digital compute: 0f claim 86 wheréin

2 there are fan: said cache sectionsp 5aid interléaving is

3 Aédress Bits on

4 which Cache Sectiona
5 Are Intatleavea Cache Section

5 O 0 O W
7 O O l x
8 O 1 G x
9 O l l W

10 l O O Y
il l O 1 Z
12 l l G 2
l3 1 l L Y

14 said blocks are defined by tbQ highest bit of

15 the aédress bits used t0 define said interleaving; ané

26 said blocks are divided between pairs of saié
1? cache sections.

18 88‘ The digital computer cf claim 8? wherein

i9 said three address bits on whish interleaving is based

2% are the fifth thrvugh the third bits Di the byie~level

21 address in Saié cache sectians.

22 89. The digital computer 0f claim 87 whezein

23 said pairs of cacfie sectiana share a Gammon circuit

24 boarfi,

25 90¢ The digital computer 6f claim 87 whezein

26 saifl memary elements Each include means for Chcasing

37 among procesgorg simultanecugly contending far aCCESS

28 an the basis of a fixed procesgor griosity ranking“
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91‘ A digital camputer cemprising

a plurality of first gubsyatams resident on

gne or more first circuit bearés, each said first

Subsyatem having a first Eubsystem bug,

a pluraiity of secmnd subsystems resident on

one Gr more second circuit bcards£ each said second

subaystem having a second subsystem bus,

a backpiane circuit baarfl ta which said iirst

and second circuit boards are connected,

8 bus~switching means regident on said

backplane circuit hpard fer salectively cannecting amy

selected plurality of first subsyatem buses ta any

gelected plurality of second subsystem busgs.

92“ The fiigital csmputer Qf Claim 91 wherein

said Eirst subsystema are procesgorsr

93- The digital comguter of claim 92 wherein

said second subsystems are memories, and whErein said

bus~switching means is adapted to permit any Said

procesgar t0 access any a§dress in saié memeriesk

$4“ The digital computer of claim 93 wherein
said memaries are caches,

$5. The digital computer 0f claim 94 wherein

saia caches are sections cf a global cache»

96. The digital camputer 0f claim 95 wherein

thera are a greater number 0f said processors than said
2 ache sectiongv
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l 97‘ The digital computer 0f claim 9% wherein

3 said Cfiché sections are adapted to acc2§t accesses from

3 said processors mete fréqugfltly than an individual said

4 processor 18 afiapted ta makg accessese

5 98» fhe digital camputer of Claim 97 further

5 cmmprising

? processorhaccess central lines geparate fram

8 said bu5wswitching means,

9 maans in said prOCGSSOtS for agsarting said

10 access lines t0 initiate an accegg and to indicate

1} which 0f saifi cache sections the processor dEEiEES to

12 access:

13 cache—acknowledga control lines separate £50m

14 said bus«switching means, and

15 means in said cache gactions for asserting

15 saifi acknowledge lines to inform contending pEOCQSSGES

l7 whethér they have won access to said cache section via

18 said switch.

19 99. The fiigiial computer of claim 98 whgrein

20 the means far centralling said bus-switching means

21 reaidés exclusively in said cache sectians‘

22 1GB. The digital computer 0f claim 39 fuxther

23 comprising

24 cachewnotwreafiy controi lines segazate £50m

25 said bus~gwitching means‘ and

26 means in each cache gettien for agsaiting a

27 n0t~ready line :0 inform a processor after it has

28 gained access t0 a cache section that it must wait

29 befGEE the data transfer between it and the cache

30 section may preceeda
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1 131, The digital campers: cf claim 95 wherein
In) said cache sectione are intexleaved~

3 182“ The digital camputet of claim 93, 95?

4 a: Lfil wherein said pracesaors include means for

5 concurrently processing the Same instructians and fiata,

6 and said data {esidee in said memeries 0: cache

7 sections.

8 103. The digital cemgutex af claim 102

3 wfierein said processors inclmfle means for concurrently

20 processing different iteraticns of the same iteratiVe

:1 construct.

32 164. e digital computer comprieing

33 a plurakity Of parallel preceseors, each said

ié processor having one or more pracessor buses,

15 a plurality of memories, each said memory

fifi having one o: moze memory buses:

l7 a bus—switching meane for selectively

18 connecting any selectefi plurality of processsr buses t0

19 any eelecteé plurality of memory buses,

30 whezein said grocessors include meane for

31 concurrently processing the same instructions and fiata;

32 and said data tesides in eaid memexies.

33 lGS‘ The fiigital computez of claim 104

24 wherein saifi processors include means for concurrently

35 processing different iteratiene cf the same iterative

25 constrects
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ARRIS883IPRI0001547

E§&?€8

1 106. The digital compute: of Claim 91 wherein

said bu3~gwitching means comprises a plarality 0f gate

3 arrays mounteé on said backylane circuit board.

4 107. The digital camputer of claim 164

5 whezein 5&ifi bUSWSWitChiDQ means campris9s a plurality

of gate arrays mounted on a backplane circuit board.

ARR|S883|PR|0001547



ARRIS883IPRI0001548

15}??? £15??? 3

 

     
 

 
  

 
  

 

  
waging

\

xx3\mzmSE28Szmmmauzom
mm!mw/n:a:

3

VAX/mutamwiga:o€95n54.:mma$34,:fiwmamE05:fl
9\

.2

,2”3302EQEE

 
  

ARR|S883|PR|0001548



ARRIS883IPRI0001549ARR|S883|PR|0001549

 

 
 

 
 

CRSX A {HIGH oaasa 32? Q? CHER?”
C£u2R12 {MééH ORDi? 31“ CF {{U~?}

F WCCURQG (DUPLE€ATE OF {flu Rfifizfi
5 L P? 26g
 

EN
@3927

315?
.Y

 g”%1(}21

SEE?
BE?EACH£D (gar

AELE (SET
(SE?

9 {a 7 s E 

 ‘rWM‘v gr“" 

(SF: FGR VECYOR CuNQUERiNZ
RAF {3E} (GR TEA?

if PROCESSGR
7G ENABLE CHAMSING SIZE

?8 FOQCE CCU PAR§TV ERROR)

M U 5‘,
(S?1

4 [3 2 I o{

Q

(537 FOR CCU DlflGNQETEC mmag>

(LARGEST V?N h
{0. coacuaaim

SEC? (3E7 g3? NFSTED L065}
V§QYUK

StR } J’KL Q 23A? FUN}
IS DETACWED)

Q

% CUFF3x

mew)

of CQMuLEX)

figifi??fi

 



ARRIS883IPRI0001550

fifififiy‘fi a

mibkflzmymozmxahvAruymzmyaozwzokvyuan«F40baa;mmuwgaq%mm
mamJackson.>ELmu§s§ZOu

  
mwaée‘q1M4“:wrra

 
 

 
 

kHZDM“wink

hmKw.”40mFrauburwmmjuz0u

waMPmemu«chum;

 

  
 

w:an;mmfimK:

 

  qbfio,JuahicuNm

 ANZQYIQU

 
  

”muzmuamuaQwuf}sawh

 
 

”firming3:4:mmujwwmw:

 

 
 

“fl:humm.HQuw;wu

 

 

ARR|S883|PR|0001550



ARRIS883IPRI0001551

[£8

 
  
 

  

ARR|S883|PR|0001551

PEBUS
REEL

QFFS

C’A'RL
”.1F.
D5
‘4.
P
0

"F
CQUXTLJ

 CCUBUS,CCUP 53 l”

 
 CQUI?O

counrz“x
{WED

CHE t "
SELO

 
 
 

 

 

 
 
 

 

 
 

  

-w5«'5 o s v n 1 six}
N 3 VQM' ' ’ " “9‘9 r

. “ LII»: i ”MW;
V?“ pays

  
MAW»:

Quzr
S552 1M.
WI‘RI?
PERI?

 
Dayium
ACXO

 
 

 
 
  

 

 
   
 

 

 

21% ... 5W” flw..mm..mwuww,&w E _ § 

{CUEUSLCCUP 33
 
  
  
  

  
  

 

 CCU
 

(LETS—K5279

 

  

 
cswaaxi

WP c w”?
90 Q”i 0[QUE T!

CHWO

 QM?!
CEE. L O >
EFL 1*
{\DVG
ADV!
RDYG

RD‘H
ACTQ

 
  
  
 

Elm_sjv,w,z
Nvm
vpm

.TRA?0K

“ flu]?
SERUM.
wax?
FEMS:

 
     
    
 

 
 

  
  
 

 
 

  
 

  

 
:3 ED3D{?:83

 
   

       
WQW

~ ENAELE 25
” DEYACHED CONCURRE?WY
~ SERVE/M} CQN‘fPQ-L SUE
« VECT'UK

- NESTED " K
- JHLOQP % iCE n}



ARRIS883IPRI0001552

@%?4?%8

     
.ifiéiififld

L

 

3?.uw:35L323.kuqkma

 

   

MOkflfimgflyndzlrjdr1111:21323114..ésésésr?!I!

 

iii“Fufizqmanhwu

 
 

“4.0qu

 

ARR|S883|PR|0001552



ARRIS883IPRI0001553

@fi‘ééfi?*§fi

 
a:q$itm,mas.HmE

miizC/Amémm:@mm

054:?!9:3stoinouio;_:mu§slC:uAflwouuxéewimm:mwi,§:wo
Isrnzqgnmavtafix

O
03;KgSin3::3?
 

 

 
ifs/figujlimn_.J1>.muwww$:

 

Aymarayr;nugmfifimm532.359:mewéfiz:uzmmdxmegémi3m!JOKESCEJ.$..Eo£$d%€:55éw
mmcbwu;£41,

 
 
 

 

.FQumuél 

 

 

»7;;l»

dS.33.,,.3a:“7‘>3.w.x).tEmu.1H11n._ .m,1
(.

 
ARR|S883|PR|0001553



ARRIS883IPRI0001554

 

 

ARR|S883|PR|0001554

 

U
 

TIE BREAKENG:

CLR>Lm>Log//]

éE Bfiifaxii‘ifit

CLR‘LDI‘LD? ‘-

  
)4”;

 

  
” .1: Y4

1%ij133'“ NEHNPG
:32

 
CLRNEXT

RSTNer

ww-ADDHEX?

NESTED+

32 DETACHED

:?:R>3" ' NEHVPN
‘32

CLR

{CURE LB}
 
 

CLECQPR

QSTCURR
 

   

 
MO
 

 
    

  

 

  
 
 

- m AQDCURR

32

 
(ETARTQ

(NE)?W
CCURQ

 



ARRIS883IPRI0001555

$§%%?fi$

aama£11:.3,1,3$1.
33

3

 
KdIHU

  
 

 

    
  

 

  
 

GW#_.H.U.....§.152:E.i,..“w.m3mA)““x.uOm.

ARR|S883|PR|0001555



ARRIS883IPRI0001556

wak'

  

1/?
1k

FE {3
can ' ' ”[- L§ L}

a: Z K
O ‘1 >v 3—C5" EL m m
of [1’ c: pm
I) ”.3 .J m
U (“I Q EC

m‘im

(31:233a

(7)

i g?)3i ..

; a);  
fiDWGK

ngwox

 
 

 
 

   
 

      
R§VGK

 

 
SYNC MD‘QK ”afar“ "T? 6’) M C)

ARR|S883|PR|0001556

RDVC
§i‘91:

    



ARRIS883IPRI0001557

i3??? 55%”??? g

Q

E?
L1.

 

nooJ1~M
amJanammhugemmhwmr:

wopum>>
Adana

 
mademm

mm

wall., ...‘ .$32121!  
{Ii}

 

oaanfiaav

iXBNOCY

 
 

med“Q4:Ju

 
     OQUDQFKuXH04 
  

 
   

ARR|S883|PR|0001557



ARRIS883IPRI0001558

dGOWNIiES

     IIi
3
5

ma 2*;- L
g “v5443$;3g

‘5 a in., m L“)
:1 u 3‘!
v :-‘g ,-:
m m

ARR|S883|PR|0001558

 

 

&%‘§tfi%?%§§

  

 
  
 

 
 

  

i
:JHQfEh’ i 3 ;

> i
m i
LA) j
~ 2

; ' 5”
WM ,

as.) i 3
v Di g ius D W3
m _} u 35

mdommma %Y
r-———L—~——- W

1

3:
é

!
i

E

T’fi-‘v

5% ““W. ; \«. . v' N
fiVrzldan‘TD M m {y;.‘ Mt m'

.~ .x £53a m m ”w‘ n Cs {3
I” m 4 .1 LLLIX -,
:3 m w a?, .1 I}
.L ,_ >,~ .3;



ARRIS883IPRI0001559

fifléfifi??8

  

kaXQ

  

MQ>Q€A§iiii3i

  

wzym

 
 

pQfirkmw.uumum»

 

:3:f
a

”f

 

 
 

 

    
)Hmiumqu

ARR|S883|PR|0001559



ARRIS883IPRI0001560

Machine

Cycle

ARR|S883|PR|0001560

l
 

ZOZSW~9I

WRCfirma»;
 

WRCQPC

N REF-11.x

NO?

RECVS?

RDCCQRR

  
All CE:

My chglnx

LEGS?

CSTARTE ic5591
CS?ERT13 CLRSENC
EET:“‘“P? CLEP£ST
CLR

 Lurk -

CSTARTIl
LDGF?
RQYG
RQDCURR
ASDNEXT

LDG?C

LDRAE

{IRLQDPF
ADDHUM
ADBCUERQ

[CG§?3
[CNEXIE
[CCURR}

ether CES
gm Ccmglex

EDLE

ISLE

IELE

H 4:3r‘ m

RDCGFP

RDCGPC

RDCVS?

RDCCURR



ARRIS883IPRI0001561

ww~

fiifl?%$
a”5&

Q

«J71

ITwT..Al7R}.3.33111:111I1.—l—1.~i§:§i§¢ti§£§§f¥f¥t¥alglitiilis«—_XIEEIJQRS.R.1.IIEZXI£XZYLm.1mgciiéiljvééltrfs}:igltim}!i«igfivila‘alr3“._~e35:“R1XIIIIIIIXXTLVAa.,‘34liliim‘f‘ia‘lfgiil‘ikiwirirllxallclulellii'!w_‘IIIIIQRA»RIIIIIZXTAX‘.X».*lxiiuiglz‘‘‘‘‘‘vixifihtrnlxoxvzlkullxsxul~‘.w127.1.5mlflDnQR7QXEIIIEIXI_*1.l““titlinrllilnt‘eltkieizi:Migilgta§s$§t3§viifixiTiiiizaiR.._.Fl3:1322R3EU«XIZEwu«"l.2«W511.fxiigyitiitifslkglitlfii»7.12!!!)~§§1isx§¥iz§1tt3§xz§1§§ziilxrsit..w,3.11.va£«&059R?RTaIIIIw‘ViMarisA§3iv§xEv1':1E.E.ivfsrllll..Ilixiysalfx‘iiillelnslx;.dM.I.::r..£3ansat:QIXIIIKE
Rains: 1 m ngg CE

3 - catar‘: isstmctw:
W - items: 1:tsaructicm
G-ZQ ‘ lurazion numb-9r

WG 144

ARR|S883|PR|0001561



ARRIS883IPRI0001562

 
ARR|S883|PR|0001562

7;:

>40

 
 

 
 

 

 
 

 
   

 
BAC‘ZF‘LFxNE
324' I T CH

  

 i
9
1 61

  

«-~—~—~4
64%AW

[CGT{6}:E)

caapczy

%“*4£&SQPAR

CESPifitfi)

CLSN{IfB)

 
  

J”
4w~a :F 

DC§SIH>
Mé

w—w+u—-w~mfim—“‘WM~M~W_*V*“A_A4

 

$3“? fit??? 33

 

  ;’¥,23fi}

  

 
 

 

  
 

 



ARRIS883IPRI0001563

 

 

HE

 

HEM

WG-4

NE

(22,9)

 
 

 
3:739)

  
 

   
{3:33)

202“«

  

        
 

      
 

ARR|S883|PR|0001563



ARRIS883IPRI0001564

HE NG”M~MW-*H~fl

XE xg—-*_—.w
Yi v3~W___

Effl if."

E1N€31E§j

FIHCEifl)

GINC§:E3

LHIE¢CK:E) 3

neu?(3:g$"WM
ECUTfifitfi)

COUTCMS)

DOUTi3iQ)

gaming)

1 FDUTC3:3)

i GOUT£31E3§

PM
E

 
 

 

   
H0U7C333)

W

w

55

FE

Gf

,>

in mm

  
r“: (W

  
{I} (“‘1

ARR|S883|PR|0001564

 
  

$2§5€~?”§%

 



ARRIS883IPRI0001565

$3??? $3??? §§

         
DEEDWEDGE

  

  

\‘llfilfil/frfeff-‘lll£13.;

 
 

 

  



ARRIS883IPRI0001566

@3?$?‘§§

 

   
  
 

 

  

   

  
 

   

  
 

 

  

 

 

 

   :n.‘
‘31}.31J

RdRTKTw.0HDUSDUm
anr»flu.1:IC

a5M
HH

DDmm
if?mww,

6_
Ef»

CL3..“erGE1PD«.3(7

L

‘y w
:#

 

  
 {AURH

 

 

UMBAEP

CAORX

ARR|S883|PR|0001566



ARRIS883IPRI0001567

€13??? 6%?M?

RY
lNTERFACE

{‘1'<5MM

 
~H¢3umfimAm I!

U1
6.w

MCad  US

”7.3mm“.

MG 20

ARR|S883|PR|0001567



ARRIS883IPRI0001568

a“, a”:

fi§§£?'fi 3
r

 

 
NEETE   AQBflXTA

AGGRESS
(Gawaazsaas
CACHE
$C73VI'V

 

 
 

 Vaqsmxia
1 ADDRESS

"wcomsaagsows
CACHE
RiTiVITV

 

 
 

 

   
 

NzxrgTATa

 amfi—o-w

AfihPEAQ Bumpému'

  
3&0

  Y NEK7C

gmewxrc h
i ADDREfiS

m€x¢srarc »«:““?‘9‘50&5
a j . {anus

'/ .Wncrxvxry

CUNPEflD

 
 

ARBNXTI ,
ADQRESS

)nggygy % CUHERRISUSS
CfiCHE

ACT§V$?Y $§§C§ E32

GfiNERATE INITIAL STATUS

ARR|S883|PR|0001568


