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[57] ABSTRACT 

A system for predicting and evading crash of a vehicle 
includes an image pick-up device mounted on the vehicle for 
picking up images of actual ever-changing views when the 
vehicle is on running to produce actual image data, a crash 
predicting device associated with said image pick -up device, 
said crash predicting device being successively supplied 
with the actual image data for predicting occurrence of crash 
between the vehicle and potentially dangerous objects on the 
roadway to produce an operational signal when there is 
possibility of crash and a safety drive ensuring device 
connected to said crash predicting device for actuating, in 
response to the operational signal, an occupant protecting 
mechanism which is operatively connected thereto and 
equipped in the vehicle. The crash predicting device 
includes a neural network which is previously trained with 
training data to predict the possibility of crash, the training 
data representing ever-changing views previously picked-up 
from said image picking-up device during driving of the 
vehicle for causing actual crash. 

4 Claims, 7 Drawing Sheets 
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5,541,590 
1 

VEHICLE CRASH PREDICTIVE AND 
EVASIVE OPERATION SYSTEM BY NEURAL 

NETWORKS 

This application is a continuation of application Ser. No. 5 

08/097,178, filed Sep. 27, 1993, now abandoned. 

BACKGROUND OF THE INVENTION 

This invention generally relates to a system for predicting 10 

and evading crash of a vehicle, in case of 
In driving a car, a driver unconsciously senses various 

conditions through the objects in view and, as a case may be, 
he must take an action to evade any possible crash or 
collision. However, drivers will often be panicked at the 15 

emergency. Such a panicked driver may not properly handle 
the vehicle. Besides, the response delay to stimuli in varying 
degrees is inherent to human beings, so that it is physically 
impossible in some cases to evade crash or danger. With this 
respect, various techniques have been developed to evade 20 

collision by means of mounting on a vehicle a system for 
determining the possibility of crash in a mechanical or 
electrical manner before it happens. Accidents could be 
reduced if drivers had an automatic system or the like 
warning of potential collision situations. 25 

2 
The image processing system of the type described is 

useful in normal driving conditions where the pattern match
ing can be effectively made between the image patterns 
successively pkked up and the reference patterns for safety 
driving control. However, image patterns representing vari
ous conditions on the roadway should be stored previously 
in the intelligent vehicle as the reference patterns. Vehicle 
orientation at initiation of crash varies greatly, so that huge 
numbers of reference patterns are required for the positive 
operation. This means that only a time-consuming calcula
tion will result in a correct matching of the patterns, which 
is not suitable for evading an unexpected crash. 

It is, of course, possible to increase operational speed of 
the pattern matching by using a large image processor. 
However, such a processor is generally complex in structure 
and relatively expensive, so that it is difficult to apply the 
same as the on-vehicle equipment. In addition, on-vehicle 
image processors, if achieved, will perform its function 
sufficiently only in the limited applications such as a supple
mental navigation system during the normal cruising. 

SUMMARY OF THE INVENTION 

An object of the present invention is to provide a system 
for predicting and evading crash of a vehicle using neural 
networks. An automobile collision avoidance radar is typically used 

as this automatic system. Such an automobile collision 
avoidance radar is disclosed in, for example, M. Kiyoto and 

Another object of the present invention is to provide a 
system capable of training neural networks by means of 
collected image data representing scenes along the moving 

30 direction of a vehicle until the vehicle collides with some
thing. 

A. Tachibana, Nissan Technical Review: Automobile Colli
sion-Avoidance Radar, Vol. 18, Dec. 1982 that is incorpo
rated by reference herein in its entirety. The radar disclosed 
comprises a small radar radiation element and antennas 
installed at the front end of a vehicle. A transmitter transmits 
microwaves through the radiation element towards the head-

35 
way. The microwave backscatter from a leading vehicle or 
any other objects as echo returns. The echo returns are 
received by a receiver through the antennas and supplied to 
a signal processor. The signal processor carries out signal 
processing operation to calculate a relative velocity and a 40 
relative distance between the object and the vehicle. The 
relative velocity and the relative distance are compared with 
predetermined values, respectively, to determine if the 
vehicle is going to collide with the object. The high possi
bility of collision results in activation of a proper safety 

45 
system or systems. 

However, the above mentioned radar system has a disad
vantage of faulty operation or malfunctions, especially when 
the vehicle implementing this system passes by a sharp 
curve in a road. The radar essentially detects objects in front 50 
of the vehicle on which it is mounted. The system thus tends 
to incorrectly identify objects alongside the road such as a 
roadside, guard rails or even an automobile correctly run
ning on the adjacent lane. 

An intelligent vehicle has also been proposed that com- 55 

prises an image processing system for cruise and traction 
controls. The views ahead the vehicle are successively 
picked up as image patterns. These image patterns are 
subjected to pattern matching with predetermined reference 
patterns. The reference patterns are classified into some 60 
categories associated with possible driving conditions. For 
example, three categories are defined for straight running, 
right turn and left turn. When a matching result indicates the 
presence of potentially dangerous objects in the picked up 
image, a steering wheel and a brake system are automati- 65 

cally operated through a particular mechanism to avoid or 
evade crash to that object. 

It is yet another object of the present invention to provide 
a system for predicting crash though matching operation 
between data obtained on driving a vehicle and data learned 
by neural networks. It is still another object of the present 
invention to provide a system for evading crash of a vehicle 
using neural networks to actuate a vehicle safety system for 
protecting an occupant. 

In order to achieve the above mentioned objects, the 
present invention is provided with a system for predicting 
and evading crash of a vehicle comprising: an image pick-up 
device mounted on the vehicle for picking up images of 
ever-changing views when the vehicle is on running to 
produce image data; a crash predicting circuit associated 
with the image pick-up device, the crash predicting circuit 
being successively supplied with the image data for predict
ing occurrence of crash between the vehicle and potentially 
dangerous objects on the roadway to produce an operational 
signal when there is possibility of crash; and a safety driving 
ensuring device connected to the crash predicting circuit for 
actuating, in response to the operational signal, occupant 
protecting mechanism which is operatively connected 
thereto and equipped in the vehicle; wherein the crash 
predicting circuit comprises a neural network which is 
previously trained with training data to predict the possibil
ity of crash, the training data representing ever-changing 
views previously picked-up from the image picking-up 
device during driving of the vehicle and just after actual 
crash. 

The neural network comprises at least an input layer and 
an output layer, and the training data are supplied to the 
input layer while the output layer is supplied with, as teacher 
data, flags representing expected and unexpected crash, 
respectively, of the vehicle. In addition, the neural network 
may comprise a two-dimensional self-organizing competi
tive learning layer as an intermediate layer. 

15
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Other advantages and features of the present invention 
will be described in detail in the following preferred 
embodiments thereof. 

4 
distortions at this stage. The input interface 22 is also 
connected to a speed sensor 23, a steering gear ratio sensor 
24 and a signal processor 30. The speed sensor 23 supplies 
velocity data to the signal processor 30 through the input 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a conventional system for 
predicting and evading crash of a vehicle; 

FIG. 2 is a schematic view showing a processing element 
in atypical neural network; 

5 interface 22. The velocity data represents an actual velocity 
of the automobile 10 at the time instant when the image 
pick-up device 21 picks up an image of a view. Likewise, the 
steering gear ratio sensor 24 supplies steering gear ratio data 
to the signal processor 30 through the input interface 22. The 

FIG. 3 is a graphical representation of a sigmoid function 
used as a transfer function for training neural networks; 

FIG. 4 is a block diagram of a system for predicting and 
evading crash of a vehicle using neural networks according 

10 
steering gear ratio data represents an actual steering gear 
ratio of the automobile 10. 

to the first embodiment of the present invention; 15 

FIG. S(a) is a schematic structural diagram of a crash 
predicting circuit in FIG. 4 realized by a neural network of 
three layers; 

FIG. 5(b) shows an example of an input layer consisting 20 
of a two-dimensional array of processing elements of the 
neural network shown in FIG. 5(a); 

FIGS. 6(a) and 6(b) are exemplified views picked up, as 
the training image data supplied to the neural network, at 
different time instances during driving an experimental 25 
vehicle; 

FIG. 7 is a view showing an example of an image data 
obtained during driving a utility vehicle; 

FIG. 8 is a view showing another example of an image 
data obtained during driving a utility vehicle; and 30 

FIG. 9 is a block diagram of a system for predicting and 
evading crash using neural networks according to the second 
embodiment of the present invention. 

The signal processor 30 comprises a central processing 
unit (CPU) 31, a read-only memory (ROM) 32 and a 
random-access memory (RAM) 33. CPU 31, ROM 32 and 
RAM 33 are operatively connected to each other through a 
data bus 34. To evade potentially dangerous objects, CPU 31 
carries out calculation operation in response to the image, 
velocity and steering gear ratio data given through the input 
interface 22. CPU 31 performs proper functions according to 
programs stored in ROM 32 and RAM 33. The outputs of the 
signal processor 30 is transmitted through an output inter-
face 40. ROM 32 stores a table relating to numerical values 
required for the calculation. It also stores a table represent
ing operational amount for a safety drive ensuring arrange
ment 50. On the other hand, RAM 33 stores programs for 
use in calculating an optimum operational amount for the 
safety drive ensuring arrangement 50. A program for this 
purpose is disclosed in, for example, Teruo Yatabe, Auto
mation Technique: Intelligent Vehicle, pages 22-28. 

The signal processor 30 first determines, according to the 
picked up image data, whether there is a space available on 
the roadway to pass through. When there is enough space to 
pass through and a potentially dangerous object is present on 
the roadway, the signal processor 30 calculates optimum 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

A conventional system for predicting and evading crash of 

35 operational amount for the safety drive for ensuring arrange
ment 50 to operate the same. In FIG. 1, the safety drive 
ensuring arrangement 50 consists of a steering actuator 51, 
a throttle actuator 52 and a brake actuator 53. If the signal 

a vehicle is described first to facilitate an understanding of 
the present invention. 'Throughout the following detailed 40 

description, similar reference numerals refer to similar ele
ments in all figures of the drawing. 

In the following description, the term "crash" is used in a 
wider sense that relates to all unexpected traffic accidents. 
Accidents other than crash include a turnover or fall of a 

45 

vehicle, with which the phenomenon of"crash" is associated 
in some degrees, so that the term crash is used as a cause of 
traffic accidents. 

As shown in FIG. 1, an image pick-up device 21 is 50 
mounted at a front portion of an automobile 10 to pick up 
ever-changing images as analog image data. This image 
pick-up device 21 is any one of suitable devices such as a 
charge-coupled-device (CCD) camera. The image data are 
subject to sampling for a sampling range e.. T at a predeter- 55 
mined sampling interval e,.L The image data are collected up 

processor 30 determines that it is necessary to operate these 
actuators, it produces steering gear ratio command, set 
velocity command, and brake operation command. The 
steering actuator 51, the throttle actuator 52 and the brake 
actuator 53 are operated depending on the condition in 
response to the steering gear ratio command, the set velocity 
command and the brake operation command, respectively. 

The actuators are for use in actuating occupant protecting 
mechanism such as a brake device. Operation of these 
actuators is described now. 

The steering actuator 51 is a hydraulic actuator for use in 
rotating steering wheel (not shown) in an emergency. In this 
event, the steering wheel is automatically rotated according 
to the steering gear ratio and rotational direction indicated 
by the steering gear ratio command. The operational amount 
of the steering or hydraulic actuator can be controlled in a 
well-known manner through a servo valve and a hydraulic 
pump, both of which are not shown in the figure. to crash. In this event, the image pick-up range of the image 

pick-up device 21 corresponds to a field of view observed 
through naked eyes. 

The throttle actuator 52 acts to adjust opening amount of 
a throttle valve (not shown) to decrease speed while evading 

60 objects or so on. The image pick-up device 21 is connected to an input 
interface 22. The analog image data obtained by the image 
pick-up device 21 are supplied to the input interface 22. The 
input interface 22 serves as an analog-to-digital converter 
for converting the analog image data into digital image data. 
More particularly, the picked up images are digitized by 65 

means of dividing the same into tiny pixels (data elements) 
isolated by grids. It is preferable to eliminate noises and 

The brake actuator 53 performs a function to gradually 
decrease speed of a vehicle in response to the brake opera
tional command. The brake actuator 53 is also capable of 
achieving sudden brake operation, if necessary. 

As mentioned above, CPU 31 carries out its operation 
with the tables and programs stored in ROM 32 and RAM 
33, respectively, calculating for all picked up image data. 
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The conventional system is thus disadvantageous in that the 
calculation operation requires relatively long time interval as 
mentioned in the preamble of the instant specification. 

On the contrary, a system according to the present inven
tion uses image data representing ever-changing views s 
picked up from a vehicle until it suffers from an accident. 
These image data are used for training a neural network 
implemented in the present system. After completion of the 
training, the neural network is implemented in a utility 
vehicle and serves as a decision making circuit for starting 10 

safety driving arrangements to evade crash, which otherwise 
will certainly happen. The neural network predicts crash and 
evades the same by means of properly starting an automatic 
steering system or a brake system. 

A well-known neural network is described first to facili- 15 

tate an understanding of the present invention and, following 
which preferred embodiments of the present invention will 
be described with reference to the drawing. 

A neural network is the technological discipline con
cerned with information processing system, which is still in 20 

a development stage. Such artificial neural network structure 
is based on our present understanding of biological nervous 
systems. The artificial neural network is a parallel, distrib
uted information processing structure consisting of process
ing elements interconnected unidirectional signal channels 25 

called connections. Each processing element has a single 
output connection that branches into as many collateral 
connections as desired. 

A basic function of the processing elements is described 
below. 30 

As shown in FIG. 2, each processing element can receive 
any number of incoming functions while it has a single 
output connection that can fan out to form multiple output 
connections. Thus the artificial neural network is by far more 35 
simple than the networks in a human brain. Each of the input 
data x1, x2,_ .. , xi is multiplied by its corresponding weight 
coefficient w1, w2, . .. , wi, respectively, and the processing 
element sums the weighted inputs and passes the result 
through a nonlinearity. Each processing element is charac- 40 
terized by an internal threshold or offset and by the type of 
nonlinearity and processes a predetermined transfer function 
to produce an output f(X) corresponding to the sum 
(X~xi·wi). In FIG. 2, xi represents an output of an i-th 
processing element in an (s-1)-th layer and wi represents a 45 
connection strength or the weight from the (s-1)-th layer to 
the s-th layer. The output f(X) represents energy condition of 
each processing element. Though the neural networks come 
in a variety of forms, they can be generally classified into 
feedforward and recurrent classes. ln the latter, the output of 50 
each processing element is fed back to other processing 
elements via weights. As described above, the network has 
an energy or an energy function that will be minimum 
finally. In other words, the network is considered to have 
converged and stabilized when outputs no longer change on 55 
successive iteration. Means to stabilize the network depends 
on the algorithm used. 

The back propagation neural network is one of the most 
important and common neural network architecture, which 
is applied to the present invention. ln this embodiment, the 60 

neural network is used to determine if there is a possibility 
of crash. When the neural network detects the possibility of 
crash, it supplies an operational command to a safety ensur
ing unit in a manner described below. As well known in the 
art, the back propagation neural network is a hierarchical 65 

design consisting of fully interconnected layers of process
ing elements. More particularly, the network architecture 

6 
comprises at least an input layer and an output layer. The 
network architecture may further comprise additional layer 
or N hidden layers between the input layer and the output 
layer where N represents an integer that is equal to or larger 
than zero. Each layer consists of one or more processing 
elements that are connected by links with variable weights. 
The net is trained by initially selecting small random 
weights and internal thresholds and then presenting all 
training data repeatedly. Weights are adjusted after every 
trial using information specifying the correct result until 
weights converge to an acceptable value. The neural net
work is thus trained to automatically generate and produce 
a desired output for an unknown input. 

Basic learning operation of the back propagation neural 
network is as follows. First, input values are supplied to the 
neural network as the training data to produce output values, 
each of which is compared with a correct or desired output 
value (teacher data) to obtain information indicating a 
difference between the actual and desired outputs. The 
neural network adjusts the weights to reduce the difference 
between them. More particularly, the difference can be 
represented by a well-known mean square error. Durin<> 
training operation, the network adjusts all weights to mini~ 
mize a cost function equal to the mean square error. Adjust
ment of the weights is achieved by means of back propa
gation transferring the error from the output layer to the 
input layer. This process is continued until the network 
reaches a satisfactory level of performance. The neural 
network trained in the above mentioned manner can produce 
output data based on the input data even for an unknown 
input pattern. 

The generalized delta rule derived with the steepest 
descent may be used to optimize the learning procedure that 
involves the presentation of a set of pairs of input and output 
patterns. The system first uses the input data to produce its 
own output data and then compares this with the desired 
output. If there is no difference, no learning takes place and 
otherwise the weights are changed to reduce the difference. 
As a result of this it becomes possible to converge the 
network after a relatively short cycle of training. 

To train the net weights input data (training data) are 
successively supplied to the processing elements in the input 
layer. Each processing element is fully connected to other 
processing elements in the next layer where a predetermined 
calculation operation is carried out. In other words, the 
training input is fed through to the output. At the output layer 
the error is found using, for example, a sigmoid function and 
is propagated back to modify the weight on a connection. 
The goal is t? minimize the error ~o that the weights are 
repeatedly adjusted and updated unttl the network reaches a 
satisfactory level of performance. A graphical representation 
of sigmoid functions is shown in FIG. 3. 

In this embodiment a sigmoid function as shown in FIG. 
3 is applied as the transfer function for the network. The 
sigmoid function is a bounded differentiable real function 
that is defined for all real input values and that has a positive 
derivative everywhere. The central portion of the sigmoid 
C:vhether it is near 0 or displaced) is assumed to be roughly 
lmear. With the sigmoid function it becomes possible to 
establish effective neural network models. 

As a sigmoid function parameter in each layer, a y-direc
tional scale and a y-coordinate offset are defined. The 
y-directional scale is defined for each layer to exhibit 
exponential variation. This results in improved convergence 
efficiency of the network. 

It is readily understood that other functions may be used 
as the transfer function. For example, in a sinusoidal func-
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tion a differential coefficient for the input sum in each 
processing element is within a range equal to that for the 
original function. To use the sinusoidal function results in 
extremely high convergence of training though the hardware 
for implementing the network may be rather complex in 
structure. 

An embodiment of the present invention is described with 
reference to FIGS. 4 through 9. 

FIG. 4 is a block diagram of a system for predicting and 
evading crash of a vehicle using neural networks according 
to the first embodiment of the present invention. A system in 
FIG. 4 is similar in structure and operation to that illustrated 
in FIG. 1 other than a crash predicting circuit 60. Description 
of the similar components will thus be omitted by the 
consideration of evading redundancy. FIG. 5 is a schematic 
structural diagram of the crash predicting circuit 60 illus
trated in FIG. 4 formed by a neural network of three layers. 

The crash predicting circuit 60 in this embodiment is 
implemented by a neural network architecture of a hierar
chical design with three layers as shown in FIG. S(a). The 
input layer 61 consists of n processing elements 61-1 
through 61-n arranged in parallel as a one-dimensional 
linear form. Each processing element in the input layer 61 is 
fully connected in series to the processing elements in a 
hidden layer 62 of the network. The hidden layer 62 is 
connected to an output layer 63 of a single processing 
element to produce an operational command described 
below. FIG. S(b) shows an input layer consisting of a 
two-dimensional array of processing elements. In this event, 
the image data are supplied to the input layer as a two
dimensional data matrix of n divisions. Basically, the input 
and the hidden layers can have any geometrical form 
desired. With the two-dimensional array, the processing 
elements of each layer may share the same transfer function, 
and be updated together. At any rate, it should be considered 
that each processing element is fully interconnected to the 
other processing elements in the next layer though only a 
part of which are shown in FIG. S(a) to evade complexity. 

8 
words, each data element is supplied to the respective 
processing element of the input layer 61. The digital image 
data may be normalized before being supplied to the input 
layer 61 to increase a data processing speed. However, each 

5 processing element of the input layer 61 essentially receives 
the data element obtained by dividing the image data pre
viously. The data elements are subjected to feature extrac
tion when supplied to the hidden layer 62. 

In typical image processing, feature extraction is carried 
10 out according to any one of various methods of pattern 

recognition to clearly identify shapes, forms or configura
tions of images. The feature-extracted data are quantized to 
facilitate subsequent calculations. In this event, separate 
analytical procedure is used for region partitioning or for 

15 extraction of configuration strokes. In other words, a par
ticular program is necessary for each unit operation such as 
region partitioning, feature extraction, vectorization and so 
on. Compared with this, the prediction system according to 
the present invention requires no program based on each 

20 operation or procedure because a unique algorithm is estab
lished on completion of network training. This single algo
rithm allows to perform necessary functions without using 
separate algorithms or programs. 

In a preferred embodiment, the feature extraction is 
25 directed to the configuration of an object defining the driving 

Janes such as shoulders, curbs, guard rails or the center line. 
The feature may also be extracted on regions such as 
carriageways. The neural network learns these configura
tions and regions during training process. This process is 

30 continued until the network reaches a satisfactory level of 
performance. The neural network is thus trained while 
carrying out feature extraction on the input image. Weights 
are adjusted after every trial on the quantized image data, so 
that the latest training data is weighted according to the latest 

35 result of adjustment and then supplied to the hidden layer 62. 

Referring now to FIG. 6 in addition to FIG. 5, illustrated 
40 

are views picked up, as the image data for use in training the 
neural network. The image pick-up device 21 picks up 
ever-changing images as analog image data as described 
above in conjunction with the conventional system. This 
image pick-up device 21 is also any one of suitable devices 

45 
such as a CCD camera. The image pick-up operation is 
carried out during running of a vehicle at higher speed than 

In addition, the neural network can be trained with image 
data including an object at time-varying positions. In this 
event, any one of suitable methods may be used for digital 
image processing. 

In the present embodiment, each digital data indicative of 
a view at a certain sampling time instance is divided into n 
data elements. A product of n represents a positive integer 
which is equal in number to the processing elements in the 
input layer 61. In other words, the series of time sequential 
data are picked up as continuous n data elements to be 
supplied in parallel to the n by m processing elements in the 
input layer 61 as the training data. At the same time, an 
operational signal is supplied to the output layer 63 of the 
network as teacher data. The operational signal may be a 
logic "1" for representing crash of the automobile 10 after 

a predetermined one. The image data are subject to sampling 
for a sampling range .6. T at a predetermined sampling inter
val D.t. The image data are collected before and just after 

50 
pseudo crash. The image pick-up range of the image pick-up 
device 21 corresponds to a field of view observed through 
naked eyes. A view shown in FIG. 6(a) is picked up when 
a station wagon (estate car) 80a on the opposite lane comes 
across the center line. A view shown in FIG. 6(b) is picked 

55 
up when an automobile SOb suddenly appears from a blind 
corner of a cross-street. These ever-changing images are 
collected as the training data for the neural network. 

elapse of a predetermined time interval from the sampling 
time instant corresponding to the image data just having 
been supplied to the input layer 61. 

In the same manner, the picked up image data and its 
corresponding teacher data are successively supplied to the 
crash predicting circuit 60. The crash predicting circuit 60 is 
continuously trained until the network reaches a satisfactory 
level of performance. After completion of training, the The image data effectively used for the crash evasive 

purpose are those which allow continuous recognition of the 
ever-changing views before and just after pseudo crash. 
With this respect, the image pick-up device 21 picks up the 
images of a vehicle or other obstructions form a relatively 
short distance. In addition, the picked up images preferably 
are distinct reflections from the outside views. 

60 network is capable of matching the picked up image with the 
possibility of crash. The accuracy of prediction is improved 
by means of supplying images for a case of "safe" state to 
the neural network on learning. 

The data elements consisting of one image are simulta
neously supplied to the input layer 61 in parallel. In other 

The neural network thus learns the relative position 
65 between the vehicle on which it is mounted and objects at a 

short distance ahead of the vehicle. As a result of this 
learning, the crash predicting circuit 60 enables prediction of 
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crash expected to happen a few seconds later according to 
this relative position. While outside views change every 
moment and a vehicle in practice encounters various objects 
and situations, a series of repeated training can yield ste
reotyped data patterns. 

The neural network program that has already been trained 
can be memorized in a read only memory (ROM) as an 
application. In this event the network program is memorized 
after being compiled and translated into a machine language. 
The ROM is implemented in a predetermined IC chip or the 
like as an inherent circuit. The IC chip is mounted on a 
circuit for the air bag system in an automobile. 

As mentioned above, the crash predicting circuit 60 
supplies the operational signal to the safety drive ensuring 
arrangement 50 when it predicts occurrence of crash. In 
response to this operational signal the safety drive ensuring 
arrangement 50 can perform proper function to evade crash. 

For more clear understanding of the present invention, 
two cases where automobiles SOa, SOd running in "safe" 
state are explained. FIG. 7 shows an exemplified image 
including an oncoming vehicle 80c running on the opposite 
lane. The situation being far from danger as shown in FIG. 
7 may allow the system of the present invention to bypass 
the crash predicting circuit 60. Alternatively, the crash 
predicting circuit 60 may produce an operational signal of 
logic "0" to represent this "safe" condition. 

10 
though only a part of which are shown in FIG. 9 to evade 
complexity. 

The processing elements in the 2D-K layer 64 compete 
with one another to determine the "winner" on the basis of 

5 minimum distance. More particularly, a predetermined dis
tance can be obtained by, in this embodiment, n processing 
elements for each set of the input data. The similarity for 
each of the n input data corresponds to the distance to select 
similar combination of processing elements. The selected 

10 processing elements becomes "winner" for facilitating deter
mination on attributes of unknown data. 

More particularly, the winning three Kohonen's process
ing elements are determined among the fourth processing 
elements to supply output data. Unknown data are prepro-

15 cessed on the basis of classification for the input data due to 
the self-organization on learning. The output value thereof is 
supplied to the subsequent hidden layer. 

With an additional normalization layer 65 may be inter
posed between the input layer 61 and the 2D-K layer 64 as 

20 shown in FIG. 9. With this normalization layer 65, the 
learning efficiency in the 2D-K layer 64 will be sufficiently 
improved. Addition of the 2D-K layer 64 contributes to a 
surprising number of information processing capabilities for 
unknown data as well as a remarkably improved conver
gence efficiency on learning. 

25 
The neural network having the 2D-K layer can be com-

pleted by means of expanding the above mentioned back 
propagation method so that the learning procedure can be 
determined in a similar manner as in the back propagation 
method. 

A view shown in FIG. 8 represents a situation when a 
vehicle SOd on the opposite lane comes across the center line 
in the far distance ahead. The vehicle 80d is going to return 
to the lane where it ought to be. The subsequent image data 30 

indicate that the oncoming vehicle SOd takes an action to 
evade crash. In other words, the oncoming vehicle 80d is 
expected to return to the proper lane before the vehicle 
mounting the crash predicting circuit 60 passes by the 
vehicle 80d. Accordingly, the crash predicting circuit 60 35 

determines that there are no hazardous objects ahead. 

The self-organization requires that the system uses, dur
ing adaptation of initial several thousands times, no other 
information other than the incoming patterns and no data are 
fed back from the output layer. After completion of. self
organization the network is trained according to the back 
propagation algorithm. The neural network having a struc
ture according to this embodiment can be trained with less 
data for a shorter period of training cycle. If a vehicle on the opposite lane comes across the center 

line or a vehicle suddenly appears from a blind corner of a 
cross-street as shown in FIGS. 5(a) and 5(b), the crash 
predicting circuit 60 carries out prediction operation in 
accordance with the image data showing these situations. 
Expected hazards make the crash predicting circuit 60 
actuate the safety drive ensuring arrangement 50 in the 
manner described above. 

Another embodiment of the present invention will be 
described below in which the neural network comprises an 
intermediate layer having a self-organization function and a 
competitive learning function to positively respond to vari
ous unknown data with less training data. As well known in 
the art, in the self-organization a network modifies itself in 
response to inputs. Examples of the use of self-organizing 
training include the competitive learning law applied to the 
present embodiment. 

As shown in FIG. 9 the neural network according to this 
embodiment comprises a two-dimensional self-organized 
competitive learning layer .64 interposed between the input 
layer 61 and the hidden layer 62. The two-dimensional 
self-organized competitive learning layer 64 is referred as to 

In the above mentioned second embodiment, the neural 
network already trained can be coded by using a program-

40 ming language such as C-language. The network may be 
used as an imperative application system or packaged as a 
control microprocessor. In this event, the network can be 
memorized in a read only memory for every one type of 
commercial vehicles. 

45 For algorithm that can be logically established easily a 
well-known expert system may be applied to achieve a 
prediction system using a combination of logic circuit for 
the neural network and the expert system. 

While the above embodiments have thus been described 
50 in conjunction with automatic crash evasive operation, it is 

possible to give precedence to the driver's operation. For 
example, it is possible to issue appropriate warnings to the 
driver before actuation of the safety drive ensuring arrange
ment 50. For this purpose, an audible signal such as an alarm 

55 sound may be generated to alert the driver to potential 
hazards. 

the two-dimensional Kohonen layers (2D-K layer) which in 60 

this embodiment comprises p by q layers consisting of a 
two-dimensional array of processing elements. The input 
layer 61 may consist of either one or two-dimensional array 

It should be understood that the present invention is not 
limited to the particular embodiments shown and described 
above, and various changes and modifications may be made 
without departing from the spirit and scope of the appended 
claims. 

What is claimed is: 
1. A system for predicting and evading crash of a vehicle 

comprising: of processing elements. The 2D-K layer 64 can have any 
geometrical form desired. In this embodiment, it is also 65 
considered that each processing element is fully intercon
nected to the other processing elements in the next layer 

image pick-up means mounted on the vehicle for picking 
up images of actual views in a direction of running of 
the vehicle while running of the vehicle, 

19



5,541,590 
11 

crash predicting means having a neural network, said 
neural network containing previously taken image data 
formed of successive scenes for causing accidents and 
being trained by a back propagation method for recog
nizing conditions in image data which cause said 
accidents, said neural network having an input layer 
formed of processing elements arranged parallel to 
each other, said input layer continuously receiving 
actual image data obtained from the image pick-up 
means, said neural network receiving the actual image 
data obtained from the image pick-up means while 
running of the vehicle, evaluating the actual image data 
by comparing it to said previously taken image data for 
causing the accidents, judging if the vehicle is pre
dicted to crash based on the comparison of said previ
ously taken image data with an object noticed in the 
actual image data of the image pick-up means, and 
outputting an operational signal in case of prediction of 
occurrence of a crash with said object, and 

safety drive ensuring means connected to said crash 
predicting means, said safety drive ensuring means, in 
response to the operational signal, operating to evade 
the crash between the vehicle and the object for pro
tecting an occupant of the vehicle. 

12 
2. A system as claimed in claim 1, wherein said neural 

network further includes an output layer formed of a single 
processing element and connected to the processing ele
ments of the input layer in series, said input layer instanta-

5 neously receiving said actual image data from the image 
pick-up means, and said output layer outputting a binary 
signal for indicating if said crash is predicted to occur in 
response to the actual image data inputted to the input layer. 

3. A system as claimed in claim 2, wherein in a training 
10 of the neural network by the back propagation method, said 

input layer receives the previously taken image data formed 
of successive scenes for causing the accidents and receives 
said binary signal from said output layer indicating that the 
accidents occurred in said successive scenes, said neural 

15 network, during the driving of the vehicle after the training, 
evaluating said actual image data obtained from the image 
pick-up means to determine if it corresponds to said previ
ously taken image data for causing accidents. 

4. A system as claimed in claim 3, wherein said neural 
20 network containing trained data is memorized in a ROM for 

constituting the crash predicting means, said ROM being 
included in a circuit for the safety drive ensuring means. 

* * * * * 
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CRASH PREDICTIVE AND EVASIVE OPERATION 

SYSTEM BY NEURAL NETWORKS 

of the Invention 

This invention generally relates to a system for 

predicting and evading crash of a vehicle...--whiclr 

Ae-thenlise will~~]?;n:..,..- happea.M. 

?t~ rr1 ver ~as an unconscious aad immediate sense of 

10 vario~ conditions through the objects in view and, as a 

case may be, he must take an action to evade any 

possible crash or collision. However, drivers will 

often be panicked at the emergency qf a-be:ve thei~ -t5ense-. 
Y\~t ptopu'\}' t-Aro.lt 

Such a panicked driver may/\-s-Qmetlmes be the las~ one- wh:e-

15 can cope with the emergency to ensure the active safety 

~the vehicle. Besides, the response delay to stimuli 

20 

varyiR~ degrees is inherent to human beings, so that 

it f~~~~bssible in some cases to evade crash or danger 

ph~sical eoasiaep~iens. With this respect, various 

in 

by 

techniques have been developed to evade collision by 

means of mounting on a vehicle a system for determining 

the possibility of crash in a mechanical or electrical 

manner before it happens. Accidents could be redu~ed if 

drivers had an automatic system or the like warning of 

25 potential collision situations. 

An automobile collision avoidance radar is 

typically used as this automatic system. Such an 

automobile collision avoidance radar is disclosed in, 

for example, M. Kiyoto and A. Tachibana, Nissan 

30 Technical Review: Automobile Collision-Avoidance Radar, 

Vol. 18, Dec. 1982 that is incorporated by reference 

herein in its entirety. The radar disclosed comprises a 

small radar radiation element and antennas installed at 

the front end of a vehicle. A transmitter transmits 

35 microwaves through the radiation element towards the 

headway\. The microwave backscatter from a leading 

vehicle or any other objects as echo returns. The echo 

, .. · .. 1 
·., . 

--------
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returns are received by a receiver through the antennas 

and supplied to a signal processor. The signal 

processor carries out signal processing operation to 

calculate a relative velocity and a relative distance 

5 between the object and the vehicle. The relative 

velocity and the relative distance are compared with 

predetermined values, respectively, to determine if the 

·vehicle is going to collide with the object. The high 

possibility of collision result~ in activation of a 

10 proper safety system or systems. 

However, the above mentioned radar system has a 

disadvantage of faulty operation or malfunctions, 

especially when the vehicle implementing this system 

passes by a sharp curve in a road. The radar essentially 

15 detects objects in front of the vehicle on which it is 

mounted. The system thus tends to incorrectly identify 

objects alongside the road such as a roadside, guard 

rails or even an automobile correctly running on the 

adjacent lane. 

20 An intelligent vehicle has also been proposed that 

comprises an image proqessing system for cruise and 
1h~ \1\e.'J.>S 

traction controls. AEvei changing views spread}ng ahead 

the vehicle are successively picked up as image 

patterns. These image patterns are subjected to pattern 

25 matching with predetermined reference patterns. The 

reference patterns are classified into some categories 

associated with possible driving conditions. For 

example, three categories are defined for straight 

running, right turn and left turn. When a matching 

30 result indicates the presence of potentially dangerous 

objects in the picked up image, a steering wheel and a 

brake system are automatically operated through a 

particular mechanism to avoid or evade crash to that 

object. 

35 The image processing system of the type described 

is useful in normal driving conditions where the pattern 

matching can be effectively made between the image 
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patterns successively picked up and the reference 

patterns for safety driving control. However, image 

patterns representing various conditions on the roadway 

should be stored previously in the intelligent vehicle 

5 as the reference patterns. Vehicle orientation at 

initiation of crash varies greatly, so that huge numbers 

of reference patterns are required for the positive 

operation. This means that only a time-consuming 

calculation will result in a correct matching of the 

10 patterns, which is not suitable for evading an 

unexpected crash. 

It is, of course, possible to increase operational 

·~ speed of the pattern matching by using a large dedicate"'tl 

A image processor. However, such a dedicatett processor is 

A 
A 

15 generally complex ·in structure and relatively expensive, 

so that it is difficult to apply the same as the 

on-vehicle equipment. In addition, on-vehicle image 

processors, if achieved, will perform its function 

sufficiently only in the limited applications such as a 

20 supplemental navigation system during the normal 

cruising. 

Summary of the Invention 

An object of the present invention is to provide a 

system for predicting and evading crash of a vehicle 

25 using neural networks. 

Another object of the present invention is to 

provide ~t>\\~~tem capable of training neural networks by 

means of eolleetin~ image data representing 
5te. f\~~ /1. l"f\OV11"_3 ··, 
"e-Ver ehanging.vista:s along the /\t-rave-l tlirection of a A . ; 

30 vehicle until the vehicle collides w(th something. 

It is yet another object of the present invention 

to provide a system for predicting crash though matching 

operation between data obtained on driving a vehicle and 

data learned by neural networks. It is still another 

35 object of the present invention to provide a system for 

evading crash of a vehicle using neural networks to 

actuate a vehicle safety system for protecting an 
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occupant. 

In order to achieve the above mentioned objects, 

the present invention is provided with a system for 

predicting and evading crash of a vehicle comprising: an 

5 image pick-up device mounted on the vehicle for picking 

up images of ever-changing views when the vehicle is on 

running to produce image data; a crash predicting 

circuit associated with the image pick-up device, the 

crash predicting circuit being successively supplied 

10 with the image data for predicting occurrence of crash 

between the vehicle and potentially dangerous objects on 

the roadway to produce an operational signal when there 

is possibility of crash; and a safety driving ensuring 

device connected to the crash predicting circuit for 

15 actuating, in response to the operational signal, 

occupant protecting mechanism which is operatively 

connected thereto and equipped in the vehicle; wherein 

the crash predicting circuit comprises a neural network 

which is previously trained with training data to 

20 predict the possibility of crash, the training data 
-f' r'OI'YJ 

representing ever-changing views previously picked-up 
A 

the image picking-up device during driving of the 

vehicle and just after actual crash. 

The neural network comprises at least an input 

25 layer and an output layer, and the training data are 

supplied to the input layer while the output layer is 

supplied with, as teacher data, flags representing 

expected and unexpected crash, respectively, of the 

vehicle. In addition, the neural network may comprise a 

30 two-dimensional self-organizing competitive learning 

layer as an intermediate layer. 

Other advantages and features ,of the present 
· ~~T<\.1 \ 

invention will be described inAde~t=a~in~ in the following 

preferred embodiments thereof. 

35 Brief Description of the Drawings 

Fig. 1 is a block diagram of a conventional system 

for predicting and evading crash of a vehicle; 
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Fig. 2 is a schematic view showing a processing 

element in a typical neural network; 

Fig. 3 is a graphical representation of a sigmoid 

function used as a transfer function for training neural 

5 networks; 

Fig. 4 is a block diagram of a system for 

predicting and evading crash of a vehicle using neural 

networks according to the first embodiment of the 

present invention; 

10 Fig. 5(a) is a schematic structural diagram of a 

crash predicting circuit in Fig. 4 realized by a neural 

network of three layers; 

Fig. 5(b) shows an example of an input layer 

consisting of a two-dimensional array of processing 

15 elements of the neural network shown in Fig. 5(a); 

Figs. 6(a) and 6(b) are exemplified views picked 

up, as the training image data supplied to the neural 

network, at different time instances during driving an 

experimental vehicle; 

A 20 Fig. 7 is a view showing an-example of an image 

25 

30 

data obtained during driving a utility vehicle; 

Fig. 8 is a view showing another example of,an 

image data obtained during driving a utility vehicle; 

and 

Fig. 9 is a block diagram of a system for 

predicting and evading crash using neural networks 

according to the second embodiment of the present 

invention. 

Detailed Description of the Preferred Embodiments 

A conventional system for predicting and evading 

crash of a vehicle is described first to facilitate an 

understanding of the present invention. Throughout the 

following detailed description, similar reference 

numerals refer to similar elements in all figures of the 

35 drawing. 

In the following description, the term "crash" is 

used in a wider sense that relates to all unexpected 
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traffic accidents. Accidents other than crash include a 

turnover or fall of a vehicle, with which the phenomenon 
1 5o +fi£tt_ 

of "crash" it:l associated in some degrees,~ the 
«-t fV\ C.N:I~\J b u!l~d. A 
i{IBe of term crash as a cause of traffic accidents. 

As shown in Fig. 1, an image pick-up device 21 is 

mounted at a front portion of an automobile 10 to pick 

up ever-changing images as analog image data. This 

image pick-up device 21 is any one of suitable devices 

such as a charge-coupled-device (CCD) camera. The image 

data are 
at 
El.u r i -a:g- a 

1\ 
data are 

subject to sampling fqrLa ~ampling range AT 
I f) \e'f \JQ\ 

predetermined samplingAperio~ At. The image 

collected up to crash. In this event, the 

image pick-up range of the image pick-up device 21 

corresponds to a field of view observed through naked 

15 eyes. 

The image pick-up device 21 is connected to an 

input interface 22. The analog image data obtained by 

the image pick-up device 21 are supplied to the input 

interface 22. The input interface 22 serves as an 

20 analog-to-digital converter for converting the analog 

image data into digital image data. More particularly, 

the picked up images are digitized by means of dividing 

the same into tiny pixels (data elements) isolated by 

grids. It is preferable to eliminate noises and 

25 distortions at this stage. The input interface 22 is 

also connected to a speed sensor 23, a steering gear 

ratio sensor 24 and a signal processor 30. The speed 

sensor 23 supplies velocity data to the signal processor 

30 through the input interface 22. The velocity data 

30 represents an actual velocity of the automobile 10 at 

the time instant when the image pick-up device 21 picks 

up an image of a view. Likewise, the steering gear 

ratio sensor 24 supplies steering gear ratio data to the 

signal processor 30 through the input interface 22. The 

35 steering gear ratio data represents an actual steering 

gear ratio of the automobile 10. 

The signal processor 30 comprises a central 
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processing unit (CPU) 31, a read-only memory (ROM) 32 

and a random-access memory (RAM) 33. CPU 31, ROM 32 and 

RAM 33 .are operatively connected to each other through a 

data bus 34. To evade potentially dangerous objects, 

5 CPU 31 carries out calculation operation in response to 

the image, velocity and steering gear ratio data given 

through the input interface 22. CPU 31 performs proper 

functions according to programs stored in ROM 32 arid RAM 

33. The outputs o£ the signal processor 30 is 

10 transmitted through an output interface 40. ROM 32 

stores a table relating to numerical values required for 

the calculation. It also stores a table representing 

operational amount for a safety drive ensuring 

arrangement 50. On the other hand, RAM 33 stores 

15 programs for use in calculating an optimum operational 

amount for the safety drive ensuring arrangement 50. A 

program for this purpose is disclosed in, for example, 

Teruo Yatabe, Automation Technique: Intelligent Vehicle, 

pages 22-28. 

20 The signal processor 30 first determines, according 

to the picked up image data, whether there is a space 

available on the roadway to pass through. When there is 

enough space to pass through and a potentially dangerous 

object is present on the roadway, the signal processor 

25 30 calculates optimum operational amount for the safety 
~ 

drive~~nsuring arrangement 50 to operate the same. In 

Fig. 1, the safety drive ensuring arrangement 50 

consists of a steering actuator 51, a throttle actuator 

52 and a brake actuator 53. If the signal processor 30 

30 determines that it is necessary to operate these 

actuators, it produces steering gear ratio command, set 

velocity command, and brake oper~tion command. The 

steering actuator 51, the throttle actuator 52 and the 

brake actuator 53 are operated depending on the 

35 condition in response to the steering gear ratio 

command, the set velocity command and the brake 

operation command, respectively. 
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The actuators are for use in actuating occupant 

protecting mechanism such as a brake device. Operation 

of these actuators is described now. 

The steering actuator 51 is a hydraulic actuator 

5 for use in rotating steering wheel (not shown) in an 

emergency. In this event, the steering wheel is 

automatically rotated according to the steering gear 

ratio and rotational direction indicated by the steering 

gear ratio command. The operational amount of the 

10 steering or hydraulic actuator can be controlled in a 

well-known manner through a servo valve and a hydraulic 

pump, both of which are not shown in the figure. 

The throttle actuator 52 acts to adjust opening 

amount of a throttle valve (not shown) to decrease speed 

15 while evading objects or so on. 

The brak13 actuator 53 performs a function to 

gradually decrease speed ot a vehicle in response to the 

brake operational command. The brake actuator 53 is 

also capable of achieving sudden brake operation, if 

20 necessary. 

25 

As mentioned above, CPU 31 carries out its 

operation with the tables &nd~program~ stored in ROM 32 
co.~c.u\a.l 1'l\C, +b..r a\1 

and RAM 33, respectively,~~ picked up image 

data. The conventional system is thus disadvantageous 

in that the calculation operation requires relatively 

long time interval as mentioned in the preamble of the 

instant specification. 

On the contrary, a system according to the present 

invention uses image data representing ever-changing 

30 views picked up from a vehicle until it suffers from an 

accident. These image data are used for training a 

neural network implemented in the present system. After 

completirin of the training, the neural network is 

implemented in a utility vehicle and serves as a 

35 decision making circuit for starting safety driving 

arrangements to evade crash, which otherwise will 

certainly --9e- happen-M'. The neural network predicts 
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crash and evades the same by means of properly starting 

an automatic steering system or a brake system. 

A well-known neural network is described first to 

facilitate an understanding of the present invention 

5 and, following which preferred embodiments of the 

present invention will be described with reference to 

the drawing. 

A neural network is the technological discipli~e 
. IS 

concerned with information processing system, which has 
Q A 

10 been--ci-eve:tupcS. and still in,...~ development stage. 

Such artificial neural network structure is based on our 

present understanding of biological nervous systems. 

The artificial neural network is a parallel, distributed 

information processing structure consisting of 

15 processing elements interconnected unidirectional signal 

channels called connections. Each processing element 

has a single output connection that branches into as 

many collateral connections as desired. 

A basic function of the processing elements is 

20 described below. 

As shown in Fig. 2, each processing element can 

receive any number of incoming functions while it has a 

single output connection that can¥ fan out i:nte copies 

to form multiple output connections. Thus the 

25 artificial neural network is by far more simple than the 

networks in a human brain. Each of the input data x1, 

x2, , xi is multiplied by its corresponding weight 

coefficient w1, w2,_, wi, respectively, and the 

processing element sums the weighted inputs and passes 

30 the result through a nonlinearity. Each processing 

element is characterized by an internal threshold or 

offset and by the type of nonlinearity and processes a 

predetermined transfer function to produce an output 

f(X) corresponding to the sum (X= Exi • wi). In Fig. 

35 2, xi represents an output of an i-th processing element 

in an (s-1)-th layer and wi represents a connection 

strength or the weight from the (s-1)-th layer to the 
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s-th layer. The output f(X) represents energy condition 

of each processing element. Though the neural networks 

come in a variety of forms, they can be generally 

classified into feedforward and recurrent classes. In 

5 the latter, the output of each processing element is fed 

back to other processing elements via weights. As 

described above, the network has an energy or an energy 

function ~sociaLed with it that will be minimum 

finally. In other words, the network is considered to 

10 have converged and stabilized when outputs no longer 

change on successive iteration. Means to stabilize the 

network depends on the algorithm used. 

The back propagation neural network is one of the 

most important and common neural network architecture, 

15 which is applied to the present invention. In this 

embodiment, the neural network is used to determine if 

there is a possibility of crash. When the neural 

network detects the possibility of crash, it supplies an 

operational command to a safety ensuring unit in a 

20 manner described below. As well known in the art, the 

back propagation neural network is a hierarchical design 

consisting of fully interconnected layers of processing 

elements. More particularly, the network architecture 

comprises at least an input layer and an output layer. 

25 The network architecture may further comprise additional 

layer or N hidden layers between the input layer and the 

output layer where N represents an integer that is equal 

to or larger than zero. Each layer consists of one or 

more processing elements that are connected by links 

30 with variable weights. The net is trained by initially 

selecting small random weights and internal thresholds 

and then presenting all training data repeatedly. 

Weights are adjusted after every trial using information 

specifying the correct result until weights converge to 

35 an acceptable value. The neural network is thus trained 

to automatically generate and produce a desired output 

for an unknown input. 
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Basic learning operation of the back propagation 

neural network is as follows. First, input values are 

supplied to the neural network as the training data to 

produce output values, each of which is compared with a 

5 correct or desired output value (teacher data) to obtain 

information indicating a difference between the actual 

and desired outputs. The neural network adjusts the 

weights to reduce the difference between them. More 

particularly, the difference can be represented by a 

10 well-known mean square error. During training 

operation, the network adjusts all weights to minimize a 

cost function equal to the mean square error. 

Adjustme~t oL the weights is achieved by means of back 
pte pa~rA-\"Ien -t"f'o.(lstett\11\~ 
p¥epagating the ~rror from the output layer to the input 

t. 
15 layer. This process is continued until the network 

20 

reaches a satisfactory level of performance. The neural 

network trained in the above mentioned manner can 

produce output data based on the input data even for an 

unknown input pattern. 

The generalized delta rule derived with the 

steepest descent may be used to optimize the learning 

procedure that involves the presentation of a set of 

pairs of input and output patterns. The system first 

uses the input data to produce its own output data and 

25 then compares this with the desired output. If there is 

no difference, no learning takes place and otherwise the 

weights are changed to reduce the difference. As a 

result of this it becomes possible to converge the 

network after a relatively short cycle of training. 

iA 30 To train the net weights erp. Curmru!t j ons are first 

A i-nitialized randollll.w and input data (training data) are 

successively supplied to the processing elements in the 

input layer. Each processing element is fully connected 

to other processing elements in the next layer where a 

35 predetermined calculation operation is carried out. In 

other words, the training input is fed through to the 

output. At the output layer the error is found using, 

/(/ / 

~---
l 
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for example, a sigmoid function and is propagated back 

to modify the weight on a connection. The goal is to 

minimize the er~or so that the weights are repeatedly 

adjusted and updated until the network reaches a 

5 satisfactory level of performance. A graphical 

representation of sigmoid functions is shown in Fig. 3. 

In this embodiment a sigmoid function as shown in 

Fig. 3 is applied as the transfer function for the 

network. The sigmoid function is a bounded 

10 differentiable real function that is defined for all 

real input values and that has a positive derivative 

everywhere. The central portion of the sigmoid (whether 

it is near 0 or displaced) is assumed to be roughly 

linear. With the sigmoid function it becomes possible 

15 to establish effective neural network models. 

As a sigmoid function parameter in each layer, a 

y-directional scale and a y-coordinate offset are 

defined. The y-directional scale is defined for each 

layer to exhibit exponential variation. This results in 

20 improved convergence efficiency of the network. 

It is readily understood that other functions may 

be used as the transfer function. For example, in a 

sinusoidal function a differential coefficient for the 

input sum in each processing element is within a range 

25 equal to that for the original function. To use the 

sinusoidal function results in extremely high 

convergence of training though the hardware for 

implementing the network may be rather complex in 

structure. 

30 

35 

An embodiment of the present invention is described 

with reference to Figs. 4 through 9. 

Fig. 4 is a block diagram of a system for 

predicting and evading crash of a vehicle using neural 

networks according to the first embodiment of the 

present invention. A system in Fig. 4 is similar in 

structure and operation to that illustrated in Fig. 1 

other than a crash predicting circuit 60. Description 
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of the similar components will thus be omitted by the 

consideration of evading redundancy. Fig. 5 is a 

schematic structural diagram of ~~~~rash predicting 

circuit 60 illustrated in Fig. 4 ~by a neural 
I\ 

network of three layers. 

The crash predicting circuit 60 in this embodiment 

is implemented by a neural network architecture of a 

hierarchical design with three layers as shown in Fig. 

5(a). The input layer 61 consists of n processing 

10 elements 61-1 through 61-n arranged in parallel as a 

one-dimensional linear form. Each processing element in 

the input layer 61 is fully connected in series to the 

processing elements in a hidden layer 62 of the network. 

The hidden layer 62 is connected to an output layer 63 

15 of a single processing element to produce an operational 

command described below. Fig. 5(b) shows an input layer 

consisting of a two-dimensional array of processing 

elements. In this event, the image data are supplied to 

the input layer as a two-dimensional data matrix of n 

20 divisions. Basically, the input and the hidden layers 

can have any geometrical form desired. With the 

two-dimensional array, the processing elements of each 

layer may share the same transfer function, and be 

updated together. At any rate, it should be considered 

25 that each processing element is fully interconnected to 

the other processing elements in the next layer though 

only a part of which are shown in Fig. 5(a) to evade 

complexity. 

Referring now to Fig. 6 in addition to Fig. 5, 

30 illustrated are views picked up, as the image data for 

use in training the neural network. The image pick-up 

device 21 picks up ever-changing images as analog image 

data as described above in conjunction with the 

conventional system. This image pick-up device 21 is 

35 also any one of suitable devices such as a CCD camera. 

The image pick-up operation is carried out during 

running of a vehicle at higher speed than a 
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predetermined one. The image da~t are subject to 

sampl ing'l/l~f~l a sampling range AT Ad:nring.. a predetermined 

sampling 1 ~rio& At. The image data are collected before 
-1\ Ll 

and just after pseudo crash. The image pick-up range of 

the image pick-up device 21 corresponds to a field of 

view observed through naked eyes. A view shown in Fig. 

6(a) is picked up when a station wagon (estate car) 80a 

on the opposite lane comes across the center line. A 

view shown in Fig. 6(b) is picked up when an automobile 

10 80b suddenly appears from a blind corner of a 

cross-street. These ever-changing images are collected 

as the training data for the neural network. 

The image data effectively used for the crash 

evasive purpose are those which allow continuous 

15 recognition of the ever-changing views before and just 

after pseudo crash. With this respect, the image 

pick-up device 21 nicks up the images of a vehicle or 
-tt'o\'YI 

1
other obstructions located ~t a relatively short 

~\s*G'(ICe. A 
head~~. In addition, ~e picked up images preferably 

20 "are distinct reflections ;~the outside views. 

The data elements consisting of one image are 

simultaneously supplied to the input layer 61 in 

parallel. In other words, each data element is supplied 

to the respective processing element of the input layer 

25 61. The digital image data may be normalized before 

being supplied to the input layer 61 to increase a data 

processing speed. However, each processing element of 

the input layer 61 essentially receives the data element 

obtained by dividing the image data previously. The 

30 data elements are subjected to feature extraction when 

supplied to the hidden layer 62. 

In typical image processing, feature extraction is 

carried out according to any one of various methods of 

pattern recognition to clearly identify shapes, forms or 

35 configurations of images. The feature-extracted data 
+o 

are quantized~~ facilitate subsequent calculations. 

In this event, separate analytical procedure is used for 
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region partitioning or for extraction of configuration 

strokes. In other words, a particular program is 

necessary for each unit operation such as region 

partitioning, feature extraction, vectorization and so 

5 on. Compared with this, the prediction system according 

to the present invention requires no program based on 

each operation or procedure because a unique algorithm 

is established on completion of network training. This 

single algorithm allows to perform necessary functions 

10 without using separate algorithms or programs. 

In a preferred embodiment, the feature extraction 

is directed to the configuration of an object defining 

the driving lanes such as shoulders, curbs, guard rails 

or the center line. The feature may also be extracted 

15 on regions such as carriageways. The neural network 

learns these configurations and regions during training 

process. This process is continued until the network 

reaches a satisfactory level of performance. The neural 

network is thus trained while carrying out feature 

20 extraction on the input image. Weights are adjusted 

a£ter every trial on the quantized image data, so that 

the latest training data is weighted according to the 

latest result of adju~tment and then supplied to the 

hidden layer 62. In addition, the neural network can be 

25 trained with image data including an object at 

time-varying positions. In this event, any one of 

suitabl~ methods may be used for digital image 

processing. 

In the present embodiment, each digital data 
Q 

30 indicative of~eveP eaanging view at a certain sampling 

time instance is divided into n data elements. A 

product of n represents a positive integer which is 

equal in number to the processing elements in the input 

layer 61. In other words, the series of time sequential 
~~ 

35 data~~ picked up as continuous n data elements to be 

supplied in parallel to the n by m processing elements 

in the input layer 61 as the training data. At the same 
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time, an operational signal is supplied to the output 

layer 63 of the network as teacher data. The operational 

signal may be a logic "1" for representing crash of the 

automobile 10 after elapse of a predetermined time 

5 interval from the sampling time instant corresponding to 

the image data just having been supplied to the input 

layer 61. 

In the same manner, the picked up image data and 

its corresponding teacher data are successively supplied 

10 to the crash predicting circuit 60. The crash 

predicting circuit 60 is con·tinuously trained until the 

network reaches a satisfactory level of performance. 

After completion of training, the network is capable of 

matching the picked up 'image with the possibility of 

15 crash. The accuracy of prediction is improved by means 

of supplying images for a case of "safe" state to the 

neural network on learning. 

20 

The neural network thus learns the relative 

position between the vehic~enon wh. ich it is mounted and 
di5\"Q~~ a'rveo.& 01 the '4ehitk 

objects at a shortA-hoadue:y. As a result of this 

learning, the crash predicting circuit 60 enables~ 

prediction of crash expected to ...&e happene-d" a few 

seconds later according to this relative position. 

While outside views change every moment and a vehicle in 

25 practice encounters various objects and situations, a 

series of repeated training can yield stereotyped data 

patterns. 

The neural network program that has already been 

trained can be memorized in a read only memory (ROM) as 

30 an application. In this event the network program is 

memorized after being compiled and translated into a 

machine language. The ROM is implemented in a 

predeter~ined IC chip or the like as an inherent 

circuit. The IC chip is mounted on a circuit for the 

35 air bag system in an automobile; 

As mentioned above, the crash predicting circuit 60 

supplies the operational signal to the safety drive 
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ensuring arrangement 50 when it predicts occurrence of 

crash. In response to this operational signal the 

safety drive ensuring arrangement 50 can perform proper 

function to evade crash. 

For more clear ~nderstanding of the present 
~'fl~te. q~o~.~tl\ob~\~ "'aOcJ ~Ocl 'l't.\fiOt\'\0) 

invention, -two ~as~~t\.a;r-e descr"I1'>ed thos-e-re:sults in 
II II (lt~ ltf~~~~ , • i 8e) 89- • 7 safe state fl.oe anLomon1 ec,d. F1g. 

shows an exemplified image including an oncoming vehicle 

80c running on the opposite lane. The situation being 

10 far from danger as shown in Fig. 7 may allow the system 

15 

of the present invention to bypass the crash predicting 

circuit 60. Alternatively, the crash predicting circuit 

60 may produce an operational signal of logic "0" to 

represent this "safe" condition. 

A view shown in Fig. 8 represents a situation when 

a vehicle 80d on the opposite lane comes across the 

center line in the far distance ahead. The vehicle 80d 

is going to return to the lane where it ought to be. 

The subsequent image data indicate that the oncoming 

20 vehicle 80d takes an action to evade crash. In other 

words, the oncoming vehicle 80d is expected to return to 

the proper lane before the vehicle mounting the crash 

predicting circuit 60 passes by the vehicle 80d. 

Accordingly, the crash predicting circuit 60 determines 

25 that there are no hazardous objects ahead. 

If a vehicle on the opposite lane comes across the 

center line or a vehicle suddenly appears from a blind 

corner of a cross-street as shown in Figs. 5(a) and 

5(b), the crash predicting circuit 60 carries out 

30 prediction operation in accordance with the image data 

showing these situations. Expected hazards make the 

crash predicting circuit 60 actuate the safety drive 

ensuring arrangement 50 in the manner described above. 

Another embodiment of the present invention will be 

35 described below in which the neural network comprises an 

intermediate layer having a self-organization function 

and a competitive learning function to positively 
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respond to various unknown data with less training data. 

As well known in the art, in the self-organization a 

network modifies itself in response to inputs. Examples 

of the use of self-organizing training include the 

5 competitive learning law applied to the present 

embodiment. 

As shown in Fig. 9 the neural network according to 

this embodiment comprises a two-dimensional 

self-organized competitive learning layer 64 interposed 

10 between the input layer 61 and the hidden layer 62. The 

two-dimensional self-organized competitive learning 

layer 64 is referred as to the two-dimensional Kohonen 

layers (2D-K layer) which in this embodiment comprises p 

by q layers consisting of a two-dimensional array of 

15 processing elements. The input layer 61 may consistJ of 

either one or two-dimensional array of processing 

elements. The 2D-K layer 64 can have any geometrical 

form desired. In this embodiment, it is also considered 

that each processing element is fully interconnected to 

20 the other processing elements in the next layer though 

only a part of which are shown in Fig. 9 to evade 

complexity. 

The processing elements in the 2D-K layer 64 

compete with one another to determine the "winner" on 

25 the basis of minimum distance. More particularly, a 

predetermined distance can be obtained by, in this 

embodiment, n processing elements for each set of the 

input data. The similarity for each of the n input data 

corresponds to the distance to select similar 

30 combination of processing elements. The selected 

processing elements becomes "winner" for facilitating 

determination on attributes of unknown data. 

More particularly, the winning three Kohonen's 

processing elements are determined among the fourth 

35 processing elements to supply output data. Unknown data 

are preprocessed on the basis of classification for the 

input data due to the self-organization on learning. 

' I C1' 
! I 
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The output value thereof is supplied to the subsequent 

hidden layer. 

With an additional normalization layer 65 may be 

interposed between the input layer 61 and the 2D-K layer 

5 64 as shown in Fig. 9. With this normalization layer 

65, the learning efficiency in the 2D-K layer 64 will be 

sufficiently improved. Addition of the 2D-K layer 64 

contributes to a surprising number of information 

processing capabilities for unknown data as well as a 

10 remarkably improved convergence efficiency on learning. 

The neural network having the 2D-K layer can be 

completed by means of expanding the above mentioned back 

propagation method so that the learning procedure can be 

determined in a similar manner as in the back 

15 propagation method. 

The self-organization requires that the system 

uses, during adaptation of initial several thousands 

times, no other information other than the incoming 

patterns and no data are fed back from the output layer. 

20 After completion of self-organization the network is 

trained according to the back propagation algorithm. 

The neural network having a structure according to this 

embodiment can be trained with less data for a shorter 

period of training cycle. 

25 In the above mentioned second embodiment, the 

neural network already trained can be coded by using a 

programming language such as C-language. The network 

may be used as an imperative application system or 

packaged as a control microprocessor. In this event, 

30 the network can be memorized in a read only memory for 

every one type of commercial vehicles. 

~-For the por+io:n of algorithm that is established 

Xfad,ly iR logiea~, a well-known expert system may be 

applied to achieve a prediction system using a 

35 combination of logic circuit for the neural network and 

the expert system. 

While the above embodiments have thus been 
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described in conjunction with automatic crash evasive 

operation, it is possible to give precedence to the 

driver's operation. For example, it is possible to 

issue appropriate warnings to the driver before 

5 actuation of the safety drive ensuring arrangement 50. 

For this purpose, an audible signal such as an alarm 

sound may be generated to alert the driver to potential 

hazards. 

It should be understood that the present invention 

10 is not limited to the particular embodiments shown and 

described above, and various changes and modifications 

may be made without departing from the spirit and scope 

of the appended claims. 
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WHAT IS CLAIMED IS: 

1. A system for predicting and evading crash of a 

vehi e comprising: 

pick-up means mounted on the vehicle for 

images of actual ever-changing views when the 

vehicle is on running to produce actual image data; 

crash p edicting means associated with said image 

predicting occur 

an operational 

crash; and 

safety 

is operatively 

vehicle; 

wherein 

neural network 

data to predi~~~ 

data 

the vehicle 

2. 

neural 

sh predicting means being 

actual image data for 

crash between the vehicle and 

the roadway to produce 

is possibility of 

means connected to said crash 

ing, in response to the 

protecting mechanism which 

e eto and equipped in the 

me~ns comprises a 

-::_:...:...:~=r.=..u-t-=-rained' with training 

crash, the training 

previously 

during driving of 

wherein the 

input layer and an 

output 

the data are supplied t the input layer 

while the output layer as teacher 

data, flags representing expected 

respectively, of the vehicle. 

3. A system as claimed in 

neural network comprises a two-dimensional 

self-organizing competitive learning layer 

intermediate layer. 

4. A system as claimed in Claim 1, 

neural network is coded after completion 

the 

and 
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implemente in the vehicle. 

5. A s 

safety drive en 

in Claim 1, wherein said 

a steering act~ator and 

the occupant 

of the vehicle. 

6. 

safety drive 

the occupant 

of the vehicle 

7. A sy 

safety drive ensuring means is_ a 

occupant protecting mechanism is 

vehicle. 

1, wherein said 

, wherein said 

and the 

tern of the 
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ABSTRACT OF THE DISCLOSURE 

A system for predicting anddevading crash of a 
\{\~u.dc,.9. "~ - e_l}{a.e. 

vehicle"~ image pick-up~ mounted on the 
n - A 

vehicle for picking up images of actual ever-changing 

views when the vehicle is on running to produce actual 
o.. ~e\1'\te.. 

image data,Ac~~~~ predictingAmeans associaj~~cwith said 

image pick-up ~. said crash predicting meaas-being A A 
successively supplied with the actual image data for 

predicting occurrence of crash between the vehicle and 

potentially dangerous objects on the roadway to produce 

an operational signal wheq ~here is possibility of crash 
ct.. • • de-1/lc.e. . 

and~safety 1 drive ensuring means connected to said crash 
I' C}'t'hte, A 

predicting means~for actuating, in response to the 
"- . OVI 

operational signal, Aoccupant protecting mechanism which 

is operatively connected thereto and eguipped }n the 
• The.. de.llit~ )ncl'-ldt'S 

vehicle~hei ein said crash predicting ~-.~eans comprises a 

neural network which is previously trained with training 

data to predict the possibility of crash, the training 

data representing ever-changing views previously 
. k d t't~e(l\ . d . . k . ck\1\ te.. d . d . . f pice -up

1
sai Image pic Ing-upAmeafi& uring riving o 

l\.f6'Cou.s{f\g n 
the vehicle~aBfld~j~u~s~t~arlf~t~e~r actual crash. 
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Attorney !J ,1>0( 
Docket No. fA ) / 

,. 

COMBINED DECLARATION AND P0~7ER OF ATTORNEY 

As a below named inventor, I hereby declare that: 

My residence, post office address and citizenship are as stated below next to my name, 

I believe I am the original, first and sole inventor (if only one name is listed below) or 
an original, first and joint inventor (if plural names are listed belov1) of the subject 
matter which is clairred and for which a patent is sought on the invention entitled 
VEHICLE CRASH PREDICTIVE AND EVASIVE OPERATION SYSTEM BY NEURAL NE'IWO~fthe specification 
of which · · 

(check 
one) 

[;]is attached hereto. 

Owas filed on -=-------------as 
Application Serial No. 
and was amended on 

-----~~--~~~~------(if applicable) 

I hereby state that I have reviewed and understand the contents of the above identified 
specification, including the claims, as amended by any amendrrent referred to above. 

I acknowledge the duty to disclose information which is material to the examination of 
this application in accordance with Title 37, Code of Federal Regulations, §1.56 (a). 

I hereby claim foreign priority benefits under Title 35, United States Code, §119 of any 
foreign application(s) for patent or inventor's certificate listed below and have also 
identified below any foreign application for patent or inventor's certificate having a 
filing date before that of the application on which priority is claimed: 

Prior Foreign Application(s) 
Priority Clailned 

No. 229,201/92 Japan August 4, 1992 0 D 
(Number) (Country) · (Day /Month/Year Filed) Yes No 

D D 
(Number) (Country) (Day /Month/Year Filed) Yes No 

~ D 
(Number) (Country) (Day /Month/Year Filed) No 

I hereby claim the benefit under Title 35, United States Code, §120 of any United States 
application(s) listed below and, insofar as the subject matter of each of the claims of 
this application is not disclosed in the prior United States application in the mann~x 
provided by the first paragraph of Title 35, United States Code, §112, I acknowledge the 
duty to disclose material information as defined in Title 37, Code of Federal Regulations, 
§1.56(a) which occurred between the filing date of the prior application and the national 
or PCT international filing date of this application: 

(Application Serial No.) (Filing Date) 

(Application Serial No.) (Filing Date) 

(Status) 
(patented, :pending·; abandoned) 

(Status) 
(patented,pending,abandoned) 

I hereby appoint the following attorney(s) and/or agent(s) to prosecute this application 
and to transact all business in the Patent and Trademark Office connected therewith: 

Yusuke Takeuchi 
Manabu Kanesaka 

Reg. No.~30.921 
Reg. No. 31,467 

Address all telephone calls to KANESAKA AND TAKEUCHI at telephone No. (703) 521-3810 
Address all correspondence to KANESAKA AND TAKEUCHI, 727 Twenty-Third Street South 
Arlington, Virginia 22202. ,r- · 
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COMBINED DECLARATION AND POWER OF ATTORNEY 

., 
~., 

I hereby declare that all statements made herein of Icy' CMn knowledge are true and that 
all statements made on information and belief are believed to be true; and further that 
these statements were made with the knowledge that willful false statements and the like so 
made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the 
United States Code and that such willful false statements may jeopardize the validity of 
the application or any patent issued thereon. 

FULL NAME OF SOLE OR FIRST INVENTOR 

1
1NVE=70R;;·uz,.. I DATE 

IQWQ~lJkj. NISHIO j 
July 15, 
1()()':) 

<<.'>OUt..r«.:E. 

·-ypc£ riTIZ.ENSHIP 

Kawasaki-shi, Japan 
POS.T OFFICE ADDRESS I 

663-28, Ozenji, Asou-ku, Kawasaki-shi, Kanagawa-ken, Japan 
FULL NAME OF SECOND JOINT INVENTOR, IF' ANY' INVENTOR'S SIGNATURE t DATE 

RESIDENCE I CITIZENSHIP 

POST OFFICE ,O.DDRESS 

FULL NAME OF THIRD JOINT INVENTOR, IF ANY I'NVI:NTOR'S SIGNATURE 
JDATE 

RE:SIOENCE I CITIZENSHIP 

POST OFfiCE ADDRESS 

Full name of fourth ioint inventOr I INVENTOR'S SIGNATURE I DATE 

itO.'>O U<.N<: io. 
riTIZ.ENSHIP 

POST OFFICE ADDRESS 

l~ll name of fifth 1om mven or • • t • t 'INVENTOR'S SIGNATURE I DATE 

RESIDENCE I ciTIZENSHIP 

POST OFFICE ADDRESS 

Full name Of Sixth joint inventor I'NVf:tHOR's SI.GNATURE ~DATE 

RESIDENC£: I CITIZENSHIP 

POST OFriCE ADDRESS 

Full name Of Seventh joint inventor~ INVENTOR'S SIGNATURE I DATE 

H "-"' u-.r~ L to. 
JCITIZENSHII> 

POST OFFICE ADDRESS 

Full name Of eighth joint inventor .I INVENTOR'S SIGNATURE I DATE 

A:£StOENCE l CITIZENSH!P 

POST OFFICE ,O..DDRESS 

Full narre of ninth joint inventor IINvr:NTOR's siGNA1URE I DATE 

RESIDENCE: 1 CITIZENSHIP 

POST OFfiCE: ,O.DDRESS 
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INPUT xi 
X 

x=L:xiwi X 
1 

OUTPUT 

xi 
' ' 

FIG. 2 

PRIOR ART 

y = f (X) 

y = f (X} 

X 
f (X)= 1 

1 + exp (-X) 

FIG.3 
PRIOR ART 

OB 097118 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE (QJ/))7Cf_3 

K-1398 

Tomoyuki Nishio Applicant 

Title VEHICLE CRASH PREDICTIVE AND EVASIVE OPERATION 
SYSTEM BY NEURAL NETWORKS 

Serial No. 

Filed 

Group Art Unit 

Examiner 

08/097,178 

July. 2277,, ~ 1 /3 

2617 v 

Hon. Commissioner of Patents and Trademarks 
Washington, D. C. 20231 

September 29, 1993 

SUBMISSION OF DECLARATION 

Sir: 

Submitted herewith is a declaration signed by the inventor. 

In the original declaration, citizenship of the inventor was 

missing. 

Pleas~ substitute the declaration herewith. 

727 Twenty-Third Street South 
Arlington, Virginia 22202 
( 703) 521-381"0 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

by ~£4~ &-¢-e-~-e-~---=
Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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Attorney /(-13qg 
Doc}s:et No. 

COMBINED DECLARATION AND POY-7ER OF ATTORNEY 

As a below named inventor, I hereby declare that: 

My residence, post office address and citizenship are as stated below next to my naiTe, 

I believe I am the original, first and sole inventor (if only one naiTE is listed below) or 
an original, first and joint inventor (if plural names are listed belovl) of the subject 
matter which is claimed and for which a patent is sought on the invention entitled 

VEHICLE CRASH PREDICTIVE AND EVASIVE OPERATION SYSTEM BY NEURAL NE'IWORK~ the specification 
of which 

(check 
one) 

c=Jis attached hereto. 

[i]was filed on July 27, 1993 
Application Serial No. o s 1 o 9 7 , 17 8 
and was amended on 

as 

------~~--~--~~------(if applicable) 

I hereby state that I have reviewed and understand the contents of the above identified 
specification, including the claims, as amended by any amendrrent referred to above. 

I acknowledge the duty to disclose information which is material to the examination of 
this application in accordance with Title 37, Code of Federal Regulations, §1.56(a). 

I hereby claim foreign priority benefits under Title 35, United States Code, §119 of any 
foreign application(s) for patent or inventor's certificate listed below and have also 
identified below any foreign application for patent or inventor's certificate having a 
filing date before that of the application on which priority is claimed: 

Prior Foreign Application(s) 
~riority Claimed 

No. 229,201/92 Japan August 4, 1992 G D 
(Number) (Country) · (Day /Month/Year Filed) Yes No 

D D 
(Number) (Country) (Day /Month/Year Filed) Yes No 

D D 
(Number) (Country) (Day /Month/Year Filed) Yes No 

I hereby claim the benefit under Title 35, United States Code, §120 of any United States 
application (s) listed below and, insofar as the subject matter of each of the claims of 
this application is not disclosed in the prior United States application in the rnannBr 
provided by the first paragraph of Title 35, United States Code, § 112, I acknowledge . the 
duty to disclose material information as defined in Title 37, Code of Federal Regulations, 
§1. 56 (a) which occurred between the filing date of the prior application and the national 
or PCT international filing date of this application: 

(Application Serial No.) (Filing Date) 

(Application Serial No.) (Filing Date) 

(Status) 
(patented, pending; abandoned) 

(Status) 
(patented,pending,abandoned) 

I hereby appoint the following attorney (s) and/or agent (s) to prosecute this application 
and to transact all business in the Patent and Trademark Office connected therewith: 

Yusuke Takeuchi Reg. No. 30,921 
Manabu Kanesaka Reg. No. 31,467 

Address all telephone calls to KANESAKA AND TAKEUCHI at telephone No. (703) 521-3810 
Address all correspondence to ll~~SAl~ AND 1~UCHI, 727 Twenty-Third Street South 

,/ Arlington, Virginia 22202. 
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COMBINED DECLARATION AND POWER OF ATTORNEY 

I hereby declare that all statements made herein of my cmn knowledge are true and that 
all statements made on information and belief are believed to be true; and further that 
these statements were made with the knowledge that willful false statements and the like so 
made are punishable by fine or imprisornnent, or both, under Section 1001 of Title 18 of the 
United States Code and that such willful false statements may jeopardize the validity of 
the application or any patent issued thereon. 

FULL NAME OF SOLE OR FIRST INVENTOR IINVE,R'!l SIGNAZE l§~ptember 2 JZ..•A .. ~0 ' Tomoyuki NISHIO 1993 
:t.SIOE~C:E 

riTIZENSHIP 

Kawasaki-shi, Japan Japanese 
POST OFFICE. ADDRESS 

663-28, Ozenji, Asou-ku, Kawasaki-shi, Kanagawa-ken, Japan 
FULL NAME OF SECOND JOINT INVENTOR, IF ANY~ INVENTOR'S SIGNATURE l DATE 

RESIDENCE I CITIZENSHIP. 

POST OFFICE "DDRESS 

FULL NAME OF THIRD JOINT INVENTOR, IF ANY IINVI:NTOR'S SIGNATURE I DATE 

RESIDENCE I CITIZENSHIP 

POS"r OFtiCE AODRE:SS 

Full name of fourth ioint inventor I INVENToR's s•cNATuRe: 'DATE 

Rt:5lut." ct. 
riTIZENSHIP 

POST OFFICE ADDRESS 

Full name of fifth ioint inventor J INVENTOR'S :SIGNATURE I DATE 

RESIDENCE l CITIZENSI~IP 
POST OFFICE A.DDRESS 

Full name of sixth .i oint inventor IINvt:t~ToR's siGNATuRe: ~DATE 

RESIDENCE l CITIZENSHIP 

POSi OFriCE. AODRE:SS 

Full narne of seventh joint inventorT INVENToR's siGNATURE I DATE 

iESIOENCE 
riTIZENSHIP 

POST OFFICE ADDRESS 

Full name of eighth joint inventor 'INVENTOR'S SIGNATURE I DATE 

R ESIO'ENCE I CITIZENSHIP 

POST OFFICE ADDRESS 

Full narne of ninth joint inventor IINVr:NTOR'S SIGNA 1 URE ,DATE 

RESIDENCE l CITIZENSHIP 

POST OFI""ICE AOORE:SS 
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f i l 

UNITED STATES PATENT AND TRADEMARK OFFICE 

Tomoyuki Nishio 

K-1398 

Title VEHICLE CRASH PREDICTIVE AND EVASIVE OPERATION 
SYSTEM BY NEURAL NETWORKS 

Serial No. 097,178 

Filed 

-
Group Art Unit 2617 

Examiner 

Hon. Commissioner of Patents and Trademarks 
Washington, D. c. 20231 

January 18, 1994 

SUBMISSION OF INFORMATION DISCLOSURE STATEMENT 

Sir: 

Submitted herewith are Information Disclosure Statement, EPC 

Search Report and five references. 

It is certified that the Search Report and the references 

were cited on December 14, 1993 in a communication from a foreign 

Patent Office in a counterpart foreign application not more than 

three months prior to the filing of the statement. 

727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

b~~k#~ 

1 

Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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P.8.5818 • Patentlaan 2 
2291) l·iV Rijswijk (ZH) 
';!;' (070) 3 40 20 40 

TX 31651 epo nl 
FAX (070) 3 40 30 16 

European 
Patent Office 

Branch at 
The Hague 
Search 

Office european 
des brevets 

Oepartement a 
La Haya 
Division da Ia 

1 Heim, Hans-Karl, Dipl. -Ing. 

L 

Weber & Heim 
Patentanwalte 
Hofbrunnstrasse 36 
D-81479 Mi.inchen 
ALLEMAGNE 

Ein:;;;~;angen 

Web~r & riGi:n 

7. '·· -z. i333 
Frlst (C! 3 ° .'1 ' 
Erledlgt----.L.I"---- I "'""''""· 1 4. 12. 93 

_j 

Zeichen/Ref./Ref. I Anmeldung Nr./Appllcatlon No./Demande n• .//Patent Nr No./BriMII n•. 

T 191 . 93112302.0- -
Anmelder/ApplicanVDemandeur//Patentinhaber/Proprietaire 

TAKATA CORPORATION 

COMMUNICATION ------~--------~ 

The European Patent Office herewith transmits 

ti the European search report 

the declaration under Rule 45 of the European Patent Convention D 
D 

D 

the partial European search report under Rule 45 of the European Patent Convention 

the supplementary European search report concerning the international application number 
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* abstract * 
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ABSTRACT I ZUSAMMENFASSUNG I ABREGE 

93112302.0 

A system for predicting and evading crash of a 
vehicle (10) comprising image pick-up means (21) mounted on the 
vehicle for picking up images of actual ever-changing 
views when the vehicle is on running to produce actual 
image data, crash predicting means (60) associated with said 
image pick-up means (21), said crash predicting means (60) being 
successively supplied with the actual image data for 
predicting occurrence of crash between the vehicle and 
potentially dangerous objects on the roadway to produce 
an operational signal when there is possibility of crash 
and safety drive ensuring means (50) connected to said crash 
predicting means for actuating, in response to the 
operational signal, occupant protecting mechanism (51,52,53) which 
is operatively connected thereto and equipped in the 
vehicle, wherein said crash predicting means (60) comprises a 
neural network which is previously trained with training 
data to predict the possibility of crash, the training 
data representing ever-changing views previously 
picked-up said image picking-up means (21) during driving of 
the vehicle and just after actual crash. 

1 
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E U R 0 P E A N P A T E N T 

.Patent Abstracts of Japan 

PUBLICATION NUMBER 
PUBLICATION DATE 

JP4008639 
13-01-92 

ABSTRACT PUBLICATION DATE: 16-04-92 
ABSTRACT VOLUME 016157 

APPLICATION DATE 
APPLICATION NUMBER 

25-04-90 
JP900109396 ...... 

GROUP 

APPLICANT 

INVENTOR 

INT.CL. 

TITLE 

ABSTRACT 

M1236 

MITSUBISHI ELECTRIC CORP 

TAI SHUICHI; others: 04 

B60K28/06; B60K41/00; 
G06F15/18 

CAR OPERATING DEVICE 
\ 

PURPOSE:To enhance the safety by forming a car driving device 
from a neural network, which emits the study function upon 
information given from an information sensor, and a controller 
working in response to the output of this neural network, and 
thereby providing practicability of automated driving according 
to the situation with occurrence of accident. 
CONSTITUTION:Information taken into an information sensor 2 
installed on a car 1 is subjected to processing made by a neural 
network 3, and thereby the car is operated with automatic stop at 
red signal or speed control to generate optimum inter-car 
distance. The function of this neural network 3 is formed with 
studies, which are completed when desirable output is obtained 
abut all considerable pieces of input information. Use of such a 
neural network 3 with completed studies permits automated drive 
of the car even in case the driver falls asleep or out of 
capability of driving for ex. due to accident. Thus safe running 
is achieved. 

PAGE 1/1 
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_, ______________ _ 

i --._) .·· liiNtr~n StATJb;tlEPARTMENT OF-·COMMERCE 
'I P'atEtn~--- and Trademark Office 

COMMISSIONER•OF PATENTS AND TRADEMARKS 
Washington, D.C. 20231 

I SERIAL NUMBER I FILING DATE 1- FIRST NAMED INVENTOR I ATTORNEY DOCKET NO. I 

07/27/9:3 NISHIO 

26M1/02l8 
KANESAKA AND TAKEUCHI 
727· TWENTY-THIRD STREET SOUTH 
ARLINGTON, VA 22202 

This is a communication from the examiner iri charge of your application. 
COMMISSIONER OF PATENTS ANDTRADEMARKS 

c= EXAMINER 
StzJARTHOtJT , B 

,\RTUNIT PAPER NUMBER 

DATE MAILED: 
02/1 ::::/•:;)4 

lJd4hl's application has been examined ~onslve to communication filed on Cf- 2._q -Cf') D This action is made final. 

A shortened statutory period for respo~se to this action Is set to expire 3._ month(s), 0 days from the date of this letter. 
Failure to respond within the periodfor.responsewlll cause the application to become abandoned. 35 U.S.C. 133 

-' 
Part I THE FOLLOWING ATTACHMENT(S) ARE PART OF THIS ACTION: 

1. ~--N tice of References Cited by Examiner, PT0-892. 
3. lli' Notice of Art Cited by Applicant; PT0-1449. 

5. D Information on How to_ EffectOrawJng Changes, PT0-1474. 

Part II SUMMARY OF ACTION 

2. ~ice of Draftsman's Patent Drawing Review, PT0-948. 

4. D Notice of Informal Patent Application, PT0-152. 
. 6. D~ _________ __:_ _ ___: 

1.~~s~--'-----~----~--~---------~--------~-~M~~~~bap~~~~ 
Of the above, claims -~--------,---------------are withdrawn from consideration. 

2. D Claims. __ -,------~-'---~-------------'-----'---· have been cancelled. 

3. D Claims----,--------------,----'----'------------ are allowed. 

4. GFCialms --'-} _-_--'------'------------~-------,---~---are rejected. 

5. D Glalms _____ ..,._ __ ----,-,----------'-------------are objected to. 

6. D Claims are subject to restriction or election requirement. 

7. ~s application has been filed with Informal drawings under 37 C.F.R. 1.85 which are acceptable for examination purposes. 

8. D . Formal drawings are required in response to this Office action. 

9. D The corrected or substitute drawings have been received -on . Under 37 C.F.R. 1.84 these drawings 
are Oacceptable; 0 not.acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PT0-948). 

_/ 

10. 0 The proposed additional ot substitute.sheet(s)of drawings, filed on ______ . has (have) been Oapproved by the 
examiner;, _0 disapproved by the examiner (see explanation). 

11. D The proposed drawing correction, filed has been Oapproved; 0 disapproved (see explanation). 

12. ~owledgement Is made of the clalrri for priority under 35 U.S.C. 119. The certified copy has 0 been received ~een received 
Or been filed in parent application, serial no. '----- ; filed on-,---------

13. D Since this application apppears to-be In condition for allowance except for formal matters, prosecution as to the merits is closed in 
accordance with the practice under Ex parte Quayle, 1935 c.o. 11; 453 O.G. 213. 

14. Dother 

EXAMINER'S ACTION 
PTOL-326 (Rev. 2193) 
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Serial No. 08/097,178 -2-

Art Unit 2617 

1. This application has been filed with informal drawings which 

are acceptable for examination purposes only. Formal drawings 

will be required when the application is allowed. 

2. The disclosure is objected to because of the following 

informalities: The following language is not grammatically 

correct and should be rewritten: Page 1, lines 8-9; Page 3, line 

29; Page 4, lines 21-22; Page 8, lines 23-24; Page 9, line 10; 

Page 11, lines 30-33; Page 14, lines 18-19; Page 17, line 6; Page 

19, lines 32-33; and claim 1, line 5. Appropriate correction is 

required. 

3. Claims 1-7 are rejected under 35 u.s.c. § 112, second 

paragraph, as being indefinite for failing to particularly point 

out and distinctly claim the subject matter which applicant 

regards as the invention. 

In claim 1, line 19 it is unclear how a network "is 

providing trained"; and on lines 21-22 ''previously picked-up said 

image picking-up means" is unclear. 

In claim 2 it is unclear what "an input layer and an output 

layer" are composed of, or how such a layer is supplied flags. 

In claim 3 it is unclear what a "self-organizing competitive 

learning layer" is, or what an intermediate layer is. 

In claim 4 it is unclear how a network is coded, how 

learning is accomplished or how completion of learning is sensed. 

4. The following is a quotation of 35 u.s.c. § 103 which forms 
the basis for all obviousness rejections set forth in this Office 
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Serial No. 08/097,178 -3-

Art Unit 2617 

action: 

A patent may not be obtained though the invention is not 
identically disclosed or described as set forth in section 
102 of this title, if the differences between the subject 
matter sought to be patented and the prior art are such that 
the subject matter as a whole would have been obvious at the 
time the invention was made to a person having ordinary 
skill in the art to which said subject matter pertains. 
Patentability shall not be negatived by the manner in which 
the invention was made. 

Subject matter developed by another person, which qualifies 
as prior art only under subsection (f) or (g) of section 102 
of this title, shall not preclude patentability under this 
section where the subject matter and the claimed invention 
were, at the time the invention was made, owned by the same 
person or subject to an obligation of assignment to the same 
person. 

Claims 1-4, 6 and 7 are rejected under 35 U.S.C. § 103 as 

being unpatentable over Adachi et al. in view of Yuhara et al. 

Adachi discloses a vehicle crash predicting system 

comprising image pick-up means 30, crash prediction means 30, 

safety driver ensuring means 38-42, wherein the prediction means 

is trained previously to recognize potential crash using a fuzzy 

induction logic (cols. 4-6), except for specifically stating that 

a neural network is used. 

Yuhara teaches use of neural network 12 topredict future 

conditions in a vehicle system in order to properly control a 

vehicle (abstract). 

It would have been obvious to utilize neural network logic 

to predict crash in a system as set forth by Adachi, since such 

is well known in the art for predicting vehicle conditions and 
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Serial No. 08/097,178 

Art Unit 2617 

-4-

provides an equivalent prediction technique to the fuzzy 

induction technique disclosed by Adachi, applicant citing no 

criticality for use of one prediction technique versus an 

equivalent technique. 

With regard to claims 2-4, Yuhara discloses a neural 

network comprising a-dimensional layers (col. 3), wherein the 

network is coded (col. 7). 

With regard to claims 6-7, Adachi teaches adjusting throttle 

(40) and brake (42) responsive to Prediction results. 

5. Claim 5 is rejected under 35 U.S.C. § 103 as being 

unpatentable over Adachi et al. in view of Yuhara et al. and 

Taylor. 

Taylor teaches manipulation of a steering actuator 22 via a 

control unit if collision on a vehicle is predicted (abstract). 

It would have been obvious to control a steering device as 

opposed to a brake or throttle means on predicted collision in a 

device as set forth by the combined teachings of Adachi and 

Yuhara, since this is one of various well known control 

parameters for avoiding collisions, applicant citing no 

criticality for use of steering versus other equivalent 

parameters. 

6. The prior art made of record and not relied upon is 

considered pertinent to applicant's disclosure. 

Kamishima, Asayama and Takahashi disclose vehicle control 
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Serial No. 08/097,178 

Art Unit 2617 

and alarm systems. 

-5-

7. Any inquiry concerning this communication or earlier 
communications from the examiner should be directed to Brent 
Swarthout whose telephone number is (703) 305-4383. 

Any inquiry of a general nature or relating to the status of 
this application should be directed to the Group receptionist 
whose telephone number is (703) 305-4750. 

B.SWARTHOUT/TC 
February 14, 1994 

BRENT SWARll-IOUT 
PATENT EXAMINER 

GROUP2600 ... 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICEF-. " ...... l 
. ~ ; ,· .-.···:"3 ' ...... 

Applicant 

Title 

Serial No. 

Filed 

Group Art Unit 

Examiner 

Tomoyuki Nishio 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION •· SYSTEM BY NEURAL NETWORKS 

097,178/ 

July 27, 1993 

2617 

Brent Swarthout 

Hon. Commissioner of Patents and Trademarks 
Washington, D. C. 20231 

.-· -~~ '.·:.'"'\ 
· ·· K-;::4391fJ 
C.~~· -·· 

May 16, 1994 

AMENDMENT 

Sir: 

In response to the Office Action of February 18, 1994, 

please amend the application, as follows: 

IN THE SPECIFICATION 

Pag;(" line 7, delete ", which"; 

line 8, delete in its entirety, and add - n case of 

~\ a situation that an accident may happen.~; 
line 9, delete in its entirety, and add -- n driving 

A~ a car, a driver unconsciously senses~; 
--~~------------------------------------------------------------------------------·~ 

~e 13, delete "of above their sense"; 

~ 14, change "sometimes be the last one who", to 

--not properly handle--; 

~e 15, delete in its entirety; 

M'ne 16, delete "of"; 

~ 18, after 11 is" add --physically--; 

~e 19, delete II by physical considerations". 

1 
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·~ 
Page 2, line 22, change "Ever-changing views spreading" to-

-The views--. 
. / / 

Page 3, lines 13 /and 14, delete "dedicated"; 

£e 28, change "collecting" to ---collected--; 

£e 29, change "ever-changing vistas" to --scenes--

, and change "travel" to --moving--. 

~ 4, line 21, after "picked-up" add --from--; 

0~ line- 33, change "detain" to --detail--. 

Page 5, lines 20~d~, delete "an". 

~e 6, line 3, change "therefore" to so that--; 

nne 4 I Change 11 USe Of term CraSh II tO --term CraSh 

is used--; 

11, change "during" to --at--, and change 

"period" to --interval--. 

£ge 7, line 26, after "drive" add --for---. 

~ 8, line 23, change "for every one" to --and calculating 

for all--. 

4 9, line 9, change "has" to --is--; 

£ne 10, delete "been developed and", and change 

"their" to --a--; 

£e 23, delete "into copies". 

~ 10, line 8, change "associated with it" to a comma. 

~ 11, line 14, change "propagating" to --propagation 

transferring--; 

~s 30-31, delete "on connections are first 

initialized randomly and". 

4e 13, 

~ 14, 

line 4, change "realized" to --formed--. 

line 2, change "during" to --at--; 

~e 3, change "period" to --interval--; 

~ 18, change "located at" to -·-from--; 

2 
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£a 19, change "headway" to --distance--; 

~e 20, change "of" to --from--. 

~e 15, line 30, change "ever-changing" to --a--; 

~e 35, change "is" to -.;..are--. 

~e 16, line 20, change "headway" to --distance ahead of 

the vehicle--. 

~ 17, line 6, change "are described t.hose results" to-

where automobiles 80c, 80d running--; 

~ 7, change "of the automobile soc, 80d" to--

are explained--. 

Page 19, line 32,, delete in its entirety, and add -- or 

algorithm that can be logically established easily~~) 

line 33, delete "readily in logical". 

IN THE CLAIMS 

Please cancel claims 1-7, and file new claims 8-11, as 

follows: 

comprising: 

image pick-up means mounted on the vehicle 

images of actual views in a direction of the vehicle 

while running of the vehicle, 

crush predicting means g a neural network, said neural 

network containing taken image data formed of 

successive scenes accidents and being trained for 

realizing conditi ns of causing said accidents, said neural 

network having n input layer continuously receiving actual image 

image pick-up means, said neural network 

watchi g the actual image data obtained from the image pick-up 
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the vehicle collldei with an object noticed in the 
.. . . } 

data of the image pJ.ck-up means, and outputtJ.ng an operatJ. al 

signal in case of prediction of occurrence said 

object, and 

safety drive ensuri~g means connected to crash 

predicting means, said safety drive in response 

to the operational signal, outputting a signal evading the 

crush between the. vehicle and the object and for protecting an 

occupant of the vehicle. 

9. A system as claimed in claim said neural network 

has a laminated structure having layer an~ an output 

layer, said input layer instantaneo s receiving said actual image· 

data as one-dimensional form fro the image pick-up means having 

two dimensional data, and outputting a binary 

signal for indicating if crush occurs in response to the 

actual image data inputted o the input layer. 

neural network, input layer receives the previously taken 

image data formed successive scenes to become the accidents 

binary signal from said output layer indicating 

that the acci ents occurred in said successive scenes so that 

during the iving of the vehicle, the neural network determines 

ual image data ·obtained from the image pick-up means 

the previously taken image data of the accidents. 

as claimed in claim 10, wherein said neural network 

d and is memorized in a 
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IN THE ABSTRACT 

m~?s.' said ROM bei 1=1~ 

@n&-!..rrl.ng means;. 

£ne 21 Change 11 C0mprisingll tO --includeS an-- 1 and Change 

"means" to --device--; / 

~ 5, before ~b~~sh" add --a--, and change ~ans" to--

device--; 

j:A:'he 6, change "means" to --device--(both occurrences); 

~e 11, after·. "and" add --a--, and change "means" to--

device--; 

-:cine 12, change "means" to --device--; 

~e 13, before "occupant" add --an--; 

/. L1ne 15, change ", wherein said" to 

"means comprises" to -- vice includes--; 

-device--; 

The--, and change , 

Line ange "and just after" to --for causing--. 

IN THE DRAWINGS 

In Fig. 5, change "Fig. 5(a), (b)" to --Fig. 5(a)-- and-

Fig. 5(b)--, as shown in red in the attached copy thereof. 

In Fig. 6, change "Fig. 6(a), (b)" to --Fig. 6(a)-- and--

Fig. 6(b)--, as shown in red in the attached copy thereof. 

REMARKS 

This is a response to the Office Action of February 18, 

1994. 

In paragraph 2 of the Action, the disclosure was objected 

to. In view of the objection, the specification has been 
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reviewed, and clerical and grammatical errors of the 

specification have been amended. 

In paragraph 3 of the Action, claims 1-7 were rejected under 

35 USC 112, second paragraph. ~laims 1-7 have been cancelled, 

and new claims 8-11 have been .. filed. New claims have been 

prepared to obviate the rejection under 35 usc 112. 

In paragraph 4 of the Action, claims 1-4, 6 and 7 were 

rejected under 35 USC 103 as being unpatentable over Adachi et 

al. in view of Yuhara et al. In paragraph 5 of the Action, claim 

5 was rejected under 35 usc 103 as being unpatentable over Adachi 

et al. in view of Yuhara et al. and Taylor. 

As clearly recited in the new claims, the system for 

predicting and evading crash of a vehicle of the invention is 

formed of image pick-up means, crush predicting means and safety 

drive ensuring means actuated by the crush predicting means. The 

image pick-up means is mounted on the vehicle for picking up 

images of actual views in a direction of running of the vehicle 

while running of the vehicle. 

The crush predicting means is connected to the image pick-up 

means and includes a neural network. The neural network 

contains previously taken image data formed of continuous scenes 

to become accidents and is in advance trained for realizing 

conditions of causing the accidents. The neural network has an 

input layer successively receiving actual image data obtained 

from the image pick-up means. 

The neural network watches the actual image data obtained 

from the image pick-up means while running of the vehicle with 

reference to the previously taken image data to become the 

accident, and judges if the vehicle collides with an object 

noticed in the actual image data of the image pick-up means. In 
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case the neural network predicts a crush wi·th the object, the 

network output an operational signal. 

The safety drive ensuring means is connected to the crash 

predicting means, and in response to the operational signal, 

output a signal for evading the collision between the vehicle 

and the object and for protecting an occupant of the vehicle. 

In the training · of the neural network, the input layer 

receives the· previously taken image data formed of successive 

scenes to become the accidents and receives a binary signal 

indicating that the accidents occurred in the successive scenes. 

During the driving, the neural network determines if the actual 

image data obtained from the image pick-up means belongs to the 

previously taken image data of the accidents. 

Adachi et al. relates to a vehicle control system, which 

includes a laser radar apparatus 30 to detect a distance relative 

to a front car, a speed sensor 32 for the front car, and danger 

index calculating means 34 which receives data from the laser 

radar apparatus 30 and the speed sensor 32 and is operated under 

fuzzy induction. The data from the apparatus 30 and the sensor 

32 are classified as index information into a table and formula 

to judge a possibility of a crush. The index information is 

prepared by the fuzzy induction, which is determined by an 

operator. The car is controlled by the calculating means 34. 

In the present invention, the system includes the neural 

network, which was trained to judge possibility of accidents 

based on various image data inputted before. When the vehicle is 

in driving, the actual image data are supplied to ·the neural 

network, and watched with reference to the trained data. Based 

on the previously obtained image data, the neural network judges 

the possibility of accident. In the invention, the actual image 
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data are not compared with all the trained data one by one. The 

neural network trained before judges the possibility of an 

accident. 

In Adachi et al., fuzzy induction is used to judge the 

prediction of an accident, but all the data are supplied to the 

calculating means and compared with the previous data. In the 

present invention, the neural network was trained before to 

judge occurrence of an accident, and the actual image data are 

used to judge the prediction of the accident by the neural 

network. However, in Adachi et al., the data of distance and the 

speed of the front car are obtained and are judged based on the 

fuzzy induction. 

from the image 

invention. 

Adachi et al. does not use the image obtained 

pick-up means as disclosed in the present 

Thus, Adachi et al. does not disclose or even suggest the 

system of the present invention. 

Yuhara et al. relates to a method of controlling of a motor 

vehicle by a neural network, wherein a present value of a 

throttle valve opening and a rate of change of the present value 

of the throttle valve opening are supplied and trained in the 

neural network. The neural network is controlled to learn the 

present value of the throttle valve opening when the rate of 

change of the present value of the throttle valve opening becomes 

zero so that a predicted value of the throttle valve opening 

approaches the actual valve of the throttle valve opening at the 

time the rate of change thereof becomes zero. 

In the present invention, the neural network receives the 

previously taken image data for causing accidents and the signal 

of accidents to learn the image data of the accident. While the 

vehicle is running, actual image data are supplied to the neural 

8 

79



network and are watched by the previously taken accident data in 

the neural network to predict an accident. 

In Yuhara et al., the neural network is used for controlling 

the vehicle, but the neural network controls the throttle valve 

to predict the next movement of the throttle valve. In the 

invention, the neural network is used to learn the image data of 

the previously taken accidents, and watches the actual data with 

reference to the learned accident~data to predict an accident. 

In case of a prediction of the crush, the safety drive ensuring 

means is actuated by the neural network. The features of the 

present invention is not disclosed or even suggested in Yuhara et 

al. 

Taylor relates to a collision avoidance system including an 

electro-optical rangefinder scanner, retroreflectors on target 
i 

vehicles and a processing unit. The system senses data of 

speed, position, acceleration and so on of the target vehicle and 

issues a warning signal if a predicted value is below a minimum 

value. 

The subject of Taylor is the same as that of the present 

invention. However, Taylor does not use the image data nor the 

neural network to predict the collision, as in the present 

invention. Thus, Taylor does not disclose or suggest the present 

invention. 

As explained above, the cited references do not disclose or 

even suggest the features of the present invention. Especially, 

the cited references do not disclose or ~uggest the use of the 

image data to predict an accident, particularly the combination 

of the image data and the neural network. Thus, even if the 

cited references are combined, the present invention is not 

obvious from the cited references. 
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Reconsideration and allowance are earnestly solicited. 

727 Twenty~Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI ~ 

by /~4$'~ A'~~-e~~ 
Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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Serial Number: 08/097,178 

Art Unit : 2 617 · 

-2-

1. This application has been filed with informal drawings which 

are acceptable for examination purposes only. Formal drawings 

will be required when the application is allowed. 

2. The following is a quotation of the first paragraph of 35 

u.s.c. § 112: 

The specification shall contain a written description of the 
invention, and of the manner and process of making and using 
it, in such full, clear, concise, and exact terms as to 
enable any person skilled in the art to which it pertains, 
or with which it is most nearly connected, to make and use 
the same and shall set forth the best mode contemplated by 
the inventor of carrying out his invention. 

The specification is objected to under 35 U.S.C. § 112, 

first paragraph, as failing to provide an enabling disclosure. 

/v c.d; 
/ :.-1 ~:::, 

In claim 8 it is unclear how a network is trained for 

realizing conditions; it is unclear what "an input layer'~ is; it 

0~ is unclear how a network watches the actual image data; it is 
~' -h 
"o' unclear how vehicle collision with an object is judged; and it is 

0~. unclear how a signal evades a crush and protects occupants. 

In claim 9 it is unclear what "a laminated :structure" or "an 
0 !C .. 

output layer" are. 

o~ In claim 10 it is unclear how a network is trained; and it 

is unclear how a network determines if data belongs to a previous 

image. 

In claim 11 it is unclear how a network is programmed to 

predict crush. 
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Serial Number: 08/097,178 

Art Unit: 2"617 

3. Claims 8-11 are rejected under 35 U.S.C. § 112, first 

paragraph, for the reasons set forth in the objection to the 

specification. 

-3-

4. Claims 8-11 are rejected under 35 U.S.C. § 112, second 

paragraph, as being indefinite for failing to particularly point 

out and distinctly claim the subject matter which applicant 

regards as the invention. 

In claims 8, 9 and 11 it is unclear what "crush" is. 

In claim 8 "scenes to become accidents" and "data to become 

the accidents" is unclear. 

In claim 9 it is unclear how data is received in "one-

dimensional form". 

In claim 10 "scenes to become the accidents 11 is unclear. 

In claim 11 "the trained data" has no antecedent basis. 

In claim 8 "said crash predicting means" has no antecedent 

basis. 

5. The disclosure is objected to because of the following 

informalities: in claim 9 "instantaneous receiving" is not 

grammatically correct; and in claim 11 "programmed" is 

misspelled. Appropriate correction is required. 

6. The prior art made of record and not relied upon is 

considered pertinent to applicant's disclosure. Nabet, 

Schweizer, Gioutsos and Takahashi disclose neural network 

systems. 
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Serial Number: 08/097,178 -4-

Art Unit: 2617 

7. Applicant's amendment necessitated the new 9rounds of 

rejection. Accordingly, THIS ACTION IS MADE FINAl~. See M.P.E.P. 

§ 706.07(a). Applicant is reminded of the extension of time 

policy as set forth in 37 C.F.R. § 1.136(a). 

A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL 
ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS 
ACTION. IN THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS 
OF THE MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION 
IS NOT MAILED UNTIL AFTER THE END OF THE THREE-MONTH SHORTENED 
STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE 
ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE 
PURSUANT TO 37 C.F.R. § 1.136(a) WILL BE CALCULATED FROM THE 
MAILING DATE OF THE ADVISORY ACTION. IN NO EVENT WILL THE 
STATUTORY PERIOD FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM 
THE DATE OF THIS FINAL ACTION. 

8. Any inquiry concerning this communication or earlier 
communications from the examiner should be directed to Brent 
Swarthout whose telephone number is (703) 305-4383. 

Any inquiry of a general nature or relating to the status of 
this application should be directed to the Group receptionist 
whose telephone number is (703) 305-4750. 

Brent Swarthout/skf 

July 22, 1994 
BRENT SWARTHOUT 
PATENT EXAMINER 

GROUP2600 
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IN THE UNITED STATES PATENT AND TRADE~~RK 

Tomoyuki Nishio Applicant 

Title VEHICLE CRASH P~EDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NETWORKS 

Serial No. 

Filed 

Group Art 

Examiner 

~ 
: July 27, 1993 

Uni~
e:·~-:Srent Swarthout 

. _./ 

Hon. Commissioner of Patents and Trademarks 
Washington, D. c. 20231 

December 22, 1994 

AMENDMENT AFTER FINAL ACTION 

Sir: 

In response to the final Action of July 26, 1994, please 

amend the application, as follows: 

IN THE CLAIMS 

Please amend claims 8-11, as follows: 

8. (amended) A system for predicting and evading crash of a 

vehicle comprising: 

image pick-up means mounted on the vehicle for picking up 

images of actual views in a direction of runnihg of the vehicle 

while running of the vehicle, 

[crush] crash predicting means having a neural network, said 

neural network containing previously taken image data formed of 

successive scenes [to become] .for causing accidents and being 
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trained by a back propagation method for realizing conditions of 

causing said accidents, said neural network having an input layer 

formed of· processing elements arranged parallel to each other, 

said input layer continuously receiving actual image data 

obtained from the image pick-up means, said neural network 

[watching] receiving the actual image data obtained from the 

image pick-up means while running of the vehicle, evaluating the 

actual image data by itself trained by [with reference to] said 

previously taken image data for causing [to become] the 

accidents, judging if the vehicle collides with an object 

noticed in the actual image data of the image pick-up means, and 

outputting an operational signal in case of prediction of 

occurrence of a [crush] crash with said object, and 

safety drive ensuring means connected to said crash 

predicting means, said safety drive ensuring means, in response 

to the operational signal, [outputting a signal for evading] 

operating to evade the [ cru$h] crash between t:he vehicle and the 

object [and] for protecting an occupant of the vehicle. 

9. (amended) A system as claimed in claim 8, ~Therein said neural 

network [has a laminated structure having said input layer and] 

further includes an outpttt layer formed of a single processing 

element and connected to the processing elements of the input 

layer in series, said input layer [instantaneous] instantaneously 

receiving said actual image data [as one-dimensional form] from 

the image pick-up means (having two dimensional data], and said 

output layer outputting a binary signal for indicating if said 

[crush] crash occurs in response to the actual image data 

inputted to the input layer. 
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10.(amended) A system as claimed in claim 9, wherein in a 

training of the neural network by the back propagation method, 

said input layer receives the previously taken image data formed 

of successive scenes [to become] for causing the accidents and 

receives said binary signal from said output: layer indicating 

that the accidents occurred in said successive scenes, said 

neural network, [so that] during the driving of the vehicle 

after the training, evaluating[, the neural network determines 

if] said actual image data obtained from the image pick-up means 

[belong to the previously taken image data of t:he accidents] . 

11.(amended) A system as claimed in claim 10, wherein said neural 

network containing [the] trained data [is programed and] is 

memorized in a ROM for constituting the [crush] crash predicting 

means, said ROM being included in a circuit for the safety drive 

ensuring means. 

REMARKS 

This is a response to the final Action of July 26, 1994. 

In paragraph 2 of the final Action, the specification was 

objected to under 35 USC 112, first paragraph, wherein 

explanations or recitations of the claims ~ere referred to and 

deemed to be unclear. In view of the portions of the claims 

pointed out by the Examiner, claims have been amended. 

In particular, the neural network is t:rained by a back 

propagation method as explained from page 10, line 13 to page 12, 

line 6 of the specification. The input layer is formed of 

processing elements as explained on page 13, lines 6-28. 

In the neural network, the network is at first trained by 
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images causing the accidents to understand by itself the pattern 

of the accidents or changes of the images, i.e. views. The 

pattern of the accident is memorized in the neural network. In 

use, while the car is driving, the actual image is continuously 

supplied to the trained neural network, wherein the neural 

network evaluates and judges the actual image based on the 

training if the image supplied to the neural network causes an 

accident. If the network judges that the actual image causes an 

accident, an operation signal is outputted from the neural 

network, so that safety drive ensuring means, such as a steering 

actuator, throttle actuator or brake actuator, is actuated to 

avoid or minimize the accident. 

In paragraph 3 of the final Action, claims 8-11 were 

rejected under 35 usc 112 for the reasons set forth in the 

objection to the specification. As explained above, claims 8-11 

have been amended to obviate the rejection. 

In paragraph 4 of the final Action, claims 8-11 were 

rejected under 35 usc 112, second paragraph. In paragraph 5 of 

the Action, the disclosure was objected to. In view of the 

rejection and the objection, claims 8-11 have been amended. 

As explained above, claims 8-11 have been amended to obviate 

the rejections and the objection. It is believed that claims 8-

11 are clear and are patentable over the prior art of record. 

However, if it is required to further amend the claims, please 

contact the undersigned agent. The agent is willing to amend the 

claims as required. 

Reconsideration and allowance are earnestly solicited. 

A two month extension of time is hereby requested. A check 

in the amount of $370.00 is attached herewith for the two month 

extension of time. 
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727 Twenty-Th_ird Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

by ~4p?k ,&~~~E~~,--:-:-zf~---

5 

Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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UNITED STATES DEPARTMENT OF COMMERCE 
Pat&nt and Trademark Office 

- Addr.ess: COMMISSIONER OF PATENTS AND TRADEMARKS 
Washington, D.C. 20231 

ART UNIT T PAPER NUMBER 

DATE MAILED: 

Below is a communication from the EXAMINER In charge f!l this application 

COMMISSIONER OF PATENTS AND TRADEMARKS 

g('}"RIOD FOR RESPONSE' 

ADVISORY ACTION 

a) (!?{is extended to run S MD..S or continues to run------~ from the date of the final rejection 

b) D expires three months from the date of the final rejection or as of the mailing date of this Advisory Action, whichever is later. In no 
event however, will the statutory period for the response expire later than six months from the date of the final rejection. 

Any extension of time must be obtained by filing a petition under 37 CFR 1.136(a), the proposed response and the appropriate fee. 
The date on which the response, the petition , and the fee have been filed is the date of the response and also the date for the 
purposes of determining the .period of extension and the corresponding amount of the fee. Any extension fee pursuant to 37 CFR 
1.17 will be calculated from the date of the originally set shortened statutory period for response or as set forth in b) above. 

0 ~II ant's Brief is due in accordance with 37 CFR 1.192(a)~ 

{J("Applicant's response to the final rejection, filed \ z.-z'Z.-1'-f 
to plac e application in condition for allowance: 

has been considered with the following effect, but it is not deemed 

1. The proposed amendments to the claim and /or specification will not be entered and the final rejection stands because: 

a. 0 There is no convincing showing under 37 CFR 1.116(b) why the proposed amendment is necessary and was not earlier 
pres 

b. hey raise new issues that would. require further consideration and/or search. JSee Note). 

c. 0 They raise the issue of new matter. (See Note). 

d. 0 They are not deemed to place the application in. better form for appeal by materially reducing or simplifying the issues for 
appeal. 

e. 0 They present additional claims without cancelling a corresponding number of finally rejected claims. 

2. D Newly proposed or amended claims . would.be allowed if submitted in a separately filed amendment cancelling 
~-allowable claims. /" 

3. ~Upon the filing an appeal, the pro~osed amendment 0 wilLbe entered IE( will not be entered and the. status of the claims will 
be as follows: 

Claims allowed: 
Claims objected to: -=---::--:-....:__ ______ --.. _____ _ 

Claims rejected: _ __::~:---_-_.,!~~~------------
However; 

0 Applicant's response has overcome the following rejection(s): -----------·-----------

4. D The affidavit, exhibit or request for reconsideration has been considered but does not overcome the rejection because-----

5. D The affidavit or exhibit will not be considered because applicant has not shown good and sufficent reasons why it was not earlier 
presented. 

0 The proposed drawing correction 0 has 0 has not been approved by th~ examiner. 

fie 0 Other 

[03-3oS-'i3~3 
PTOL-303 (REV. 5-89) 

~~ 
BRENT SWARTHOUT 
PATENT EXAMINER 

GROUP2600 
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Ul\IITi-1.) :~TA"Ff::s DEPARTMENT OF COMMERCE 
. . J)a•~.fld: ai1d Trad.l11ark Office 

'Add~ess: ··COMMISSION'EPIOF PATENTS AND TRADEMARKS 
> · Washington, D.C. 20231 

SERIAL NUMBER J FILING DATE · r .FIRSt NAMED APPLICANT I.·. ATTORNEY DOCKET NO. 

:·····-·-.. 

NISHIO 

ART UNIT r . P'AP.~R Nl:JM'BER . 
ARL \/A 22.202 

L _j 2617 
DA:TE MAILED: 

Thi~ap •.. cation is abandoned in View of: ·. · • .· -.. . . . . . .... r;:.. u ..... &~p.).· . 
1. .· Applicant'$ failure to respondto·fhe Offlc!'J;I~tt~r. ·mailed ·_....:..._ _ _.;_~__:__!lc.•-'---------

'• > 2. 0 Applic~nt's letter of express abandonme~tcy)hithl~lin co~pli~nCEHYith 37 C..F.Ft 1.138. ,· 

3. 0 Applicant's failure: to timely file the respQI)Se received within the period set 
in the Office letter. 

4. 0 Applicant's failure to pay the required is~ue fee.within the statutory period of 3 months from the 
mailing date of ·· of ihe'Notice~ofAIIo.waoce. 

0 The·Jssue·fee was received on ~---_;_...,_--..,..._:.:_-,---'---------'----------
.. . . 

0 The issue fee has nofbeencreceived'in.AilowedFiles Branch as of ~-----__;_ _ __;_ ___ _ 

In accordance with 3Sl.:/.S.Q. 151, and under .the provisions of 37 C:F.R. 1.316(b), applicant(s) may 
petition the CommissionE!r).o accept the. cjelayed .payment ()f the issue fee if the delay in .payment 
was unavoidable. The petition inuM be accompanied by the issue fee, unless it nas been previously 
submitted, in the amount specified by .37 C .. F.R. 1.17 (1), and a verified showing as to the causes of 
the delay. · 

If applicant(s) never received the Notice Of Ali()wance, a petition for a new Notice of Allowance and 
withdrawal ·ouhe holding. of abandonm_ent may be appropriate in view o'f Delgar Inc. v. Schuyler, 
172 U.S:P:Q. 513. . ../ . 

5. 0 Applicant's failure to tim~l)' correct th~ dr~\Yi~~!3 ,a,odfor submit new or substitute formal drawings by 
...,.__ _____ .....__...;.·...;.· ··.;....;· · · a~·r~quir~d 'n!~f1:.!~~t~tfibe:~:C~ion, 
OThe corrected and/or substltutedhi\Yfi.i·9's'were'rticeived ori -'-----'"---'---------

6. 0 The reasori(s) below. 

PT0-1432 (REV. 5-83) 
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IN THE UNITED STATES PATENT AND TRADE~1ARK OFFICE 

Applicant 

Title 

Serial No. 

Filed 

Group Art Unit 

Examiner 

Tomoyuki Nishio 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NETWORKS 

08/097,178 

July 27, 1993 

2617 

Brent Swarthout 

Hon. Commissioner of Patents and Trademarks 
Washington, D. C. 20231 

K-1398 

c .. , .. 
. (,.) 

t..O 
c.n 

March 20, 1995 

EXTENSION OF TIME 

Sir: 

In the above application, a File Wrapper Continuation 

application was filed on January 19, 1995, and serial number was 

assigned as 08/375,249. At the time of the application, a third 

month extension of time was requested and Ute extension fee of 

$500.00 was payed (two month extension with the fee of $370.00 was 

filed on December 22, 1994) . A copy of the request for the 

extension of time in the File Wrapper Continuation application is 

attached herewith. 

However, $500.00 was returned with the notice attached 

herewith. It is thought that the third month extension is required 

for the File Wrapper Continuation. Therefore, a check in the amount 

of $500.00 is paid again. 

1 
.:,.1.: 
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727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

by~~/~~~~. 

2 

Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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I' 

NOTICE TO CHECK RECIPIENT 

VENDOR NAME: 

TREASURY-FINANCIAL MANAGEMENT SERVICE TFS FORM 3039 (~v.) 

MISC 

$500.00 
ABANDONED FILING FEE $130.00 
MAR95-00075 

FRANK .LEBRON 703 305-4229 

0 

PLEASE DIRECT ANY INQUIRIES CONCERNING THIS PAYMENT TO THE AGENCY AT THE ADDRESS (OR TELEPHONE NUMBER) INDICATED ABOVE. 

03 14 95 OS PUlLAD~LPHIA~ PA 

MISC 0 Mi PTO 

MANABU KANESAKA ·.. . . 
C I 0 K AN E S AKA ·:AND t A K E U C H I 
727 23RD STREEr··soUTH 

ARLiNGTON VA .222b2 

PER ENCLOSED MAILING NOTICE 

I: 0 0 0 0 0 0 5 *a I: 0 3 a 3 a * 3 ? b 111 0 • 0 3 g 5 
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. c.· l_;;L3U .. '"'-..--fV/ · rr;ru;-
lpper Confinulng App~ lon under 37 CFR 1.62 

. 08/375249 

L.lr"""TlD CL.AS$1FICA'TION 
OF THIS A"I'LICATION: 
CLA%$ lU,CL~ 

~1'1101'1 AI'/'LICATION: 

[XAMINE.I'I AI'IT IJNtT 
K-1518 

Brent Swarthout 2617 

Addreas to: 

Commilaioner of Patents and Tradema.rl:s 
Box FWC 
Wathiniton, D.C. 20231 

Thit is a. Requ.eat .!or filing aD continuation-in-part~;] continu-ation 

0 divi&iona.l application under 37 CFR 1.62 of prior Application Serial 

No.08/097,178 , filed on 07/27/1993 entitled ____ _;._ __ 

VEHICLE C~~EERLCXI,:m_~~~I"QlL,§.~~~~X,Ji~ill1~kJ::!f;,IW,QE.I$S.. .. ~ 

by the following named inventor(s). 
, \.ILL l"<.i-'-H fAMILY N.i-M£ "11'\ST CIYfN NfME SECOND GIVEN NAME 

OF 
Ni<>hi,..., 

--t1d 
I NV£ NTOI". --···--

, ,... . --. 

l'l[tiDINC[ L 
CITY SiAT£ 01'1 ,01'\£.1GN COUNT/'.Y COIJNTI'IY OF CITilENSHII' 

C1Til£N~H11' Kawasaki--······· Japan 0PX_ Japanese -
POST OF FIC:t 

DSi OFFIClADDI'\E.SS CITY STAT£ 4. lll' COD£/COIJNTP.Y 

ADO"'ESS 663-28, Ozenji, Asou-ku Kawasaki-shi Kanagaw-a-ken, Japan 
f I.IL L NA>.!E. I .A-MIL 'I' h A J..-1 l FII'IST OIYEN NAME SECOND GIVEN NAME. 

01 
INVt NTOI". 

""EEIDENClL 
11.,. STAH 01". FOI'H.IGN COUNTP\Y COUNTI'IY OF CITIZENSHI~ 

CITIZlN~HIP 

I"OST O' ~ ICt OST DHICL AOD""f.SS CIT 'I' STATE,\. Zl~ CDDE/COIJNTIW 
ADDI".BS 

FUU.NAV.l I ,&.V.Il. 'r I"< AM l fi/'.ST GIV(N N,&.Mt 'EC:DND GiVEN NAME 
01 

I '-lYE NTOI'I 

""i.HD£ NC£ A. 
c 11 y STAT£ 01". F 01\EIGN COUNi P. Y CDVNTI\Y Of CITI:Z.ENSHI~ 

CITIZENS HI~ 

POST 0~, ICE 
051 Df fiCL ADD_IHS.S CITY STATE a. li~ CDDE/COUNTI'IY 

ADDI'Il$.5 

The above identified prior application in whicb no payment of the iBst:e fee, 
a.b&ndonment of ,or termination or proceedings has occurred, is hereby 
expreuly abandoned a£ of the riling date of this new application . .Please 
tue a!l the contents of the prior application file wrapper, including the 
clrawinga, aa the basic paper! for the new Rpplicati,on. (note: 37 CFR 1.60 
:may be naed for appli'eatione where the prior application il! not to be 
a.. ba.ndoned.) 

1. GJEnter the amendment previously fired on December 22, 1994 
S7 CFR 1.116 but unentered, in the prior application. 

2. OA preliminary amendment h enclosed. 

under 

The filing fee h calculated on the basil! of the claims existing in the prior 

~pplica.tion a.z amended at 1 ·a.nd 2 above. 

CU.f)o(S 
(l) fOR (2) NUMB£R FJLEO (3) NUMBER EXTRA ( •l RATE (~) CALCULJ..TIONS 

101 .l.l . 
ClAIM~ 4 -2'0- xs s 
toCf'£~£1'{1 

1 -3- X~ Ct .l.tw.S 

~ Tru orruoon CLW(S) (K ~abk) +: ) 

I tJ.SJc m + S730.00 :: 

I lo-b/ of X>ou C*lil tiorn-

ltO.xboo br ~ ._ 5ilnt b7 snut tfrlilr (Hott 37 en 1J, 1.27, uo. 
It applicable, verlfltd ataltment rnvst bt l!llChtd, -v (page 1 of 

I 7JHJ.- $730.00 
/ 
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.,_-.. r 

(s. D 
I 
1 
I 

L
.l.TIOf'WfYS D<:X:KE:T NUMBER 

K-1518 

'l'he Commiaioner il~ hereby authorized to ch8.rge fees under 
37 CFR 1.18 ·and 1.17 which :may be required, or credit n;.ly 
overpayment to Depo.sit Account No. _________ _ 

\ 
~· D A checl: in the a.monrt of$ 

I 
h encloaed. 

j5. 0 
I 
1 

\ 

A new oath or declaration ta included 1ince thi8 application h a 
continul.tion-in-pa.rt which dilclo1e! J.nd claim! additional matter. 

~ G]A m e n d t h e 1 p e c if i cat i on by in ! e r t i n g · ~if~~~ t h e i~~ii li n e t h e a e n t e n c e : 

~t~~ Thia 'application h 21. U continne.tion-in=-p~rt •. [iJ c~~t--in~~tion.J b -~ 
\ 0 d i v i 11 ion, of a p p 1i c a. t i o n 8 ~ r i z.l N o. 08/097, 178 t f i 1 e d 07/27/1993 "();l 4 ~ 

'7: 0 A .., e r if i e d s t a t e m e n t c la i m in g a m all e n t it y s t a t n a i a e n c1 ~ B e d. 
I .• 

i 
B. 0 P r i~ r ity of ap p 1i ca. tion S eri a.l No. 229201/92 file d. on 08/04/1992 

I 
I 

. in Japan it claimed under 35 u.s.a. 119. 

9. s=JThe prior application is assigned of record to 
Takata Corporation 

The: p~wer of attorney in the prior ·appiication is to:------------

Manabu Kanesaka Reg. No. 31,467, Yusuke Takeuchi ReQ. No. 30,9::...:2:..:1=---- .. 

Third mon~h extension of time is requested for Patent Application Serial 
No. 08/097,178 filed on July 27, 1993. The extension fe~ ($500.00) i~ 
added to the. filihg fee ($730.00) and a check in the amount of $1,230.00 
is enclosed. 

\Addrea!! a..ll future commnnica.tion.s to: 
! by a. F p 1l t tt n: i, ~r- attorney or age n ~ of 
I . . 

( M a y . o n 1 y b e c o m p 1 e t e ·d 
recorrl} 

I , 
\ M.anabu Kanesaka cLo Kane.s.aka and IakeuGl4:l,..... 

\ ~,::::~== 
waived 

'to the extent that if informr-.tion or acc~~JS il~ a·vailable to any one 
, of the applications i:.c.. the file wrapper of a 37 CFR 1.62 s.pplica.tion, 

) 
!be· i t e it b e r this a p p 1 i c a t ion .or a p r· i or a p pI i cation in t b e Bam e f i 1 e 
lw r a p p e r , t h e P ~ t e n t 1. Il d Tr a.. d e m l r k 0 ! ! i c e m a y p r o v i d t a i m i 1 a. r 

J/ i. n · f o r m s. t i o n o r a c c e ! s t o a ll t ~ e o t h e r a p p 1 i c a t i o n t i n t h e ! B. m e f i 1/~ 
[,wrapper. . 

p d 
\' 

\ 

) 

L_, 
Date 

727 Twenty-Third Street South 
Ar1ingto, Virginia 22202 
(703) 521-3810 

'Z ... S:'. (pagR. 2 of 2) 

0 m'mltor\1) mJ att~y or a rent of record 

0 ~or compleu lntm:tt 0 filed uncitr 11~1) 
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Applicant 

Title 

Serial No. 

Filed 

Group Art 

Examiner 

UNITED STATES PATENT AND TRADEMARK 

Tomoyuki Nishio 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NETWORKS 

c§V 
: July 27, 1993 

Uni~ 
::...--:---=---

.::··= ··Brent swarthout 

Hon. Commissioner of Patents and Trademarks 
Washington, D. C. 20231 

~r::: 

December 22, 1994 

AMENDMENT AFTER FINAL ACTION 

Sir: 

In response to the final Action of July 26, 1994, please 

amend the application, as follows: 

IN THE CLAIMS 

Please amend claims 8-11, as follows: 

' 8 . ( amended) A system f ot ~:t-9~d~j l...iC..l..t..L.i l.Jn.yg_a.a un~.~.d___.~ 

vehicle comprising: 

image pick-up for picking up 

images of actual views running of the vehicle 

means having a neural network, said 

containing previously taken image data formed of 

1ve scenes for causin accidents and being 

1 

090 B~ 12/29/94 08097178 :i U.6 
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tra1ned by a back propagat i op method far :r€Hil i · 

said accidents, said neural network having an input lay r 

rocessin arallel to each. ot er 

""'""'........,"---=.o..o.!:<"""-""---l=.:=>a.z.y..::::e:.:.r continuously receiving actual imag data 

obtained from the image pick-up means, said neura network 

[watching] receiving the actual image data obtain a from the 

image pick-up means while running of the vehicle the 

actual image data by itself trained by [with said 

previously taken image data :f..::::o~r--~~~~ [to become] the 

with an object 

pick-up means, and 

case of prediction of 

object, and 

accidents, judging if the vehicle 

noticed in the actual image data of 

outputting an operational signal 

occurrence of a [crush] crash with s 

safety drive ensuring connected to said crash 

predicting means, said safety ensuring means, in response 

to the operational signal, outputting a signal for evading] 

operating to evade the [cru h] crash between the vehicle and the 

object [and] for protecti g an occupant of the vehicle. 

9. (amended) A system as claimed in claim 8, wherein said neural 

network ated structure having said input layer and] 

further output layer· formed of~~, a single processing 

element rocessin elements of 

la er in seri s, said input layer [instantaneous] instantaneously 

id actual image data [as one-dimensional form] from 

pick-up means [having two dimensional data] , and said 

output layer outputting a binary signal for indicating if said 

[cru h] crash occurs in response to the actual image data 

2 
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\ ~(amended) A system as claimed in claim 

~ .J0 training of the neural network ~b:,J:y_t~h~e~~~u....._~~~~~~~~~~ 
~· said input layer receives the previously taken im formed 

of successive scenes [to accidents and 

receives said binary signal output layer indicating 

that the accidents said successive scenes, said 

neural network, during the dri vin9 of the vehicle 

image data obtained from the image pick-up means 

fie accidents r:=-

~. (amended) A system as claimed in claim ~' wherein said neural 

network containing [the] trained data [is programed and] is 

memorized in a ROM for constituting the [crush] crash predicting 

means, said ROM being included in a circuit for the safety drive 

ensuring means. 

REMARKS 

This is a response to the final Action of July 26, 1994. 

In paragraph 2 of the final Action, the specification was 

objected to under 35 USC 112, first paragraph, wherein 

explanations or recitations of the claims wen:~ referred to and 

deemed to be unclear. In view of the portions of the claims 

pointed out by the Examiner, claims have been amended. 

In particular, the neural network is trained by a back 

propagation method as explained from page 10, line 13 to page 12, 

line 6 of the specification. The input layer is formed of 

processing elements as explained on page 13, lines 6-28. 
\ 

In the neural network, the network is at first trained by 

3 

v:~_--7 (_ .. -
~~-- --. ·---"' 

----· -~--·_...-
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images causing the accidents to understand by itself the pattern 

of the accidents or changes of the images, i.e. views. The 

pattern of the accident is memorized in the neural network. In 

use, while the car is driving, the actual image is continuously 

supplied to the trained neural network, wherein the neural 

network evaluates and judges the actual ilnage based on the 

training if the image supplied to the neural network causes an 

accident. If the network judges that the actULal image causes an 

accident, an operation signal is outputted from the neural 

network, so that safety drive ensuring means, such as a steering 

actuator, throttle actuator or brake actuator, is actuated to 

avoid or minimize the accident. 

In 

rejected 

paragraph 3 of 

under 35 usc 

the final 

112 for the 

Action, 

reasons 

claims 8-11 were 

set forth in the 

objection to the specification. As explained above, claims 8-11 

have been amended to obviate the rejection. 

In paragraph 4 of the final Action, claims 8-11 were 

rejected under 35 USC 112, second paragraph. In paragraph 5 of 

the Action, the disclosure was objected to. In view of the 

rejection and the objection, claims 8-11 have been amended. 

As explained above, claims 8-11 have been amended to obviate 

the rejections and the objection. It is believed that claims 8-

11 are clear and are patentable over the prior art of record. 

However, if it is required to further amend the claims, please 

·contact the undersigned agent. The agent is willing to amend the 

claims as required. 

Reconsideration and allowance are earnestly solicited. 

A two month extension of time is hereby requested. A check 

in the amount of $370.00 is attached herewith. for the two month 

extension of time. 

4 
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727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND Tl~.KEUCHI 

a /AI , .. by ~--<---~/ ,3;;x.--.:- ·['-""".....__:?,...... 

5 

Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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;:\ >.1D T ;::il<EUCH I 
23RD STREET SOUTH 

Nif;! .. ·!IC T 

DATE IMAIL!SD: 

l<-·1:::i1.8 

0 This action is made final. 

A shorteRed statutory period for.r;espoose to .this action is sehto .elqi)ir<9 ... ? . month(cS), 0 dei,Y.S from the date of this letter. 
Failure to respond within the: perlodtor~$\Se will ~)3e,tl\ra .• pll~tii!JI'il·tli> ;t>:S'Gliime abandt)Aect 351J.s.c, t3!"-- .. ................. 

Part I 

1. Notice of References Cited,by Examiner, PT0-892. 

3. 0 NoticeofArtCited byAppllcant,P'f0~1449. 
5. 0 Information on How to Etfeet&a\lii'ltig,Ctlanges, PT0-1·47~.-

~~ 

""-........... ,_ 

2. 0 Notice· of Draftsman's Patent Drawing Revie~. PT0-948. 

4. 0 Notice of lnfc>rmal 'Patent Application, PT0-152. 

6.0 
--------·--------~---------------

1. -------'~:::..---_· ·---'{'----["'-. """.-----------'---,-------~-----------are pending in the application. -
. • . / Of~he abo:, claims. 

2. rnGiaims { J 
are withdrawn from consider!itlon • 

have been canc:ielled. 

3. 0 Claims -----------'----------'-------'---------------are allowed. 

4. 0 Claims_,_ _______________________________________ are rej"ected. 

5. 0 Claims-----------~----------------'--------------~----- are objected to. 

6. 0 ~ . · . . · are subject to r<9strictlon or election requirement. 

7. ~his application has been filed. with informal drawing~> un~er 37 c:F.R. 1.85 which are acceptable for examlnation purposes. 

8. 0 Formal drawings are required·. 1m $~~'bmse<te•:tlllts,®ff!me,aetlilltl:. 

9. 0 The corrected or substitute drawings haveii'Je:EI!iHEte'el!t~ 'On . Under 37 C.F.R. 1.84 these drawings 
are CJ acceptable; CJ not acceptable (se.e exJ)Iaoation or Notice.of 'Draftsman's Patent Drawing Review, PT0-948). 

1 0. 0 The proposed additional or substitute she~.t($) of drawings, filed on . has (have) been CJ approved by the 
e~; CJ disapproved by the.ex~mlm~r~see.JE~'kfilanation~. 

11. ~he~osed d;awing correction, .filed S -Ll>-<f:L{ . , has been ~ed; CJ disa~proved (see explanation). 

12. Acknowledgement is made of the.claim for priority under 35 U.S.C. 119, The certified copy has CJ been received ~eceived 
CJ b,een filed in parent applicatitm, serial no. . ; filechm -----·----· . 

13. D Since this application apppears.to. be in cond.ition f'O,callowaQce except -for formal matters, pros:ecution as to the merits is closed in 
accordance witn the practice ~;JadetEx parte GlirayJB,) 1(9.85 b.D. 11 ; 4!$'3· O<G. 213. 

14.0 Other 

PTOL-326 (Rev. 2193) 
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Serial Number: 08/ 3'1S1'i4't 
Art Unit: 2617 

-2-

1. This application has been filed with informal drawings which 

are acceptable for examination purposes only. Formal drawings 

will be required when the application is allowed. 

2. Claims 8-11 are rejected under 35 U.S.C. § 112, second 

paragraph, as being indefinite for failing to particularly point 

out and distinctly claim the subject matter which applicant 

regards as the invention. 

In claim 8, lines 9-10 "realizing conditions of causing" is 

indefinite, but "recognizing conditions in image data which 

cause" would have been more proper; 

on line 16 "data by itself trained by" is indefinite, but 

"data by comparing it to" would have been more proper; 

on line 18 "judging if the vehicle collides rr is indefinite, 

since the device only judges if a crash is predicted, but 

judging if the vehicle is predicted to crash based on the 

comparison of said previous taken image data''would have been more 

proper. 

In claim 9, line 9 "crash occurs" is indefinite but "crash 

is predicted to occur" would have been more proper. 

In claim 10, lines 8-9 "evaluating said actual image data 

obtained from the image pick-up means" is indefinite as to what 

it is being evaluated for, but "evaluating said actual image data 

obtained from the image pick-up means to determine if it 

corresponds to said previously taken image data for causing 

accidents" would have been more proper. 
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Serial Number: 08/"37Sr2-'-A 
Art Unit: 2617 

3. The prior art made of record and not relied upon is 

considered pertinent to applicant's disclosure. 

Pearson and Nishio disclose neural network systems. 

4. Any inquiry concerning this communication or earlier 

communications from the examiner should be directed to Brent 

-3-

Swarthout whose telephone number is (703) 305-4383. The examiner 

can normally be reached on M-F from 6:30 a.m. to 4:00 p.m. 

If attempts to reach the examiner by telephone are unsuccessful, 

the examiner's supervisor, John Peng, can be reached on 

(703) 305-4392. The fax phone number for this Group is 

(703) 305-9508. 

Any inquiry of a general nature or relating to the status of 

this application or proceeding should be directed to the Group 

receptionist whose telephone number is (703) 305-8576. 

Swarthout/mh 
June 14, 1995 

BRENT A SWARTHOUT 
PRIMARY EXAMINER 

GROUP 2600 
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TO SEPARATE, HOLD TOP AND BOTTOM EDGES, SNAP-APART AND DISCARD CARBON 

FORM PT0-892 U.S. DEPARTMENT OF COMMERCE 
SE37s>L '-f ~ 

GROUP,t:\RT UNIT 
ATTACHMENT 

(REV. 2-92) PATENT AND TRADEMARK OFFICE TO 

7.."'; t 7 PAPER l"L ~t=t NUMBER 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicant 

Title 

Serial No. 

Filed 

Group Art Unit 

Examiner 

Tomoyuki Nishio 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NE~E'WORKS 

08/375,24~ 
:~19, 1995 

~' 

: Brent A. Swarthout 

Hon. Commissioner of Patents and Trademarks 
Washington, D. c. 20231 

K-1518 

July 5, 1995 

AMENDMENT 

Sir: 

In response to the Office Action of June 28, 1995, please 

amend the application as follows: 

IN THE CLAIMS 

Please amend claims 

//. (twice amended) A system for predicting and evading crash of a 

vehicle comprising: 

image pick-up means mqunted on the vehicle for picking up 

images of actual views in a direction of running of the vehicle 

while running of the vehicle, 

crash predicting means having a neural network, said neural 

network containing previously taken image data formed of successive 

scenes for causing accidents and being trained by a bac}<. 

propagation method for [realizing conditions of causing] 

recognizing conditions in image data which cause said accidents, 

1 
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said neural network having an input layer formed of processing 

elements arranged parallel to each other, said input layer 

continuously receiving actual image data obtained from the image 

pick-up means, said neural network receiving th.e actual image data 

obtained from the i~nage pick-up means while running of the vehicle, 

evaluating the actual image data by [itself trained by] comparing 

it to said previously taken image data for causing the accidents, 

judging if the vehicle [collides] is predicted to crash based on 

the comparison of said previously taken image data with an object 

noticed in the actual image data of the image pick-up means, and 

outputting an operational signal in case of prediction of 

occurrence of a crash with said object, and 

safety drive ensuring means connected to said crash predicting 

means, said safety drive ensuring means, in response to the 

operational signal, operating to evade the crash between the 

vehicle and the object for protecting an occupant of the vehicle. 

)_.jl. (twice amended) A system as claimed in claim }t: wherein said 

neural network further includes an output layer formed of a single 

processing element and connected to the processing elements of the 

input layer in series, said input layer instantaneously receiving 

said actual image data from the image pick-up means, and said 

output layer outputting a binary signal for indicating if said 

crash [occurs] is predicted to occur in response to the actual 

image data inputted to the input layer. 

:2.:> _j J,..9-: (twice amended) A system as claimed in claim ? , wherein in a 

training of th·e neural network by the back propagation method, said 

input layer receives the previously taken image data formed of 

successive scenes for causing the accidents and receives said 

binary signal from said output layer indicating that the accidents 

occurred in said successive scenes, said neural network, during the 

2 
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driving of the vehicle after the training, evaluating said actual 

image data obtained from the image pick-up means to determine if it 

corresponds to said previously taken image data for causing 

accidents. 

REMARKS 

This is a response to the Office Action o:E June 28, 1995. 

In paragraph 1 of the Action, formal drawings were required 

when the application is allowed. The formal drawings will be 

submitted as required when the application is allowed. 

In paragraph 2 of the Action, claims 8-11 were rejected under 

35 u.s.c. Section 112, second paragraph. In vie~w of paragraph 2 of 

the Action, claims have been reviewed and amended as suggested by 

the Examiner. Therefore, it is believed that the rejection under 

35 u.s.c. Section 112 is obviated and the application is now in 

condition for allowance. 

Reconsideration and allowance are earnestly solicited. 

727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKE~ 

by --~d'~'~ A.;~-~ 

3 

Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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UllrrED STAm-s ·DIEPARTMEIIT OF-COMMERCE 
Patent and Trademark Office 
Address: COMMISSIONEI~ OF PATENTS AND TRADEMARKS 

· Washin~n. D.C. 20231 

I SERIAL NUMBER I FILING DATE I FIRST NAMED INVENTOR -I ATTORNEY DOCKET. NO. I 
< .... ' 

,ZI8/:375, 249 0:1./19/95 

MANABU I<I-1NESAI<A 
l<f~NESAI<A AND TAKEUCHI 
727 23RD STREET SOUTH 
ARLINGTON VA 22202 

NISHIO 

E6M1/IZI915 

This Is a communication. fr.om -the .examiner In charge of y<>ur•application. 
COMMISSIONER OF PATENTS AND TRADEMARKS 

T 1<-15:1.8 

CART UNIT PAPER NUMBER 

1¥ 
2617 

DATE MAILED: 17J9/ 15/95 

~ applloadon has boon o>amloed ~nslve tocommun..,lon fliOO on 7 -S-'t-5' 0 Thl• aotion ;, mad• final. 

A shortened statutory period for response to this action is set to expire 3 month(s), 0 _days from the date of this letter. 
Failure to respond within the period for response will cause the application to become abandoned. 35 u.s.c, 133 

Part I LOWING A TTACHMENT(S) ARE PART OF THIS ACTION: 

1. -Notice of References Cited by Examiner, PT0-892. 

3. 0 Notice of Art Cited by Applicant, PT0-1449. 

5. 0 Information on How to Effect Drawing Changes, PT0-1474., 

2. 0 Notice of Draftsman's Patent Drawing Review, PT0-948. 

4. 0 Notice of Informal Patent Application, PT0-152. 
6. D ____________ _ 

Part II ARY OF ACTION 

1. 
1f -1( 

·_;_ ___ V"--'-----------------------------are pending in the application. 

Of the above, claims are withdrawn from consideration. 
----~----------~--------~--

2. 0 Claims. _________________________________ have been cancelled. 

3. D "ms ----------,----'----------------------are allowed. 

4. ~Claims_<? __ -__,~'---'\ ___________________________ are rejected. 

5. D ·claims _________________________________ are objected to. 

' 
6. 0 C~ . -. are subject to restriction or election requirement. 

7. rirfhis application has been filed with. informal drawings under 37 C.F.R. 1.85 which are acceptable for examination purposes. 

8. 0 Formal drawings are required in response to this Office action: 

9. 0 The corrected or substitute drawings have been receiiled on . Under 37 C.F.R. 1.84 these drawings 
are D acceptable; D not acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PT0-948). 

J 

10. 0 The proposed additional or substitute sheet(s) of drawings, filed on . has (have) been Dapproved by the 
e7ner; D disapproved by the examiner (see explanation). 

11. ~~posed drawing correction, filed ~ -tP-:1'-( , has been ~-d; D disapproved (see explanation). 

12. 4;}1\cknowledgement is made of the claim for priority under 35 U.S.C. 119. The certified copy has D been received ~ceived 
D been filed in parent application, serial no. ; filed on --------'----

13. 0 Since this application apppears to be i~ condition for allowance except for formal matters, prosecution as to ttie merits is closed in 
accordance with the practice under Ex parte Quayle, 1935 C. D. 11; 453 O.G. 213. 

14.0 Other 

EXAMINER'S ACTION 
PTOL·326 (Rev. 2/93) 
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Art Unit: 2617 

-2-

1. This application has been filed with informal drawings which 

are acceptable for examination purposes only. Formal drawings 

will be required when the application is allowed. 

2. Claims 8-11 are rejected under the judicially created 

doctrine of obviousness-type double patenting as being 

unpatentable over claims 1-6 of U.S. patent no. 5,377,108 

(Nishio) in view of Kamishima and Lammen (WO 90/02985). 

Nishio discloses a vehicle crash predictive system 

comprising vehicle data sensing means neural network crash 

prediction means containing prior data used for learning using a 

back propagation technique, the network comparing received data 

to prior crash data in a first layer to predict a crash except 

for use of crash evasion means, and image data comparing. 

Kamishima teaches the concept of comparing current sensed 

conditions to preset accident data in order to generate an alarm 

to evade a crash (abstract) . 

Lammen teaches use in a vehicle anti-collision system of 

cameras to detect a scene around a vehicle in order to compare 

with data to predict collision using a hierarchically-structured 

process (pages 3, 7). 

It would have been obvious to use image sensing and crash 

evasion means in conjunction with a neural network crash 

predictive system as disclosed by Nishio, in order that more 

comprehensive crash protection could have been provided by 
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Art Unit: 2617 

-3-

indicating more types ~potential crashes and by providing crash 

evasion warnings to prevent injuries. 

With regard to claims 9 and 10, Nishio teaches a single 

output layer 6 connected in series to an input layer, and use of 

a back propagation method. 

With regard to claim 11, a ROM would have been a 

conventional memory element in which predetermined crash data in 

the Nishio device could have been stored, applicant citing no 

criticality for use of a well known ROM versus the inherent 

storage means of Nishio. 

3. The obviousness-type double patenting rejection is a 

judicially established doctrine based upon public policy and is 

primarily intended to pr~vent prolongation of the patent term by 

prohibiting claims in a second patent not patentably distinct 

from claims in a first. In re Vogel, 164 USPQ 619 (CCPA 1970). 

A timely filed terminal disclaimer in compliance with 37 CFR 

1.321 (b) would overcome an actual or provisional rejection on 

this ground provided the conflicting application or patent is 

shown to be commonly owned with this application. See 37 CFR 

1.78(d). 

4. The prior art made of record and not relied upon is 

considered pertinent to applicant's disclosure. 

Gayer and Brady disclose vehice monitoring systems. 

5. Any inquiry concerning this communication or earlier 

communications from the examiner should be directed to Brent 
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Serial Number: 08/375,249 -4-
Art Unit: 2617 

Swarthout whose telephone number is (703) 305-4383. The examiner 

can normally be reached on M-F from 6:30 a.m. to 4:00 p.m. 

If attempts to reach the examiner by telephone are unsuccessful, 

the examiner's supervisor, John Peng, can be reached on (703) 

305-4392. The fax phone number for this Group is (703) 308-5397. 

Any inquiry of a general nature or relating to the status of 

this application or proceeding should be directed to the Group 

receptionist whose telephone number is (703) 305-·8576. 

Swarthout/mh 
Sept. 12, 1995 

BRENT A. SWARTHOUT 
PRIMARY EXAMINER 

GROUP 2600 

116



TO SEPARATE, HOLD TOP AND BOTTOM EDGES, SNAP-APART AND DISCARD CARBON 

FORM PT0-892 U.S. DEPARTMENT OF COMMERCE SERIAL NO. ~ROUP ART UNIT 
ATTACHMENT 

(REV. 2-92) PATENT AND TRADEMARK OFFICE 

37 S/l '11 
TO 

lLf -z.r;t7 PAPER 
NUMBER 

NOTICE OF REFERENCES CITED APPLICANT($) 

U.S. PATENT DOCUMENTS 
SUB- FILING DATE IF 

* DOCUMENT NO. DATE NAME CLASS CLASS APPROPRIATE 

A l~ 14. 13 L1 i '2 7 7-'lS s~'1 e-+ ~l,. 3'-fi I '18' 
v 

8 

c 

D 

E 

F 

G 

H 

I 

J 

K 

FOREIGN PATENT DOCUMENTS 

SUB- PERTINENT 

* DOCUMENT NO. DATE COUNTRY NAME CLASS CLASS SHTS. PP. 
DWG SPEC .. 

L 4 0 c I Lt t 3 7---'1( ~e.. r-m 't h. '1 ~1..\ef'~+ctl-
M ~ 0 0 2 R. ~ s S -t::tO w:CPc:> .....J l4M~t'\ 

N 

0 

p 

0 

OTHER REFERENCES (Including Author, Title, Date, Pertinent Pages, Etc.) 

R 

s 

T 

u 

EXAMINER DATE 

~t~~~ ~-7-'l~ 
* A copy of this reference is not being furnished with this office action. 

(See Manual of Patent Examining Procedure, section 707.05 (a).) 

117



fttJc:Jlv/1 
PTO/SB/26 (10-94) 

App. xi for U<O thiough 07/31/96. OMB 0651-0031 
Patent Md Trad=oarlc: Office: U.S. DEP;\1\TME.:NT OF COMMERCE 

~--~~~--------------------------------------------------~~,~--,-~~~·~~~··------------~ 
• INAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING<:::>::-/ Do'ck.et Number (Optional) 

Application No. 

Filed: 

For: 

REJECTION OVERAPRIORPATENT ;,, K-1518 
'I, 

08/375,249 ,_., ,, 'l: 37 4'1, o/ ~ 
VEHICLE CRASH PREDICTIVE AND EVASIVE () I ~ J / > 
OPERATION SYSTEM BY NEURAL NETWORKS f 

January 19, 1995 ,, ' C ''! /f {t./1/ 

n Takata Cornnration rlOO · t · th · t t I' t' h b d' I · t 1e owner, ...................... ~~ ................ o ........ percent mtercs m c ms an app 1ca 10n ere y 1sc auns, excep 
a_-; provided below, the terminal part of the starutory term of an a tent gr cd on the instant application, which waul~ 

extend beyond the expiration date of the full statutory l 1 defined in 35 ' S.C. 154 to 156 and 173, as presently 

shortened by any terminal disclaimer, of prior Patent No .. c.3.7.7.J.l0.6......... . e owner hereby agrees that any patent 

so granted on the inst11.nl application shall be enforceabl such period that it and the prior patent llTt! 
conunonly owned. This agreement runs with any pat t granted on the instant application and is binding upon the 

· grantoe, irs successors or assigns. 

In making the above disclaimer, lhe owner does not disclaim the tenninal pan of any patent granted on the instant 
application that would e1t.tend to the expiration date of the full statutory term as defined in 35 U.S.C. 154 to 156 and 1~3 
of the prior patent, ns presently shortened by nny terminal disclaimer, in the event that it later: expires for failure to pay 

o maintenance fee, i!l held unenforceable, is foW1d invalid by a court of competent jurisdiction, is statutorily disclaimed 

in wholeorterminally disclaimed W1der37 CFR 1.321,has all claims cancelled by are:examination certificate, is reissued, 

or is in any manner tenninated prior to lhe expiration of its full statutory tenn as presently shortened by any terminal 

disclaimer. 

Check either box 1 or 2 below, if appropriate. 

1. 0 For submissions on behalf of an organization (e.g., corporation, partnership, university, government ngency, 

etc.), the undenigned is empowered to act on behalf of the organiz.ation. 

I herehy declare that all statement~ made herein of my own knowledge ll.rC true and that all statements made on information 

amJ belief are believed to be true; and fUrther that these statements wt=re made with the knowledge that willful false statements and 
the like so made an: punishable by fine or imprisonment, or both, under Section 1001 of Titlt~ 18 of the United States Code and that 

such willful false statements may jeopardize the validity of the application or any patent issued' thereon. 

2. [i}rhe undersigned is an agent of reoord. 

Date 

(X] Tenninal disclaimer fee under 37 CFR 1.20(d) included. 

[1;::] PTO suggested wording for terminal disclaimer was 

Signature 

Manabu Kanesaka (REG. No.31467) 

Typed or printed name 

Ourden Jlour Statanenl! Thi~ fonn it estimated to take 2 hOU11I to complete. Time will vary depending UJ?OO the nrx:ds of the individual cue. Any 
com menu on the arnoont of. thne required to complete lhil Conn shoold be sent to the Office of Auisaoce Qu~tlity and Enhancement Division, Patent 
and Tradem111k Office, Wuhin&ton, DC 20231, Md to the OffiCe of Infonnation and Regulatory Affairs, Office of Managema1t and Budget (Project 
0651·0031), Wadlln&t011, DC 20$03. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner of Palents 
and TrAdemarb, Washington, DC 20231. 
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

Applicant 

Title 

Serial No. 

Filed 

Group Art Unit 

Examiner 

Tomoyuki Nishio 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NETWORKS 

08/375,249 

January 29, 1995 

2617 

Brent A. swarthout 

Hon. Commissioner of Patents and Trademarks 
Washington, D. c. 20231 

K-1518 

, ...... , 
> ... ;.: 

<.:.:·:: 
,("~'"' .. -

o> 

December 15, 1995 

RESPONSE 

Sir: 

This is a response to the Office Action of September 15, 1995. 

In paragraph 2 of the Action, claims 8-11 were rejected under 

the judicially created doctrine of obviousness-type double 

patenting as being unpatentable over claims 1-6 of U.S. Patent No. 

5,377,108 in view of Kamishima and Lammen. 

In view of the obviousness-type double patent~ing rejection, a 

terminal disclaimer signed by the undersigned agent: has been filed, 

as agreed by the assignee. A check in the amount of $110.00 is 

attached herewith for the terminal disclaimer. 

It is believed that the application is now in condition for 

allowance. 

727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

by~~~~-~4 
Manabu Kanesaka 
Reg. No. 31,467 
Agent for Applicants 
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SERIAL NUMBER' 

1(~"'. 
l : 
A-~:·~· 

~::-,. •' . 

FlUNG DATE FIRST NAMED APPLICANT· ATTORNEY .DOCKET NO. 

.Qll/19/95 NISHIO T K- 151. :::: 
( 

I Gt'llARTIIOIYF~~MINER 

lVIANABU Kj!:)I\!ESAKA 
I<ANESAI<A AND TAKEUCHI 
727 23RD STREET SOUTH 
ARLINGTON VA' 22202 

EG!Yil/0213 

·. · NOT1CE Of';ALLOWABUd::rY • 

r==:~RT UNIT PAPER NUMBER 

2617 

DATE MAILED: 

PART._/ . . . ~P,.....,.·\\\.'11\ J.•c-"'VtlWet .. ·.~ltd ('Z.--l'Lf -15 
1 .. ~%cominuntcation.is responsive to ·:...·!.! U.~.o-,;,· ~l.:..:.:_ •-.' ~ . ...:__:.o___::..::.:~~:..:_.:....:__:~_.;:._:...L..:.:... _ __:_~-c'--.:.:...~:....:'--o___:=::... _ _:_ ____ -:-__ 

. 2. ·All the claims being .allowable,· PROSECUTION· ·ON THE MERITS· IS' (OH REMAINS) Cl,OSED. in this application. If. riot· included: • .. 

. ~· here it h.· (or p.reviously ·mailed), a Not.ice Ot ~llowanc~ f:i.. ';11.d olssue Fee. Due or•·other appropri:te ·communication will be sent in due 

urse. . H . W t -1:-f . . . 
3. ~h llowed claims are B ~ . 1 · Y\0 . · · . · ·. ·. · ' · . · · · · .. . 
4. 0 rawings filed on · ... ,. ·. . . . . . . are acceptable: . .. . .·. . / 

5. owledgrrient is made of the· claim for priority.under· 35 .u.S.C; .119.• The certified copy tlas [_] been received. [.u/n'ot beeA 
received. [c.].been.filed in parent application Serial No: , .filed on 

6. 0 Note thErattached Examiner's Amendment.· 

7. 0 Note the attached Examiner Interview Summary Record,. PTOL~413. 

8. 0 Note the .attached Examiner's Statement of Reasons'for:AIIowance. 

9. 0 Note the attached NOTlGE OF REFERENCES CITED, . .PTO~:S92:' .. 

10. 0 Note the attached INFORMATIONDISCLOSURE:CITATION,PT0c1449. 

PART II. 

.,A SHORTENED STATUTORY PER.IOD FOR RESPONSE .. to. comply with. the requirements noted below is set to EXPIRE THREE MONTHS 
.FROM THE "DATE MAILED". iri.dicated on this form. Failure to timely c-omply will result in the ABANDONMENT of this application. 
Extensions of time may be obtained under the provi~ions of 37 CFR 1.1~6(a). 

1. 0 Note the attached EXAMINER'S AMENDMENT or NOTICE. OF .INFORMAL APPLICATION, PT0-152, which discloses that the oath 
~claration is.deficient. A SUBSTITUTE OATH OR DECLARATION ISREQUIRED. 

2. lit"'APPLICANT MUST .MAKE THE DRAWING CHANGES INDICATED BELOW IN THE MANNER SET FORTH ON THE REVERSE SIDE 
OFT~PER. ·. · 

a. [JY[)';:a~g informalities ~re indicated ·.on the.NOTICE RE~ PATENT OliAWINGS, PT0-948, attached hereto or to Paper No. 
/ ~ . CORRECTION IS REQUIRED. ·... ' .. . . . 

b. 1!1"The proposed drawing correction :filed or.~. s_..;.(,-;.lH has been .approved by the examiner.qCORRECTION IS 
REQUIRED. · . ~·' . . .. . 

c. O:eApp · ... ed drawing. corr.ectio.ns.~:.are d. e. scribed · .. by the.:exarniner in rhe attached EXAMINEF:'S AMENDMENT. CORRECTION IS 
QUIRED. . · · . . . 

d. Forrna:l'drawings are now REQUIRED..... ... ·.. ·.• · . '· · 

-------------------------,----------------------,------.::;.------------·------------·-----------------------------. 
Any response to this' letter should include in the .upper.right.himd.-corner, the following· information from· t!le NOTICE OF· ALLOWANCE 
AND .ISSUE FEE DUE: ISSUE BATCH NUMBER; DATE OF THE NOTIGE OF AtLOWANCE;AND SERIAL NUMBER, . 

Attachment.s: 

_ Examiner's Amendment. 

_ Examiner Interview Summary Record. PTOL- 413 

. ·- Reason? for All_'?wance ~·./ 

_ Notice of References Cited. PT0-892 

·- Information Disclosure Citation. PT0-1449 

PTOL-37 (REV. 4-89) * 

./ 

_ Notice of_lnformal Application. PT0-152 

" ...: Notice.re·Patent Drawings, PT0-.948 

-'- Listing·ofBonded Draftsmen. 

_Other' 

BRENT A. SWARTHOUT 
f,RIMARY EXAMINER 

GROUP2600 

USCOMM-DC 89-3789 
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0 Note attached communication from the Examiner 
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NOTIICE OF ALLOWANCE 
AND ISSUE FE.E'E>UE 
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.THE APPLICA·TJON IDENTIFIES ABOVE HAS ·BEEN EXAMINED AND IS ALLOWED FOI'l/SSUANCE AS A PATENT. 
PROSECUTION ON·THE•MERITS /S'CLOSED~ 

THE ISSUE FEE MUST BE PAID WITHIN THREE MONTHS FROM THE MAILING DATE OF THIS NOTICE OR THIS 
_ APPL/i:ATION SHALL BE REGARDED AS ABANDONED •• THIS STATUTORY PERIOD CANNOT BE EXTENDED. 

HOW TO RESPOND TO THIS NOTICE: 
I. Review the SMALL ENTITY Status showii.-above. · · ... lftheSMALL ENTIT'f. is.shown as NO: 

If the .SMALL ENTITY is shown asYES;Nerify your .·· 
current SMALL ENTITY status: 

. . A. Pay FEE DUE shown-abovel, or 

A. If the status is. changed, pay twice the amount of the 
FEE DUE shown above and notify the patent and 
Trademark Office of the change in status, or · 

, B .. If the Status is the same, pay the FEE DUE shown· 
above. 

B. File verified statement of Small Entity Status before, or with, 
pay of 1/2 the FEE DUE shown above. 

II. Part B of this notice should be completed and returned to the Patent and Trademark Office (PTO) with your ISSUE FEE. 
Even if the ISSUE FEE has already been paid by charge to deposit account, Part B should be completed and returned. 
If you are charging the .ISSUE FEE to. your deposit acc~unt, Part C of this notice should also be completed and returned. 

Ill. All communications regarding this application must give series code.(or filing date), serial number and batch number. 
>Please direct all communication priortcdssuance to Box. ISSUE FEE unless advised to contrary. 
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mainteniiticii.fees~ JHs patentee's. responsibility to ensure· timely payment of maintenance 
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!',)~pl~ca~t Tomoyuki Nishio 
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li Serlal No. 

Filed 

Batch No. 

Group Art Unit 

Examiner 

VEHICLE CRASH PREDICTIVE AND EVASIVE 
OPERATION SYSTEM BY NEURAL NETWORKS 

08/375,249 

January 19, 1995 

T67 

2617 

Brent A. Swarthout 
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Submitted herewith are formal drawings (Figs. 5(a), 5(b), 6(a) 

and 6(b)) in the above identified patent application. 

727 Twenty-Third Street South 
Arlington, Virginia 22202 
(703) 521-3810 

Respectfully submitted, 

KANESAKA AND TAKEUCHI 

by -a~~. /,~?dhr~ 
Manabu Kanes:aka 
Reg. No. 31,467 
Agent for Applicants 
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\ ~t ~~~~---. 
-v.· \k" 1 • PARTB.:.,-IS$UEi~EETRANSIVIITTAL 

' 1._,-,.,~~..: . ..· 
MJ,i11;.1Nt;; INSTRUCTIONS: This form should be used Jor transmitting the.ISSUE FEE. Blocks 2 through 6 should bt~ completed where appropriate. 
All furttfur correspondence including the Issue Fee .Receipt, the Patent, advance ord~rsand notification of maintenance fees will be mailed to addressee 
entered in Block 1 unless you direct otherwise, by: (a) specifying a new correspondehce address in Block 3 below; or (b) providing the PTO with a separate 
"FEE ADDRESS" for maintenance fee notifications with .fhe payment of Issue Fee or thereafter. See reverse for CE1rtificate of Mailing. 

1. CORRESPONDENCE ADDRESS 

MANABU KANESAKA 
KANESAKA AND TAI<EUCHI 
727 23RD STREET SOUT 
ARLINGTON VA 

SERIES CODE/SERIAL NO. 

First Named 
Applicant N I Sl-JI 0" 

City, State arld ZIP CodEI 

~:~· .. ~'' 
.. 0. Ch~ck ifadditianaLGnaiiQ:es.at(kOJlireMers~side.&,c•.· .·, . .. 

DATE MAilED 

TITLE' OF 

INVENTidt'-AlEHICLE CRASH PREDICTIVE ANt> EVA!';I·V· E ~-~'ERATiu-N·· . ::m•i~;:v,.;i~~) 
- • •r SYSTEM BY NEURAL NETtaJORKS . 

.. . -- ···-··. ------·~··---~-.. -.. ---~- .~ ··---~··-~'~' -· ·---·-· ·-· ·-· ~-~--.. ··-
' 

A TTY'S DOCKET NO .. CLASS'SUBCLASS SMALL ENTITY DATE DUE 

2 K-1518 

.3, Correspondence address change (Complete only if there .is a change) 4. Fotprin!lngonthepatenttront KANESAKA & TAKEUCHI 
page, list-the names of not more thari 1 . . .· 

.. 3 registered p;1tent attorneys or agents 
· ./ OR, alternatively, the name of aAinn 

... having as a member a registered . 2 ----'--'--------
attorney or ag~nt. If no name is listed, 

' no name.will· be printed. 3 ____________________ _ 

'~''· 08'~ti:r't'kf'fHI!s'f~tilfiE' -::: •m:Jj 2 <:' ::-:.,;n:•:rfec.,:; 1.: .. •·; :<<< ...... ,· 
.. a8B:J LE;;ubivil:;n.( :::-:81:0 <':Bt.>'(}S/-"f3'f.9~iC:08'J~Bz4)t:;d; 'CL: 

ai;ft. ·JJM.!~·:v:l)25&.•.c~)O',_;c~-~ ::n.s. "''" ·- · 

(1) NAMEOFASSIG{'IEE: akat ... a,i:. ,C-:0~;·,r;: ,.;0--; ~-a"'t: .1~·: .. 0
:n"' ;'}'j:_.~ ,-\ ... -;'._-!:::':"! ;~,·~··-<:;;; J ·:)V: ~;~.: ,.:;.:; :.- U:': .. ·>.C.; .i'iC::•A·: 0iF?.B'.",.r .. :,·_: 

T .••:., ... ,, ,,1P,,t-: ,, ...... ,. ,, , ;".,; .,.!,;," .. ,..,c<.-,,_ .. , ... ;,, .. ,;~·The~ol[9wiqgfe~~reEtnclos!iCI:::r,r· .. • ·_. 
(2) ADDRESS: (CITY & STATE OR COUNTRY) " '. ~ 'l§sue Fee '" Cl Advai1Ce-()rdei -·lfOf COpies-------

To k v o Jan an 6b .. The following fees ~'hbuidb9.cl\~lgei! 10:~i · '': · .. :/ ' 

A. 0 This application is NOT assigned. 

IX Assignment previously submitted to the Patent and Trademark Office. 

0 Assignment is being submitted under separate cover: AssignmentS sho,uld be 

·~· 

directed to Box ASSIGNMENTS. . . . . 
PLEASE NOTE: Unless an assignee is Identified. in Block 5. no assignee data will appear, on the· patent. 
Inclusion of assignee data is only appropriate when an assignment has been previously submitted to the 
PTO or is being submitted under separate cover. Completion of this form is NOT a substitute for filing 
an assignment. · 

DEPOSIT ACCOUNT ~lUMBER------------~
(ENCLOSE PART C) 
.0 ·Issue. Fee. .·. [J Advance Order-# of Copies--------

0 Any Deficiencies in ·Enclosed Fees 

.The COMMISSIONER OF PATENTS AND TRADEMARKS is 
requested to apply the Issue Fee to the application identified above. 

1 :~Signat:r~ ·~ ~(~~~9/f~ 
NOTE;. The Issue Fee will not be accepted from anyone other than the 
applicant; a registered attorney or agent; or the assignee or other party 
in Interest as shown.by tho records of the Patent and Trademark Office. 

LTRANSMIT THIS FORM WITHFEE;cERTIACATE ()FMAIUNG ON REVERSE.· 
PTOL-858 (REV. 12-93)(0651-0033) 
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PATENT 
NUMBER 

PAYOR NUMBER 
0 0 4 4 4 1 

MANABU KANESAKA 
KANESAKA AND TAKEUCHI 
1423 POWHATAN STREET 
ALEXANDRIA VA 22314 

UhliTED STAT DEPARTMENT OF COMMERCE 
Patent and Trademark Office 

ASSISTANT SECRETARY AND COMMISSIONER 
OF PATENTS AND TRADEMARKS 
Washington, D.C. 20231 

P75M 
DATE PRINTED 

9/ 5/00 

NOTICE OF PATENT EXPIRATIOI\I 

According to the records of the Patent and Trademark Office, payment of the maintenance fee 
for the patents listed below has not been timely received prior to the end of the six-month grace 
period in accordance with 37 CFR 1.362(e). THE PATENT(S) LISTED BELOW HAS THEREFORE 
EXPIRED AS OF THE END OF THE GRACE PERIOD. 35 U.S.C. 41(b). 

Expired patents may be reinstated in accordance with 37 CFR 1.378 if upon petition, the maintenance 
fee and the surcharge set forth in 37 CFR 1.20(m) are paid, AND THE DELAY IN PAYMENT 
OF THE MAINTENANCE FEE IS SHOWN TO THE SATISFACTION OF THE COMMISSIONER 
TO HAVE BEEN UNA VOIDABLE. 35 U.S.C. 41(c)(l). 

IF THE COMMISSIONER ACCEPTS PAYMENT OF THE MAINTENANCE FEE UPON PETITION, 
THE PATENT SHALL BE CONSIDERED AS NOT HAVING EXPIRED, BUT WOULD BE SUBJECT 
TO THE INr'f:RVENING RIGHTS AND CONDITIONS SET FORTH IN 35 U.S.C. 4l(c)(2). 

NOTICE OF THE EXPIRATION WILL BE PUBLISHED IN THE OFFICIAL GAZETTE. 

u.s. 
SERIAL 
NUMBER 

PATENT 
DATE 

APPLICATION 
FILING DATE 

EXPIRATION 
DATE 

ATTORNEY 
DOCKET NUMBER 

5541590 08375249 7/30/96 1/19/95 7/30/00 K-1518 

Y' 

PTOL-441 
MB441A 

PART B - FILE COPY 
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Offke 
Address: COMMISSIONER FOR PATENTS 

P.O. Box l450 
Alt.!xandria, Vuginia 22313~1450 
www.uspto.go',: 

APPLICATION NUMBER PA'IENT NUMBER GROUP ART UNIT FILE WRAPPER LOCATION 

08/375,249 5541590 2617 

Change of Address/Power of Attorney 

The following fields have been set to Customer Number 32628 on 

• Correspondence Address 
• Power of Attorney 
• Maintenance Fee Address 

The address of record for Customer Number 32628 is: 
HAUPTMAN KANESAKA BERNER PATENT AGENTS 
SUITE 300, 1700 DIAGONAL RD 
ALEXANDRIA, VA 22314-2848 

The Practitioners of record for Customer Number 32628 are: 

PTO INSTRUCTIONS: 

9200 

Please take the following action when the correspondence address has been changed to a customer 
number: 
1) Add 'ADDRESS CHANGE TO CUSTO:MER NUMBER' on the next available content line of 
the File Jacket. 
2) Put a line through the old address on the File Jacket and enter the Customer Number as the 
new address. 
3) File this Notice in the File Jacket. 

Please take the following action when the correspondence address has NOT been changed: 
1) File this Notice in the File Jacket 
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080 KJ 02/03/95 08375249 

PT0-1556 
(5/87) 

PATENT APPLICATION SERIAL NO. 

U.S. DEPARTMENT OF COMMERCE 
PATENT AND TRADEMARK OFFICE 

FEE RECORD SHEET 

ffB 2 4 1995 
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040 TD 08/12/93 08097178 

;r PT0-1556 
(5/87) 

PATENT APPLICATION SERIAL NO. 

U.S. DEPARTMENT OF COMMERCE 
PATENT AND TRADEMARK OFFICE 

FEE RECORD SHEET 

1 101 710.00 CK K-1398 
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UNITEJ' STATES PATENT & TRADEMARK OFFICE 
Washington, D.C. 20231 ·' /A $;~ f:/''/ 

REQUEST FOR PATENT FEE REFUND "-//l/{lJ(_/f:)-r!JQtJ75 < 

1 Date of Request: M!.J II 2 serial/Patent # 37 r;;..t£; 
4 PAPER 5 DATE 

3 Plea~~d the following fee(s): NUMBER FILED 6 AMOUNT 

/ /Filing ~-S'h-d- ·/ c,_/9s $ _5/d _<1) 

Amendment 
/ 

$ 

Extension of Time $ 

Notice of Appeal/Appeal $ 

Petition $ 

Issue $ 

Cert of Correction/Terminal Disc.· $ 

Maintenance $ 

~ \ 
Assignment $ 

Other 
., 

$ 

I :' : rrrr ::: ::::r: r:r ::::r::::::::::::rrrrrrrrrrr::::::::: ::t{ ;:;:: :::::::: (( (( :;:;:;:::;:;:;:;::(:\){{ 7 TOTAL ~o·urn· 
)Gb·~ 

I i\/::i/ ::;::::;: ::;:;: :;:::;:::::;:::; OF l<~'UND $ 
l:::::::•::·:::•••r•..-••••••••:••••::::::•···• :::> •<x: :::·...:·>•••::::••• :.,... ...... {{{ }:{{ 

8 TO~E RE~UNDED 
1 r• :r :t:r::::ryr::>:::.rrtttt:t:::::::::::::::::::::.:;::}rt>::::•::::•'•:•: BY: 

::::;:::; 

10 REASON: !•::::::::::::\:::::t,. ::::rm:mn: ::::.::: t:::: ::::::::: ./ Treatsury Check 

[:../" voverpayment· Credlit Deposit A/C #: 

Duplicate Payment 9 IT 1--1 I I I I 
~ VN-o Fee Due (Explanation): 

/f'f;tNJ 0 6"'fJ 8j) 

11 REFUND REQUESTED BY: 
.,...-.../ " II Er. TYPED/PRINTED NAME: \:.J~~ed .. TITI.E: 

SIGNATURE: C?. ~------...; PHONE: '3 () <i ~ 1/Lo '-

OFFICE: ~'C.( A\._ frvu-s _ 

THIS SPACE RESERVED FOR FINANCE USE · ONLY: . · · . · ••••••••••••••••• *************************** ******~2=****** ******* 

APPROVED: . ~~ · · DATE: . ~o/; 
--=:- . fl 

Instructions for completion of this fonn appear on the back Ajter completion, attach· 
white and yellow copies to tlie official file Qnd mail or hand•cany to: 

v FORM PrO 15Tl 

(m/90) 

Omce of Finance 
Refund Branch 

Crystal Park One; Room 8028 

)b 

vj 
c 

~/.-
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Application or Docket Number 

PATENT APPLICATION FEE DETERMINATION RECORD 
Effective October 1 , 1994 

CLAIMS AS FILED ~· PART I 

FOR 

BASIC FEE 

TOTAL CLAIMS minus 20= 

* INDEPENDENT CLAIMS 
minus 3 = 

MULTIPLE DEPENDENT CLAIM PRESENT 

* If the difference in column 1 is less than zero, enter "0" in cofumn 2 

<C 
1-z 
w 
:E 
c z 

CLAIMS AS AMENDED- PART II 
(Column 1) 

CLAIMS 
REMAINING 

AFTER 
AMENDMENT 

W Independent * 
:E Minus 

<C 

(Column 3) 

PRESENT 
EXTRA 

= 

= 
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM 

(Column 1) (Column 2) (Column 3) 

CLAIMS HIGHEST 
m REMAINING NUMBER PRESENT 
1- AFTER PREVIOUSLY EXTRA z AMENDMENT PAlO FOR w 
:E Total * Minus ** c = z 
w Independent * Minus *** 
:E = 
<C 

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM 

(Column 1) (Column 2) (Column 3) 

CLAIMS HIGHEST 
0 REMAINING NUMBER PRESENT 
1- AFTER PREVIOUSLY EXTRA z AMENDMENT PAID FOR w 
:E Total * Minus ** c 
z 
w Independent * Minus *** 
:E = 
<C 

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM 

* If the entry in column 1 is less than the entry in column 2, write "0" in colum1; 3. 
** If the "Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter "20." 
***If the Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter "3." 

OTHER THAN 
SMALL ENTITY OR SMALL ENTITY 

FEE FEE 

365.00 OR 730.00 

x$11= OR x$22= 

x38= OR x76= 

+120= OR +240= 

TOTAL OR TOTAL 0 

OTHER THAN 
SMALL ENTITY OR SMALL ENTITY 

ADD I- ADD I-
RATE TIONAL RATE TIONAL 

FEE FEE 

x$11= OR x$22= 

x38= OR x76= 

+120= OR +240= 

TOTAL 
OR ADDIT. FEE 

TOTAL 
ADDIT. FEE 

ADD I- ADD I-
RATE TIONAL RATE TIONAL 

FEE FEE 

x$11= OR x$22= 

x38= OR x76= 

+120= OR +240= 

TOTAL 
OR ADDIT. FEE 

TOTAL 
ADDIT. FEE 

ADD I- ADD I-
RATE TIONfoL RATE TIONAL 

FEL FEE 

OR x$22= x$11= I 

i 

x38= OR x76= 

r~1~0= OR +240= 
TOTAL 

ADDIT. FEE 
The Highest Number Previously Paid For" or Independent) is the highest number found in the appropriate box in column 1. 

FORM PT0-875 
(Rev. 1 0/94) 

Patent and Trademark Office, U.S. DEPARTMENT OF COMMERCE 
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Staple·lssue Slip Here. 
. - ~:~l 

~; 

POSITION ID NO. DATE 

CLASSIFIER 

EXAMINER 
TYPIST 
VERIFIER 
CORPSCORR. 
SPEC. HAND 
FILE MAINT. 
DRAFTING 

/ 

/ IN DE~ OF CLAIMS 

Claim Date Claim Date 
cu ~ t: (ij c: 

c: ·c;, I <$.. 
u: (§ 

, -N r!.. 

cu 
'iii c: 
c: ·c;, 
u: (§ 

D 51 
52 
53 

l 54 
!= 55 
6 56 

,..j 57 
{8 ..1 58 

t '9"' I 59 

' 
10 60 ' 
11 61 <. 

n:: 62 
13 63 

., 

14 64 
15 65 

,._ 

16 66 .. 

17 67 
18 68 
19 69 
20 70 
21 71 
22 72 
23 73 
24 74 
25 75 
26 76 
27 77 
28 78 
29 79 ' 

30 
31 

SYMBOLS 
./ ................................. Rejected 
= ................................. Allowed 

80 
81 

32 
33 
34 

- • (Through numberal) · Canceled 

N :::::::::::::::::::~:::::::::::: :~~~f~~~d 
I ......... : ....................... Interference 
A ................................. Appeal 

82 
83 

~4 

35 ., 0 ................................. Objected 85 
36 86 
37 87 
38 88 
39 89 
40 90 
41 91 
42 92 
43 93 
44 94 
45 95 
46 96 
47 97 
48 98 
49 99 
50 100 

(LEFT INSIDE) 
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._:.;-

Stapl~ lss_u~ Slip.J::tere 
. . . ~,:·· 

'"' 

POSITION, IDNO. DATE 

CLASSIFIER 

EXAMINER 
-:::: 

c.l,/2-- 2- --7--1'5 

TYPIST oc5/ ,:5':-3/~fiD 
VERIFIER Jttl ) .. , 11 -9~ 
CORPSCORR. 

SPEC. HAND 

FILEMAINT. 

DRAFTING " 

INDEX OF CLAIMS 

Claim Date Claim Date 
(\) ~ ~ ~ 

7il c: 

~ c: ·c;, 
~ A-u: ·t:r 

,fi) 1 I 

~ - N 

(\) 
; 

7il c: 
c: ·c;, 
u: 0 

.. 51 

l 52 

1/ 53 
54 

~ 55 
56 
57 

-~ 
--
' ~8 " J 14f:" 

..;.7.. 9 
58 
59 

l J 10 60 
:.·. 'i 11 61 

12 62 
13 63 
14 64 
15 65 
16 66 
17 67 
18 68 
19 69 
20 70 
21 71 
22 72 
23 73 
24 74 
25 75 
26 76 
27 77 
28 78 
29 79 
30 
31 

SYMBOLS 
../ ................................. Rejected 
= ................................. Allowed 

80 
81 

32 • (Through numberal) Canceled 
' +·- ··'······························· Restricted 

82 
33 N ................................. Non-elected 83 
34 

I ........................... , ..... Interference 
A ................................. Appeal 84 

35 0 •.•..•••..•....••...•.•.•..•..•.• Objected 85 
36 86 
37 87 
38 88 
39 89 
40 90 
41. 91 
42 92 
43 93 
44 94 
45 95 
46 96 
47 97 
48 98 
49 99 
50 100 

(LEFT INSIDE) 
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. 

Glass Subr I< Datl Exmr. 
,,:: <. 

3Gt{::~ '·t),\--zt(.o\_ 
.••.. · 'l:i '2-\{,. 0 y 

l ~1:-l{. 0 5 

3 q 5 qo5,'Z..'l.. ··•· 
l ( 1 'Z,.- t 

... ~~~ . ~·" 

-

··-.·.~. 

INTERFERENCE SEARCHED··· 

Class Sub. Date Exmr. 

"3 V\.0 ~?51 "lo.3 "Z- \-"!,~ BAS 

~ V..S? \'-t'S 

S ~t.-\ L\, -z.,l-\ ,oL{ 

3AS qo5
1 

'Z-3 

SEARCH NOTES 

Date Exmr. 

-

v 

(RIGHT OUTSIDE) 
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SEARCHED 

Class Sub. Date Exmr. 

3t.-(0 '135 1 <t'tS 
'Z.-1-1-L{ 5f5 

<qo3 t 'tCJ5 

'3 5"&' to3 

3'~1{ ~ZH..O( 
.. 

-
v.fJ-111.~ 

~ -( 4.-'tt.t Bf<S "3t{.g tL('\ I (10 

-.. SEARCii NOTES 

Date··· 

INTERFERENCE SEARCHED 
Class Sub. Date Exmr. 

(RIGHT OUTSIDE) 

170


