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Abstract

This thesis describes the development of a microprocessor based control

system for a parallel hybrid petrol/electric vehicle. All the fundamental‘

systems needed to produce an operational vehicle have been developed and

tested using a full sized experimental rig in the laboratory.

The work begins with a review of the history of hybrid vehicles,

placing emphasis on the ability of the petrol electric design to considerably

reduce the consumption of oil based fuels, by transferring some of the load

to the broad base of fuels used to generate electricity.

Efficient operation of a hybrid depends on the correct scheduling of

load between engine and motor, and correct‘choice of gear ratio. To make

this possible torque control systems using indirect measurements provided

by cheap sensors, have been developed. Design of the control systems is

based on a theoretical analysis of both the engine and the motor. Prior to

final controller design, using the pole placement method, the transfer functions

arising from the theory are identified using a digital model reference technique.

The resulting closed loop systems exhibit well tuned behaviour which agrees

well with simulation.

To complete the component control structure, a pneumatic actuation

system was added to a ‘manual gearbox’ bringing it under complete computer

control. All aspects of component control have been brought together so

that an operator can drive the system through simulated cycles. Transitions

between modes of operation during a cycle are presently based on speed, but

the software is structured so that efficiency based strategies may be readily

incorporated in future.

Consistent control over cycles has been ensured by the development

of a computer speed controller, which takes the 'place of an operator. This

system demonstrates satisfactory transition between all operating modes.

ii
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CHAPTER 1

INTRODUCTION

Conventional internal combustion (i.c.) engine vehicles, based on the

Otto and Diesel cycles, have dominated road vehicle transport for the greater

part of this century. Among their many advantages are unlimited range, ease

of refuefling, good power characteristics and the low cost materials required for

their construction [JPL, 1975 pp 3-2][Unnewehr and Nasar, 1982 pp 214-217]

Despite these facts conventional vehicles bring with them problems of air

pollution and inefficient use of dwindling fuel resources, which at the present

rates may be depleted early in the twenty—first century [Foley, 1976]. Although

diminishing energy resources, and in particular depletion of fossil fuels, poses

a problem to many areas of technology it is particularly pronounced in the

transport sector where the choice of fuels is most restricted. This dependence

on one type of fuel is illustrated by examining figures for total energy

consumption in Britain over recent years. Energy consumption in Britain

peaked in about 1973 [Bumby and Clarke, 1982] subsequently falling by 11%

in the years up to 1981 as a result of price rises, conservation measures and

recession. Price rises were particularly great for oil based fuels and many

non transport users switched to gas or coal over‘this time period. As a

result of this switch over amongst more flexible users, the transport sector has

become responsible for using a progressively greater proportion of the total

amount of oil used in the UK. Over the period 1973—1981 this proportion

rose dramatically from 29% to 47%. Further analysis of the transport sector

itself shows that most fuel is used by passenger cars. In 1978 such vehicles

accounted for 63% of all fuel used in vehicles, whilst the public transport

sector for example, including taxis, coaches and buses used only 4.4% of the

total [Dept of Energy, 1978}. Faced with this heavy dependence on oil,

inspite of its likely exhaustion in the relatively near term, there has been

19 
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increasing interest in possible alternative vehicle propulsion systems over the

last twenty years. Amongst the many possible alternative power plants are

the Stirling engine, the Brayton engine (gas turbine) the all electric vehicle

and the hybrid vehicle [JPL, 1975]. Of these alternatives the hybrid power

plant is the subject of the present study. A hybrid power plant maybe defined

as one that is powered by two or more energy sources and as such there are

a multitude of possible combinations. Examples of some which have been

investigated are:

Heat engine/battery electric

Flywheel/battery electric

Heat engine/flywheel/battery electric _

Pneumatic/battery electric

Battery/battery

The purpose of this study is to consider the control problems relating to the

heat engine/battery electric power train in particular. As many authors have

pointed out [Mitcham and Bumby, 19??”Unnewehr and Nassar, 1982] using

two power plants adds considerably to the complexity and cost of the whole

vehicle and hence the power train must offer other compensating factors

such as lower running costs, reduced pollution and less noise in sensitive

areas. Of the alternatives to conventional i.c. vehicles mentioned earlier,

the electric vehicle would seem to offer all these advantages without the

added complexity of a duel power source. Unfortunately, due to current

battery technology, electric vehicles are basically ‘energ‘y deficient’ [Unnewehr

and Nassar, 1982]. Despite the fact that many types of advanced batteries

have been the subject of much research and development, many people still

feel that for the present, at least, the only practical storage battery for

use in electric vehicles is the lead/acid type [van Niekerk et a1, 1980][Dell,

1984], which has an energy density of 40 Wh/kg as opposed to the energy

20
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density of petroleum which is 12300 Wh/kg [Unnewehr and Nassar, 1982].

In addition the energy density of lead/acid batteries falls at high discharge

rates which always occur in vehicle applications during acceleration. As a

consequence of these factors even advanced electric 'vehicles such as the ETV‘

1, developed for the US. Department of Energy by Chrysler and General

Electric, suffer from severe range limitations varying in this case from 160 km

at 60 kin/h down to 95 km at 90 km/h even under favourable steady

cruise conditions [Knrtz et al, 1981]. One Way of reducing the severe range

restrictions of the straightforward all electric vehicle is to combine it with

some secondary energy source in a hybrid design. As can be seen in the

list of hybrid drives above, all incorporate an electrical system. Of these

systems the flywheel/battery electric, the pneumatic battery/electric and the

battery/battery can be considered as primarily electric since the secondary

energy storage device has very limited capacity. Nevertheless this secondary

device can make a substantial improvement to the vehicle range simply by

providing energy for short bursts of acceleration. For example flywheel

systems, despite their modest energy storage capacity, can easily provide

enough energy to accelerate a. vehicle up to 30 mph once, thus protecting

the batteries from the damaging high discharge rates which normally occur

during such operation. In one such study simulatioris showed that electric

vehicle range could be extended by 80% by using a flywheel of about 0.5 kWh

capacity [Burrows et a1, 1980].

On the other hand the hybrid heat engine/ battery electric is by no

means primarily electric, with the power and stored energy capacity of the

engine typically exceeding that of the electrical system. In this case the motor

takes on a secondary role in shielding the engine from operating conditions

which are particularly unfavourable to it. Typically this means that such

a vehicle will operate electrically when the total power requirement is low.

21
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Since lovvr loading is typical of urban driving this vehicle has the potential to

reduce pollution and noise in the urban environment whilst at the same time

still offering the extended range capability characteristic of the engine. In

general this system seeks to emphasise the particular strengths of each power

source whilst playing down the disadvantages.

When considering any type of hybrid electric vehicle two basic me-

chanical configurations form the basis of nearly all designs. These are the

series and parallel configurations, which are illustrated by figures 1.1 and

1.2 respectively. In the parallel hybrid both the engine and the motor are

connected directly to the roadwheels. Provision is usually made for them

to operate either independently or jointly in powering the vehicle. In the

series hybrid however, only the motor is connected to the road Wheels and

must therefore be sized to meet all vehicle acceleration and top speed power

requirements. In this case the engine supplies powor indirectly via the gen-

erator battery combination. Although the series system has been considered

for large bus applications [Brusaglino, 1982][Bader, 1981}[Roan, 1976], on the

grounds that it gives greater flexibilty in positioning components and ease

of controlling the Le. engine, the multiple energy chnversions invariably lead

to a low overall efficiency. Consequently almost all designs for passenger car

applications have tended to favour the parallel configuration. As seen previ-

ously this latter application is most important because passenger cars offer the

greatest potential fuel savings in the country as a Whole. Clearly if hybrid

vehicles could offer significant fuel savings in this transport sector, the benefit

to society would be substantial. Before considering What potential the hybrid

heat engine/electric has for making fuel savings in this sector it is important

to consider what it is competing against in terms of likely improvements to

conventional vehicles and other alternative vehicle power systems.

22
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1.1 Possible improvements or Alternatives to LC. Engine Vehicles

It is important to recognise that any alternative to i.c. engine vehicles

is competing against a mature, established technology backed up by a large

industrial research base. As a result conventional vehicles have shown a

steady improvement over the years and seem likely to continue to do so. It is

therefore pointless to compare possible economic and environmental advantages

of a new vehicle technology against the i.c. engine vehicles which are being

built today. A more realistic comparison is to judge the new technology

against an estimate of what conventional vehicles will achieve 10-15 years

from now. This 10'15 year period will then allow a reasonable time span for

the new technology to be put into production on a worthwhile scale. Some

of the likely improvements in i.c. engine design which might be made over

the next few years are discussed by Blackmore and Thomas [Blackmore and

Thomas, 1979]. This review suggests that major economy improvements could

be achieved by using higher compression ratios coupled with leaner mixtures

thus saving 20% of fuel use over all operating conditions. Lean mixtures

must be used in conjunction with the higher compression ratios to avoid

problems with knocking. Other savings can be achieved by improvements to

cold starting ( saving 25% on short trips ), power modulation by variable

mixture strength as opposed to the inefficient throttling method ( saving 20%

on average ) and finally up to 10% can be saved by improving fuel and

lubricants. Apart from changes to the engine itself further improvements

can be made by altering vehicle aerodynamics and designing better tyres and

gearboxes.

Electronic engine control systems also offer substantial improvements

in fuel economy. One major application for electronics is in Optimising

ignition timing. Standard mechanical distributors produce a crude variation

in spark timing on the basis of engine speed, as sensed by a centrifugal weight

23



24

system, and engine load1 as determined indirectly by a vacuum diaphragm

lever system connected to the inlet manifold. Load and speed are in fact

the correct indicators needed to optimise ignition timing, but the mechanical

system can never re-produce the complex function relating them to optimum

spark advance. In contrast, in an electronic system, it is possible to store

the best spark advance as a function of manifold depression and speed in a

two dimensional look-up table. As described by Main [Main, 1986] Ford have

produced a microprocessor system which not only controls spark timing but

also controls a continuously variable transmission system (CVT).

Unlike some proposed vehicle systems the hybrid heat engine/battery

electric can incorporate all the changes mentioned above in its own engine

and so its potential advantages remain undiminished.

1.1 .1 Novel Engines

Apart from all electric and hybrid vehicles which may generally be

considered as the electric alternative, whether partial or complete, there are

two other major possibilities; alternative fuels and novel engines. Leading

examples of alternative fuels are those based on agricultural products such as

alcohol made from sugar. This has been successfully applied in Brazil with 95%

alcohol by volume being used in cars with modified carburetters. According

to the Jet Propulsion Laboratory (JPL) [JPL, 1975] lesser concentrations, up

to 28%, maybe used in ordinary cars without any such modifications. A

second alternative is to produce synthetic petroleum from coal as has already

been done in S. Africa. Neither of these alternatives are without drawbacks

though, alcohol for example is particularly prone to absorb water in storage

and the petrol from coal process is undesirable on both environmental and

efficiency grounds [Mitcham and BmmbyJ 1977].

Amongst the most likely novel engines are the gas turbine, based on
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the Joule Brayton cycle, and the Stirling engine. Gas turbines are already

highly successful as aero-engines but need much development for small scale

use in cars. in addition they use more expensive materials in order to

withstand the high temperatures associated with a continuous combustion

process [Bumby and Clarke, 1982]. External combustion engines such as the

Stirling design promise a broader choice of fuels and the ability to optimise

combustion conditions for better efficiency and reduced emissions. Despite

improvements to heat exchangers however the Stirling engine still suffers from

large thermal inertia.

In their study of alternative vehicle pourer systems, JPL concluded

that the Stirling engine and the gas turbine might achieve gains of 20% and

30% respectively when compared with the conventional vehicles of the time

(1975). When such improvements are viewed in the light of the predicted

improvements to the conventional car itself, these figures are not outstanding,

particularly when it is considered that in all cases the alternative engine costs

more to produce.

1.1.2 The Electric Vehicle

Although of somewhat limited range the all electric vehicle must

not be dismissed prematurely as a likely replacement means of transport,

particularly in certain applications. Fleet trials of electric vehicles have shown

them to be very useful in applications with a well defined use pattern and

limited range requirement, such as the small delivery vehicle. Volksivagen

[Altendorf et al, 1982] undertook one such trial with 40 electric vehicles

beginning in 1978 and found them to be reliable and acceptable to their

operators. Unfortunately this success will not be‘repeated in the car market

until improved battery technology is widely available. Although many battery

types such as nickel/zinc and nickel/iron offer considerable improvements in
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energy storage capacity over lead-acids, they still do not give an electrical

vehicle comparable performance with a conventional vehicle. One possible

battery technology which does promise large vehicle range, up to 200 km, is

sodium/sulphur. Here the main problem is that battery operating temperature

must be above 300°C.

Assuming that some battery technology such as sodium/sulphur could

provide vehicle performance that was acceptable to the consumer, a Whole new

problem is created when the infrastructure needed for refuelling is considered.

To assess this problem Watson [Watson et al, 1986] carried out a computer

simulation study to determine the cost of the vehicle refuelling infrastructure

that Would be needed for an all electric car fleet of 14 million vehicles;

representing Britain’s entire fleet in 1983. It was assumed that this fleet

would follow the usage pattern established for British drivers by the 1978—79

national travel survey. Several likely methods of charging Were considered, each

providing different proportions of the total refuelling need. Most important

was recharging at the vehicle owuer’s premises, providing 80-85% of vehicle

energy needs, followed by 10% at other charging locations and finally 5-10%

at battery exchange stations. As a result the total cost to the nation was

calculated to be between 205 and 478 million pounds depending on the

predominant battery type used in the vehicles, By far the greatest part

of this cost is accounted for by the battery exchange stations. This fact

explains the great dependence of the total cost on battery type, since battery

exchange stations would have to be spaced according to the range of the

electric vehicles. In this respect the hybrid has a definite advantage since

the need for battery exchange stations might well be zero, due to the range

provided by the engine and the ability to recharge from the engine itself

should battery charge become dangerously low. As far as engine refuelling

is concerned the hybrid vehicle could make use of the massive petroleum
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distribution infrastructure already in existence.

Any one of the above systems may one day play a role in road vehicle

transport, however the main emphasis in this introduction must lie with the

possible application of the hybrid heat engine/ battery electric power train.

Such vehicles are by no means a. new idea, and in the following section their

history will be traced from its earliest beginnings to the present day.

1.2 The History of Hybrid ILC. Engine/Electric Passenger Cars

Hybrid i.c. engine/electric vehicles have a long history dating back

to the early part Of this century. At this time i.c. engine vehicles were

underpowered and the hybrid, originally patented by Pieper in 1909 [Pieper,

1909] was seen as one way of of achieving better performance. At the same

time the all electric vehicle enjoyed a brief period of popularity since it ofiered

greater reliability than the i.c engine. The peak period for electric vehicles

came in about 1915 when 4500 vehicles were produced annually in the U.S.

[Kordesch, 1977]. However i.c. engine production had already passed the half

million mark at. this stage and its rapidly improving performance, coupled

with cheap petrol, effectively stopped all interest in electric and hybrid cars

by 1930. Specialist electric vehicles have however remained popular for certain

applications, most notably as milk floats in the U.K. Away from such limited

applications the use of i.c engine vehicles remained unquestioned until the late

1960’s when the staggering exhaust emission problems of some North American

cities began to arouse public concern, forcing the U.S. government to enact

strict emissions legislation. The scale of this pollution problem is illustrated

by 1966 U.S. government statistics which showed that total air pollution from

all sources amounted to 141 million tons per year, of which 61% came from

motor vehicles [U.S. Dept. of Commerce, 1967]. It was for this reason that

the U.S. Environmental Protection Agency (EPA) sponsored extensive studies
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of hybrid vehicles of all types as a possible means of meeting the new emissions

legislation which was due to come into force in 1976. Several organisations

received contracts to carry out the studies amongst them Aerospace and

TRW evaluated specifically heat engine/battery hybrids [Sampson and Killian,

1972MTRW, 1972]. Both these studies concluded that any improvements in

emissions or fuel economy would not justify the added complexity of the

hybrid system. Vehicle manufacturers themselves showed renewed interest in

hybrids and other alternative vehicle driVe trains. This interest arouse from

the manufacturers initial technical inability to meet the required emission

standards; a fact they admitted to publicly. As one example Ford sponsored

the design study carried out by the JPL [JPL, 1975], which covered a

wide range of automobile power systems. Other manufacturers and research

organisations went on to produce operational hybrid vehicles at this time

[Minicars, 1972][Agarwal et a1, 1969][EPA Office of Air and Waste Pollution

Programs, 1975][Fersen, 1974][Wouk, 1976]. These vehicles were built mainly

to reduce exhaust emissions, with little consideration paid to the fuel saving

potential of hybrid vehicles. On the whole though car manufacturers were

not seriously committed to hybrid vehicles and eventually they successfully

concentrated their efiorts towards meeting emissions regulations by modifying

conventional i.c. engine vehicles. These efforts resulted in crude, inefficient,

Systems which absorbed a great deal of engine power. To maintain acceptable

driveability and performance the manufacturers simply installed larger engines

causing average fuel economy in the U.S. to reach a record low in 1975 [Roam

1984i

As mentioned previously the EPA study was concerned with the

potential of hybrid vehicles of all types to reduce exhaust emissions. Most of

the study groups involved concluded that hybrids could produce good results

in this respect, however in the light of the cheap fuel prices at the time they

10
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were not regarded as a cost effective solution. Almost as soon as these results

were announced however the whole situation was changed by the Arab Oil

Embargo and the subsequent steep rise in energy prices. l‘lew emphasis Was
now placed on fuel economy, which meant that manufacturers were faced with

the duel problem of maintaining emission standards whilst at the same time

reducing fuel consumption. As has been previously mentioned improvements

in emissions had previously been obtained at the expense of fuel consumption.

Such difficulties prompted Ford to reexamine the potentials of hybrid vehicles

using a combination of computer studies and practical dynamometer trials

[Unnewehr et a1, 1976}. Although the dynamorneter testing was rather

limited in scope, it did establish the practicality of some important fuel saving

measures useful for hybrid vehicles, in particular fuel of at idle was successfully

used. In addition the researchers found that results from the dynamometer

agreed very well with simulations of the same experiments on a computer.

Encouraged by these consistent results the research went on to compare

the simulated performance of experimental hybrid drive trains and control

strategies with results obtained from production vehicles. All substitute drive

trains were of parallel design and were sized to give approximate equivalent

acceleration performance as the conventiOnal system they replaced. Operating

strategy for the hybrid called for battery state of charge to be maintained

in a narrow band around 75%, thus all energy ultimately came from the

fuel tank, with no use of mains electricity. Large fuel economy gains were

predicted for the hybrid when compared with two vans produced by Ford at

the time, these gains ranged from 30-70%. Unfortunately these results are

not quite as encouraging as they appear since the comparison vehicles had,

by modern European standards, massively overrated engines. For example the

larger of the two vans had a 142 kW (190 BHP) engine and an automatic

transmission, This design was compared with a replacement combination
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of a 67 kW (90 BHP) engine and a 352 Nm (260 ftfib) motor, which

together achieved the largest quoted comparitive fuel saving over the Federal

CVS-H cycle. Much less improvement was noted for the second van which

had originally a 86 kW (115 BHP) engine. Despite the fact that these

measurements of fuel saving are not applicable in a present day context,

this work does establish some important principles of hybrid vehicle design.

Firstly the hybrid drive outperforms its conventional counterpart by restricting

engine operation to the high efficiency region of its characteristic. Further

improvements accrue, particularly during urban operation, from the fuel off at

idle strategy and energy reclaimed by regenerative braking. It was also shown

that losses involved in turning the engine with fuel oil could be reduced by

collapsing the valves as an alternative to completely declutching the engine.

Of equal importance to these results was the demonstration that computer

aided parameter studies could optimise component ratings for hybrid vehicle

applications. For example varying the final drive ratio was shown to @6131;

both emissions and fuel economy.

Despite these efforts by Ford and considerable further work carried

out in Universities [Roam 1978][Beachley et a1, 1978] major advances in hybrid

vehicle technology really had to wait until the ‘Electric Vehicle Research and

Developments Act' of 1975 in which the US. government provided $180M for

research into electric. and hybrid vehicles. This act resulted in a major project

aiming to develop an operational hybrid vehicle which had the potential to be

mass produced in the near term. Management of the project was undertaken

by JPL on behalf of the US. Department of Energy. In phase 1, beginning

in 1978 JPL, gave sub—contracts to four companies to perform initial design

studies All four companies reported back to JPL by 1979 with their design

proposals [Burke and Somuah, 1980][Fiat, 1979][Schwars, 1980][Minicars, 1980].

Interestingly all four design teams recommended. the parallel hybrid design.
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After considering each proposal .IPL awarded the second phase of the project

to General Electric, who were to proceed with building the vehicle which

became known as the HTV~L in their initial study General Electric had

used two computer packages. A first stage investigation was carried out

using a package called HWELD which examined the economic potential

of various driveline configurations and component ratings. Inputs to the

HYVELD program. included annual vehicle usage pattern, engine and motor

efficiencies and various economic factors effecting the vehicle owner- From

these inputs the program quickly established that the series hybrid design

could not Compete with the conventional vehicle in producing an acceptable

power to weight ratio at a reasonable cost. This was essential to the second

phase of the project because the hybrid vehicle had to match the performance

and comfort of a reference vehicle, specifically a General Motors A-Bocly

Malibu Century [Trummel and Burke, 1983]. Important vehicle requirements

were 5 adult capacity fuelled by wall plug electricity and petroleum fuel,

cruise speed of 56 mph and acceleration of 0—56 mph in 15 seconds or less,

gradeabilty of 3% at 56 mph for 0.6 miles and compliance with 1981 emission

standards. General Electric formed a team with'three other contractors

each with responsibility for different vehicle sub—systems. General Electric

themselves provided the motor whilst Globe Batteries provided lead acid

batteries, Triad Services were responsible for the vehicle structure and finally

Volkswagen produced a modified engine. An important new development in

the HTV~1 was the use of a sophisticated microprocessor corrtrol system,

which JPL considered to be essential for both efficient vehicle operation and

to provide acceptable vehicle driveability [Trummel and Burke, 1984]. Of

all the hybrid vehicle projects to date the HTV—l control system has the

most similarities with the work described in this thesis. Consequently specific

aspects of the control will be discussed in context in later chapters, however
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at this stage it is relevant to mention the overall results obtained from the

HTV-l. Vehicle fuel economy was assessed under both urban and highway

driving conditions. In both cases economy declined with distance travelled

due to falling battery state of charge. Over five cycles of the 12 km FUDS

cycle, battery state of charge (SOC) fell from 100% to 19%, indicating fairly

limited urban range. Average battery losses of 17 Wh/km over the cycle

caused this drop. Over the same five cycles the fuel economy fell from

54.9 mpg (23 km/l) to 17.7 mpg (7.5 km/l) [Trummel et a1, 1984]. It is

worth noting that the high power load from accessories, typical of American

vehicles, was responsible for using 63 Wh/km and had this been reduced by

only 25% the vehicle would have achieved unlimited urban range. A similar

result could have been achieved by using a more advanced body design than

the HTV—l which had poor aerodynamics (Cd = 0.43). On the highway cycle

the net fuel economy ranged from 34.6 mpg down to 26.2 mpg after 450

miles when battery SOC forced the use of heat engine recharge. Using a

combination of these results the annual fuel consumption of the vehicle was

predicted for typical usage patterns. The pattern chosen was for the 50th

percentile all purpose 4~5 passenger vehicle in 1985. Under these conditiOns

the HTV-l achieved a combined urban and highway economy of 39 mpg

which compared to the 1985 reference vehicle represented a petroleum saving

of 31%. Although the performance of the i.c. engine reference vehicle is

not particularly impressive by present standards, it does not detract from the

achievement of this vehicle in demonstrating the considerable potential for

substituting petroleum use with the more broadly based electricity.

Following the development of the HIV-1, American interest in hybrid

vehicles has been reduced to further paper studies. JPL have carried out an

assessment of advanced vehicle technology to establish what they think might

be worthy of development in the 1990’s [Hardy and Roan, 1980]. Computer
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simulations were used extensively in this study to evaluate various vehicle

drive trains. Each vehicle was designed to provide the same performance

as an i.c engine equivalent vehicle in its category. These vehicle categories

were based on range and passenger carrying capability and covered a broad

spectrum of vehicles from a two passenger commuter car to a full size, general

purp03e car designed to carry five passengers. All electric vehicles proved

to be an attractive option for the small commuter vehicle but no battery

technology was capable of replacing the general purpose vehicle with adequate

range at reasonable cost. In contrast the hybrid vehicle was shown to be

ideally suited to this type of application. Its main advantage is that the

presence of the petrol engine means that only limited range is needed from

the batteries; 80 km was considered perfectly adequate in this case. Choice

of battery technology is therefore unrestricted and so the cheapest available

type can be used. This study recommended the bipolar lead acid as the

most suitable design. Overall the JPL study concluded that hybrid vehicles

might save 70—75% of liquid fuel.

The Electric Power Research Institute in America has also carried out

a survey of hybrid vehicle technology fairly recently [Renner, 1986]. From

the point of view of the electricity generating utilities, represented by this

organisation, electric and hybrid vehicles represent a large potential market for

off—peak electricity since such vehicles would most likely be charged overnight.

in their study they identify the limited energy storage capacity of batteries

and the complexity of the vehicle as a whole as the main barriers to the

success of hybrids.

Development of actual prototype vehicles is now continuing outside

America and in particular Volkswagen are building on experience gained during

their involvement with the HTV-l project. Volkswagen’s continued interest in

hybrid vehicles stems from the belief stated by Kalberlah [Kalberlah, 1986],
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that the ‘flexibility in the hybrid drive system makes it into a universal

drive system not predestined to be restricted to the second car’ ( unlike the

electric vehicle ). In addition he notes that even if some advanced battery

technology such as sodium sulphur does extend the range of electric vehicles

to a respectable 250 km, the stored energy requirement of 50 kWh can not be

charged overnight from a common power socket. To demonstrate the potential

of hybrids Volkswagen have recently developed a parallel hybrid version of the

Golf [Miersch et a1, 1987]. This vehicle has very'limited electrical capability,

the 3 phase asynchron dynamotor can only provide 6 kW, which corresponds

to a cruise speed of 50 km/h. This small motor follows from Volkswagen’s

belief that the cost of the electrical components must be kept to an absolute

minimum if hybrids are to be an economic proposition. Control philosophy

for the vehicle is relatively simple, the driver can select one of three operating

modes; all electric, all i.c. engine or hybrid. In the hybrid mode the

engine provides all power requirements above 6 kW, being shut down if such

extra power is not needed. In assessing the potential of this system in the

German car market Kalberlah notes that due to its unlimited range it has an

application potential equal to that of the conventional Golf. A large potential

market is seen to be vitally important because the vehicle would have to

take full advantage of the economies inherent in. high volume production to

be competitive. Taking into account German usage patterns a typical mix of

urban and highway driving would allow the vehicle to achieve 67% petroleum

substitution. Total energy consumption by the vehicle over the ECE15 cycle

is 3.3 litres/100 km plus 16 kWh/ 100 km. In monetary terms, at 1985 prices,

the electricity used costs the equivalent of an extra 2.8 litres of petrol to the

German consumer. Taking this into account a substantial cost saving results

when compared with the baseline performance of the Golf which uses 10.11

litres/100 kni over the ECEIS cycle.
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1.3 The Context of the Present Work

Having brought this survey of hybrid vehicle technology up to date

with the discussion of the latest Volkswagen results‘ the relevance of the

present work and the computer studies which lead up to it, can now be

established. Computer studies of hybrid vehicles have been carried out at

the University of Durham using a general purpose road vehicle simulation

package called Janus [Bumby et a1, 1985]. This program, deveIOped over a

number of years in the School of Engineering and Applied Science, is capable of

predicting the energy use of a variety of power train configurations. Computer

simulation studies, using programs such as Janus, have formed an important

part of hybrid. vehicle research since the mid 1970’s. Their great strength

lies in their ability to systematically assess the fundamental design options

available in hybrids such as component configuration, component layout and

component ratings. In 1977 when JPL undertook a survey of electric and

hybrid vehicle simulation softWare, it reported 111 operational programs [JPL,

1978], many of which had been written as a result of the ‘Electric Vehicles

Research and Development Act’. Obviously these programs performed many

functions but two main categories can be identified [Wolfson and Gower,

1983]. Least concerned with actual vehicle design is the first category, which

attempt to define what vehicle performance and range is necessary to meet the

requirements of a given percentage of vehicle users or vehicle missions. Such

studies are usually based on national travel statistics which are produced

in both Britain and the U.S. [Department of Transport, 1979]]U.S. Dept.

of Transport 1972]. Often included at this stage is an assessment of the

economic implications of a particular hybrid or electric design both in cost

to the consumer and on required infrastructure such as electricity generating

utilities. One such study was carried out by General Electric of America

[Burke and Smith, 1983] to establish what performance would be required
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from a hybrid vehicle.

Janus belongs to the second category which use models of individual

drive train components to calculate the energy use of a vehicle when driven over

a simulated driving cycle. In the HTV-l project the equivalent program was

called HEAVY, (Hybrid and Electric Advanced Vehicles Systems Simulation)

[Hammond and Beach, 1981] developed by Boeing Computer Services in
conjunction with NASA. This program stores a number of standard drive

train configurations and drive train components together in a library module,

allowing standard and novel drive trains to be investigated. In addition the

user may define a drive train component that the program knows about by

entering a list of parameters required to define that component. Having

specified a design the program will put the resulting vehicle through a driving

cycle. As the cycle proceeds the program models the drag and rolling

resistance forces and thus produces the vehicle energy requirement at the

road wheels which can be reflected back through the transmission, taking

due account of losses, to arrive finally at the amount of petrol or battery

charge consumed. Once the simulated cycle is complete the user has at

his disposal a breakdown of energy requirements on an individual component

basis. Using a method similar to this Janus has been used to thoroughly

investigate the economic potential of parallel i.c. engine/electric hybrids

[Bumby and Forster, 1987]. Although the results show that a hybrid can

save considerable energy overall, when compared with present day vehicles,

this ability reduces dramatically as likely improvements are incorporated in

the conventional vehicle used for comparison. Neverthless they are attractive

because they can shift energy use away from petroleum towards the broader

base of fuels used to generate electricity. This petroleum substitution potential

is also sensitive to the conventional vehicle technology used for comparison,

although to a lesser extent than overall energy saving. Placing a. precise
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figure on the percentage of petroleum which might be saved by the hybrid

is complicated by the vehicle use pattern [Forster and Bumby, 1988]. In

the past overall energy consumption for vehicles have been based on an

assumption that 40% of vehicle driving is under urban driving conditions,

50% at 90 km/h cruise and 10% at 120 km/h cruise. When applying this

mix to the hybrid design it can reasonably be assumed that urban driving

will be electrically powered and that the 120 km/h cruise will be powered by

the engine. The 90 km/h cruise however might well occur in either mode,

with petroleum substitution depending on the relative use of the engine and

the motor. By assuming equal use of engine and motor at 90 inn/h Bumby

and Forster [Forster and Bumby, 1988] calculated that a parallel hybrid could

save 50% of petrol when compared with an advanced conventional vehicle

featuring an efficient continuously variable transmission (CVT). Clearly such

a vehicle represents a much more formidable target performance than vehicles

considered in American studies.

When considering the parallel hybrid drive train Janus predicted the

effects of component ratings on overall performance in much the same way as

the General Electric computer study did for phase 1 of the HTV~1 project. In

the case of Janus though, the drive train performance was designed to match

that of a modern mid—size European car. Such a vehicle represents the 1.6-2.0

litre category, and since over 40% of petrol in Britain is consumed by such

vehicles they offer the greatest potential for saving fuel. Differences in the

General Electric and Janus studies also appear in the way that they arrived at

a detailed control strategy for operating the hybrid vehicle. General Electric

considered the operating conditions which gave the best efiiciencies for the

engine and motor and then postulated a control strategy which they thought

would best achieVe the design goals of maximising petroleum substitution

whilst still retaining acceptable performance. These broad objectives remain
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valid in the Janus study, however the control strategy designed to meet them

came out of a formal optimisation study. The optimisation process defined

an energy cost function, which allows arbitrary values to be placed on petrol

from the tank, E1, and electric charge frorn the battery, E2, as follows:

F = AlEI + AQEQ (1.1)

By varying the two weighting factors, A1 and A2, the cost function can be

made to take into account the prevailing monetary value of the two fuels

and at the same time other factors such as a penalty for the environmental

damage associated with use of petrol can be considered. Having decided on

the relative values of the two primary energy sources Janus then puts the

experimental vehicle drive train through a driving cycle. At every one second

interval the torque requirement of the vehicle at the wheels, is calculated

to meet the instantaneous speed and acceleration defined by the cycle speed

profile. This torque requirement is then reflected back through the drive

train taking into account successive losses in each component, such as the

final drive and gearbox. Once the gearbox is reached however there are two

important decisions to be made, concerning which gear to use and how to split

the total torque demand between the engine and motor. It is the gear ratio

which defines what the total torque demand will be at the input shaft to the

gearbox but this total demand can be met in any number of ways between the

two extremes of all electric operation and all i.c. engine operation. Choice

of gear ratio and torque split is in fact crucial to energy economy, since the

efliciencies of both the engine and the motor are functions of torque and

speed. This fact is clearly illustrated for the engine by figure 1.3 which is

a typical efficiency map tor a 50 kW engine. In order to calculate which

gear and torque split to use, Janus evaluates the cost function for all gear

ratios and a representative selection of torque splits. Thus the cost function
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is determined by two independent variables, with the optimal solution being

the minimum value. Having chosen the optimum solution for gear ratio and

torque split, the energy use'is calculated by assuming steady state conditions

over the one second time increment. At this point the whole calculation is

repeated.

The net result of the optimisation process ultimately depends on the

weighting factors as illustrated by figure 1.4. This result shows range and

liquid fuel consumption as a function of weighting factor for an urban driving

cycle. If the ratio A1 [A2 is greater than about 1.5 then the penalty for

using petrol is so high that Janus will operatethe vehicle almost entirely

electrically, resulting in inevitable range limitations but eifectively infinite

liquid fuel economy. In contrast when the ratio is less than about 0.3 the

preftered strategy includes so much operation by the engine that range is

unlimited but fuel economy, measured in terms of litre/100 km, is low. As

the Weighting factor ratio is varied two differing operating philosiphies present

themselves. At about Al/Ag : 0.25 raw energy use is minimised, suggesting

an energy saving strategy. On the other hand at A1 [A2 : 0.6 the engine is

restricted to relatively eflicient operation but use of electricity is small enough

for sufficient urban range to satisfy nearly all such journeys. This type of

operation could be considered as aiming for maximum petroleum substitution

without compromising vehicle utility. Of these two philosophies petroleum

substitution has perhaps the greatest potential. As mentioned previously

there is likely to be considerable improvement in i.c. engine vehicles over the

next few years and this means that although the energy saving hybrid makes

economic sense at the moment it may not do so in the future. In contrast

the petroleum substitution strategy will make increasing sense in future as

liquid fuel prices increase due to the rising scarcity of the resource.

Whenever the weighting factors do allow use of the engine the op-
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timisation process favours operation near to the engine maximum efficiency

point which lies within the 32% contour on figure 1.3. In fact as the ‘cost’

of petrol is increased the optimisation tends to restrict use of the engine to

ever smaller regions around this point. As an example figure 1.5 shows the

use made of the engine over a typical urban driving cycle with the weighting

ratio glut/)2 = 0.6. Each figure on the diagram represents the percentage of

the total cycle time that the engine spent operating at that point. Although

a good deal of the cycle was powered electrically' the figures for the engine

are clearly clustered round the maximum efficiency contour.

Carrying out the optimisation process in full involves quite complex

calculation, particularly to determine losses in the prime movers. Consequently

although it would be ideal to include it in an operational vehicle there simply

is too much work involved for real time computation. By considering the

cycle however, it is possible to devise a sub-optimal control algorithm, based_
on a. number of simple rules, which produces virtually the same economy

as the fully optimal case [Bumby and Forster, 198i]. It is the practical

component control problems raised by this sub-optimal control strategy which
provided the motivation for the work described in this thesis

The job of the sub—optimal controller can be seen as that of selecting
s that are available with a parallel hybrid

With

one of the possible operating mode

drive trains All of the operating modes are described in Table 1.1.
maximum petroleum substitution as the goal each mode tends to be suited

to a particular type of vehicle operation

Electric Mode. Used for journeys within the electric range of the vehicle.

Primary i.c. Engine Mode. Used for long distance high speed travel.

Electric power is used to supplement the engine during hill climbing or

acceleration.
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Hybrid Mode. Used for long range urban or sub—urban travel beyond

the capabiiity of the motor alone. In this case the motor starts the vehicle

from rest, with the engine taking over when efiiciency considerations allow.

Accelerator ‘hichadownfi Overrides other modes to give the driver full

power in a panic situation.

Battery Charge Mode. Used to prevent battery charge from becoming

dangerously low.

Regenerative Braking. Used whenever possible to recoup vehicle kinetic

energy,

The inputs to the mode controller are the driver’s demand signals

represented by the position of the accelerator and brake pedals. Not all of the.

modes listed in Table 1.1 will actually be selected by the sub-optimal controller

working on purely efficiency grounds. In particular it Would never select the

battery recharge mode because the multiple energy conversions would always be

too inefficient. To overcome this problem the purely efiiciency based strategy .

must be overriden by battery state of charge considerations. Accelerator

‘kich—down' is another mode where efficiency considerations are overriden, this

time by the needs of the driver. Normally the engine would be limited to

90% of its maximum power since above this the carburettor system would

reduce efiiciencyl however in a. panic situation the driver must be given full

power regardless of the cost. Another useful input to the inode controller

might be the journey type specified by the driver. If maximum petroleum

substitution is the design goal then for example on a short urban journey it

would be advantageous to restrict the vehicle to all electric operation since

there is no possibility of dangerously depleting the batteries. Similarly on

long journeys use of the motor should be kept to a minimum. Combining

ali these considerations produces the vehicle control hierarchy illustrated by

figure 1.6. At the top of the hierarchy is the driver who makes inputs to
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the system in two ways. Firstly his unique knowledge of intended destination

allows him to select one of the three possible journey types. Secondly he

communicates his power demand through use of the brake and accelerator.

Journey type has a large influence on which operating strategy is best for the

vehicle and hence which operating modes should be used. Restricting the use

of some of these modes however are the battery charge constraints which seek

to keep the battery SOC above 20% at all times. After processing through

these constraints it is then up to the mode controller, which embodies the

sub-optimal strategy to operate the vehicle in the best Way to meet the power

demands coming from the driver.

Even if the precise form of sub—optimal strategy mentioned above

were not employed, any other mode centroller would still pose the same set

of component control problems. As it responds to the driver’s ever changing

input the mode controller produCes only three outputs; the torque demand

for the motor, the torque demand for the engine and the required gear ratio. .

Component control then involves matching the torque output of engine and

motor to their respective demands and controlling the transmission. If the

at] economic potential of the vehicle is to be realised in practicetheoretic

A further
these demands must be met as. quickly and accurately as possible.

complication arises in the case of the engine, in that when it is not needed

it must be shut down and remain stationary. Once torque is again required

from the engine a control subsystem is needed to start it and match its speed

with the rest of the drive train so that torque is reapplied smoothly.

Microprocessor based control systems capable of meeting all of these

control needs have been developed on a full—sized laboratory test bed and

are described over subsequent chapters. Using a test bed represents a logical

progression from the computer simulations previously carried out at Durham.

Unlike an operational vehicle problems such as component packaging do not
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have to be tackled during the develOprnent of the rig. This leaves the way

clear to test the fundamental feasability of the control strategies Suggested by

the simulations. in this context it should be mentioned that only the control

of a warm engine has been considered on the grounds that if satisfactory

engine control could not be achieved under such conditions then additional

work would be pointless. Furthermore the vehicle manufacturers are currently

undertaking the development of engine management and cold start systems

[Meyer et a1, 1983].

The individual component controllers developed for the rig have been

assembled into a fully integrated driVe train system capable of respOnding to

the outputs of the mode controller. Final testing of this complete system is

made easier by the development of a computer based driving cycle controller

which mimics the action of a driver in producing the necessary accelerator

and brake signals to follow the cycle. Using the computer based cycle speed

controller leads to greater repeatability in the cycle tests. In addition the _

cycle controller is sufficiently flexible for any cycle to be quickly defined,

andthen driven, provided it is within the power limitations of the engine

and motor on the rig. Although this system is intended for use with the

subeoptimal mode controller described earlier, its operation is independent of

the mode control strategy and is a necessary part of any hybrid drive train

controller.

In the next chapter a description of the laboratory test system is

given thus providing the necessary background information on the operating

environment of each of the component controllers. Subsequently chapters

3 and 4 examine the relevant theory to allow indirect methods of torque

measurement to be developed for both the engine and the motor. Chapter

5 then proceeds to design torque control systems on the basis of these

measurements and a speed control system used during engine starting. The
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dynamic performance of both torque and speed controllers is tested against

simulations. The final control sob—system is a pneumatic actuator for a.

‘manual’ gearbox described in chapter 6. In chapter 7 torque controllers,

engine starting system and automated gearbox are combined into the fully

operational system.
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Description

Electric Mode All propulsion power supplied by

the electric traction system

LC. Engine Mode All propulsion power supplied by i;
the i.c. engine

Primary Electric Mode rI‘he electric traction system provides

the principle torque, but when necessary

its maximum torque is augmented by the engine

Primary LC Engine Mode The i.c. engine provides the principle

torque, but when necessary its maximum

torque is augmented by the motor

Hybrid Mode Both the i.c. engine and the electric

traction system provide torque

split between them in some way.

Battery Charge Mode The i.c. engine provides both the

propulsion power and power to charge

the batteries, with the traction motor

acting as a generator.

Regenerative Braking During braking the vehicle kinetic

energy is returned to the battery

with the traction motor acting as

a generator.

Accelerator ‘kick—down’ Essentially a primary i.c. engine mode

when full engine torque is allowed

to give maximum acceleration

 
Table 1.1 Possible Operating Modes for

the Parallel Hybrid Vehicle
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CHAPTER 2

' THE LABURATORY TEST SYSTEM

The laboratory test system is the hardware realisation of the parallel

hybrid drive shown in figure 1.2. The component layout in the rig system is

shown by figure 2.1. Overall the rig consists of three subsystems; firstly the
dlyflywheel and dynamometer representing vehicle inertia and road load, secon

the hybrid drive train itself and finally the computers and signal monitoring

equipment [Bumby and Masding, 1988]. Each of these subsystems are now

described in detail.

2.1 lLoad Emulation

On the test bed layout of figure 2.1, all the components forward of,

and including, the transmission represent the drive train components present

in an actual vehicle. To the rear of the transmission the dynamometer

and flywheel are included to. represent the losses associated with a moving

vehicle. Vehicle mass is simulated by the variable inertia flywheel which has

an available inertia range of 202-1547 kgmz. In simulating any real vehicle

of mass M, the necessary equivalent flywheel inertia .Ieq is

Jeq = M (3)2 (2.1)9f

Where TH, is the vehicle wheel radius and gf is the gear ratio of the vehicle final

drive system. A nominal flywheel inertia of 6.54 kgrn2 was used throughout

the experimental work. Independent calibration experiments presented in

chapter 7 confirm the accuracy of this value.

Using typical values for a mid—range passenger car of 72w 2 0.3 m

and 5}}: : 3 the inertia of 6.54 kgm2 represents a vehicle weighing 650 kg.

Typically hybrid vehicle curb Weights would be much higher than this, for

example the HTV-l [Truminel and Burke, 1983] weighed 203? kg and a
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hybrid vehicle built by Lucas Chloride weighed 2100 kg [Harding et a1, 1983].

Simulating an unrealistically low weight on the rig does not however invalidate

any of the control systems developed in subsequent chapters; indeed in most

cases it is more difficult to obtain satisfactory smooth operation with lovtr

vehicle weight. Keeping flywheel inertia low is also an advantage on safety

grounds, since it reduces the stored energy in the system. The dynamometer

is of eddy current design and is Water cooled. Control electronics for the

dynamometer provide three load settings; constant speed, constant torque and

power law. Most important for the hybrid vehicle work is the power law

setting which ideally reproduces the effects of aerodynamic drag and rolling

resistance which act on a real vehicle. Road wheel torque needed to overcome

these two factors is given by [Bumby et a1, 1985].

Td = épCdAl/rw Nm (2.1)
Tr : Cng'rw Nm (2.2) A

Where

p : Air density ( 1.226 kg/m3 @ 15°C,105 Pa )

Cd — Coefljcient of drag

C, = I Coefficient of rolling resistance

A 2 Vehicle frontal area m2

V = Vehicle velocity m/s

Tu, 2 Wheel radius m

M = Vehicle mass kg

9 = gravitational constant

In fact the dynamometer control system is not complex enough to

reproduce the combined effects of rolling resistance and drag. Instead the

dynamometer power law setting produces a load which varies according to
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speed squared, but the curve is made of piecewise linear sections. Since the

dynamometer system is typically operated at fairly low speeds, it rarely reaches

the second linear sub-section of its loading characteristic and hence in most

experiments loading on the rig is simply proportional to speed. Consequently

neither drag nor rolling resistance are accurately modelled. In order to

assess the seriousness of this deficiency figure 2.2 shows the dynamometer

loading curve and the equivalent requirement predicted from equations (2.1)

and (2.2) using likely parameters for a parallel hybrid as suggested by Bumby

and Forster [Bumby and Forster, 1987]. Their values for such a car are

Cd 2 0.35, CT 2: 0.01, A z 1.95 mg, g; = 3.5, M = 1880 kg

and rm 2 0.3 In. Rotational speeds for the flywheel are converted to kin/h

by assuming the same values of 9f and arm. Essentially this is the same as

saying that the speed of the flywheel represents the prop-shaft speed in a

real vehicle. As can be seen the dynamometer loading is at least realistic up

to speeds of 50 km/h, which is the maximum encountered inthe European

ECE15 Urban driving cycle adopted for many of the rig tests. To operate

at speeds above this would require modifications to the control electronics

governing the dynamometer.

2.2 The Hybrid Drive System

The power sources in the experimental hybrid drive train are a

standard Ford 1100cc petrol engine and 3. Lucas Chloride separately excited

d.c. traction motor. The traction motor has been used in operational electric

Vehicles, specifically the Bedford CF and Freight Rover Sherpa 1 tonne panel

vans [Manghan and Edwards, 1983]. Both the engine and the traction motor

are connected to a common drive point at the input to the gearbox by a

toothed belt drive giving a. 1:1 speed ratio. Smooth performance is achieved

by accurately balancing the belt and associated pulley wheels. The belt
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itself has a trapezoidal tooth section and ground back. rI'he i.c. engine is

connected to the common drive point through a friction clutch, short drive

shaft and torque transducer. During normal operation the friction clutch

is not needed, since the rig is invariably started from rest by the electric

motor. It is retained however for experiments requiring complete isolation of

the engine, such as no—load speed testing. In addition this device also makes

it possible to start the flywheel from rest on the engine alone, should the

motor not be operational for some reason. An additional one way clutch or

free wheel, allows the engine to remain stationary whilst the rest of the drive

train is in motion. In common with the engine, the electric traction system

is connected to the common drive point via a flexible coupling and torque

transducer. The flexible coupling- is designed to cope with the motoring

and regenerative braking torques which are encountered in the motor drive

shaft. In this instance a tyre type coupling is used which has proved ideal,

both because it is easy to connect and has favourable mechanical properties

such as zero backlash and ability to marginally damp high frequency torques.

Such torques appear because of the nature of the chopper control system,

which is a Lucas Chloride Mark III design and connects the motor to the

traction b"tteries. it employs a thyristor armature chopper and transistor

field chopper. A summary of all the drive train ratings is given in Table 2.1.

In total the combined power output of the motor and engine can match that

of a medium sized conventional passenger car which typically has a maximum

engine power of 55 kW and weighs about 1 tonne [Bumby and Forster, 1985].

As such the engine and motor on the rig are representative of what might

be installed in an equivalent hybrid vehicle. In contrast the 1 tonne lead

acid battery pack used on the rig would preferably be replaced by 400 kg

of similar batteries ( or better still 200 kg of Ni/Zn batteries [Bumby and

Forster, 1987] ) The greater size of the battery pack used with the rig is

35

53



54

simply a consequence of its original application in an all electric van.

2.3 Computer Control and Signal Monitoring

Control of the rig is provided by a Motorola M68000 based mi-

crowmputer system. In carrying out its control function the M68000 has

responsibilty for receiving and processing data from the transducers round the

rig. Operator inputs and data display are handled by a second computer

which is a Duet 16 personal computer (PC). Communication between the two

computers is achieved via an R8232 serial data line operating at 9600 baud.

A schematic diagram of the two computers and instrumentation interface is

shown in figure 2.3.

2.3.1 NIotorola M68000 system

At the heart of the drive train control system is the M68000 micro-

processor unit which has two main tasks to perform. Firstly it must operate 7

the engine motor and transmission as required to meet the demands of test

driving cycles and secondly it must act as a data logger. Both control and

data logging depend on the extensive range of interface hardware available to

the-ivlfi8000. In total this hardware comprises four 6522 Versatile interface

adaptor (VIA) chips with interrupt facility; a. 16 channel, 12 bit, analogue

to digital convertor (ADC) also with interrupt facility; eight 12 bit digital

to analogue converters (DAC) and finally two standard timer/counter (STU)

chips each with five, 16 bit, timer counters. The MGSOUO itself operates at

BMHZ and has 192k of random access memory (RAM).

Output control signals from the M68000 are summarised in Table

-2.2. The i.c engine output is controlled by a stepper motor servo-system

on the throttle valve, with the stepper motor pulses and direction signal

being generated by the MGSOOO using two of its VIA chips. On initial start
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up the throttle control system is initialised by closing the throttle onto a

micro-switch. Pulse rate for the stepper motor is software controllable but is

consistently set to 1 step per 5 ms, representing a practical lower limit which

ensures that no steps are lost when moving from rest under load. With each

step being (19°, zero to full throttle requires 85 steps and is thus achieved in

425 ms. Ideally a slightly faster response is desirable and other drive by wire

systems have achieved zero to full throttle in 150 ms [Collonia, 1979]. When

describing the throttle servo for an automated gear change system requiring

engine speed control, Ford [Main et a1, 1987] state that to be transparent to

the driver full to zero travel time should be less than 200 ms and positional

accuracy should be 0.5" or better. The system described in this reference used

an analogue throttle servo which offers greater resolution than the discrete

motion of the stepper system. Originally such a device was employed on the

rig, however the system proved extremely sensitive to noise from the engine

ignition system causing unsatisfactory hunting-around the command position

leading to its replacement with the current stepper system.

The electric motor is controlled via the M68000 DAC interface which

feeds analogue voltages to the Lucas Chloride power electronic control unit.

Gne signal is used to control acceleration and another to control regenerative

braking. Both software and hardware interlocks are used to prevent brake

and motor signals from being applied simultaneously. In the event of a

software failure a watchdog routine has the ability to disable the output from

both DACs with a single signal from a VIA; with the result that no further

erroneous controller action will be effective.

Software for the 11168000 is written mostly in the ‘C’ language, with

small amounts Written in M68000 assembler. This assembler is necessary

for manipulation of registers within the VIA and STC chips. The ‘C.’

programming language is particularly useful for real time control applications
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as it is sufficiently high level to allow complex control structures to be easily

written, and yet compiles efficiently to produce fast execution times. ‘C'

also interfaces easily with M68000 assembler routines with a simple system of

parameter passing between the two. All program development is carried out

on an M68020 Unix based system and down line loaded into the M68000.

2.3.2 The Duet 116 Personal Computer

This computer does not carry out any direct control of the drive train.

Its purpose is to interact with the operator for overall rig control, to display

graphically in real time selected test results and, when a test is complete, to

accept data from the M68000 system and display selected data after suitable

analysis- All the PC. software is written in BASIC. Although BASIC suffers

from slow running speed and lack of structure its interactive nature and ease

of use in graph plotting has proven extremely useful for displaying results.

The Duet has a useful range of peripheral devices including a dual disk drive, _

colour graphics monitor and dot matrix printer which has been used to obtain

most of the graphs in this thesis.

2.5 instrumentation

Instrumentation on the rig is used to gather three categories of data;

vital control values, safety measurements and visual checks. Control signals

passed to the MSSDOO are shown in Table 2.3. In each case the transducer

type and input signal type are given, In all cases these signals first pass

through an interface electronics unit, housed under the MSBUOO itself, prior

to connection to the appropriate input chip. Close proximity of the interface

and microprocessor ensure minimal contamination by noise in the intervening

Wiring. Least accurate of the measuring devices listed inTable 2.3 is the

engine fuel flow transducer. This device consists of a small turbine which
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generates pulses as it rotates. Unfortunately at Ionr flow rates measurement

accuracy is poor and so this method cannot be used for measuring the idling

fuel consumption of the engine. An alternative manual method uses a digital

balance to accurately weigh the amount of fuel used and can easily measure

idle fuel flow rates. A simple tap arrangement allows fuel to be drawn either

from the main tank or a container on top of the balance.

Electronic signal processing provides the necessary filtering and am—

plification appropriate to each signal type and input chip combination. All

interface circuits are based on the 741 operational amplifier (op-amp) and the

filters use a second order Butterworth design [Hilburn, 1973]. Due to the

presence of the Op—arnps a dual power supply is required, this is provided

by a number of dc-dc converters which are intended to demonstrate that the

whole system could function of the single 12v engine battery.

Speed signals are vital to rig safety and so duplicate systems pro-

vide speed readings to both the M68000 and hard wired overspeed trip‘

circuitry. Three speed measurements are provided covering the engine, motor

and flywheel. Reference to the rig layout diagram shows that this set of

measurements completely defines the state of the rig. All speed signals come

activated by toothed Wheels. Those providing data to
+2.. “v.11”.
vu. HLUUCD

the M68000 include integral circuitry to generate a pulse train, in contrast

the safety probes produce unconditioned analogue output. Signals from the

safety probes are fed to the operators display panel where, in addition to

passing through the trip circuitry, they are used to drive panel Speed meters.

In figure 2.1 the operator's control panel is labelled safety trips,

instrumentation and test bed control. This unit includes the electronics for

the torque transducers which process the raw signals prior to passing to the

M68000. In addition these devices provide panel meters displaying torque,

speed and power. Other displays on the panel Show engine cooling water
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temperature, oil pressure and battery state of charge.

Throughout the whole rig temperature sensitive paper is used liberally

on components liable to overheat such as bearing mountings. Regular checks

of these indicators show the maximum temperature which has been reached

and thus provide an additional safety precaution. Finally two emergency stop

buttons are provided, one on the operator’s control panel and one near the

gearbox, these cut the engine and motor ignition and apply an air brake

which is fitted to the flywheel.

2.5 Software System

Computer software for the rig system provides real time data gathering

and control, with simultaneous real time displays. Data analysis programs

are also available for later analysis of results. Such varying demands are met

using the software structure shown in figure 2.4. During an active test the

M68000 and Duet run parallel programs which'proceed in three broad phases _

regardless of the test being carried out. As can be seen from figure 2.4, the

three software stages are initialisation, active rig control and data gathering,

and finally data transfer and disk storage. Because of this common core

structure programs designed to carry out widely differing tasks can be quickly

produced by modifying existing programs.

2.5.1 System linitiafisation

During the initialisation phase, system parameters are relayed from

the Duet to the M68000. Maximum flexibility is achieved by passing nearly

all variables in this way, however many seldom change between tests. To

avoid the need to enter such variables every time a program is run, they can

be selected as a default option by the user. A most important example of a

variable of this type is the base sampling period which will apply to all digital
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control algorithms and data sampling. This sampling period is generated by

interrupts from a timer on the ADC board. Selecting a sampling period for

a digital system is quite a complex process, however in this case it represents

a compromise between allowing for the fast response times characteristic of

the torque control systems and still leaving sufficient time to carry out all

necessary control computations at each interrupt. As a result of this trade

oil" the standard sampling period used in all experiments is 20 ms. Should a

key variable such as this, ever need to be altered for some reason this means

altering a line of BASIC which is a far quicker process than recompiling the

M68000’s ‘C' program. _

Ultimately the interrupt period is based on a 0.8 MHZ clock on the

ADC board which is then subdivided by countdown timers to provide the

20 ms period. Interrupts on the M68000 can have any one of 8 priority

levels, with level 7 the highest and level 0 the lowest. Only levels 3 and 4

are used on the hybrid vehicle rig processor, the data sampling and control ,

interrupt generated by the ADC is level 3 and the VIA chips can generate

at level 4, either when one of their timers times out or in response to an

external signal. Both these possibilities are represented by the three interrupt

applications carried out by the VIA’s on the rig system. One timer is used

to count pulses output to the stepper motor. When all necessary pulses have

been sent, the counter reaches zero and pulses are cut off by the interrupt

' routine. The second timer application is a watchdog system included in the

software as a safety measure. During normal operation the watchdog timer

is reset at each sampling interrupt and consequently it never reaches zero.

In the event of a software failure causing the sampling interrupt to become

inactive, the watchdog timer times out and generates a level 4 interrupt.

When this happens the interrupt routine shuts the rig down by cutting the

engine ignition and disabling motor accelerator and brake signals. Finally the
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only external signal generating an interrupt comes from a gear lever position

sensor as described in chapter 6.

Another important initialisation is concerned with data logging. Before

an eXperiment begins the Duet presents the user with a full menu of available

data sources. He is then able to select any combination of data sources which

may be relevant to the particular test. Furthermore the user can request

that these sources be recorded either after every 20 ms interrupt period, or

after any multiple of it. Thus although data is sampled every 20 ms for

control purposes, it need only be reCorded as often as the user considers

appropriate. Both these features of source selection and extended sampling

period encourage best use of available memory space and reduce the time

needed for data transfer to the Duet and its subsequent retrieval from disk.

An essential feature of the software in most applications is the cycle

following capability. A test cycle commonly refers to a speed/time profile but

in addition the engine throttle or motor accelerator can be made to follow a ,

cycle of positions or settings. It is also possible to define a torque]time profile

when testing the engine and motor torque control systems. Regardless of the

cycle type, cycle parameters are transferred from the Duet to the M68000

during the initialisation phase. The operator can select any cycle which has

been previously defined and stored on disk. A small BASIC program is used

' for cycle definition. When this program is run, the user is prompted firstlyr

to input the number of data points followed by the time and demand level

for each one. When the M68000 interprets the cycle it interpolates between

each data point so that cycles consist of a number of straight line sections.

Having received all the basic system variables the M68000 carries

out hardware initialisation, this consists of moving the throttle-servo to zero

and placing the gearbox in neutral. After this stage further variables are

transferred to the M68000. In this case they are mostly controller gains,
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precisely what values are needed depends on the particular test, with the

full set only being necessary when the completed hybrid control system is

operated over a cycle‘ Once this stage is finished the initialisation phase of

the software comes to an end.

2.5.2 Active Rig (Control

With initialisation complete the main phase of both programs begins.

In the M68000 the software divides into time critical tasks which are executed

every 20 ms in the interrupt routine and non time critical tasks which run

in the background whenever time is available. Immediately after initialisation

the main programs give the operator at the Duet full manual control of the

rig. By pressing appropriate command keys, as detailed on a menu, the user

can operate the engine ignition, starter motor or change gear. A further Duet

command key toggles the action of a small hand held potentiometer between

control of engine throttle or motor accelerator demand. The signal from this _

potentiometer is fed back to the M68000’s ADC board. All command keys

cause a single character to be passed from the Duet to the M68000 which

continually scans for such inputs in its background routine. A summary

of the command keys and their functions is given in Table 2.4. Although

processing a user request maybe delayed by an interrupt routine, the delay

is so small that as far as the user is concerned his commands are obeyed

immediately.

As indicated in Table 2.4 one of the user commands instructs the

MSSOOO to commence the test cycle. Once this option has been selected all

the manual control commands are overridden. At each interrupt throughout

the cycle, the MSSOOO calculates cycle time by incrementing a counter on

each execution. This time value is used by the interpolation routines which

calculate the required setpoint at each point in the cycle. In a simple test
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this may provide the demand Signal to the throttle servo-system but there

are other applications as mentioned previously. As the test proceeds relevant

parameters are passed to the Duet for use in a real time display which may

be graphical or numerical. These parameters are not passed on any strictly

regular basis but depend on the processing time needed for the Duet to

display each one, subject to any delays due to interrupts in the M68000. For

example during a driving cycle test values of speed in ion/h are passed to the

Duet. These are displayed numerically and they are plotted over the cycle

profile to give an immediate visual check on the accuracy of cycle following.

Over a typical cycle time period the rate of on line data transfer is more

than sufficient to fully utilise the resolution of the graphics screen. At any

time during the cycle the operator has the option to abort it by pressing

the appmpriate key. If he takes up this option the rig is shut down by

cutting the engine ignition and applying the regenerative brakes until the rig

is stationary. At this stage the cycle may be restarted from the beginning

with all control and data logging reset.

2.5.3 Data Logging

‘ ' nnnnn -nmwnmp- .I. - Rte (1
As soon as active rig control cummeuces uht‘. Mo

on 1, f a ,II .
uuu uegins gamerlng03

data. from all sources at each interrupt. Thus data is always available for

control as soon as the cycle starts 01' in some cases for user displays during

manual control. Scanning the data sources gets first priority as soon as the

interrupt occurs. Since this scanning process only consists of reading chip

registers and transferring the measured values to an array, execution time is

very small. Only raw transducer values are recorded so that no unecessary

time is used in computation- During this initial data retrieval routine the

watchdog timer is also reset.

Cornponent control routines follow the first data. logging routine so
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cording to the individual program application. In the most complex case,

this comprises fully integrated control of the engine motor and transmission

to meet the demands of the test driving cycle. Due to the compact nature of

the initial data logging the component controllers will have suffered minimal

delay in receiving the necessary data and need only process those data sources

which they require.

Before each interrupt routine ends, a final data logging routine is

executed. This routine transfers those data sources selected by the user

during initialisation to a large array which builds up in memory until the

test is complete. With extended data logging this only happens after the

appropriate number of interrupts have occured. Having final data logging

after component control is adVantageous in that centrol is not unecessarily

delayed and in addition parameters derived during the control process may

be recorded. A final refinement to the data logging software allows recording

to begin at a specified point in a cycle as'input from the Duet during.

initialisation. As a result it is possible to sample a Small part of a long

cycle at maximum sampling rate without building up an unecessary amount

of data. This is particularly useful during transient experiments when often

there is a large preliminary phase of the cycle, designed to allow steady state

conditions to be reached, before the transient input is applied.

2.5.4 Data Transfer

The final phase of the software on both the M68000 and the Duet

is concerned with data transfer. To start this process the user presses the

appropriate command key and inputs the name of a disk file to be used by

the Duet. At this point the M68000 scales all the raw transducer readings

that have accumulated in its data array into meaningful values, for example

the raw ADC reading from the manifold pressure transducer is converted to
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rnbar. During the transfer the Duet prompts the M68000 for each data value

and immediately writes it to the disk file. Before the disk file is closed the

user can input any number of comments concerning experimental conditions.

Following this action the M68000 and Duet programs both end. It is possible

to and both programs without going through the data transfer phase.

2.55 Data Analysis

Any disk file may be retrieved at a later date and then displayed I

graphically on the screen of the Duet using a BASIC graph plotting program.

The nature of BASIC made it easy to refine the graphics display into a pleasing

format. This feature has been exploited to produce a graph drawing program

capable of coping with all the difierent data types present in experiments on

the rig. The graphics routines begin by retrieving the sampling period and

data code word from the disk file. This provides the information necessary.

to label the y—axes and also specifies what increment to use between points

on the time- axis.

With two or more data sources the program can use two independently

scaled y—axes. The program allows the operator to specify which data sets

.rorr- the file are to be plotted on the same .nris. It then retriives all data.

points from the disk file and searches for maximum and minimum values

to automatically scale the axes and therefore make best use of the screen

size. As an alternative to plotting results against time, an additional program

allows any pair of data sources to be plotted against each other. Apart

from graphical display several data analysis utilities have been written, one

of the most useful of these will produce a regression line for any pair of data

SOHI‘CES.
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2.6 Discussion

Foremost of the considerations taken into account when designing the

rig has been retaining flexibility in Operation. For this reason manual control

has been retained as a possibility in almost all cases, as an alternative to

computer operation. For example it is still possible to select a gear by hand

when the rig is stationary, despite the fact that this meant designing an oversize

shift mechanism. Clearly this is an advantage since many experiments are

carried out in a fixed gear and there is then no need to operate the compressed

air system merely to initially engage that gear. The only exception to this

manual option rule is the engine throttle, which must be operated by the

computer controlled stepper servo—system. Nevertheless no major modifications

have been made to the carburetter and it would be straightforward to install

the conventional manual linkage to the butterfly valve once again should the

need arise.

As Well as considering freedom of operation in the mechanical design, -

the software too has been structured to allow as much experimental flexibility

as possible. As a result of this approach the M68000 software consists

of a hard core of control and data logging routines which provide the basic

framework for individual experiments. These core routines provide an interrupt

programming area which carries out data logging of all available sources and

a background routine which allows easy transfer of user commands from the

Duet. To build up a program for a. particular experimental application only

requires that the necessary component control he added to the interrupt

programming area. This is made easier by a number of basic component

control routines such as those for stepper—servo control and gear changing.

By adopting this approach there is no need to write a fundamentally different

program whether the experiment is concerned with simply observing the effects

of transient throttle movements or carrying out fully integrated control of all
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the drive train components.

The microprocessor and electronics system on the rig represent what

would be a vital part of any operational road vehicle based on the design.

Only ten years ago this microprocessor control system and associated instru—

mentation, would have seemed exceedingly sophisticated when compared with

conventional vehicles of the time, however this is almost certainly not the

case today. As Westbrook pointed out in a review of automotive electronics

[Westbrook 1986], there has been a rapid increase in the electronics content

of conventional vehicles over the last few years and this trend seems set to

continue. In all complex control systems applied to Vehicles to date, the main I

problem facing manufacturers has been achieving high reliability and low cost

in the relatively harsh vehicle environment. Despite this difficulty the incen-

tive of achieving better economy and reduced emissions has been suflicient to

allow microprocessor based engine systems to be considered for use in mod-

erately priced vehicles [Kawarnura et al, 1985][Main, 1986]. These examples _

illustrate that the control system needed by a hybrid vehicle should not prove

an insurmountable obstacle to its acceptance. Furthermore these systems also

illustrate that the high volume production associated with the passenger car

market even make it possible to design custom chips for automotive appli~

cations. Often this comes about as a result of Iclose collaboration between

vehicle and semiconductor manufacturers, as is the case with Nippondenso

and Toshiba [Kawamura et a1, 1985].

In the software field the attention of vehicle manufacturers has focussed

on reliability and efficient use of memory space [Srodwa et al, 1984]. When

the low cost of electronic memory is considered this latter consideration might

seem surprising, but it is merely indicative of the highly competitive state

of the vehicle market. In the above paper, Ford discuss the advantages of

writing small engine control programs in assembler rather than using the usual
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combination of high level language plus compiler. They state that the added

difficulty in producing the coding is worthwhile even if the resultant program

is only 25% smaller than the high level language version. It :is however

unlikely that this advantage would remain as control structure becomes more

complex, as it would be in a hybrid vehicle. Since conventional vehicles are

almost certain to incorporate an equivalent level of sophistication in their

control systems the hybrid should not suffer any disadvantage in this respect.

Transducers are another area which are vital to the operation of the

rig, since without them the complex control strategies necessary for optimum

control of the hybrid drive train would be impossible. The reliability and

cost of these devices has an important bearing on whether the hybrid vehicle

control concept, investigated on the rig, could'ever be put into commercial

production. As far as cost is concerned the transducers are often far more

important than the controlling electronics; typically they account for 65% of

the cost in an engine management system [Westbrook, 1986]. Fortunately >

all the engine transducers used on the hybrid vehicle rig have already been

successfully employed in conventional production Vehicles. A summary of the

state of engine sensor technology in 1985 was carried out by Wolher and

Ebaugh [Wolber and Ebaugh, 1985]. As this paper Shows both magnetic

speed sensors and the strain gauge manifold pressure transducers have passed

the twin tests of low production costs and reliability in the engine operating

environment. When it is realised any component operating in the engine

compartment must survive temperatures ranging from —40°C to 120°C, as

well as the effects of salt spray, it is apparent what a stilt~ test of transducer,

and electronic technology, this represents. In the case of the motor the only

transducers required by the hybrid drive system are the Hall effect current

probes. These devices have long been an essential part of electric traction

control systems and indeed one is included in the Lucas Chloride power
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electronics control unit on the rig.

The purpose of the preceding discussions has been to show that the

inicroprocessm‘ based control system envisaged for a hybrid vehicle would not

pose any extreme difiiculties to vehicle manufacturers. Possibly a far more

important economic consideration is the viability of having two power sources

in the drive train. However this is an exceedingly diilicult question to answer

and lies beyond the scope of the work described here. In this case the primary

goal is to establish the technical feasability of blending the various operating

modes possible with a hybrid drive train, The rig system described in this

chapter provides the. necessary test environment to achieve this, however it

represents only a beginning. In the next. chapter the design of the control

system begins in earnest with an analysis of the relevant physics of the engine

and motor.

2.7 Software Documentation

For reasons of commercial confidentiality software listings are not

included in this thesis. However full listings and supporting documentation

are available within the School of Engineering and Applied Science. This

documentation includes an operating guide _or the rig ano circuit. diagram is

for all the transducer circuitry.
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Component Description— l
l Traction Motor Lucas Chloride separately excited d.c. l
__ motor, Type MTESG rated 37 kW (1/2 hr)
‘9 Motor Control Lucas Chloride Type Mk. HIE current

l controlled SCH Armature Chopper andtransistor field chopper l
E

I Batteries Lucas Chloride Type EVSC, 216v, 184 All ‘
- (5hr rate) 1

Engine Ford 1100cc petrol engine

32 kw at 5,500 rpm.

71 Nm at 3,000 r.p.m.
lst 3.6551

211d 2.0001

“3rd 1.425:1
4th 1.000:1

: Flywheel Variable inertia ‘

:‘ 2.02 to 15.57 kgm2
Dynamometer Froude Consine EC38TA water cooled

dynamometer

Mex. torque 475 N111
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l
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Table 2.1 Test Bed Component Ratings

   

  ‘ Signal Name I Interface Hardware Signal Type 3

Engine Throttle 2 x 6522 VLA Chips _ Pulse Train to Z
l Command Stepper Motor drive card '

Motor Accelerator 12 bit DAC Analogue signal to

Command power electronics controller
Motor Brake "

Command

_6522 m o/p port 1=0N eon
‘ Gear shift signals 6522 VIA o/p port ON/OFF signals
‘ to solenmd valves

__—i

-6522 VIA o/p port leove to Full I= direction signal 0=Move to Zero 5

Motor Accelerator/ 5522 VIA o/p port 1=Enable

Table 2.2 MfiSDOO Output Control Signals
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Signal Name Interface Hardware 7 “Signal- Typg -
‘ Engine Speed I VIA Counter I Pulse Train-from 13E; tooth

1 Motor Speed —I Pelee 7T_rain<from90: tooth Wheel

“3‘th mad _
LC. engine ' STC Counter

fuel flow

Pulé'e Train from

60 tooth wheel

Inlet manifold

depreesion

Pulse Train from '

Motor and Engine I ADC
_Torqu?» ,

 

 

  
 

 
  

 
  

  
  

 

 

  

  
  

    
 

 
 

.. . turbine deyice
Integrated etr'ain gauge

Motor Field and

. Armature enrrent

bridge 0710.07my'i0e300 Nrn
Strain gang-e

Motor Field and

; armature voltage
i G6“ I“
% Sensor switohes Qélnactive
3' ADC

  

 
Transfer ratio 25:1

1'2Kcti-Vé ‘
 
 

TranSdnger
Hall effect éiirrefit ”trans'dncers

. Manual actieierator 0-5V"frorn hand
i signal _ held” not,-

8—100204200A-tnrns

Voltage traneposers

    

   
 

Command Letter 

  
 

  

 

 
 

 

 

  
 
 

M68000 Response

Commence _.cyde

Abort cyclei— Engine throttle-set to 'zero,

ignition off, regenerative braking until
flYWh‘éet is; -statiQEIB-I§? '

Toggle- "engine ignition
Record" data abortion requested

during initialisation _

Stop data. recording:— Engine throttle set
to zero, ignition off, stop motor,

diSable motor brake and: acorn, stop ADC

interrupts, disable stepper motor, exit program
‘ As Q but” transfer data. to Duet prior

to preeram exit

Toggle manna-l pat." 'betweenr‘niot'or accr. and
engine throttle control

Td'g'elé éfi'Einé flatter recite:

Mover into neutral or appropriate gear

 
 

|I
1r

lr

 

 
  

 
 

 
 
  

A

'U

—
1—
—_._

Table 2.4: Operator Command Keys
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99 mofieq1393159i{'3'51:}

“T” slot-Red bed ptafle

  dflc.‘ lrncflun motor
Test bed efifiWGF campuwr

DUET—‘ifi (RC. 3
Power niacfrunlca 
  
 

Tonthed belt drive
 

 
 

Smfiany Mata.
Inalrumemafllan 3:
15511-de umflml
 

 
Transmission
 

 
 

 
 

Torque hanafiuners Dymmammer- comm! unlit
 
 

M66000
vi

\

  Drlua 'ahafl Flywhaefl
' Dynamomaflar

Drive mln gang-cl a Free-whens! unit
Duh: acquisfllan

computer  
La. angina

71



72

Dynamumater
Loading

\\\

My/é/// \\\
11”» Level Ruad Load

(,Jf’/ requirement forlikely parallel hybrid

/

 
2m 46

Raadépeed (km/h)

Fig. 2.2 Power Loading Provided by the Dynamometer
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M58000 DUE-[‘15 [P.L.)

3'0‘ plus Assembled ' EBASIC}

 

 

 
 
 

Cycle definiiion
Data required

sampling period

 ; collection 8;
‘ control  

 
 

A Test bed control ;
 

 
 

 

 
- (now—lime ‘

‘ critical functions) ‘ 
Real time

(time critical) data display

Fig. 2.4 SoftWare Structure
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CHAPTER 3

PHYSECAL ANALYSES OF THE ENGIINIE AND MUTOR

In the introduction the concept of the various possible operating

modes of the parallel hybrid drive system Was put forward. Once a given

mode has been selected the necessary torque and gear shift control must be

undertaken to actually bring about the chosen operating state. To achieve

this goal the primary requirements are engine and motor torque control and

transmission shifting. A further control subsystem is needed to start the

engine when required.

The simplest way of providing torque control for either the engine or

the motor is to monitor the signals from the torque transducers and then adjust

the demand to either the engine throttle servo system or the motor power

electronics, until measured output matches demand. Unfortunately torque

transducers, such as those used on the rig, are not practical in a production

vehicle due to their prohibitive cost. This problem would be likely to remain .

even if the devices were manufactured in the large numbers applicable to the

mass car market. As a result, torque measurements must be made which

are! based on cheap, robust sensors. Once these alternative methods are

devised and calibrated they can be used as the feedback signals to closed

loop‘torque control systems. On the hybrid vehicle rig the indirect torque

measurement method for the engine is based on inlet manifold depression and

speed, [Masding and Bumby, 1988 (b)] whilst the equivalent system for the

motor uses values of armature and field currents [Muscling and Bumby, 1988

(Cil-

Before any control algorithms can be designed1 mathematical models

of both the i.c engine and the motor must be developed. These mathematical

models will describe the dynamics of the relationship between the centrolled

variables1 which are the calculated torque outputs of the engine and motor,
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and the adjustable inputs which are throttle setting and demand voltage to

the power electronics unit. All the control is carried out in the M68000 using

discrete control algorithms, suggesting that the most appropriate form for the

mathematical models is discrete transfer functions. Identification techniques

described in the next chapter make it possible to arbitrarily assume what order

of transfer function might be appropriate to say, the relationship between motor

torque and accelerator demand and then determine the necessary coefficients

from experimental data. Using this technique however brings with it the

danger of underestimating the order of a key transfer function and hence

eventually to poor controller design. Less seriously overestimating the order

of a transfer function needlessly increases the identification time. Consequently

an important first step towardsldigital transfer function identification, is an

analysis of the physics of both the engine and motor. Such an analysis

is best carried out in the continuous s—plaue which more easily relates to

most of the systems involved. Having established, through this analysis,‘

what order of transfer function is appropriate to each plant the equivalent

digital systems have a sound analytical foundation. In the next two sections

analysis of first the motor and then the engine will be brought to the stage

where an appropriate digital transfer function can be written down to relate

the individual control signal to the resulting torque output as calculated

through the indirect method. In addition a similar result is obtained which

relates engine speed under no load conditions to throttle setting. At the

conclusion of this process the coefficients of these digital transfer functions

are unknOWn hoWever in chapter 4 they are successfully determined on the

basis of experimental input/output data.
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3.11 Analysis of the Electric Traction System

The main elements which make up the electric traction system are

The motor field current is controlled by a transistor

(son)

shown in figure 3.1.

field chopper while the armature current is controlled using a thyristor

chopper unit. Both systems operate at a nominal battery voltage of 216v.

Connected in the armature circuit is a large'inductance for regenerative braking

purposes and to ensure continuous current flow. The M68800 microprocessor

control unit interfaces with the power electronic controller by outputting an

accalerator or brake demand signal, 9",, to the power electronic controller via

two DAC’s. All identification and analysis is carried out in terms of this

variable 9m, which is the number set in the DAC register by the M68000.

Any relationship involving am can be converted to volts by taking into account

that numbers in the DAC registers range from 0-4095 and this corresponds to

0-5 volts. Raw output from the DAC’S is modified by buffer amplifiers which

have a gain of 0:68, in the case of the accelerator signal, and 0.56 in the case _

of the brake. According to the original design for the electric traction system

the-brake and accelerator signals originate irom potentiometers moved by the

driver’s pedals. Supply voltage for this potentiometer comes from the power
I.1.- “min-.. .... ..

tin: accorcrawr Or 3electronics and does not exceed 3.5 volts in the case of

volts in the case of the brake. Consequently not only do the buffer amplifiers

isolate the computer DAC from direct contact with the power electronics,

but in addition the attenuation they provide ensures that even the full DAC

voltage can not exceed the design limits for the controller.

3.1.1 111C. Machine Analysis

The basic equations gOVerning the behaviour of any dc. machine are

we 2 (a. + not. + e. (3.1)
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’0}: = (Rf ‘i‘ Lf3)'if _ (32)

ea 0C ififN (3.3)

Tern EX qbfia (3.4:)

Equations (3.1] and (3.2) can be expressed in transfer function form as:

 in 1
:2 A : -———-—- 3.5

1"a “ an (3) Ha ‘l' Les ( )
if 1_ = : _.....— .6
v. as) R, + if. (3 )

whilst 46;, the field flux, can he expressed as a function of the field current,

if, Le.

45; = f(ii) (3.7)

If no saturation of the magnetic circuit is present, then

453‘ 05 if (3.8)

In road vehicle applications the traction motor must provide the

necessary propulsion torque to overcome vehicle inertia effects aerodynamic

drag and vehicle rolling resistance such that

Tam = T: + J3 LU [3.9)

where T; is the vehicle aerodynamic and rolling resistance loss torque and J

is the vehicle inertia both referred to the motor shaft.

In his paper on electric machines and power systems, Barton [Bar-ton,

198T] elegantly represents these equations in the block diagram form of figure

3.2. Unfortunately this system is non-linear because of the presence of the

two multiplier blocks and the saturation function which relates field current
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to field flux. Examination of figure 3.2 suggests that two basic methods are

aVailable for controlling the torque output, and hence speed, of the electric

traction system. Firstly, field voltage can be maintained constant and all

control carried out on the armature via the armature chopper. With field

current constant the motor speed is essentially proportional to the appiied

voltage so that, assuming constant current flow, as the applied armature

voltage is varied so too is the motor speed. Consequently with full field

current applied to the field winding motor speed can be varied from zero to

break speed by controlling the voltage applied to armature terminals via the

armature chopper. When full armature voltage is applied the motor will run

at break speed. In this condition the multiplier blocks reduce to a simple

gain which produces a linear transfer function relating both motor torque and

motor speed to the controlled armature voltage. In the second basic control

mode armature voltage can be maintained constant while the field current

is varied. Because motor speed is inversely'proportional to field current, .

equation (3.3), this field weakening mode is usually employed to obtain motor

speeds in excess of the break speed. To provide smooth control in this field

weakening, high speed, region Some degree of armature control may also be

necessary.

In some instances a third mode of operation maybe used at speeds

below break Speed in which both the field current and the armature current

are varied together, in some way, so as to improve the overall response of

the motor/controller system.

3.1.2 Motor Torque Equation

In any DC. motor air—gap torque is related to armature current and

field flux by equation [3.4) which, if saturation is not present, reduces to
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Tm : Kraft}. (3.10)

As machine saturation is inainlg,r dependent on the value of field

current, a more accurate statement of equation (3.10) would be

Tem '2 KT(ij)taif (3.11)

3.1.3 Effect of the Power Electronic Controller

Initial tests on the power electronic control unit showed that all three

modes of control described in section 3.1.1 are used to control the motor over

its complete speed range. Each of the three modes of Operation used can

be characterised by the behaviour of the field current as shown in figure 3.3.

Over the range 0m = 0 — 250 both field and armature current are directly

controlled. This mode, termed the field boost mode, is characterised by

the rapidly increasing field current. At speeds below 2500 rpm. the field -

boost mode ends when if reaches 8.5A the motor then moving into a full

field mode where field current is constant and all control takes place in the

armature. The motor remains in this full field mode for all higher values of

9m provided that the speed is no greater than about 2000 rpm. At higher

speeds the field Weakening modeI characterised by gently falling field current,

is entered. The precise value of film at which this happens is speed dependent,

for example at 2300 r.p.rn. 9m 2 500 while at speeds above 2500 r.p.rn.,

the motor break speed, full field mode is not used and the motor switches

directly from field boost to-field weakening at an initial field current value

that depends on Speed.

In the power electronic control unit both field and armature current

are controlled. Examination of the circuit diagram for the power electronics

shows that a Hall effect device is used to derive the feedback signal for control
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of armature current, Whilst a current transformer is used for control of field

current. Each-closed loop system uses a set point based on the accelerator

demand. Combining this information with the governing equations, (EU-(3.6),

produces the control block diagram of figure 3.4.

The set point in both the field and armature current control loops is

calculated from the accelerator input, 9",, by the set point functions 0:09,”)

and mam) respectively both of which depend on the mode of operation.

Analysis of this block diagram allows the relationship between 6m and

motor torque, Tam, to be determined. Consider first the field current control

loop. Here a compensator, CA3), outputs the voltage, offs), to the field

windings on the basis of the Current error whichlit measures. This action

results in a certain closed loop current response for the compensator plus field

windings which may be defined as GAS), where:

Gf(s) H Cfllets')_ 3.12 -
1 + Cf(S)F(3) ( )

hence the response of field current to the accelerator setting is

f,//__‘<;’fi“~ \
so) = masters) in (3.13)

~c_,/)

and for small changes in demand, A3,“,

Aifls) : Aa(9m(s))Gf(s) (3.14)

Similarly for the armature loop, the set point current is fi(8m(s)), and

the closed loop current response for the armature in the absence of 6,,(5) is

r __ ltd-'3) _ Ca(5)A(3)
6“”) ‘ was) ‘ 1+ some) (3'15)

giving the full armature loop response in the presence of 6,,(3) as:
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KeNif(S)) (316)Ms) = ans) (semen - ran)-
To evaluate equation (3.16) it is necessary to know the transfer function of

the current controller, 62(3). First order op-arnp compensators are used by

the power electronics in both the field and armature current control loops so

that the form of the armature controller is:

K?

1 + as

 

00(5) 2 (3.17)

Hence by substituting for the controller and also for the field current, if(s), as

defined by equation (3.13) the complete armature current response is obtained

as

13.45) = Ga(8){fi(6‘m(5)) - (1 + Tp3)Na°(9m(5))Gr(S)} (3-13)

Where a*(3m(s)) = %:Q(9m(s))

During normal operation any change in motor speed occurs only slowly

due to the large vehicle inertia. In contrast current changes occur rapidly so

that during current control motor speed can be regarded as constant at the

initial value No, so that1 for small changes in demand

[315.1(3) : Ga(s){Afi(9m(s)) — N0(1 + fps)Aa*(0.m(s))Gf(s)} (3.19)

rI‘he importance of equations (3.13) and (3.18) lies in the way in which

they can be used to relate the accelerator demand to the motor currents

and hence to the output torque via the torque equation, (3.11). Particularly

important is the linearised form of this equation which is given by

ATM“) = Kriiflliatma'irisl + inmmdsll (3'29)
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Substituting for Aids) and Aids) from equations (3.14) and (3.19) gives:

Meme) flatnessmmeusn — (1 + salvo/w(antenna)

+ Gi(3)fie(9m(3))ia(eil
(3.21)

Provided that the setpoint functions, Aa(3m(s)) and Afi(3m(s)), may

be written as I{A9m(s), where K is some constant, then equation (3.21)

describes a linear transfer function relating A6.m(s) to ATem(s). Such a result

is the key to the control of motor torque since it relates the output to be

controlled to the only available input1 Aflm. To evaluate the expression for

ATm[s) two channels of identification are required.

A. Steady state experiments to determine the set point functions 130109,“),

[30:19”) Aflflm) and to calibrate the torque relationship Kflij).

B. Transient experiments to determine the unknown dynamic elements

(11(5), Gf(5) and (l-I—rps).

Both the steady state and transient identification experiments are

presented in chapter 4. The transient experiments are used to obtain digital

transfer functions for the dynamic elements. Before such identification can

begin however it is necessary to transom: the s—domain transfer funttions
into the correct z~dornain form.

Equation(3.15) defines Gu(s) in the abscence of cabs). During iden—

tification experiments efl(s) can be made constant so that when difference

values are considered the same expression applies.

Aids) Ca(s)A(s)

GAS) = m =m (3.22)

Substituting for the first order compensator included in the power

electronics, equation [3.17), reveals the form of the s—plane transfer function

for G,.(s)
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Aids] _ Kp/Ra
_ A5(3m(s)) — (1+ La/Ra3)(l + TF8) + Kp/Ra

 
(3.23)

A zero order hold is included in series with the transfer function GAS) to

model the digital to analogue converter to give the pulse transfer function

 

SI age) = (1 -. z-1)z (643)) (3.24)
with result:

 

G42) 2 (3.25)

A similar equation to equation (3.25) holds for (31(2).

3.2 Physical Analysis of the LC. Engine

3.2.1 Inlet Manifold Pressure Variations

As previously mentioned the engine torque may be calculated from

speed and inlet manifold depression. This method was successfully applied for

the. HTV—l [Somuah et a1, 1983]. The analysis of the engine must therefore
investigate the physical processes governing air and fuel flow through the inlet

manifold. All the relevant physical processes are shown in the block diagram

of figure 3.5. An air/fuel mixture flows through the inlet manifold into the

cylinders With the volume of the inlet manifold acting as a plenum chamber

smoothing out pressure changes as the flow rate varies. When the throttle

suddenly moves the manifold pressure will change over a number of engine

cycles. Essentially the rate of flow of the air/fuel mixture into the inlet

manifold depends on the throttle opening and the inlet manifold depression

[Morris et al, 1981]. As the air fuel ratio is of the order of 15:1 this flow is

dominated by the mass air flow mg. The mass charge flowing out of the inlet
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manifold, m6, depends on manifold pressure and engine speed. Balancing

mass flows in and out of the inlet manifold gives:

dm m ' 326_ m: ohms -.dt ( l

Where mm is the mass of the gaseous mixture in the inlet manifold. Assuming

ideal gas conditions then the mass, mm, can be related to the volume and

temperature of the inlet manifold by:

 

  

m — ( V’“ ) 3 27m, - R Tm PT"- ( ' )

giving

. ¢ _ if!” dp‘lflmt1 — mc — ( Tm.) d1; (3.28)

As explained above, the mass charge flowing into the cylinders is dependent

on the manifold pressure and the engine speed and for small changes can be

expressed as [Morris et a1, 1981],

am = ch(N,pm)_AN + spew, pm)Apm (3.29)

while the mass airflow into the inlet manifold is dependent on throttle opening

and manifold pressure, which for small changes, gives:

Amt! : k3(63pm)A6 _ kpa(8:pm)Apm (3'30)

Combining equations (3.27)—(3.30) gives the change in inlet manifold pressure

as

 

AME) = Tff11w<emmw<s>~ swarms) (3.31)
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Where the manifold filling time constant

Vm
’i‘ = —————————"-——“— 3.32
f anaemia...) + snaps) ( l

and the associated gain

1

Ki 2 (3.33)

both of which are dependent on engine speed, manifold pressure, and throttle

opening. Finally, because of the nature of the Otto cycle, a power stroke

delay is present due to the time between filling a cylinder and combustion

torque being produced. This power stroke delay amounts to one revolution

of the engine, as represented by the term 8_% on figure 3.5. Physically

this means that following any change in manifold depression, engine torque

is delayed by an amount inversely related to speed ranging from 15 ms at

4000 rpm. to 60 ms at 1000 rpm. In their analysis Morris et a], defined

the sampling period for the digital engine model as the time for one engine

revolution, arguing that this was the fundamental time period of the engine.

As a result the power stroke delay could be simply modelled by the unit

delay operator 2"1. Unfortunately this step did not mean that the other

terms in the digital model were independent of speed. In the context of the

present system modelling the power stroke delay poses a difficult problem in

that a. fixed sampling period must be used regardless of engine speed. Not to

do so would complicate software design and give a sample period irrelevant

to the traction motor. Consequently the power stroke delay is dropped in

all subsequent analysis of the engine and it is assumed that torque appears

simultaneously with variatiOns in manifold depression. Even under the worst

case assumption of low speed engine operation the delay amounts to only 3

system sampling periods. Such a small discrepancy between the torque that

68

86



87

the controller assumes that the engine is producing and that which it actually

is, would be hardly noticeable to the driver. The power stroke gain, Kg

relates changes in the engine torque to the change in the manifold pressure

and, as the experimental results in chapter 4 will show, it is dependent on

engine speed.

3.2.2 Transfer Function for Engine Torque

The objective of the engine analysis is to relate the combustion torque

to throttle position thus allowing a torque control system to be designed.

Combining the result of equation (3.31) with the fact apparent from figure

3.5 that

achieves this goal, in the form of the following equation:

_ Kr

—1+3Tf

 

. Ari-4s) (ammo) — summoned) (3.35)

. The above expression can be considerably simplified by noting that over the

time scale of manifold pressure and torque variations, the lags vehicle inertia

will maintain the speed constant at some value No. As a result it is possible

to directly relate torque to throttle variations by a simple transfer function.

AT,- (3) K1:

Mo) = 1 + srfk6(9*Pleet‘N°) (3-36)
  

The gain function K4t(No) is best measured under steady state conditions

as part of the calibration of the whole manifold pressure, speed, torque

relationship. Omitting this gain leaVes the first order lag element, called the

manifold filling delay, defining the dynamic relationship between two easily

measured variables.
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Apmls) z W (3.37)
Mfd(s) = Alfie) 1 + 3T1
 

In practice manifold pressure changes from this element are not observed

directly, they must be filtered to avoid aliasing problems at the sample rate

of 50Hz. This is achieved by an active second order Butterworth filter.

As the response of the filter is much faster than the manifold filling delay,

equation (3.37) remains valid for the filtered pressure values, Apm, measured

by the computer.

Ahab)

A9(s)

 

2 Min) (3.38)

To aid in the identification process a. discrete version of equation (3.37) is

necessary which, in conjunction with the throttle transfer function, developed

in section 3.2.3, will allow changes in inlet manifold pressure to be related

to demand throttle opening. However the transfer function identified for the _

throttle unit only relates discrete values of throttle position at each sample

interval whereas the throttle position applied to the engine is continuously

changing during the sample period. Consequently some method of reconstruct—

ingta continuous signal from the discrete values produced by the throttle pulse

transfer function must be included in the discretisation of the engine transfer

function. This is best achieved by incorporating a triangular hold in series

with Minds), such that

 

Mac) : LEI—1K2 {Mfd(3)} (3.39)T52: .92

where T, is the sampling period. Evaluating the z«transforms gives:

Alarn(3) bl) + bizal

A9(z) : l—~ 0.12““1 (340)
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Once KAN) is determined variations in engine torque can be predicted from

throttle movements.

3.32.3 Throttle ServouSystem

As explained in chapter 2 the stepper motor controlling the engine

throttle moves 0.9 degrees per step at a rate of 4 steps/sample period

(20ms). Consequently should a throttle step demand of less than four steps

be requested the throttle will be seen to reach the new position at the

next sample instant. Due to the inherent discrete action of the stepper

motor system this simply translates to a pulse transfer function without the

intermediate saplane analysis:

 
A3(z) l

GT(Z) m A942) : (3.41)

With a change in excess of four steps per sample however, the throttle will

not have reached its final destination after one'sample and the new, updated ‘

position will simply be four steps in advance of the old. This process results

in the block diagram for the throttle system as shown in figure 3.6. Full

throttle opening occcurs at 85 steps and appears as an output limit block.

For step changes of less than or equal to four steps/sample the transfer

function reduces to that of equation (3.41) and is that used by Morris et.al.

[Morris et al, 1981]

3.2.4 Engine Speed on No—Load

' The i.c engine is only started when the drive system is rotating at

speeds above 1000 111m. Consequently to bring the stationary engine on line

it is necessary to automatically start the engine and match its speed with the

moving drive train. Design of a controller to achieve this requires a model

of the engine which relates engine speed to throttle positiOn when the engine
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runs on no load. Examination of figure 3.5 suggests that, ignoring the small

power stroke delay, a second order transfer function

AN(s) KfK2thk9(61Pm)

Ms) :WWW (3-42)
 

will relate throttle angle to speed. This model can not be expected to give

entirely accurate results since the manifold filling delay terms, 1“,: and Ki: are

themselves speed dependent as are kg(9,pm), kN(N, pm) and the poWer stroke

gain, th. Of these, variations in the gains K1: and th will be the most

significant because changes in the time constant, 7}, will always be swamped

by the delay, 72, due to the engine inertia. Indeed it is the engine inertia.

which dominates the speed response, and by its slowness further justifies the

omission of the power stroke delay in this case.

3.2.5 Transfer Function for Engine No—Load Speed

Using a triangular hold and discretising the second order transfer.

function of equation (3.42) gives:

AN(Z) _.. 50 + bra—1 + 622:4
139(2) — 1 — alz—l- — (122—2

 

(3.43)
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Fig. 3.2 Block Diagram of Electric Motor Equations
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CHAPTER. 4:

EXPERIMENTAL llDlEN’ll‘lllE‘lLCATll‘llON RESULTS

In the previous chapter measurement techniques were proposed which

allow the torque output of the engine and motor to be determined from

other related variables rather than by direct measurement. Two experimental

investigations are required before these methods can be applied directly to

the control of torque.

Firstly the indirect measurement methods must be calibrated under

steady state conditions, for the particular engine and motor in use on the rig.

In the first part of this chapter the results of these calibration experiments are

presented and then the resulting torque relationships are tested under normal

operating conditions. Once these torque signals are available and proven to be

accurate, then the second stage is to determine the dynamic torque response

of the engine and motor to input signals from the two accelerator systems.

Analysis in chapter 3 has already shown What form of transfer functions -

ought to relate indirect torque measurements to throttle setting, in the case

of the engine, and DAG setting in the case of the motor. For the engine

there is only one dynamic element governing this relationship known as the

manifold filling delay. It was shown that this element, describing the flow

of air through the inlet manifold, may be modelled by a simple first order

digital transfer function. All that remains to hobtain a complete picture of the

engine is to identify the numerical values of the transfer function coefficients

at a range of different operating speeds.

The situation with the motor is similar but now three dynamic

elements, describing the behaviour of field and armature current, remain to

be quantified. In this instance however further steady state calibration must

precede the identification of the dynamic elements. This first stage measures

the accelerator gain functions as defined in chapter 3 thus removing the
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non—linear effect of the power electronics controller. The experiments which

allowed these gain functions to be determined follow on from the calibration

and testing of the two torque models.

Once the gain function problem is solved the way is clear to identify

all the necessaryr transfer functions. This is- achieved using a model reference

adaptive identification algorithm, thus completing the picture of the torque

control environments reiating to both engine and motor. To confirm the

accuracy of the resulting transfer functions each one is tested against a

completely independent set of data. These independent tests confirm that

the engine and motor both behave consistently and so subsequent controller

design can be tackled with confidence.

4.1 Calibration of Indirect Torque Nieasurements

4.1.1 Engine Torque Model Calibration

Calibrating the engine torque model involves measuring the relation- .

ship between speed, inlet manifold depression and torque output- In the

steady state engine combustion power can be measured on the engine torque

transducer and vvhen plotted against inlet manifold depression at different

speeds gives the variation shown in figure 4.1. These variations suggest that

engine power can be expressed as:

Pic “—“ f1(N) + f2(N)13m (4-1)

At any speed f1(N) and fig-(N) can be quantified by fitting a least squares

regression line to the data of figure 4.1. The values of f1[N) and f2(N) are

themselves expressed as a function of speed in figure 4.2. This figure shOWS

that f1(N) and fg(N) can in turn be computed at any speed by means of a

regression analysis to give:
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f1(N) = "022112169 + 5.537 x 10'3N (4.2)

fgm) a —e.152 x 10-4 , 8.843 x 10’5N (4.3)

which when substituted into equation 4.1 and converted to combustion torque

gives:

42112.457 5.375

Tic =T+ 53.359 4 (T + 0.084472) em Nm (4.4)

Normally the rise time associated with torque and inlet manifold

depression is significantly faster than that associated with engine speed,

because the large vehicle inertia restricts the rate at which engine speed can

change. Assuming the engine speed to be constant, then changes in engine

torque can be related to manifold pressure changes by linearising equation

(4.4) about the initial operating speed to give

  AT- 5.875
I : -—- . 4: 3 K .A131“ ( No + 0 084 T2) AND) (4 5)

where K1, is the gain of the power stroke delay shown in the block diagram

of figure 3.5.

4.1.2 Engine rI‘orque Model Testing

Although the global engine torque model described by equation (4.4)

has been calibrated over a large engine operating range it is important to

carry out independent verification. Only then can the effect of inaccuracies

in the linear regression analysis be properly assessed. To achieve this the

engine Was operated on load over a wide speed range. Throttle changes

were made manually during the experiments. All adjustments were made

slowly to ensure pseudo steady state conditions and so allow the model and
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torque transducer readings to be compared directly Without concern for their

difiering dynamic responses. In figure 4.3 comparison is made between the

two readings by plotting the ratio transducer torque over model torque against

speed. The resulting graph shows the indirect model giving acceptable results
at high speeds, whilst at speeds below 1200 span. the model begins to break

down and predicts torques higher than those measured by the transducer. 111

an attempt to compensate for this detliciency in the model the scaling factor

j\" . - - r r V s . . |
LT” 13 applied uhenmcr the engine is operating below 1200 r.p.1n.

In the hybrid arrangement engine torque control at such low

speeds is unusual, since low speed operation is mostly all-electric. If greater

accuracy is required then a possible solution would be to map torque as

a function of manifold pressure and speed into a two dimensional arrayr or

look-up table. One disadvantage of this method is the greater computational

expense involved in interpolating between values.

A separate experiment plotting the prediction of the global torque

model against time reveals an interesting effect; As shown by figure 4A,.

the model gives a torque prediction that is approximately 3 Nm higher than

the-torque transducer measurement whenever the radiator cooling fan is not

operating. During engine characterisation the cooling fan was always on

and consuming some engine torque via the alternator. When the fan is off

this torque is available at the output shaft and is registered by the torque

transducer. As a consequence of this the torque prediction algorithm shows

greatest accuracy in figure 4.4 during the indicated 10 second period when

the radiator cooling fan was on.

4.1.3 Motor Torque Model Calibration and Testing

During the constant speed experiments used to determine the motor

operating modes, as shown in figure 3.31 the M68000 was recording all

data sources associated with the motor. After the experiments the torque
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transducer and current readings were processed to show how the the motor

torque constant, KT, varies with field current by applying equation (3.10).

As figure 4.5 shows these results demonstrate a slight degree of saturation

at high field currents the effect of which is quantified by the regression line

which is fitted to the data.

{9(a) = 0.109 — 2.52 x 10%} (4.6)

and hence

Tam = (0.109 — 2.52 x 10'3z'f)z'fz'a Nm (4.7)

Further investigation of these results showed no variation of the torque constant

with armature current. A comparison of predicted torque using equation (4.7)

with that measured from the torque transducer is shown in figure 4.6 for

both motoring and regenerative braking operation. Agreement is at all- times

within :1: 3 N111.

4.2 Gain Functions for the Three Operating Modes of the Motor

Open loop gain for the field and armature current control loops is

given by Cf(s)F(s) and Ca(s)A(s) respectively. Assuming that in both cases

the gain is substantially greater than one, then the Corresponding closed loop

transfer functions G43) and GAS) will have unity gain as can be seen from

equations (3.1?) and (3.15). Once this simplifying assumption is made the

steady state expression for field and armature current can be predicted on
the basis of equations (3.13) and (3.18) respectively

if 2 awm) (4.8)

ia = Wm) — Na”(9m) (4-9)

83

101



102

and in linearised form at constant speed N3

Aif i A013...) (4.10)

an = new...) — NgAa“(6m) (4.11)

Steady state experiments in each of the three operating modes should therefore

reveal the form of the gain functions.

4.2.1 Field Boost Mode

In the field boost mode the experimental results of figure 4.7(a)

indicate that the set-point function 01(9m) may be accurately represented by

a second order polynomial.

aw...) = a. + be... + as; (4.13)

By defining the rnean value of 9m as:

— A9,"

SW = 6171(0) + T (4.14)

and expanding equation (4.13) as a second order Taylor series gives

new...) = (b + wages,“ (4.15)

A least squares analysis of the experimental data shown in figure 4.7(a)

gives the coefficients for equation (4.15) as a z 1.97,!) : 9.683 x 10—3 and

c = 7.472 x 10—5.

From the definition 0:16,”) = “11%: X (1(9111) it follows that 01*(6m) should

have the same form as equation (4.13). As the second order term in 0(9)")

is small however, reduced further by the gain modifier, 51?, a linear variation1”

for os“(9m) is adequate Le.
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01$(6m) = d + efilm (4.16)

Experimental evidence similarly suggests that a linear variation for the arma-

ture set—point function fi(6m) can be used i.e.

filé’m) = f + 9% (4.17)

Experimental results expressing armature current as a function of motor speed

for constant film are shown in figure 4.7(b) and, as suggested by equation

(4.9), are straight lines of intercept mam) and slope a*(6m). Regressing the

gradients and intercept values gives the constants d, e, f and g in equations

(4.16) and (4.17) as

(flan) : 4.914 x 10—3 — 6.6 x 1043.,” (4.13)

and

mam = 26.618 + 0.21049m (4.19)

which for small changes implies

Autism) = —s.s x ID‘SAHm {4.20)

amem) = 0.2104139,” (4.21)

These results are summarised in Table 4.1.

4.2.2 Full Field Mode

In the full field mode field current is constant which means that

Aa(9m(s) : 0. All control is carried out on the armature which, in the

absence of Aa“(6m(s)), must vary according to

Ain : newm) (4:22)
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Slow ramping of the demand input, 6m, at a number of constant speeds,

figure 4.8, shows the field current constant at 8.5 A and reveals that in this

mode the set point function, M91“), depends only on the initial armature

current and the demand value film as

mam) = MN) + 0.13761,“ (4.23)

Where IAN) is the initial armature current at motor speed N, giving; the

linearised results

amen) = DJBTABm (4.24)

if((}) = 8.5A (425)

13.1191”) = Aa(9m) = D (4.26)

As a. consequence of these results for the set point gain functions, and

the simplification of the motor block diagram'in the armature control mode -

described in section 3.1.1, this mode is the simplest of the three to analyse‘

since it has constant gain and dynamics regardless of the initial conditions.

The result for this set point function is summarised in Table 4.1.

4.2.3 Field Weakening Mode

When operating in the field weakening mode, experiments show that

the field current reduces with both speed and accelerator demand. ‘The

field and armature currents are again given by equations (4.8) and (4.9)

respectively. The set-point 'functions 043,”) and M6,”) can be evaluated by

slowly ramping 6", at a number of constant speeds and recording the variation

in both field current and armature current.

For the field current the results of figure 4.9(a) suggest that awn.)

has the form

8|]
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awm) : a(N) + moan (4.27)

Regressing the slopes and intercepts gives

a(6m) = (19.957 — 0.0045115!) + (1.605 x ID‘GN —« 6.134 X 104w,” (4.28)

With speed constant and taking small variations gives

aawm) = (1.605 x 104W0 — 5.134 x 10—3)A9m (4.29)

Armature current is gitlen by equation (4.8) but unlike the field boost

mode, £09,“) has negligible effect on in since typical values of a(6m) are

ten times smaller. The experimental results of-rfigure 4.90)) show that the

armature current set—point function, ,6(6m),- behaves in a similar manner to

that in the full field mode, equation (4.23), but with a slightly different gain,

namely

5(6m) = MN) + 0.1476”, (4.30)

The important relationships for the field weakening mode are summarised in

Table 4.1.

1.97+9.683x 10-3 am 19.951-4.611x 10-3N
Hanna-503,, «HLaosx10-6N—s.134x10-3)e,,.

(sesame-M1494 (1.6fl5x10‘5ND_6.134x1C}—3)Aflm
x mesa". mam

25.513+n.2104am ' rumowmarem 1a(Nu)+o.14w;n

0.210450". 0,137A6m 0147,39."

4.014x wen—6.50M 10-53“,

—s.suox INSAHW

 
Table 4.1 Set Point Functions
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4.3 Transfer Function lldentification

Both the analysis of the engine and motor began in the s—plane since

it more readily relates to the continuous time processes involved. As a final

stage discrete equivalents of the resultant transfer functions were produced

since ultimately a digital control system was envisaged. Before either form

of transfer function can be of practical use in controller design however the

numerical coefficient values must be determined from experimental data.

Despite the discrete nature of the final control system, identification

can be carried out in two ways. Either the s—plane model can be evaluated with

subsequent discretisation via the appropriate hold algorithm or alternatively

a digital model maybe identified directly. Eventually a particular version

of the latter method was successfully applied in all cases on the rig, but

in one instance the alternative s-plane method was tried for comparison.

In comparing various methods of identification Whitfield [Whitfieli 1986]

mentions the linear least squares technique due to Levy [Levy, 1959], which.

involves fitting a curve to frequency response data in the classical Nyquist

form of gain and phase shift. This method was applied to the transfer

function relating throttle position to engine speed on no load, by applying
a sinusoidal input to the throttle via the stepper motor and measuring the

corresponding speed variations. A comparison of the results from this method

and those from the direct digital identification is given in section 4.6.

It was felt however that success with this method was likely to

be fairly limited, both because of experimental difficulties in applying the

requisite sinusoidal inputs ( particularly in the faster acting torque transfer

functions ) and since as Whitfield points out [Whitfield, 1986] the method

produces biased parameter methods and locally poor fits to the experimental

data. Consequently the method was abandoned in favour of a method which

is both unbiassed and leads directly to a digital model, which in the present
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context seems a more natural choice. The identification technique used is

Landau’s Model Reference Adaptive Identification algorithm [Landau, 1976].

Many methods are available for off line identification of digital models and

some are discussed by Warwick [Warwick 1986]. He notes that Landau’s

method is strongly immune to disturbances affecting the output, an important

advantage in a system liable to noise. The principle of Landau’s identification

procedure is to apply a common input to the actual system and an adjustable

model, as illustrated schematically by figure 4.10. The output of the system

and the model is then compared to produce an adaptive error, “1': which is

processed by an adjustment mechanism to provide an update to the model,

fij. Applying the technique assumes that the plant can be described by the

general discrete transfer function:

E k 60 + blz”1 + + Iimz"m
11(2) _ 1 — «112—1 — —— nnz‘“ (431)

The output of the model at the jth sampling interval is calculated from at

difference equation, which can be expressed in vector form as:

yr = We (4-32)

Where fiT is the plant model coefficient vector:

fiT :2 [ a1 {1.2 an 50 b1 bm ] (433)

Similarly, s5]; is the mode] input/output vector:

‘25? =l Iii—1 311—" “'1' “j—m l (434)

The identification algorithm seeks to find approximate values of a limited

number of terms from the plant model coefficient vector. In the case of

a first order model the vector [3T 2 [ n1 ha 131 ] will be identified. The
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algorithm works with a set of experimental inputs, n, and plant outputs, yp.

At each step it applies the same input iii to a reference model and calculates

the model output given by:

w 3 Earth (435)

Where {3}; is the best estimate of the plant model parameters from the

previous j — I” step- An adjustment mechanism is now applied to calculate

an updated model parameter set fl,-

10:“th
.3 ._ +__,_,._.._

fl] fill 1 1+¢§1&_1¢j
(4.36)

Two new terms appear in equation (4.36), the adaptive gain matrix PJ-_1 and

the error term 11,-. Matrix P is square with dimension m+n+1 and, at the

beginning of the identification it may be defined arbitrarily but must be non

zero. In the present work diagonal elements of P are initialised to 0.1 with .

other elements left at zero. As the identification proceeds P is updated, after

the update of 5, according to the equation

(4.37)

The error term, 111-, is a measure of the difference betWeen the plant

output and the model output and can be considered as an adaptive error.

Calculation of 1),», by equation (4.38), is the final stage for each data point.

v}- : ypo‘} ” y; + Z Qieja (4.38)1:1

011 the right hand side of this expression the difference between the plant

and model output appears as well as the weighted sum of the 11 previous a

posteriom’ errors, 62”-”, i=1 to n . The model output, y}, is calculated from
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the previous parameter set flit-1 so that the difference, (ppm —- yj), constitutes

the a priom’ error .

Once the parameter set, 13?, has been updated the new a posteriori

error is calculated from

62' 3 Zips) ~ 31? (4-39)

With 1;? being the a posteriori model output:

y? = fife;- . (4.40)

At each step the previous 11 a posteriori errors are used and each is

multiplied by a. fixed gain gi before summation as in equation (4.38). Values

of g; are important to the convergence of the whole algorithm as explained by

Landau [Landau, 1976]. In practice it is sufficient to set 9; : flaw); where

am) is a reasonable initial estimate of the Corresponding plant denominator .
coefficient. Suitable initial estimates can be obtained from the s-dornain

transfer function of the plant. In the case of the engine and the motor, an

appropriate form for this transfer function can be obtained from an analysis of
the physics of the plant, with an approximate evaluation of parameters being

obtained from the open loop step response. After suitable discretisation, an

initial estimate of the discrete transfer function is obtained.

A slight adjustment to experimental data is needed when identifying a

transfer function with reduced order numerator as was found to be appropriate

for the motor (equation 3.25). In this case it is required that the coefficient

120 be zero. To achieve this it is not sufficient to set m = n — 1 since the

identification algorithm then produces a transfer function with bu equal to

zero rather than ()0. If in addition however the experimental data set is

shifted one step back in time prior to the identification the problem is solved,
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because then the coeficient given by the algorithm as 60 is in fact bl. Finally

it should be noted that for identification purposes both input and output

data have their offset at zero time removed.

4.4: lll‘ranslier Function Identification for the Motor

4.4.1 The Closed liloOp Transfer Functions for Current

In section 3.1 a complete model relating motor torque to accelerator

demand was developed. To complete this model the transfer functions Ga(z)

and Gf(z) are needed. To carry out the necessary identifications, short

accelerator transients are applied to the system and the resulting variations

in field and armature current are recorded. Particular behaviour in different

operating modes makes them more or less suitable for identifying a given

transfer function. In the field boost mode the large variations of field

current provide ideal conditions for identifying G'J-(z), While a full field mode

experiment, conducted at constant speed, ensures that the motor back e.m.f. is .

constant, an important condition for identifying 621(2). Once the experimental

input/output data has been gathered the identification algorithm can be

applied. Although the algorithm can be applied indefinitely there comes a

point when no further worthwhile improvement can be made to the fit between

model and experimental data. This point must be judged arbitrarily by the

operator but to aid in this decision the identification program, written for

the M68000, calculates the mean difference between experimental and model

output over each pass through the data. Figure 4.11 shows how well the

identified transfer function Ga(z) fits the experimental data.

It is not easy to identify the time constant in the armature torque

current controller directly, however once 03(2) and Gf(z) are known an indirect

method is possible. Initially these pulse transfer functions are transformed to

their s—plane equivalents, GAS) and GAS), using the inverse bilinear transform.
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Then by comparing the actual response of in in the field boost mode with

the prediction of equation (3.19), T1, can be adjusted until a similar response

is obtained. rThe identified transfer functions and time constant, 7?, are

tabulated in Table 4.2.

 
  

 

 
  

 
  
 

Transfer Function

I ' 0.13042 0.08034
Gala) 12—D.83[)0z+l].04187 ,1

0.02676 s+420.75 gains) a

_ Ga(s) 32~182.3713+1131,866 '
0.01535zi01008

Gf(zl z2—1.1saz+0.2973

0.0344gs—13537H3—1092 _
Gf (3) 32 +56.657.«+4so.63

  

 
 

     

Table 4.2 Transfer Functions Identification

4.4.2 Direct Identification of the Metor Torque Transfer Function

With the identification of the three dynamic elements in Table 4.2,

the current based model relating torque to accelerator Setting is complete ~

and could be used as a basis for controller design. There is however a

gain in accuracy if a model is identified directly between accelerator setting

and torque. Such a model could have been identified at the outset with

no knowledge of the intervening system, in this case the motor and power

electronics combination would be treated as merely a ‘black box’. A serious

drawback of such an approach is that the resultant transfer function would

have arbitrary order, possibly resulting in important dynamic properties being

overlooked. With the current model available however, a direct identification

can be constructed from a logical foundation. As an example the following

paragraphs describe how the direct identification of the motor torque transfer

function for the field boost mode follows from. the current mode].

When the dynamic elements, identified in section 4.4.1, are transformed

into the s-plane and substituted into equation (3.21), they produce a fourth
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order torque response transfer function for the field boost mode. Experimental

evidence and analysis of this fourth order model however clearly shows that

the system is predominantly second order. For example, a particular field

boost transient at 1500 rpm. had the initial data tabulated in the left hand

column of Table 4.3.

:——Field Boost Full Field Field WeakeningSpeed N0 rwpm 1500 3—030

Table 4.3 Initial Conditions for 3. Transient in Each Operating Mode

 

      

 
 
 

 
 

  

 
 

  
  

 
 

  

Combining this data. with the mode dependent gains defined in Table

4.1 and adding all the s—plane dynamic elements defined in Table 4.2 provides ‘

the complete fourth order torque model with poles and zeros as shoWn in

Table 4.4.

2

_-
Table 4.4 Poles and Zeros for the Field Boost

  

  
  

  

Transfer Function Based on Current Relationships

Several of these poles and zeros do not have a significant effect on the
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transient performance of the model. For example, after a suitable modification

to the system‘gain, the pole at -89.76 and the zeros at 4528, 100 and 369

may be dismissed since the}r are, at least, an order of magnitude larger than

the dominant poles and zeros. Of the remainder, the pole—zero pair at around

3 = —12 cancel and so contribute little to the system which leaves the second

order result:

arms) _ 1.7398(s + 52.316)
name) — (s + 9.839)(s + 46.818)

 
(4.41)

Adding the necessary zero-order hold and discretising the result using equation

(3.24) gives

Memo) _ 1103292.: ~— 0.01147
name) ‘ 22 _ 1.21342 + 0.3220

 
(4.42)

This equation serves as a starting point for the adaptive identification proce-

dure to identify a second order transfer function which more closel}r matches

the experimental data. For comparison a fourth order identification was also

carried out but no increase in accuracy was achieved. The results of the

different identification procedures are tabulated in Table 4.5.

  

 
 

FroanrrentModel

{Reducedo rder)
DirectIdentification

(4th0rder)

Directldentification I
ReducedOi-der

Table 4.5 Comparison of Torque Transfer Functions

' 0.032922—0.01147
:2m1.2134z+0.3220

0.0116813 mo.nogzsiz2+
z4= — 1.28223 “1414912

0.001506zi0.001023
D.00537z—fl.01723

0.01171:—fl.008569
:2 — 1.3184:+0.422

  
 
 

 
 

  

For the Field Boost Mode

These results not only vindicate the use of the reduced order model
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but also confirm the accuracy of the transfer function derived directly from the

current model. In figure 4.12 a comparison of the. experimental torque response

and the simulated torque response predicted from the transfer functions listed

in Table 4.5 is made. All three have similar gains and dynamics.

For an}.r given set of initial conditions a similar process is possible

for the field weakening and full field modes, conveniently carried out in five

stages: ’

Stage 1. Transform Gale) and Gflz) into the equivalent s-domai—n transfer

functions using some appropriate inverse mapping procedure e.g. the inverse

bilinear transform.

Stage 2. Substitute the mode dependent gains and dynamics from Tables 4.1

and 4.2 into equation (3.21) namely 656(3), GAS), (1 + fps),Afi(9m),Aa(6m),

Aa*(9m).

Stage 3. Determine the parameters specific to the individual transient

KTGf), ifo, ice, Em and ND.

Stage 4. Examine the full current model and if possible obtain a reduced

order equivalent.

Stage 5. Combine the resulting transfer function with a zero-order hold

and discretise using equation (3.24). Carry out a. direct identification between

A6.“ and ATE". using the reduced order model as a starting point.

Results from the final stage of this process are set out for all three

modes in Table 4.6.

  

 
 
 

     

- Field Boost Full Field Field Weakening

. ReduCCdUrrler U.O329z—O.DI 15 0.0125: ~0.00637 UbflBfifiz-UJJU‘MQ
CurrentModel zz—l.213:+fl.32‘2 22-0.9433+U.129 12—D.943;+0.129

Direct 0.111 szw—DflUBfiT 0.ll152z—D.DU3IU 0;U{10359;—D.00543
Identification :2-1.313:+U;422 :2—1.3U83+O.427 z2 —1.3?Gz+fl.355

 
 
 

  
  

  

Table 4.6 Identified Torque Transfer Functions

for All Three Operating Modes
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4.5 Manifold Filling Delay and Engine Torque Variations

Identification of the transfer functions relating inlet manifold depression

to throttle position, equation (3.40), using the model reference equations of

section 4.3 were carried out at engine operating speeds of 1000, 15001 2000,

2500 and 3000 rpm. In each case data for identification was obtained by

measuring manifold pressure changes as the throttle was moved about an

average setting for that speed. Numerical results relating to equation (3.40)

for all the identification experiments are given in Table 4.7. Included in this

table are the steady state gains of each transfer function derived from the

final value theorem

Krkeleipm) = lifliz " lllelGlzl (4-43)

A where H(z) is the input to the plant C(25). If H(z) is the unit step

= z/(z — 1); then the gain is

ka3(6,pm) = lim Mfd(z) — b0 + bl (4.44)
z—-1 1 —— a1

r.p-m. _ _

1000 0.766 0.184 -10.26 40.45 _

1500 0.648 0.177 -10 964 -31.65

 

  
. 9.536 . ..

Table 4.7 Identified Transfer Function Coefficients and Gain for the

Engine Manifold Filling Delay

Results obtained under steady state conditions are compared with

QT
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these transfer function gains in figure 4.13. Lines representing these gains

have been added to the steady state data at speeds of 1000, 2000, and

3000 rpm. Apart from the consistent slopes, the form of the steady state

results confirms the theoretical prediction of equation (3.31) for the steady

state case Lo.

1% = Pm(e)(N) — kaa(9,Pm)9 (4.45)

Before being used by the torque prediction algorithm, equation (4.4),

an additional, digital, filter is included in the manifold pressure signal to

remove the transitory effects of inlet valves opening, particularly at low

speeds. Acceptable results are obtained by using a first order filter of the

form:

as (z) 65
.m = --—-— 4.46Apmrz) 1 _ use: ( )

Combining the results of equations (3.40),(3.41),(4.5) and (4.46) allows a 7

 

complete linear model to be produced which relates variations in engine

torque to changes in throttle demand as shown in the block diagram of figure

4.14. For simulation purposes this model can conveniently be expressed in

state space notation by defining the state space vector X = [ X1 X2 X3 ]

so that:

Xr+i = AX).- + BUk
(4.47)

Yk 2 CXL.

where:

0 0 0

A = 01 + (1.100 01 0 (4.48)

await, afbg a?

BT=[ 1 0 0 ] (4.49)
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Up I: Add (4,50)

1 0 0

c z to 1 0 (4.51)

55a, 63; a

W” ={ as new as; 1 (4:52)

with changes in engine torque, ATE, being obtained from equation (4.5).

To check the accuracy of the engine model a common throttle signal

was applied to the model and the real engine, for a number of different

operating speeds. In each case the test signal demanded that the throttle

be opened and closed twice, first moving by 5 steps and then by 3, finally

returning to the average setting for that speed.

At the low engine speed of 1000 rpm. (figure 4.15) .the engine

does not operate very smoothly causing a noisy manifold pressure signal, and .

slightly non—linear behaviour, both of which reduce model accuracy. This

uneven performance at low speed is the main reason for the additional digital

filtering of the manifold pressure signal.

- At 3000 r.p.m. engine performance is greatly improved as shown by

figure 4.16. At this speed the manifold filling effect is both more linear and

less noisy in its response than at 1000 r.p.m., allowing greater accuracy from

the simple low order model used.

4.6 Engine No-Load Speed Transfer Function

Applying a simple step input to the engine, allowed the transfer func-

tion given by equation (343) to be quantified by the identification equations:

mm) _ 0.838 — 1.510;"1+ 1.922.;-2
136(2) " 1 — 1.790:1 + 0.795.:-2

  
(4.53)
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To verify the model a signal comprising two step changes in throttle over 3.5

seconds was applied. in figure 4.1? the resulting variations in engine speed

are compared with not only the digital model given above, but also with a

third order transfer function identified by Levy’s method:

ems) __ —0.023653 + 0.252252 — 1.347937+ 14.8812
156(5) ‘ 0.018233 +—s.018832+1.074rs+ 1

 

(4.54)

As can be seen the digital model achieves greater accuracy and does not

exhibit the non-minimum phase behaviour displayed by the Levy model. It

should be mentioned that the simulation for the Levy model did not attempt

to model the lag caused by the throttle, however figure 4.17 suggests that its

inclusion would have further reduced the predicted variation in speed.

4. 7’ Discussion

Previous sections in this chapter have demonstrated that there are

two ways of identifying transfer functions relating motor torque to accelerator _

input.

The first, and most rigorous, involves identifying the behaviour of

the current control loops within the power electronics. When considered in

isolation the response of armature and field current to a. given transient input

is highly dependent on the initial operating conditions. This non-linear effect

is cancelled by investigating set point functions which describe how current

varies with demand under steady state conditions, over the whole operating

range of the motor. Once these set point functions are obtained it is relatively

easy to calculate the change-in current which will result from a given change

in demand, A6,”, and a given set of initial conditions. Such changes in

current do not appear instantaneously but are governed by the dynamics of

the closed loop current control systems Gu(z) and Gflz). The real advantage

of using the set point functions is that these dynamic responses are now seen
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to be independent of operating point.

Coupling both dynamic elements and set point functions together

through equation (3.21) completely defines the torque response of the motor for

any initial condition. Before considering the simplified version of this model,

the accuracy of the global description of the motor will be demonstrated

for three example transients. Table 4.3 indicates the three sets of initial

conditions, one for each of the operating modes. In figures 4.18-4.20 results

for‘both torque and current, calculated from equations (3.14), (3.19) and

(3.21), are compared with experimental data.

By using the complete model as a basis a second method can produce

a more compact form of torque transfer function. In this case a second

order model was fitted directly between 6m and torque, Tm, for a specific

set of data obtained in each mode. If controller design could be based on

such transfer functions then tli'enm the task would be conSIderany Sllllpllfied,

however they are strictly speaking only valid for one operating point. Before -

extending their use to controller design further tests are needed to see how

their accuracy deteriorates at the extremes of a mode. As illustrated by figure
4.21, the direct model for the field boost mode is extremely accurate at original

conditions, however at an entirely difierent point figure 4.21 also illustrates

that this model is still capable of providing acceptable results. To exploit this

fact direct models Were also obtained for the full “field and field Weakening

modes. Figure 4.22 demonstrates that the full field model is accurate at

any point within its mode as expected from the theory. Furthermore the

field weakening model is still adequate away from its original identification

condition, as shown by figure 4.23. rThis has important implications for

controller design as it removes the requirement to produce a. controller design

which adapts to widely varying gains and thus remains well tuned at all

times.
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Modelling of the engine has proven relatively straightforward 1with only

one first order dynamic element governing the torque response loop. When

designing a controller it must be remembered that that this element is speed

dependant so that design performance may well deteriorate away from-design

speed.

In both systems the indirect torque measurements haveproven accurate

under steady state conditidns, however a difficrrlty arises when trying to assess

the accuracy of these measurements under transient conditions In this case

the problem lies With the torque transducer signal which required heavy

filtering to prOd'uce a meaningful result, thus vastly reducing its usefulness

when transient aCCelerator variations are being; considered. Consequently, with

the present instrumentation available on the rig, it is difficult to ascertain

whether transient behaviour of true torque differs sufficiently from model

torque to affect vehicle driveability. EVen if improved rig design did solve

this problem, questions of driVeability are more naturally approached using ,

an operational road vehicle.
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Fig. 4.21 Motor Torque Model: Test for the Direct

Identification in the Field Boost Mode
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Fig. 4.22 Motor Torque Model: Test for the Direct

Identification in the Full Field Mode
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Fig. 4.23 Motor Torque Model: Test for the Direct

Identification in the Field Weakenjng Mode
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CHAPTER 5

CONTROLLER DIESHGN

This chapter deals with the design of single input single output control

systems based on the discrete models of the engine and motor identified from

the theoretical analyses and experimental data. There are four separate closed

control loop systems in the hybrid drive train as set out below.

1. Control of motor torque

2. Control of engine torque

3. Control of engine speed on no load

4. Control of motor speed on no load

IAn additional system is developed in chapter 7 to control the speed of the

flywheel in response to the demands of a. test driving cycle. Unlike the

systems mentioned above however, this control loop is not strictly part of

the vehicle control system since it replaces a driver. Of the four remaining

systems, the control of motor speed on no load is unique, in that no formal

design method was used. Instead a simple method of tuning the control

parameters on line was adopted because of the peculiar operating conditions

of this system, within the gear changing process In the case of the other

three systems a single design technique was adopted and proved successful in

all cases {Masding and Bumby, 1988 (d)].

5.1 Controller Design Method

In discussing methods for producing discrete control systems for

continuous plant, Kata [Katz, 1981] discusses three methods. In the first,

known as the analytical method, the desired system response is translated

into a closed loop transfer function. Knowledge of the plant allows an exact

solution to be obtained for the controller. Unfortunately in this case the

designer has no control over the form of the resultant controller, which may be
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of higher order than is strictly necessary to achieve satisfactory response. Such

higher order is undesirable since it increases computation time and exaggerates

numerical inaccuracies. A second technique uses root locus methods for pole—

placemento on the z—plane. Desirable closed loop pole locations are usually

based on second order criteria such as damping factor and rise time. Loci

of constant values of such criteria have rather more complex form in the

znplane than they do in the s—plane, making it more difficult to assess the

effect of not precisely obtaining the calculated closed loop poles. Finally Katz

proposes transforming a discrete version of the plant to the w-plane followed

by controller design by frequency response methods.

Although all these methods have their merits, Kata notes that the

w—plane method is very widely used and has resulted in many successful

discrete designs. A slightly modified version of this technique has been used

to design the three key closed loop control systems for the hybrid vehicle

rig. The w—plane method usually begins by discretising the continuous plant

and then transforming to the w-plane. Since this plane is very similar to

the s-plane almost any analogue design technique may be used. In this

case pole placement on the root locus diagram was chosen in preference to

frequency response methods mentioned above. Essential to the design method

is a knowledge of the discrete plant based on the continuous plant transfer

function plus an appropriate hold device. In this application the correct form

for the continuous plant was established for the engine and the motor through

the physical analysis presented in chapter 3. Following on from this it is

possible to add the appropriate hold device and determine the correct form

for the z—transfer function before attempting to identify it. Consequently the

z—transfer functions, which were finally identified frorn the experimental data,

are ideally suited to the W-plane design method.

In it simplest form the w-piane transform involves a large distortion
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of the frequency response which must be taken in to account in the design.

A siight adjustment defines the w' transform which largely corrects this fault.

Using this adjustment, z—transfer functions are mapped into the w’-piane by

the transformation pair,

 

’—3(z#1) (51)w—Y; z-i—l .

_w’+2/Ts _
z— w’—2/TS (5.2)

where T, is the sampling period of the digital system. The complex variable

of is written 111’ = 0’ :l: jV', Where v’ is a fictitiOUS frequency. Distortion of

'the frequency response is governed by the relationship between L” and true

frequency w.

2 wT,
12': ~— tan

T5 2

 

(5.3)

If the sampling rate is sufficiently high, then distortion will be negligible over

a wide range of frequencies. In the case of the rig control system, with a.

sampling period of T, = 0.02 seconds, equation 5.3 shows that distortion is

under 5% for frequencies up to 38 radians/second (240Hz). In physical terms

this frequency is much faster than the response of any of the electrical or

mechanical systems to be controlled on the rig. Consequently even when

considering the relatively fast acting motor torque control system, the part

of the root locus containing the closed loop poles lies well below the 38

rad/sec mark on the imaginary axis. Once the plant is available in the

w"plane it remains to select the required pole-locations appropriate to the

chosen performance criteria. Pole locations are chosen to give specified values

of rise time, t,, and damping factor, g. For a simple second order system

these values are related to the closed loop pole locations by the following

equations:
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w = 0‘ i jwd (5.4)

a and a Elk—Q (5.5)
cr — w“ (5.6)

"m

If the real system is dominated by one complex pole pair, then pole locations

calculated from these equations will provide a good initial target for controller

design. In practice the combination of hybrid vehicle plant plus the controller

usuallyr produces an additional closed loop pole on the real axis which has

a significant effect on the transient response. Although this does cause a.

departure from the calculated performance, the efi‘ect is partly reduced by

placing the controller zero near to the additional system pole. As a result

the pole zero pair virtually cancel and so the the second order complex pair

are the dominant factor determining the transient response [D’Azzo, 1975].

5.2 Control Algorithm

Although the M68000 microprocessor would be quite capable of im—

plementing sophisticated control algorithms, experience has shown that sat-

isfactory results can be obtained in all the hybrid vehicle applications by

using a simple proportional plus integral (P+I) controller. Using such a low

order controller brings several advantages which are important to the hybrid

vehicle. Not least of these is the extreme robustness of the controller, even

in the face of adverse system behaviour such as that occasionally encountered

from a cold engine. This advantage has long been recognised by industrial

users, who also capitalise on the fact that such control can be applied to

a plant which has not been fully identified [Krikelis and Fassios, 1984]. A

second advantage is that the P+I controller gives very fast execution times,

thus allowing the M68000 time to carry out a multitude of other control
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tasks within the interrupt period. Typically the control algorithm takes only

0.8 ms to execute in integer arithmetic. In an ideal digital system data

sampling is followed instantaneously with output of the controller response

at the sampling point. In practice this clearly can not be the case since

the control algorithm must take a finite time to execute, however by using

this fast algorithm the M68000 is able to carry out all data sampling and

output the last of its four controller responses within 6 ms of each interrupt

occurring. Such a. delay although not ideal, is quite insignificant compared

with the response times of all the systems involved.

Due to the similarity between the s and w’—planes, the proportional

plus integral controller retains its usual form:

 

9.:(10') = 9 (w: + a) (5.7)711’

Phase one of the design process is concerned with determining g and a in

order to best achieve the pole locations calculated from equations (5.4)-(5.6).

In all cases the design criteria. are E = 0.707 (critical damping) and a. rise time

which represents a realistically achievable minimum for the system concerned.

Once g and a have been. selected: equation (5.7) can be transformed in to

the z-plane by the reverse mapping of equation (5.1) to give:

: (9+ki)z+(ki—9)
z—l95(2) (5.8)

where k,- = gaTs/Z. From this equation comes the direct realisation for the

controller output uk.

Ur = uk—i + (g + titles + (kr - glee—1 (5-9)

This control algorithm is then tested by examining the step response of

the completed system. Since the assumption, made in the design, that the
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resultant closed loop system would be second order is not true, the response

of the system may he found to be unsatisfactory in which case the parameters

g and k,- are fine tuned until that is no longer the case. Final versions are

then implemented on the M68000 using equation (5.9) for testing in actual

operation.

5.3 Design of individual Controllers-w ~ -

5.3.1 Engine Torque

The engine torque controller receives its demand signal from the mode

controller, and must match the indirectly derived torque measurement to this

demand. Apart from the P+I control algorithm itself, the other key elements

in the engine torque control loop are the throttle servo, the manifold filling

delay, a digital filter and the torque model all of which are illustrated in

figure 4.14. In drawing this diagram it was assumed that, due to the vehicle

inertia, engine speed is essentially constant over the time scale of manifold

pressure changes and hence, in the present context, speed is assumed constant

over the time scale of engine torque control. In addition to being valid

only for constant speed, a further limitation of this diagram is that the

simple linear delay element used to model the throttle servo—system is only

completely accurate when the controller demand does not exceed a movement

of four steps per sample period. With these limitations taken in to account,

the design aims for the system are critical damping and a rise time of

200 ms. Substituting these values in to equations (5.4)~(5.6) gives the pole

locations of = ~11.78 i j11.78. Due to the speed dependent elements in

the block diagram, it would be necessary to have a. whole series of controller

designs if these performance criteria were to be met at all times, Clearly

this is not a practical option, and in any case variations in engine gain

and dynamics are not great, making it reasonable to assume that one design
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for a mid-range speed may well be sufficient. To test this theory a torque

controller was designed for the engine operating at 2000 r.p.m., taking the

relevant parameters for the manifold filling delay from Table 4.7. Prior to

compensation, the system locus for 2000 rpm. appears as in figure 5.1(a)

with two open loop poles, one due to the manifold filling delay and the other,

nearer to the origin, due to the filter. After slight adjustment to give a

satisfactory response the controller

 

gc(w') = 0.4 (w, + 7) (5.10}m!

.was selected which produces the modified system locus of figure 5.1(b). As

shown the final pole locations are not too far remOVecl from those calculated

for guidance however the combination of engine plus controller has produced

a third, real, closed loop pole. After applying the inverse transform equation

(5.10) becomes

0.4282 — 0.372

2 _ 1 (5.11)galz) =

Live control system tests were carried out initially at design speed, by

applying a step increase of torque demand amounting to 10 N11]. Results

from the test are illustrated by figure 5.2(a). As the test proceeded the

M68000 simultaneously carried out a complete simulation of the system using

the state space equations developed in section 4.5. Three results from the

simulation are plotted together with their experimental counterparts in figure

5.2(a). Of these, experimentally measured manifold pressure prior-to digital

filtering, shows considerable noise but the simulation accurately represents

the general trend. Torque traces match almost exactly, since by this stage

manifold pressure has been digitally filtered and noise effects are virtually

eliminated. This slight difference in the torque repsonse may be partly
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explained by the real pole. D’Azzo predicts that such a pole positioned

between the complex pair and the origin, as is true in this case, will slowr

the system response and reduce overshoot. Close examination of figure 5.2(a)

shows that the experimental response does not exhibit the slight overshoot

predicted by the simulation.

Good system performance is to be expected at original design speed,

however the engine must be accurately controlled at all speeds. To assess

What effect the changing gain and dynamics has on system performance a

second test was carried out at 3000 rpm. As figure 5.2(b) shows, acceptable

performance is still obtained with the original control parameters chosen for

the 2000 rpm. model. In this case the reduced manifold filling delay gain

increases system rise time. By incorporating the correct model of the manifold

filling delay in the simulation this effect is accurately predicted.

A small change in demand of 10 Nm was chosen for these initial

tests so that the non-linear effects of the throttle step rate limitation would

not aflect the system. Under normal operating conditions the control system

might well experience far greater changes in demand. For example large step

Changes in demand are likely when the vehicle operator wants to change from

acceleration to cruise. Figure 5.3 shows how the control system reacted to

a 25 N111 drop in demand, which is typical of such operating conditions.

As this diagram demonstrates there is no significant deterioration in system

performance. Also included on this diagram is the trace from the torque

transducer which provides further confirmation of the accuracy of the indirect

torque measurement.
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5.3.2 Electric Motor Torque Control}

Engine torque control must be carried out in the face of a system

which has continuous speed dependent variations in both gain and dynamics.

in the case of the motor similar variations in system transfer function occur

dependent on the particular operating point. In addition motor operation is

divided in to three distinct operating modes due to the action of the power

electronics control unit. As defined in chapter 4 these three modes are named

field boost, full field and field weakening.

Of all the three modes only full field operation allows the relationship

between the controlled output, Tm, and the controllable input, 6m, to be

accurately described by a single linear transfer function. In the field weakening

and field boost modes, this relationship, vital to controller design, can only

be described by a complex fourth order model with non-linear gain functions.

Nevertheless the analysis took due account of the fact that it would be

extremely difficult to produce a single controller which could continually

compensate for such variations in the system and thus stay optimally tuned

at all times. Consequently the model was successfully reduced to a single

linear second order result which is valid for one particular set of operating

conditions. Furthermore tests showed that despite this apparent limitation

one such transfer function identified at a representative point for each mode,

could model motor performance across the whole of the mode with acceptable

accuracy.

Building on this result it is possible to design a single fixed gain

controller for each mode which maintains satisfactory performance at all

times. One additional task which arises from the adoption of this strategy is

accurate determination of the mode based on available measurements. Only

by achieving this can the correct set of controller parameters be selected. To

start with however three sets of controller parameters were produced using
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the of root locus design technique. The common design criteria used for all

three modes was rise time of 150 ms and critical damping.

Figure 5.4 illustrates the block diagram for electric motor torque

control. It] this control system the plant is given by those discrete transfer

functions listed in Table as, which directly describe the relationship between

accelerator demand, 3,“, and the indirect torque measurement, Temfimif). As

such the plant includes the power electronics, motor and electronic current

filters. No additional filtering is necessary to obtain a. satisfactory torque

signal from ia and if. Part of the controller design process is illustrated by

figures 5.5(a) and 5.5(b) which show the uncompensated and compensated

locus respectively for the field boost mode. Final results are given in Table

5.1 which lists a set of controller gains designed on the basis of the models

chosen as representative of mid-band conditions for their mode, as listed in

Table 4.6. Controller gains are given both in w’-plane form and in z-plane

form ready for implementation on the M68000.

Field Boost Full#Field— Field Weakening

elf-plane g 
Table 5.1 Electric Motor Torque Control Parameters for

All Three Operating Modes

5.3.3 Motor Torque Control rli‘est Results

As with the engine, step tests of 10 Nm are ideal for testing torque

controller performance. There are two reasons for carrying out these tests on

the motor, firstly to verify system response at design conditions. Secondly, and

more importantly, to check that performance does not deteriorate unacceptably
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under extreme conditions, well removed from those of the design. Figure 5.6(a)

shows the field boost controller giving excellent results under design conditions.

Furthermore there is almost exact agreement between experimental data and

the simulation carried out by the M68000. In a second test performed away

from design conditions for the field boost mode, falling plant gain causes

system rise time to increase as illustrated by figure 5.60)).

As expected from the theory the full field controller produces precisely

the same result regardless of the operating conditions. One representative

experiment for this mode is shown in figure 5.7.

Like the field boost mode, the field Weakening mode is expected to

produce variations in controller performance. Under initial design conditions

a good system repsonse is obtained which closely matches the simulation

despite a slight change in system gain (figure 5.8(a)). Away from design

conditions, figure 5.8(b) shows that changing plant dynamics have caused a

slightly oscillatory response from the system.

There is obviously no absolute law which can decide whether _or not

any of these changes in performance are unacceptable, but in no instance is

system stability even remotely called into question neither is there a large

departure from the designed rise time.

5.3.4 Mode Determination

Isolated step tests carried out entirely within one mode are not

representative of working conditions for the torque controllers. Under normal

conditions the motor will regularly pass between modes and so in response,

the torque controller must switch between parameters? There is no definite

signal from the power electronics to indicate the operating mode of the

motor, consequently a mode determination algorithm has been Written into

the software using measurable signals. As shown on the block diagram
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of figure 5.4, the necessary inputs are speed, field current and accelerator

demand. Reference to figure 3.3 shows that these measurements do define

the operating mode. The mode determination rules are based on a simple

set of inequalities:

1. if if > 8.4 then _ Mode Full Field
ll

ii
2. else if 9m < 515 fi 0.1Xr.p.n:l. then Mode Field Boost

3. else Mode 2 Field Weakening

To avoid rapid switching between controller gains a time Constraint only

allows a new mode to be selected after every 10 interrupts (200 1118). The

mode determination rules were tested by instructing the motor to follow an

arbitrary torque profile and allowing natural speed variations to occur. As

can be seen from figure 5.9 the experiment succeeded in making the motor

pass through all of its operating modes, but more importantly smooth control

was achieved at the transition points.

With reference to rule 2 above, representative mode transition points

have been added to figure 3.3. Bearing in mind that all areas to the left

of the marked transition points will be treated 'as either full field or field

boost it is apparent that on occasion these latter modes will be selected

when in reality the motor is operating in the field weakening mode. This is

deliberately chosen to be the case so that the relatively high field weakening

gains are never used erroneously in the field boost mode when plant gain too

is relatively high.

Tests show that should this condition arise the system is liable to

go unstable whereas should the reverse mistake be made the use of low

field boost control gains merely results in an extended rise time for the field

weakening mode. In figure 5.10 the field weakening gains were deliberately

used under operating conditions similar to the design state for the field boost

controller. Although this particular step test does not illustrate unstable
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behaviour, overshoot is unacceptable and there is evidence of amplification

of noise in the controlled signal. Since this experiment took place near the

design conditions for the field boost mode, it should be possible to predict

these oscillations by using the field boost model in a simulation. When

the field boost model is combined with the field Weakening controller gains,

considerable oscillation is predicted as shown by figure 5.10, but it is much

less than that observed in experiment. Although this might in part be caused

by operating conditions not precisely matching those applicable to the modelj

a more likely cause is noise and quantisation errors becoming a problem with

the unsuitably high gains.

5.3.5 Engine Speed. Synchronisa‘tion

Whenever the hybrid vehicle is operating in all electric mode or is

stationary, the i.c. engine can be uncoupled from the drive train by means

of the one-way clutch. Since in either of these situations the engine is not

required to provide torque, the most obvious strategy is to shut it down

entirely in order to conserve petroleum fuel. Adopting this strategy means

that the next time the engine is needed it must be started and synchronised

with the moving, and possibly accelerating drive train, before it can replace or

augment the torque supplied by the electric traction system. Consequently a.

starting system is needed that has fast response and no tendency to overshoot

the prev-ailing drive train speed, thus avoiding a. shock torque in the drive

shaft as the one—way clutch is engaged. Design of such a control system uses

the transfer function relating throttle position to speed identified in chapter

4. When this is connected to the required control algorithm and throttle

servo-system, the block diagram of figure 5.11 is produced.

For small variations in throttle demand, Gflz), reduces to 1/2,

producing a completely linear system which can be transformed to the w'-plane
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for controller design. in order to produce an acceptably short synchronisation

time for the engine a system rise time of t, = 0.5 and critical damping is

chosen as the design criteria. By equations (5.4-5.6) this suggests closed loop

poles of q —4.71 :tjtijl. Figure 5.12(a) shows the uncompensated root locus

for the system and figure 5.12(b) the system loans with the controller

(5.12)
w' + 1.1

w}gc(w') = 0.012(
With this controller the presence of the closed loop pole on the real axis

modifies the system response so the performance criteria are not achieved with

exactly the calculated imaginary pole locations given above. The simulated

and experimental closed loop response of the system being showri in figure

5.13. On this diagram the experimental throttle trace shows the step rate

non-linearity which was not included in the design. This is a. consequence

of the high gain needed to meet the fast system response requirement, and

the large errors present at the beginning of the step demand. Actual engine

response is delayed by the throttle step rate limitation causing it to lag behind

the simulation, which does not allow for this effect. Despite this departure

from design performanceJ the experimental result still exhibits satisfactory

damping.

5.3.6 Engine Starting and Load Transfer

When required the warm engine will fire in typically 250 ms using

the conventional electric starter motor, but there is a further delay whilst

the engine accelerates up to the drive train speed. Inertia starting used

in the HTV—l project [Trummel and Burke, 1983] allowed the engine to he

completely coupled into the drive train in 300 ms but the cost was the need

for an additional clutch between the engine and the engine flywheel. A time

analysis of the starting process on the rig is shown in figure 5.14. In this
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experiment the motor was initially accelerating under loed, as illustrated by

the motor speed and torque traces. At time t=0.45 however, the computer

receives the start command, immediately it turns on the ignition and engages

the starter motor. At the same time the throttle is opened 9° and the

computer then waits for the engine to fire. This is adjudged to happen

when the engine speed passes 490 rpm. Above this speed the starter motor

is turned off and the speed control algorithm is entered to run the engine

up to the drive train speed. Synchronisation is deemed complete when the

engine Speed is within 45 rpm. of the drive train Speed which in this case

is achieved within 0.7 seconds of the original command to start. At this

stage torque control is transferred to the engine which continues to accelerate

the load. In figure 5.14 the slotsr rise time shown by engine torque is in

fact false, since the trace represents the output of the highly filtered torque

transducer. Total times for starting, speed synchronisation and transfer of

load are consistently about 1 second as demonstrated by figure 5.14. Starting

a cold and perhaps damp engine is still an unreliable feature of modern cars,

consequently the software must be ready to cope with failure to start. In

the event of the engine failing to start after five seconds the starter motor

is disengaged, to allow battery recovery, before a second attempt is made.

With a very hot engine better starting is often achieved with full throttle

opening and this might be a useful strategy for the computer to adopt on

the second attempt at starting if the engine had been operated very recently.

Failure to start; after perhaps five attempts would have to be treated as an

error condition requiring the attention of the driver.
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5.41 Quantisation Errors and Noise

Several effects cause errors in the digital control schemes described

above. Taking a specific example of the engine torque control loop, six sources

of error can be recognised:

1. Transducer noise

2. Measurement noise.

3. A/ D quantisation and truncation

4. Parameter round off in the controller

5. Arithmetic errors in the controller

6. Quantisation of controller demand by the stepper motor throttle

servo system.

Estimates of the magnitudes of all these error sources are included in Table

5.2, perhaps the most uncertain of these are the figures for measurement

noise. Both the measured engine parameters, inlet manifold depression and

speed, suffer from measurement noise but in disimilar ways.

Manifold pressure is measured by an analogue transducer, remote from

the computer. As such the signal inevitably picks up noise, primarily from

the power electronics, as it crosses the rig. Before reaching the ADC ‘hoWever,

the manifold pressure signal is filtered electronically to reduce unwanted high

frequency components and noise. DesPite this filter it is still likely that

measurable noise effects will reach the M68000. In order to assess the effect

of noise from the traction system on the pressure transducer signal, two sets of

measurements were taken, once during all electricoperation with a stationary

engine, and once whilst the rig was entirely inactive. As Table 5.2 shows, the

efiect of the motor is to virtually double the rms noise signal measured from

the inlet manifold depression transducer. No attempt was made to isolate

noise effects from the engine ignition system, which is likely to be a. second

major source on the rig, because with an operational engine it is difficult to
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separate manifold pressure variations due valve openings from those due to

noise.

in contrast the speed signal from the engine is digital consisting of a

stream ofopulses generated by the magnetic pick up mounted on the engine

starter ring. These pulses are counted by a VIA chip and then read and the

count reset at each interrupt. Noise becomes a problem in this system only

if it is severe enough to cross the logic threshold voltages of the VIA, thus

causing an erroneous pulse to be recorded. Some problems were encountered

during the early development of the rig from erroneous pulses created in this

way by noise from the power electronics. Subsequent liberal use of capacitors

to decouple the power supplies to the magnetic probes has drastically reducad

this problem, almost to zero, as indicated in Table 5.2.

Fairly comprehensive theory has been developed to assess the effects

of random measurement noise on control systems. Nevertheless onCe digital

transfer functions become involved it is particularly difficult to predict how

noise will propagate through the system and according to Katz [Katz, 1981]

no general theory exists to quantify this.

Even if the control system were to receive perfect measurements it

has its own sources of internal error, largely concerned with the use of all

integer arithmetic. On the M68000 all controller parameters use long integer

type variables, As defined in the ‘C‘ programming language, this variable

type uses 32 bits for data storage. All calculations for control purposes are

carried out to three decimal places by premultiplying the controller parameters

and measurements by 1000. Taking into account the use of one bit for the

sign, the 32 bit total word results in 231 or about 2 X 109 being the largest

number that can be stored in the system. Hence by preserving three decimal

places this means that the largest decimal number that can be represented

in any control calculation is about 2 x' IOfi. Great care had to be taken
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in designing all control routines to make sure that overflow.r errors could not

occur as a result of this limitation. Given the truncation of all parameters

to three decimal places, the precise error generated in the control algorithm

depends on the way it is realised. rlf‘here are various methods of realising any

given digital controller or filter on a computer, and for this system the direct,

series method has been adopted as represented by equation (5.9). Although

this method result in a simple algorithm, it is more sensitive to arithmetic

errors than some others, particularly when a high order controller is realised.

In the hybrid vehicle control software, the fact that the controllers are all of

low order vastly reduces the problem and makes the dir'ect-series realisation

a logical choice on the grounds of fast execution'time.

Arithmetic errors were investigated experimentally by applying a ran-

dom input of 1000 data pairs representing inlet manifold depression and speed

to the engine torque control system. The output of the integer system was

then compared with that from a full double precision floating point realisation

of the same system. Although the floating point system is not immune to

arithmetic errors itself, they will be much smaller than those from the integer

system and can be ignored. Result show that in no case did the error exceed

0.5 in the final calculated demand to the throttle-servo. The importance of

this last result is that it establishes quantisation by the stepper motor as by

far the largest source of error in engine control systems. As a consequence

of this fact there is no advantage to be gained by using any more accurate

methods of either arithmetic or controller realisation. When the engine torque

control system is operating the effect of stepper quantisation can be seen in

the way the throttle position cycles between two values during steady state

conditions, as clearly illustrated by figure 5.2(a).
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Inlet Manifold Transducer inaccuracy

 
  
 

 

 

depression non—linearity 0.5% is.
and hysteresis

Temperature dependence 0.1% is.

ADC Quantisation 1-L.S.B.=4.9 mV (0.45 mbar)

Motor ON 2.32 mbar (runs) Vi
Motor OFF 1.24 mbar (rms)

Measurement noise

   
 

 

  
 

Quantisation l count32222 r.p.rn. 

 Negligible. Measurement noise 1

= Stepper Quantisation of Resolution 0.9“
servo demand signal

All controller gains'Arithmetic Parameter

errors round—off round off to 3 d.p.
    

 

  
 

 Algorithm Truncation to 3 d.p.
calculation

Maximum result 2 X 106_—-w.-  Overflow        

Table 5.2 Error Sources in the Engine Torque Control

System

5.5 Model Reference Controller Design

Although the design process described in the previous sections does

produce a fast well tuned control system, it has several disadvantages in

the hybrid vehicle application. Foremost amongst these is that the design

process is laborious, with possibly several cycles of parameter adjustment and

simulation before a satisfactory result is obtained. In a production environment

this would render the above method impractical if controller designs had to

be tuned to the dynamic characteristics of individual vehicles. Furthermore

at the end of a manual design process there is no guarantee that the chosen

parameters are those which most closely achieve the specifications of damping
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factor and rise time. One way of ensuring that the final parameters are

the most suitable, and automating the Whole design process, is to use a

model reference technique. There are many advanced onwline model reference

adaptive control techniques available, but in this section a simple oft—line

process using hill climbing optimisation methods will be applied to the design

of the motor torque controller.

The principle of the model reference technique is to compare the

output of the controlled plant, yp, with that of a reference model, ym,

representing the desired closed loop system. For motor torque control this

system must therefore have a rise time, t, = 150 ms and damping factor

E = 0.707- As before equations (5.4)-(5.6) provide the necessary closed loop

pole locations for the equivalent second order system; nowr to be used as the

reference model.

02 +w3
Gm —_~ .______—_(S) 52 + 203 + [02 «1— mg) (5.13)

To quantify how closely the plant response matches that of the model a

performance index, J, maybe defined:

J = flyp — ymldt (5.14)
o

J is conveniently calculated after a unit step has been applied to both systems.

Clearly J cannot be calculated in a digital system but must be approximated

by summing the diflerence term at each sampling interval:

3 = Z; lypm — Simml (5.15)

By considering only the first n terms it is assumed that the integral converges,

which will be the case if the controlled plant has zero steady state error.

Before the digital approach can be adopted, the reference model of equation
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(5.13) must be discretised. Any discretisation method which preserves the

two design specifications in the digital version is appropriate, and zero order

hold equivalence is successful in this respect.

Having defined the performance index, S, and obtained the reference

model, the remaining problem is to adjust the controller parameters until it

is minimised. A simple way of doing this is described by Lin Luo [Lin Luo

and Hill, 1986] and has been adapted to suit the present application.

The P+I controller as described by equation (5.9), has two adjustable

parameters, namely 9 and lei. This means that S is a function of g and k,- as

illustrated by figure 5.15. Suppose initially S is evaluated at some arbitrary

'point A and at four surrounding points, labelled N, S, E and W on figure 5.15.

One of these four points may well give a smaller value of S than A itself. If

this is the case then that point is chosen as the new operating point and the

process is repeated. Continuing in this way will eventually lead to the point

B, which gives a smaller value of S than any point around it. Hence B is a

minimum of the function 3(9, lo) and should represent the control parameters

giving the best possible match with the reference model. Before employing

the method there are several practical points to consider. For example unless

the function S has a single global minimum the parameter search may stop

at a local minimum, giving perhaps dreadful controller performance. One

possible way around this problem is to chose a number of well spaced starting

points and to check that they all converge to the same solution. A second

point is that the start point may not give a stable system, although Lin Luo

and Hill counter this by stating that a stable operating point will always be

I reached.
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5.5.1 Application of the Model Reference Technique

to the Motor

One possible way of carrying out the optimisation process described

above is to) apply the control lz—nvr directly to the motor, subsequently varying

the parameters in real time in response to changing motor performance.

However a problem which arises in applying the technique to the motor

or engine, is how to apply the necessary step demands in the context of

an operational vehicle. Furthermore control carried out at the start of the

search might be exceedingly poor, hence there is a possibility of physical

damage. An alternative solution is to use a model of the plant and adjust

the the control law on that before applying it to the real system. Since

this avoids both of the practical objections raised above, and since a model

of the motor is available, this method is perfect for the present application.

Using the direct second order model of the motor in the full field mode from

Table 4.6 as an example, the design process outlined above gave the results

displayed by figures 5.16 and 5.17. Figure 5.16 shows the locus of g and k,

as they converge on a single solution for four arbitrary start points. This

single solution is encouraging since it indicates that a global rather than local

minimum has been found. To achieve the result the step lengths are Ag : 0.5

and Air,- : 0.2. In each case the optimised solution is given by g = 8.5

and k,- : 1.4 which agrees very closely with the parameter set found earlier

by manual adjustment (see Table 5.1). Following the design, the response

of the model and a simulation of the motor plus appropriate controller were

compared as in figure 5.17. As might be expected this graph shows that it

is impossible to precisely match the reference model by simply using a P+I

controller; nevertheless a perfectly adequate design has been produced.
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5.6 Discussion

All three controllers designed in this chapter have to cope with non-

linear time varying systems. Gain and dynamics are a function of operating

point in both the engine and motor torque control loops. Nevertheless

satisfactory control has been achieved without recourse to sophisticated control

algorithms or large numbers of parameters for difierent operating conditions.

IEngine torque control achieves peak performance at the design speed

of 2000 r.p.m., with system gain decreasing above that speed and increasing

below it. At the higher speeds the falling gain causes an increase in rise

time, whereas at lower speeds the increased gain causes a slight overshoot.

[Nevertheless even in this latter case system performance is not so seriously

degraded as to be unacceptable. More importantly examination of the root

locus based on the manifold filling delay for 1000 r.p.m. rshows that system

stability is in no doubt down to this speed; representing the lowest operational

speed for the engine. To counter this problem a slight modification to the

engine torque control loop would be to make controller gain speed dependent,

thus largely cancelling out variations in plant gain and maintaining optimum

system performance across the whole speed range. Such a philosophy was

adopted for torque control in the HTVvl [Somuah et al, 1983]. This vehicle

also based its torque control on the an indirect measurement based on inlet

manifold depression and speed, but included a variable gain in the control

loop. As explained in the reference the controller was a. microprocessor based

implementation of a. lead-lag network.

Turning to the motor, a single control algorithm is possible, despite

the three operating modes. In this case the algorithm developed for the

field boost mode can operate the motor across its entire speed range and

all operating modes. Unlike the engine however, one controller cannot really

cope with the wide range of system gains, and inevitably the response under
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certain conditions is too slow to be acceptable. in particular the field boost

controller will produce a very long rise time in the field weakening mode

due to the very low plant gains it encounters. Consequently it is worthwhile

adopting the three sets of controller parameters as described in the design.

0f the three control systems designed in this chapter, the engine

speed control loop showed the greatest discrepancy between between measured

performance and theoretical simulation. Apart from the enhanced effect of

the step rate non-linearity in the throttle servo~system, the analysis in chapter

3 clearly showed that the transfer function relating throttle angle to speed

was likely to be unreliable, since all coefficients are themselves functions of

lspeed. This means that the controller is working against a continually varying

system as it accelerates the engine. Once this fact is taken in to account the

relatively small difference between experiment and the simple linear simulation

is quite surprising.

The hill climbing technique introduced in section 5.5 oifers an alter—

native method of applying the pole-placement technique in all three control

systems dealt with earlier in this chapter. It would have clear advantages if

it proved necessary to produce an individual controller for each hybrid vehicle

in a fleet. Although this latter scenario is perhaps unlikely, it all depends on

whether or not mass produced engines and motors have sufficiently consistent

dynamics to make one controller design generally applicable. Whether or not

the hill climb method is used for initial controller design, it nevertheless opens

up the possibility of re-tuning controller parameters to changing drive line

characteristics over the life of a vehicle. A possible approach to this problem

is discussed in chapter 8.

Obviously the main incentive for shutting down the engine is to save

fuel otherwise wasted during idling. Although this strategy does undoubtedly

save fuel, the cost is some delay in the availability of engine torque however
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small. in addition there must be some fuel penalty mociated with starting

the engine from rest and accelerating it up to the prevailing drive train speed

before it can supply additional torque. This fuel loss is needed to replace the

kinetic energy of the engine lost when it is shut down. To try to calculate

the likely amount of fuel lost in this way, Beachiey and Frank [Beachley and

Frank, 1981] quote a. typical engine inertia of 0.068 kgrn2, implying an energy

loss of 0.933 Wh when such an engine is shut dorm from 3000 rpm. If fuel

used is based on this figure alone the result is an unrealistically low estimate

since some of the kinetic energy is replaced by the starter motor the next time

the engine is used. This energy will later have to be made up by the engine

'via. the inefiicient alternator battery combination. As previously mentioned

an operational hybrid might well crank the engine using a clutch and flywheel

combination on the grounds that it provides a. faster start. This method uses

about 0.104 Wh according to Beachley and Frank, a figure slightly higher

than that simply needed to replace engine kinetic energy, because of friction

losses in the clutch. As a, result of these losses it is uneconomical to shut

the engine down for a very short space of time. Nevertheless Volkswagen

considered potential savings due to fuel oil at idle and overrun sufficient to

include the feature in their Formel E range of cars [Schmidt, 1981]. Results

stated in this paper suggest that stopping the engine for periods of less than

5 seconds is uneconomic, however fuel savings in normal urban driving of

30% are reported for the otherwise conventional i.c. engine vehicle.

Experiments using the balance to measure fuel consumption show that

for an idling speed of about 800 r.p.m.-, the 1100 cc Ford engine on the rig

uses 0.1206 grams of petrol per second. Since the measured density of the

petrol was 0.4432 g/rnl this equates to a total consumption of 979 nil/hour.

Assuming that the Volkswagen engines have similar fuel consumption to the

rig engine, then 1.36 ml of fuel is used in 5 seconds which, if the},r took no
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other factors in to account, must represent Volkswagen‘s assessment of the

total fuel penalty per start. Such a small amount of fuel is very difficult

to measure on the rig, not because the balance does not have the necessary

sensitivity,a but because of the unevenness of fuel flow out of the tank. Further

complications arise because there is no way of ensuring that the total amount

of fuel in the supply line, fuel pump and carburetter is the same at the start

and end of any calibration experiment. Despite anticipating these difficulties

an experiment was carried on the rig to try to measure fuel use per start.

The experimental method was to operate the engine on a 50% duty cycle

for 128 seconds. During the first test the engine spent 64 seconds stationary

then started, accelerated to 2000 rpm. and maintained that speed for the

remaining 64 seconds. Subsequent tests repeatedly doubled the number of

starts, until the practical limit of 16 starts was reached. This corresponded

to each on/ofl cycle lasting 8 seconds. Using the digital balance to evaluate

fuel use gave the results in Table 5.3.

#0“ 0 MW Fe—m

Starts Used (g) _

 
Table 5.3 Engine Start Tests

If it is reasonable to equate Volkswagen’s 5 second economy rule

directly to fuel used, then 16 starts would use 9 g of fuel which would have

been easily detected by this experiment, had it occurred. Clearly some of
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the apparent discrepancy might be explained by loss of battery energy during

these experiments which the engine had yet to make up, however it seems

unlikely that this is entirely responsible.

Whatever the fuel penalty associated with starting the engine is in

reality, there can be no doubt that shutting down an inactiye engine in the

hybrid application is essential. Use of the motor means that inactive periods

for the engine are much greater than in the conventional vehicle. Nevertheless

on/of‘f engine operation does pose a number of additional questions such as

adverse effect on engine life and increased emissions. Initial test results

from the HTv-l [Trummel and Burke, 1983], suggested that engine life was

'not reduced by such action but that further work was needed to prove it

beyond doubt. Emissions were in fact found to be a problem with the

Volkswagen starting system in the HTV~1 project, possibly because, to ensure

good starting, Volkswagen arranged for fuel to be sprayed in to the inlet

manifold, resulting in a rich mixture. Eventually the system was disabled in

the HIV—1 application as soon as engine cooling water temperature reached

95°F. No mention is made by Schmidt as to whether this spray system was

retained by Volkswagen for the Formel E application; if it was retained then

this might go some way towards explaining why the 5 second economy rule

could not be confirmed on the rig. If the starting system used on the rig

were adopted consideration would have to be given not only to the increased

wear on the engine but the reduced lifetime of the starter motor.
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CHAPTER 6

THE AUTOMATED GEAR CHANGING SYSTEM

As mentioned in chapter 2, the hybrid vehicle rig includes a con-

ventional at speed manual transmission between the engine/motor and the

flywheel. For reasons of efficiency some form of variable transmission is

essential to the overall vehicle control strategy. This need prompted the

development of a pneumatic actuation system which allows the M68000 com—

puter to change gear automatically as required [Masding and Bumby, 1988

(21)]. in this chapter the automatic gear changing system will be described

and results presented to illustrate system performance. Before embarking

on this description however, it is useful to consider why the hybrid vehicle

requires a variable transmission at all, and what other transmission systems

are available as possible alternatives to the conventional manual gearbox.

6.1 The Case for a Variable Transmission in Road "Vehicles

The need for a variable transmission in a hybrid vehicle is a conse-

quence of the power characteristics of both the engine and motor. In chapter

1 it was mentioned that optimum control of a hybrid would restrict use of

the engine to the high efficiency region of its characteristic, which tends to

be at relatively high load and low speed, as indicated by figure 1.3. Such

operation can not be achieved if only a fixed ratio transmission is available.

Figure 1.3 demonstrates this fact by showing the level road load seen by the

engine when operating in a fixed gear. It is only at high speeds, and hence

loads. that the engine operates at all efiiciently. At low loads the operating

point is well removed from the high eficiency (low specific fuel consumption)

area. At a road load of 10 kW the engine operates at about 3000 r.p.m.

and is relatively inefiicient. By reducing the engine speed relative to the

vehicle speed by a suitable change in gear ratio, 'the engine operating point
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can be moved up, along the constant power line, towards the high efficiency

region. As this operating point moves up this constant pOWer line it would

ultimately reach the engine Optimum operating line, the locus of which iinhs

the maximum engine efficiency points at each speed. In order to follow

this optimum engine operating schedule a continuously variable transmission

(CV—T) must be used, however as discussed Eater, a manual transmission can

achieve comparable economy provided it is operated correctly.

Up to now the advantages of a transmission system have only been

illustrated for the i.c. engine, nevertheless, the efficiency and performance of

an electric vehicle can be similarly improved by using a variable transmission.

A typical efficiency map for a separately excited d.c. traction motor is given

by figure 6.1. In this case the high efiiciency region occurs at relatively high

speed and low torque in marked contrast with the engine. Efficient control of

the motor therefore requires a different shifting logic from that of the engine.

Another important consequence of the electric motor torque characteristic is

the availability of torque at low speed, and in fact at zero speed. As a

result neither a clutch nor a variable transmission are absolutely essential

in any vehicle which has an electric traction system. This has lead many

previous designs for all electric vehicles, such as the ETV—I [Kurtz et a1,

1981] and the Lucas Chloride van [Maugham and Edwards, 1983], to dispense

with both clutch and variable transmission on the grounds that this gives

a considerable weight saving and reduction in maintenance. Aside from the

efficiency gains that a variable transmission ofl'ers to an electric vehicle, there

are other advantages, such as improved performance and possibly simplified

control electronics, to be considered when deciding whether or not to omit

such a transmission.

As figure 6.1 illustrates, two distinct Operating regions are required

to cover the complete speed range of the motor. At about 2000 rpm. the
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torque is seen to fall with speed. This transition point is termed the ‘breah

speed’, and is the operating speed for the motor with full field current and

full armature voltage. Below the break speed it is necessary to control the

armature (voltage at full field current While speeds above the break speed are

achieved by reducing the field current but at full armature voltage; a process

known as field weakening. By including a variable transmission it is possible

to make the motor break speed appear at relatively low road Speeds, thus

confining the need for armature control to very low vehicle speeds. Field

Weakening control can be extended still further by arranging for a battery

switching system to halve the applied armature voltage. Once the minimum

‘speed for field weakening is as low as 10 km/h, armature control electronics

can be dispensed with altogether. Vehicle movement from rest is achieved by

starting resistors in the armature circuit, as is the case in the Ford electric

vehicle [Burba et a1, 1986]. An electric system based on a separately excited

motor, field chopper and starting resistors was identified as the most economic

drive system available by General Electric during their component evaluation

study for the HIV-1 project [Burke and Somuah, 1980].

Apart from the improvements in eficiency and reduction in electronic

control requirements, the variable transmission also gives the electric motor

improved performance as demonstrated by figure 6.2. In this diagram the

motor maximum torque envelope of figure 6.1, has been converted to an

equivalent traction force at the vehicle road wheels for three different trans-

mission ratios. Also shown is a typical road load requirement at diflerent

gradients. With a fixed ratio of 5.65:1 the vehicle can cover the Speed range

0—100 km/h but is incapable of starting on gradients greater than 15%. A

typical performance specification for an i.c engine passenger car is to start

from rest on 20% gradient and the ability to sustain 120 km/h on a 2%

gradient. Obviously the fixed ratio electric vehicle has difliculty meeting either
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requirement. By adding two additional gear ratios both low and high speed

performances are improved.

In a hybrid petroi/electric vehicle the presence of the electric motor

means that again a variable transmission is not absolutely essential as illns~

trated by the Lucas Hybrid [Harding et a1, 1983] and an earlier hybrid built

by Bosch [Fersem 1974]. Nevertheless, if efiiciency is an important design

consideration one is almost certain to be included. With the differing effi-

ciency maps of the engine and motor there is some conflict of shifting strategy

in a hybrid and hence some improvement in vehicle economy can be made

by using independent transmissions. Previous work at Durham [Bumby and

.Forster, 1987] suggests that overall an improvement of 10% might be expected,

although it is debatable whether the increased complexity and Weight would

make this worth while; particularly when the hybrid design is already open to

criticism for high component (grin/D when compared to conventional vehicles.
A further argument against using two transmission systems for the present

work is that the control strategies which have been designed to optimise

energy consumption tend to operate the vehicle in either all electric or all i.c.

engine modes thus allowing gear shifting strategy to be optimised for w_.ich

ever unit is operational.

6.23 Variable Transmission Systems

At this stage the case for incorporating a variable transmission in

an efficiency conscious hybrid vehicle has been clearly established. Once

this decision has been made there are several possible transmission systems

which might be adopted, with the CVT apparently representing the optimum

solution. By far the largest category of CVT’S are those based on the

Van Doorne pulley [Steig and Spencer~Woriey, 1981][Srinvasan et al, 1982], in

which the power transmitting and power receiving pulleys vary in diameter
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in opposing senses so that a constant length belt can be used to linlc them

but still allow the speed ratio between their shafts to change. An alternative

system is the Perbury, [Stubba 1981][Stubbs and lronside, 1981] which makes

use of discs with toroidal hollows in their faces separated by rollers with

spherical rolling surfaces, these rollers being constrained in a cage system so

that they can tilt and thus provide a variable drive ratio between the two

discs. If these systems could match the efiqciency, low cost, and reliability

of a conventional manual gearbox and in addition were controlled to follow

the engine optimum operating line they could achieve fuel savings of up

to 30% relative to the conventional automatic and 15-20% relative to the

conventional manual [Westbrook, 1986]. Unfortnnately the belt and pulley

CVT has a much lower efficiency than the 85-95% achieved by the manual

and shows particularly poor performance under certain loading and speed

conditions [Bonthron, 1985]. In contrast the Perbury CVT

promises much higher efficiency but in this case it has

been hampered by high manufacturing costs. For these reasons the only

commercial application of CVT‘s up to 1984 was the Daf Variomatic belt

system [Cuypers, 1984].

Due to the present low efficiency of practical. CVT’S there is a danger

that any benefits accruing from improved engine utilisation can be lost in

‘ the transmission itself. Even with high efficiency the potential advantages of

a CVT may be quite small when compared with an improved conventional

system following an economic shifting strategy. A comprehensive study of the

problem of matching engine and transmission carried out by Riccardo Engrs.,

[Thring, 1981], demonstrated that a discrete ratio transmission following an

optimal shifting strategy can achieve virtually the same economy as a high

efficiency CVT. The most important factor influencing whether or not high

efficiency can be achieved with a stepped transmission is the span and not
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the number of ratios. Specifically Tilting points out that a gearbox with

only 4 ratios can achieve very good fuel economy provided it has a span

of at least 5. Gear boxes fitted to present production vehicles, such as the

Ford gearbox fitted to the test rig, typically have a span of 3.5 with top

gear giving morph/1008 r.p.m. An optimum design would provide about

35mph/1000 rpm. which together with a span of 5 would bring about a

30% improvement in fuel economy. Above these values a law of diminishing

returns applies to both span and number of ratios, demonstrated by the fact

that increasing the span to 8 yields only a further 2% gain in economy and

a similar negligible improvement occurs if the number of ratios is doubled to

‘8.

Several manufacturers have recognised the fuel saving potential of

using a conventional manual gearbox while automating the shifting process.

Examples to date are those built by Ford [Main et al, 1987] and Isuzu of

Japan [Isuzu1 1986]. Complicating the design of both these,systems is the

need to automate not only the operation of the gear shift lever but, in

addition, the movement of the clutch. In practice the clutch has proven by

far the more difficult item to automate successfully, with smooth and. r_.llable

operation being difficult to achieve. In their paper Ford suggest that the

completed system would be most likely to find acceptance in light delivery

vehicles and taxis rather than passenger cars. For this latter market Ford

believe that conventional automatics designed for better fuel economy have the

greatest potential because they offer better smoothness in shifting. Despite

these difficulties considerable research effort continues into the automatic

operation of the clutch system {Falzoni, 1983] lTanaki, 1984]. In their study

Fiat [Falzoui, 1983] reported major difficulties in obtaining smooth low speed

operation, particularly in reverse.

The alternative option, mentioned above, of controlling a conventional
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automatic so that it follows a more economic shifting schedule has also been

investigated by Ford {Richardson et al, 1983] and Fiat [Busca et al, 1979}. In

this case inevitable losses in the torque converter, even with lock up clutch,

must limit the potential of such a system. A microprocessor controlled

automatic, with torque converter removed, was chosen for the HTV-l project

[Somuah et al, 1983]. In this case there was no need to use a torque converter

with the 3-speed General Motors automatic" because thevehicle included two

microprocessor controlled clutches capable of isolating the gearbox from both

the engine and the motor during shifting. It is interesting to note that no

problems with clutch control, even during low speed manoeuvres, are reported

‘for the HTV—l.

From the above discussion itWOuld seem that if a conventional manual

gearbox can be successfully automated, it arguably represents the best choice

in terms of fuel economy and production cost. Possibly the only barrier to

its success in conventional i.c. engine vehicles is the need to control the

clutch. This latter problem does not arise in a hybrid vehicle because the

electric motor can be used to move the vehicle from rest and control the

speed of the input shaft to the gearbox during shifting. As a result of this

simplification it is believed that the system developed for the rig would be

ideal for an operational hybrid.

Before moving on to consider the mechanics of the rig system, it is

important to consider what characteristics constitute good driveability in an

automated transmission. Firstly it is apparent that the manual gearbox cannot

achieve a ‘hot shift’ and so it is important that the total shift time, during

which torque is absent from the road wheels, must be as short as possible.

In the Ford system [Main et al, 1987] total shift times amounted to 0.7

seconds which was considered to be acceptable. Secondly a key consideration

is smooth action, with large torque transients in the prop-shaft being avoided
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when power is restored.

6.3 Transmission System Hardware on the Hybrid Vehicle Rig

To: achieve the automation of the gearbox on the rig a pneumatic

actuation system has been mounted on the rear portion. This mechanism is

illustrated by figure 6.3; overall dimensions are about 600 X 300 mm. In an

operational system the design could be considerably reduced in size; in fact

it would seem perfectly feasible that the final product would not be much

larger than the original gearbox. Such scaling down has not been attempted

on the rig because it would prevent gear shifting by hand, thus reducing

experimental fiexi bilty.

The function of the gear—change mechanism is to move the gear lever

in a similar manner to a human operator. Such freedom of movement is

provided by the two pneumatic cylinders attached to the gear selection lever

as shown in figure 6.3. Activating the longitudinal cylinder causes a plate

to move backwards and forwards thus shifting the gear change lever between

the 1/3 and 2/4 ends of the H gate. This plate is mounted between two

sets of bearings rotating in the horizontal plane- Each hearing wheel has a

grooved edge which locates with a bevel on the edge of the plate. A second

cylinder is mounted on the plate and moves with it. This cylinder provides

the necessary sideways movement of the gear selector between the 1/3 and

2/4 sides of the H gate.

The circuit diagram for the pneumatic system is shown in figure 6.4.

Compressed air is supplied to the system from a reservoir which is recharged

as necessary by an electric pump. During normal operation a. regulator valve

maintains the working pressure in the system at about 2 bar. Each of the

two working cylinders is controlled by a piston valvev There are five ports

on each piston valve with the flow path between them being controlled by
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activating the appropriate solenoid. in the case of the longitudinal cylinder

two additional components are used to help stop the piston in the central,

neutral position. The first is a fast acting valve which cuts the air supply

to the cylinder 12 ms after its solenoid has been energised. Secondly flow

regulators are fitted to both supply lines feeding the cylinder. These allow

air to flow freely into the cylinder but, when air is flowing out to the exhaust

ports, the flow is restricted. As a result the speed of the piston’s movement

is decreased which reduces its tendency to overshoot the neutral region rore

the air cut-off valve can be activated.

Both cylinders have magnetic pistons which operate sensor switches

attached to the outside of the casing, as illustrated in figure 6.3. A system of

two switches on the transverse cylinder and four on the longitudinal cylinder

completely define the the position of the gear lever. Each sensor switch can

easily be adjusted by repositioning along the casing thus ensuring that it is

activated when the gear lever reaches precisely the right position. The area.

of the H gate covered by each position sensor is shown diagramatically in

figure 6.5.

The six sensors alone are sufficient to‘confirrn when a particular gear

is engaged and when the gearbox is in neutral. Logical OR of the two centre

sensors provides a single signal which covers the whole of the neutral region.

This signal is interfaced to a positive active edge interrupt input on one of

the VIA chips. Whenever this signal generates an interrupt the air supply

to the longitudinal valve is cut using the fast acting cut off valve. However,

ambiguous positions exist, for example, the position reading obtained between

first and neutral is the same as that obtained between neutral and second. A

solution to this problem is pIOVided by connecting the two centre sensors to

a positive edge triggered D type flip-flop decoder circuit. The flip-flop circuit

uses one centre sensor as clock and the other as D, relying on the fact that
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the two centre sensors are diaplaced slightly from one another. As a result

an output is produced which is high forward of neutral and low to the rear.

BA Hutsyt’ace Circuitry

In order to give the M68000 full control of the pneumatic system

both position sensors and solenoids are interfaced to the VIA chips. Two

chips are used, one assigned to input signals from the position sensors and

decoder circuit and the other assigned to output signals for the control valves.

Power for the position switches comes from the_12v engine starter battery,

making the signals prone to noise from the ignition, in addition to any other

noise picked up as the signal cables cross the rig. Consequently each signal

passes through a dc input module, which includes some filter circuitry, before

finally arriving at the M58000 VIA input port.

Solenoid valve control signals from the VIA passe through opto-isolator

units before reaching the relevant valve. These devices not only provide noise

protection for the M68000 but switch the necessary 12v battery supply to the

valves.

6.5 Software Control

As described in chapter 2, the M68000 software is structured so that

time critical control tasks run every 20 ms in interrupt routines whilst non-

critical tasks such as user requests run in the background. Gear changing

encompasses both types of software task; the fundamental control of the

gearbox runs in interrupts whilst manual requests to change gear come from.

the background. When the complete drive system is running however, gear

change requests are also generated in interrupts. Gear change logic is provided

by a. single ‘C’ sub-routine, which has the flow chart illustrated by figure 6.6.

Direct access to the input and output registers of the VIA chips involved is
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provided by two small assembler routines. All that is necessary to activate

the main ‘0' routine is to call it in every interrupt passing the required

gear each time. On completion of the gear change the routine returns falsel

Each gearachange breaks down into three stages as described in the following

sections.

6.5.1 Stage 11.: Shift into Neutral

At the start of any gear change the loading on the gearbox is removed

and the gear lever is moved into neutral. During its first call the gear change

routine activates the necessary solenoids to move into neutral by sending. a bit

pattern to the relevant VIA output register. A two dimensional array provides

the program with d] the bit patterns it needs based on the current and next

gear. These codes activate the longitudinal cylinder as appmpriate to get

out of the current gear and simultaneously activate the transverse cylinder to

move left or right ready for the next gear. When the gear lever moves into

the central neutral region a high level interrupt signal (level 4) is generated.

At this stage the air is supply to the longitudinal cylinder is immediately cut.

Control now reverts to the main gear shifting program which is executed in

the level 3 interrupt software every 20 me. It would be slightly simpler to

allow this routine to cut the supply to the longitudinal cylinder, however this

would entail a delay in this action which might amount to 20 ms. It was

felt that the need for prompt action in this respect justified the use of the

higher level interrupt. Reaching neutral does not necessarily mean that the

gear lever is on the correct side of the H gate, and consequently the main

routine continues to check the position sensors until the appropriate position

is reached. Checking the position consists of reading the VIA input register

ten times and only accepting a given result if all ten give the same correct

reading.
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Shifting into neutral is made easier if no power is being transmitted

by the gearbox, and so the program takes steps to remove the loading from

both the motor and engine. Unfortunately in neither case is this simply a

matter ofosetting an accelerator signal to zero. Complications in reducing

the engine loading arise from the fact that it must pick up load smoothly

again once the gear change is completed. If the engine throttle is simply set

to zero, engine speed will fall far behind the rest of the drive train during

the gear change. Consequently when the throttle is returned to its previous

setting, the engine can accelerate very rapidly until it hits the rest of the

drive train, possibly causing an unacceptable jolt in a real vehicle. To solve

this problem closed loop speed control of the engine is provided to maintain

the engine at about 88 r.p.n1. ( 4 counts on the engine speed transducer

) behind the drivetrain throughout the gearchange?

Set points for the engine speed controller depend on whether the gear

change is up or down. With an npshift the engine can immediately start

to slow towards the speed it will need when the new gear is engaged. In

contrast it is not physically possible to accelerate the engine to the speed that

will be necessary after a downshift, until the gearbox is in neutral. Hence

two setpoints are used; for a dovmshift the engine follows 88 rpm. behind

the motor as it accelerates and for an upshift the engine is sent immediately

towards the speed needed for the next gear.

When the electric motor has been providing power prior to the gear

change particular attention must be paid to the accelerator and brake signals

so that is simply rotates without loading the drive shaft. if both brake and

accelerator signals are set to zero then the logic within the power electronics

becomes undefined causing the contactors to switch continuously between the

acceleration and braking modes. Application of a small signal to either input
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solves this problem and causes the controller to switch positively into one

or other mode, with acceleration taking priority if both signals are present.

Accordingly the gear change routine applies a small signal to the accelerator

in preparation for a down change and a brake signal for an up change.

695.2 Stage 2: Speed Matching

Once neutral has been obtained the next stage is to synchronise the

speed of the input shaft of the gearbox to that of the output taking into

account the ratio of the next gear to be engaged. This is achieved by sensing

the speed of the flywheel and controlling the speed of the electric motor

to a setpoint based on the flywheel speed times the gear ratio. Action of

the synchronisation algorithm depends on the size and sign of the error in

a way that has been designed to minimise the time taken to match the

speeds. Intuitively mixed use of accelerator and brake, depending on the

sign of the demand from say a P+I algorithm might seem an obvious form

of control. However this is not the case because of the delays that arise

when the power electronics have to switch between braking and accelerating.

In practice these delays are caused by the contactors closing and the field

current reversing, which amounts to an unacceptable 0.5 second delay. To

avoid this problem, and achieve synchronisation in about 0.7 seconds the

controller takes different courses of action depending on whether an up or

down shift is needed. 011 a change down, having preset the contactors to

accelerate prior to making the neutral move, speed control is achieved by a

P+I algorithm using the accelerator alone. During a. change down accelerator

action is all that should be required, however if the system overshoots slightly

natural slowing of the motor provides adequate correction Without recourse to

regenerative braking. One slight modification to the basic P+I algorithm is

that the gains are reduced for small errors since the unloaded motor is highly
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sensitive to variations in the input signal. On an up shift the system has

been primed for braking and so a constant brake value is applied for as long

as the overSpeed error is greater than 200 rpm. Once the overspeed error

has been reduced below this level the controller sends out a small accelerator

signal in anticipation of the time it takes the electronics to make the necessary

changes. Meanwhile the motor continues to slow naturally and eventually

reaches the required speed, at this stage the P+I accelerator algorithm takes

over to maintain this speed until the gear is successfully engaged.

6.5.3 Stage 3: Engaging the New Gear

As soon as the speed error is less than 66 r.p.m. the longitudinal

cylinder is activated to engage the new gear. Any residual speed errors are

partly corrected by the synchromesh in the gearbox, assisted by the continuing

action of the P+I control algorithm. Once the engage move has been made

the program waits for the sensors to confirm that the position for the new

gear has been reached. Finally the program returns false to the calling routine

thereby signalling that power may be restored to the drive shaft.

6.5.4 Error Handling

Several error conditions are feasible during the gear change operation,

the main control routine has been designed to detect the oceurence of three

of them. Paramount consideration in handling error conditions is to protect

the gearbox against the possibility of attempting to engage a gear when there

is a large speed error, or when either prime mover is attempting to provide

power. If this precaution is not fully observed, the result can be destruction

of the gearbox.

As indicated above it is possible for the gear selector to stop in a

position that, although in neutral-is not covered by the centre sensor. If this
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happens the main gear change routine would wait indefinitely for the neutral

position to be reached. Accordingly 25 interrupts (0.5 seconds) are allowed

for the neutral position to be reached and after this time it is assumed

that an error has arisen. When this occurs control is passed to an error

handling routine which attempts to nudge the gear selector back towards

neutral. Interrogation of the output from the decoder circuit determines

which direction the longitudinal cylinder must move to achievo this.

Another error condition occurs if an erroneous interrupt from the

centre position sensor causes the air supply to be cut before the engage or

neutral moves are complete. To guard against this problem the program

allows three seconds overall to engage the gear and if this is not achieved the

error handling code forces the main program to remake the necessary move;

subject to successful speed matching.

Finally if the gear change is not completed after five seconds, the error

handling code assumes that something is disastrously wrong and it abandons.

the whole gear change. In taking this action the gear change program cuts

the engine ignition and disables both motor accelerator and brake action.

It is therefore impossible for external routines to restore power to the drive

shaft.

Should any of the above error conditions occur key control variables

and position signals are stored by the software so that a later diagnosis

can be carried out by the operator. It should be mentioned that with the

present hardware and software configuration none of the above errors has

occured, they came to light as possibilities during earlier development work.

For example erroneous interrupts occured when the dc input modules were

placed near the cylinders so that they did not filter the signal just prior to

it reaching the computer.
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6.5.5 Location on Power Up

On initial power up a gear change initialisation routine is activated

that locates the gear selector lever in the neutral ieft position ready for the

first gear change. This is done Without use of the decoder circuit since the

output from the flip—flop might erroneous until the neutral position is crossed

for the first time. A simple series of logical movements based on the sensor

readings makes up the structure of the location routine.

6.6 Results

Typical results for both a down—change and an up—change are shown

in figures 6.7(a) and 6.7[b) respectively. Both changes occured when the drive

train was operating in i.c. engine mode. As such the engine provides all

the power before and after the gearchange. This type of operation provides

a stiffer test of the gear changing system than a. change in electric mode

because of the delays in restoring torque inherent in the way engine speed

lags slightly behind the gearbox input shaft during the change.

Figures 6.8(a) and 6.8(b) shows speed synchronisation in more detail

and indicate how much of the total shift time is taken up by each stage

of the shifting process. Speed matching is the most time consuming stage

with considerable dead time before the motor speed responds at all to the

setpoint. This set point Speed becomes defined as soon as neutral is reached

and is then related to the flywheel speed through the appropriate gear ratio.

Slight decay in the flywheel speed can be seen during both gear changes as

a result of the dynamometer loading. Variations in engine speed given by

figure 6.8 illustrate how it immediately drops away towards the final setpoint

value during an up change whereas in a down change it is tightiy linked to

the motor speed as soon as neutral is reached. Natural decay of speed for

the engine is seen to be much slower than active braking for the motor.
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(5.7 Discussion

Before the gear changing system was described in detail two perfor-

mance criteria were suggested; total shift time and smooth reapplicatiou of

torque. Experimental results show that typical shift times for the rig sys-

tem are 1.16 seconds for an up change and 1.48 seconds for a down change.

Greater adjustments in speed are required if the shift is between non-sequential

gears which typically increases the total shift time by 200 ms. Figure 6.8

shows that of this total time 200-400-ms are required to reach neutral, speed

synchronisation requires 600-800 ms and the engagement process requires a

further 100—300ms. This wide range of times for the engagement move is a

result of varying residual speed errors when engagement is first attempted.

Although quite reasonable for development work on the rig, this total shift

time is actually rather slow for acceptable driveability in a production vehicle,

a more realistic target is the 700 me figure quoted by Ford. Fortunately

there are a number of modifications to the present system which make it

quite likely that the total shift time could be reduced to a far better value.

A substantial improvement in shift time could result from the use of

a more advanced electronic control unit now manufactured by Lucas [ETV

World, 1988]. The Mark V power electronics control unit described in this

article makes very limited use of mechanical contactors, thus making it possible

to switch instantaneously between motoring and braking. As a consequence

it would be possible to incorporate mixed use of regenerative braking and

accelerator action in a single P+I control algorithm; furthermore dead time

apparent in the present system before it responds to a control signal should be

substantially reduced. Despite continued use of the older Mark III controller

on the rig there is still some scope for improving shift times by altering

the control algorithm. At present controller gains are fixed over the whole

operating range of the motor. As was revealed in the analysis of the motor

175

193



194

in chapters 3 and 4, three operating modes exist each with differing dynamic

characteristics. Consequently using one set of controller parameters for speed

matching must reduce performance under certain conditions. A look up table

of gains to be adopted OVer different speed bands is one possible solution

to this problem. A further refinement worthy of consideration is to increase

the bias brake/accelerate signal during the neutral move in an attempt to

reduce dead time once full speed control commences. Any gains here though

would have to be weighed against a possible increase in time required to

reach neutral due to slight loading of the gearbox.

A second possible improvement may be obtainable by adopting a

radically different control strategy. In a similar system, developed for an all

electric vehicle, [van Niekerk et al, 1980] satisfactory engagement was achieved

by simply sweeping the motor speed past the desired set point and attempting

to engage as soon as a 10% error band is entered. Using this technique total

shift times of 700 ms were achieved.

Finally it must be recognised that the mechanical system has been

partly compromised from the ideal by the desire to retain a manual shift

facility. If the longitudinal cylinder acted directly on the selector forks and

the transverse cylinder were replaced by rotary action, not only would the

resulting system be more compact, but the shifting action would be faster.

Following this course of action would require higher operating pressures to

compensate for the loss of the mechanical advantage offered by the gear lever.

Many operational systems such as that built by Ford, use a hydraulic oil

based actuation system working at much higher pressures than those used on

the rig and thus allowing a more positive shift action.

Leaving aside operation time, perhaps one of the greatest advantages

of the present transmission control system is the way that it fulfills the second

design criteria, that of smooth reapplication of torque once the gear change
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is complete. In figure 6.7, the engine torque traces shows no substantiai

ossciiations on ire—engagement, so that good driveability in this respect can

be anticipated. 'Some indication of the amount of torque oscillations in the

prop-shaftoencountered when a typical driver starts a. vehicle from rest is given

by Lucas [Lucss and Mizon, 1978]. Their results, and those quoted by Ford

in [Main et a], 1987] as representing a. perfectly acceptable gear change, shoe.r

far greater oscillations than figure 6.7, suggesting that the speed matching

system exceeds requirements.
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CHAPTER ’?’

ENTEGRATED DRIE‘VE TRAIN CDNTR‘DL

AND DMVE CYCLE TESTllNG

Daring the introduction it became apparent that control of drive train

components in a hybrid design is a much more complex task than in either a

simple all electric or i.c. engine vehicle. As a result some form of automated

drive train controller is an almost essential part of any hybrid vehicle design.

The only alternative to such a system is to make the driver responsible for

controlling the drive train, as well as overall speed and steering. Such a

strategy is clearly not only impractical, but could never lead to efficient use-

.of the vehicle.

Having recognised this need for automating the drive train, subsequent

chapters have been concerned with four microprocessor based systems, designed

to carry out fundamental component control on the experimental laboratory
hybrid vehicle rig.l These systems allow engine and motor torque to be

precisely scheduled, the engine to be switched in and out of the drive train

as necessary and finally they also allow fully automated transmission shifting.

To complete the design these four control tools must now be linked together

so that the vehicle can respond to the demands of a driver. Once this is done

the completed system will have the control structure illustrated by figure 7.1.

Primary inputs to the system come from the driver via the accelerator and

brake pedals in the same way as they would in any conventional vehicle. At

this point though, in contrast with the conventional system, the pedals are

not mechanically connected directly to the engine or straight to the power

electronics unit for the motor- Instead the pedal positions are fed electrically

to the computer based hybrid mode controller, where they are interpreted as

torque or power demands, either positive in the case of the accelerator, or

negative in the case of the brake. Incorporated in the hybrid mode controller
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is some overall strategy which decides how to split the total driVer demand

between the engine and motor and also what transmission ratio to user How

it does this will ultimately determine the relative use made by the vehicle

of petrol and electricity as well as the efficiency of the engine and motor.

After the hybrid mode controller has made these three decisions it is left

to the four individual component controllers, mentioned above, to carry out

its instructions. Between these systems and the mode controller lies the

component sequencing control necessary to achieve a logical order of events.

In the first part of this chapter the action of this component sequencing logic

is explained and then a simple hybrid mode controller is designed for test

purposes.

7.1 Component Sequencing Control

The hybrid mode controller produces three outputs on the basis of the

driver’s pedal positions. These are an engine torque demand, a motor torque

demand and a transmission shift command. It is the job of the component

sequencing logic to harness the component controllers together so that these

commands are followed with due regard to physical constraints imposed by

the drive train. For example it is impossible to continue with torque control

during a gear shift, and so the sequence controller includes logic to make

sure that this never happens. Some drive train limitations are considered by

the mode controller such as the maximum torque available from the engine

or motor under given operating conditions. In _ general however this mode

controller embodies high level strategy so it is advantageous to separate out

simple sequencing tasks so that its structure is not obscured by them. In

figure 7.1 the additional sequencing logic is seen to act as a buffer between

mode control and the operation of individual components.

A flow chart for the sequencing logic is given in figure 7.2. Following
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this structure it is apparent that during gear shifting all other control action

is suspended thus avoiding the potential problem mentioned above. Several

other features of this flowchart are concerned with engine start and shutdown,

since these two actions play an important part in ensuring a smooth transition

between the various operating modes of the vehicle. _As an example consider

switching between primary electric and primary engine modes, as defined

in chapter 1. At the transition point the hybrid mode controller calls for

an instantaneous transfer of full vehicle load from the motor to the engine.

Clearly this cannot happen because of the finite time required to start the

engine and synchronise it with the moving drive train. Consequently the

component sequencing logic tries to cover up for this delay by continuing to

call for all demand torque to be met by the traction motor until the engine

successfully starts. This condition persists for aslong as the engine starting

routine is active and would have to continue indefinitely should the engine

fail to start. Thus, within the limits of the traction motor, the driver will

not notice loss of torque during the starting process, even if it takes several

seconds.

A second important consideration affecting whether or not the engine

should be started concerns avoiding too many start up operations. Failure

to restrict the amount of engine starts would lead to excessive wear on the

starter motor, and might damage the engine itself. As a result the sequencing

logic includes two safeguards designed to stop this eventuality from occuring.

Firstly the engine is allowed to idle for five seconds at zero torque before

being shut down. This five second figure is based on the estimated fuel

penalty associated with the starting procedure as discussed by Volkswagen

[Schmidt, 1981]. One condition does override this five second rule however

and that is that the engine is shut down immediately should the driver touch

the brakes. If this is not done regenerative braking can easily stall the engine
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which is not a desirable condition.

The second constraint on use of the engine is that it is not started if

the torque demand is less than 5 Nm. In fact such a low torque demand is

unlikely tel result from a sophisticated mode controller on the grounds of low

engine efficiency. however during testing with the simple controller discussed

in the next section= certain conditions caused engine torque demand to hover

around zero. Without the minimum torque constraint this resulted in rapid

starting and shut down of the engine. Finally it should be noted that since

gear changing takes precedence over engine starting there is no danger of a

conflict between the differing engine speed control strategies used by these

routines. In future it may well prove necessary to allow these latter two

events to occur simultaneously since combined engine start and down shift

would be the most likely result of a sudden demand by the driver for full

power. Minimum delay in achieving this would arise if the engine start

process were going on during the gear change. Such dual action might well

necessitate the selection of new parameters for engine speed control, since the

engine would then have to synchronise with the unloaded motor. As such the

synchronisation target speed would be subject to much more rapid variations

than is currently the case, when all engine starts happen during the loaded

motor condition.

7.2 A Speed Based Mode Controller

Eventually the hybrid mode controller must carry out a complex

efficiency oriented strategy. For test purposes however, a. simpler speed based

strategy was used to investigate the interaction between mode controller,

sequencing logic and component control. This algorithm has the advantage

that mode transitions occur predictably, which is very useful for demonstration

purposes and means that data sampling can be easily arranged to cover mode
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transition points in detail.

When this speed based mode controller is initialised the user can

input fixed speeds at which all mode transitions and gear changes will take

place. The of the user inputs define switching speeds between all electric

mode, all engine mode and hybrid mode. Usually these three modes occur in

sequence as the speed of the rig increases, but it would be possible to reverse

the order of all engine and hybrid modes. In the hybrid mode the user is

able to define a value of torque split ranging from one for all electric, to

zero for all engine. Whenever a negative torque is demanded it is achieved

entirely by the motor since the mechanical air brakes fitted to the flywheel

are not under computer control. In addition to being able to define three

gear change speeds the user can request that any single fixed gear be used.

Smooth switching between modes and gears is achieved by defining a

hysteresis band around each threshold speed. As a. result an arbitrary gear

change speed of 20 km/h will result in an upshift at 21.9 km/h but no change

down, again until 18.] kin/h. This is vital to gear changing in particular

because the speed inevitably falls during the gear change. A slightly smaller

band of i095 km/ h is defined for mode transitions in recognition of the fact

that speed changes are less severe in this case.

7.3 Drive Cycle rTesting

Combining the mode controller described above with the existing

elements provides the complete system needed to operate the rig in response

to a driver. This means that the interaction of all the drive train systems

can be tested under simulated driving conditions. Precisely how to evaluate

the performance of any hybrid drive train is quite a complex question and no

standard procedure is available [Wouk, 1982]. Wonk does however mention that

important parameters for consideration are electric and liquid fuel consumption,
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range before battery charging is required and emissions. Having decided to

measure these important characteristics, it must be remembered that all

are highly dependent on the vehicle use pattern. Consequently many test

driving cycles have been deveIOped to simulate typical vehicle missions such

as urban, sub-urban and highway driving. As discussed by Wonk, JPL used

a number of such tests to eValuate the performance of the HTV-l. Their test

procedure lasted three days and included all three mission categories with a

full assessment of emissions, range and fuel economy being carried out for

each.

Unfortunately it is not within the scope of the present work to carry

out such a full evaluation of the laboratory drive train. In this case no exhaust

gas analysis equipment is available and furthermore neither the flywheel nor

dynamometer can provide an accurate enough simulation of vehicle load for

fuel economy results to be meaningful. Nevertheless there are good reasons

for testing the control system over a driving cycle. Most important is that

such cycles will make demands on the system which are similar to those

that would be encountered in a. vehicle. If the control system is capable of

following these driving cycles smoothly and accurately then good driveability

in an operational system can be anticipated.

In chapter 2 the cycle control software was described, this allows a

speed profile to be defined in the M68000 which can be used as a set point

for speed control. The only limitation inherent in this software is that the

cycle must consist of a number of straight line sections. An example of a

cycle which fits this description is the ECEIS European Urban Cycle. This

cycle consists of three phases each characterised by a period of acceleration,

followed by cruise and then braking to standstill. All three phases are at low

speed with the last, and fastest only reaching 50 km/h at peak. As such it

clearly represents typical Vehicle behaviour in dense urban traffic and is often
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used by European car manufacturers to determine the urban fuel economy of

their vehicles. Due to the fact that the ECE15 is relatively mild, yet allows

the hybrid drive train to use all of its operating modes, it has been used; for

most of the tests on the hybrid vehicle rig.

,To carry out a cycle test the rig operator must first select the ECEIE

or other cycle from disc, then initialise all the control systems in the drive

system. It is quite possible to vary control parameters in all the control

loops but the values derived in the preceding designs are available as default.

At this stage the critical speeds defining the mode controller are selected.

Initialisations are then complete and the M68000 is ready to start the cycle.

Before this happens the Duet plots the cycle profile on the screen and waits

for the user to press a single key to begin.

Once the cycle has started the signal from the accelerator pedal is

used to define the torque demand to the mode controller. There is only one

operational pedal on the rig and so the user must press a key to toggle its

action between brake and accelerator. As the cycle proceeds the speed of the

rig is plotted against time so that the operator can attempt to follow the

driving cycle. This procedure is carried out by the car manufacturers when

they test the emissions of vehicles in the ifactory. Figure 7.3 shows the speed

profile for the ECE15 together with the rig speed over a. manually operated

cycle. Such a result was obtained after several attempts by the operator and

represents a fairly typical attempt at following the speed profile.

7.3.1 Speed Conversions

Driving cycles can only be simulated on the rig if the flywheel speed

is converted to an equivalent road speed. Flywheel speed is measured in terms

of the counter value, f9, resulting from the combination of the magnetic probe,

60 tooth gear wheel and 20 ms sampling period. To convert a given speed,
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V, in km/h to a counter value to the scaling factor KC is defined so that

re = Kc >< v - (7.1)

and hencea

_ 1000T5gf _
Kc _ 211'?"wa (7.2)

where T5, is the sampling period, N1 the number of gear teeth (60) and 9

and rm are assumed values for a vehicle Wheel radius and final drive ratio

respectively. Values adopted for the rig tests were g = 3 and rw : 0.3 m.

A first order digital filter is used to condition the flywheel speed signal prior

.to its use in driving cycle control.

'14 Complete Computer Control

When a test driving cycle is followed by a driver he is acting as a. closed

loop speed controller, varying his accelerator and brake demand in response to

the speed error he observes on the computer screen. Even after considerable

practice the driver cannot follow the cycle completely satisfactorily nor can

he provide repeatable results. This fact le to the design of a. computer

based speed control system which allows driving cycles to be carried out

both accurately and repeatably. This system brings the advantage that as

modifications are made to the drive train controllers their effect can be seen

in isolation because the cycle will be followed in a predictable manner. Speed

control by the computer is put into context by a block diagram for the

complete system given by figure 7.4. In the following sections the P+l speed

controller and expert system for cycle break point, which together represent

the computer’s equivalent of the driver, will be fully described.
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14.11 rii‘he Speed Control Loop

Dominating the performance of the speed control loop is the large

flywheel inertia (vehicle inertia] which swamps any delays brought about by

the torque controllers. As a result the cycle speed controller can be designed

around the dynamometer and flywheel transfer function assuming that all

torque demands appear instantaneously. The speed controller produces a

torque demand which must be met at the flywheel input shaft, however the

corresponding torque required from the motor or engine depends on the gear

ratio. To allow for this fact the control system includes the % terms seen

between the component sequencing logic and torque controllers on figure 7.1.

For control design purposes the dynamometer and flywheel can be

approximated by a transfer function relating the speed measured from the

flywheel probe, f6, to the flywheel torque, Tf.

32(5) _ I/K

no) ‘ 1+ J/Ks

 

(7.3)

where J is the flywheel inertia and K indicates that dynamometer loading

is directly proportional to speed. Torque in the flywheel input shaft Tf can

not be measured directly because both torque transducers are located on

the input side of the gearbox. As a first step towards the required result

the transfer function fc(s)/Tm(s) is identified from the way flywheel speed

responds to changing motor torque. Subsequently the final answer is obtained

by dividing the gain of the resulting transfer function by the gear ratio used

in the identification experiment.

Approximate values of the gain and time constant in equation (13)

were found by carrying out a simple step test in second gear and then

measuring them from a graph of the experimental response. The slow system

response demonstrated by this experiment allowed greater freedom in the

choice of the sampling period for an equivalent digital transfer function than
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has been the case in other control loops, hence the normal system sampling

period of 20 ms was extended to 320 ms for the identification experiment.

Following this procedure the flywheel/dynamorneter transfer function is found

to be 0

11(2) _ 9.997 x 1042: — 7.425 x 19-4

Tf(z) " z ._ 9.990503

 

(7.4)

where the numerator coeficients have been reduced by the factor 2.0 to allow

for the use of second gear in the identification experiment. Close agreement

between the model and the experimental identification data is shown in figure

7.5. Having obtained this transfer function it remains to design a speed

controller which will give satisfactory closed loop response. Following the

pole‘placement design procedure described in chapter 5 gave the following as

a. suitable controller:

1”: + 0‘1) (7.5)to

which results in the root locus for the system illustrated by figure 7.6. Using

the inverse transform of equation (5.1) gives the discrete controller

50:32—50

2 _ 1 (7.6)gc(z) 2

when applying the transform pair in this case it is important that the sampiing

period, T3 is set to 320 ms for obtaining the correct dynamometer/flywheel

transfer function in the w'-piane and yet setting Ts to the usual value of

20 ms when discretising equation (7.5). Equation (7.6) is thus valid for speed

control at every interrupt.

In a driving cycle situation one of the stifi'est tests facing the speed

controller is to follow ramp acceleration stages. Before facing this test in

practice satisfactory performance can be predicted in theory by calculating
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the ramp error coefficient for the system comprising the speed controller

and dynamometer/flywheel combination. Following this calculation the steady

state error in flywheel counts is

0

RK

Afcisa) = ‘9—q (7-7)

where 1 /K is the gain of the plant transfer function, given by equation (7.4),

g is the gain of the speed controller and R is the ramp acceleration. For

the ECE15 cycle the most severe acceleration is R m 1.989 fc/20 ms/second

( 3.75 km/h/sec ) which gives a steady state error of fifth”, = D. 409 or

0. 77 km/h.

A An initial indication of satisfactory performance in actual operation

was obtained by arranging for a. step change in demand speed. During this

experiment the engine and motor each provided 50% of the total torque

required by the controller. The experimental results of figure 7.7 show that

the flywheel speed rose quickly to the new demand speed with no overshoot,

the response having a rise time of 1.8 seconds. When the step input is

first applied the large speed error results in a huge demand from the highly

tuned controller, consequently it is necessary to limit the size of the step

input so that this-initial demand can be met by the combined efforts of

engine and motor. If this is not the case saturation effects would cloud true

controller performance. Even with this relatively small input, the sharing of

load and the fact that this experiment was carried out in second gear, the

initial demand for the engine approached its maximum capability.

Due to the 50% torque split the demand to the engine and motor

torque controllers is identical. As expected froni the design of the‘two

torque control systems however the motor torque trace in figure 7.? shows

a significantly faster response than the engine. Any delay in the torque

controllers must alter the performance of the speed controller since no allowance
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was made for such a delay in its design.

'725 Automated Cycle Control Using the Speed Based Mode Conn

troller a

Following the successful testing of the speed controller under the

somewhat artificial conditions of a step input, it remains to confirm that it

will operate satisfactorily over a. driving cycle. Initially the newly designed

system was combined with the simple speed based mode controller and then

testedover the ECEl-5 cycle.

725.1 Preliminary All Electric Performance

In order to assess whether gear changes and mode transitions have a

detrimental effect on the performance of the laboratory system, it is useful to

establish a baseline performance. This baseline performance is obtained by

Operating the rig over a driving cycle in electric mode and in a fixed gear.

By operating in this simple: single powered way speed control should be at

its best and adverse effects arising from truly hybrid action will be apparent

by comparison.

Figure 7.8(a) shows the first result for an all electric ECE15 cycle.

Variations in motor torque which gave rise to this result are shown in figure

7.8(b). Over the cycle as a. whole, good speed following is achieved on

both the ramp and cruise sections but a considerable overshoot occurs at

the transition between the two. This fault has nothing to do with the drive

train part of the system, which would actually appear in an operational

vehicle, but is a consequence of the cycle break point and the nature of the

speed controller. In fact the inability of the error actuated P+I controller to

provide the instantaneous change in demand at breakpoints is the root cause

of the overshoots. Overcoming this problem would improve cycle following
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and thus allows baseline performance to be accurately determined. A

simple refinement to the speed controller makes the necessary improvement

possible. This refinement takes the form of ‘expert control’, already included

on figure 7.4, which acts at each cycle discontinuity. The expert uses

its knowledge of the flywheel inertia to predict the torque needed for the

acceleration rate of each stage of the cycle. At break points the difference

between the acceleration torque for the previous section and that for the next

is used to adjust the controller demand. As a result at the end of each ramp

phase controller demand is reduced by that proportion of the torque which

the expert predicts was being used for acceleration thus leaving the amount

necessary to sustain the cruise. The method used to adjust the control

algorithm given by equation (7.4) so that it meets the recommendation of

the expert is as followe:

9n 2 y'n—I + (Tuba) - Tuba—1)) (7.8)

en 2 0 (7.9)

Where y.n is the adjusted controller demand and Tu(n) is the acceleration torque

needed for the nth cycle section, as predicted by the expert. The purpose

of setting efl = 0 is so that the algorithm proceeds smoothly from the new

value at the next execution which is carried out according to equation (5.9).

yn+1 = it. + (5' + kilenfl ‘l' (hi “ Flo (7-10)

From this equation it is apparent that the method of adjustment is equivalent

to setting the integral summation term as below

E 8' _ Take) _ Tam—1) + 3111—]2ki (L11)1'21
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Although the prediction made by the expert may not be perfectly

accurate, the P+l controller is in a position to rapidly make any fine

adjustments that are needed.

a

7.5.2 Calibration of the Expert System

Calibration of the expert is concerned with measuring flywheel inertia

so that acceleration torque can be predicted. This is achieved by instructing

the cycle speed controllers to carry out differing constant acceleration ramps,

the flywheel effect is isolated by turning off the dynamometer. In figure 7.9

the measured torque values are plotted against the acceleration rate given

*in flywheel counts /sampiing period/second. Torque values shown here are

refered to the flywheel side of the gearbox but they were originally obtained

from the motor torque transducer in two separate experiments carried out in

second and third gears. By dividing by the gear ratio prior to plotting both

sets of results represent flywheel torque and thus lie on the common line of

figure 7.9. A regression analysis of this result gives:

T! = 10.54 + 32.00}c (7.12)

A separate confirmation of this result can be obtained from the flywheel and

dynamometer transfer function by converting the digital transfer function of

equation (7.4) hack to the s—plane form of equation (7.3) and then solving for

J. A simple method of finding the s-plane equivalent is to measure the time

constant and gain of the digital transfer function so that with reference to

equation (7.3) l/K : 0.972 (from the measured gain) and J/K = 33.28 (from

the measured time constant). As a. result J = 34.32 which agrees favourably

with the value of 32.00 given above. These inertia values have arbitrary units

dependent on the flywheel speed probe, by adjusting the transfer function

gain for speeds measured in rad/sec the result J 2 6.54 lrgm2 is obtained.
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This latter value of flywheel inertia gave the equivalent mass of a real vehicle

quoted in chapter 2.

71%.3} All Electric Performance with Expert Control

With the addition of the expert system performance at cycle break-

points is dramatically improved as illustrated by figure 7.10(a). In this case

the corresponding motor torque trace, figure 7.1003), clearly shows the sudden

drop in torque which occurs at cycle break points when acceleration stages

give way to cruise.

7.5.4 Effect of Mode Transitions and Gear Changes

Regardless of the final mode control used there are five fundamental

operating modes which occur:

1. i.c. engine

2. Electric

3. Hybrid

4. Regenerative braking

5. Battery recharge

Three others were mentioned in Table 1.1, namely primary i.c. engine,

primary electric and accelerator kick down however from the description of

these modes given in that table it can be seen that they are in fact special

cases of hybrid operation. ‘From these five possible modes there arise 20

possible types of mode transition all of which must be achieved quickly and

smoothly. Over an ECE15 cycle the speed based mode controller can be

made to illustrate all the most important types of transition, in addition

gear changes can be included. Speed thresholds for the test experiment were

defined as follows:

18t gear 1: 2nd gear @ 16 km/h
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electric "6—: i.c engine @ 22 ism/h

to engine 2 hybrid @ 35 ion/h

Figure T.11(a) shows the cycle speed trace that resulted from this

strateg. arts is common practice with ECE15 tests a small flat in the

acceleration ramps allows the gear changes to occur without loss of cycle

accuracy. Torque traces for both prime movers over this cycle are shown

in figure 7.1105) and 7.1103). Once again sudden reductions in torque as

demanded by the ‘expert’ controller can be seen at each break point. In

addition torque transients can be seen in the electric motor trace during

gear changes. These occur when the gearbox is in neutral and the necessary

positive or negative torque is used to match the motor speed to the drive

train speed ready to engage the new.r gear.

One important mode not covered by this experiment is battery

recharge. Unfortunately introducing this on purely speed based rules be-

gins to make the modal speed bands rather small so the mode controller

was reprogrammed to use battery recharge on a time basis between ?0 and

80 seconds in the E01315 cycle. Battery recharge was achieved by defining

a torque split of -0.5, so that the engine provided 150% of the road wheel

requirement and the motor absorbed the excess 50%. Making this alteration

but keeping other speed thresholds as before gave the results illustrated by

figures 7.12(a) and 7.1203). In this instance the flats previously included in

the cycle for gear changing were ommitted.
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7.6 Discussion

Any acceptable hybrid design must surely offer the driver the same

ease of operation and smooth action that a conventional vehicle achieves.

Using a computer control system allows easy operation but nevertheless it

might. be anticipated that mode transitions, such as transfer of power from

the motor to the engine, would be sufficiently noticeable to the driver to make

it inferior in this respect. Without an operational vehicle it is impossible

to be absolutely certain what effect these modes changes would have on the

road, but a useful method, available within the limitations of the laboratory

based system, is to compare cycles including many mode transitions with one

being simple all electric operation. Once expert control had been added the

rig followed the ECE15 cycle very accurately indeed in this simple mode.

With this all electric experiment available to define a standard per-

formance the speed based mode controller was used to introduce a whole

range of likely mode transitions in to the system. Experiments such as

those represented by figure 7.11 are able to demonstrate, on a repeatable

basis, that transitions involving all the possible transfers of power between

engine and motor can be achieved without loss of accuracy when following a

cycle. Despite the fact that this provides a good indication that acceptable

performance could be achieved in practice, speed traces are perhaps not ideal

for showing what effect torque transients in mode transitions might have on

a driver. In the description of an automated gear change system, Ford [Main

et al, 1987] state that acceleration, rather than torque, can be directly related

to passenger comfort. Although in this case they Were concerned with the

effect of torque transients during the re-engagement of a computer controlled

clutch, the principle remains the same for mode transitions.

The designers of the HTV-l utilised a power blending algorithm to

ensure that power was transferred smoothly between the engine and motor.
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This algorithm transforms any large step change in load into a fixed number

of small steps over a 640 ms time period [Bose et al, 1934]. In the paper

the authors state that the primary reason for doing this was that the speed

of response of engine and motor differed quite significantly, with the engine

being the slower of the two. Results in figure 7.? show a similar difference

in dynamic response for the engine and motor in the laboratory and, once

again. the engine is slower.

Apart from mode transitions gear changes Clearly affect the potential

driveability of the rig. In the first series of tests represented by figure 7.11,

the ECE15 cycle was modified to include a small flat for all upshifts. As

a result the speed controllers were able to follow the cycle despite the loss

of torque during the upshift. When this flat was removed, as in figure

7.12(a) accuracy inevitably suffered. Nevertheless not including an allowance

in the cycle for gear changes is a logical step since an efficiency based mode

controller would not change gear in such a simple manner and the cycle could

not be modified appropriately. If the pneumatic gear shift used on the rig

were ever incorporated in a real vehicle it seems likely that steps, such as

those discussed in chapter 6 would need to be made to reduce shift times.

Whether considering mode transitions or gear changes the laboratory

system has performed well, especially when the low flywheel inertia is taken

into account. Using a more realistic higher value would not only reduce speed

loss during gear changes but damp any effects due to torque transients.
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CHAPTER 8

CONCLUSEONS AND PRUPQSALS FOR FUTURE WORK

8.11 General Conclusions

Although the fuel economy of conventional vehicles has undoubtedly

improved considerably over recent years, their fundamental reliance on cheap

and plentiful supplies of oil based fuels remains undirninished. At present this

situation may seem perfectly acceptable, since the fuel crises of the 1970’s

are now largely forgotten and prices have remained stable, or even decreased

slightly, in recent years. Despite this improvement in the oil supply situation,

there is no guarantee that no further problems will arise, after all the previous

loll crises were largely unforeseen and might well occur again, particularly when

the political instability in the Middle East is taken into account. To guard

against this possibility, and even more against the inevitable upward trend in

oil prices as the resource becomes scarce, work on projects such as the hybrid

vehicle system developed in this thesis must be a sensible course of action.

In chapter 1 some of the benefits offered hybrid vehicles were described

Most important of these is a reduction in the use of oil based fuels by

transferring some of the load from the otherwise inflexible transport sector1 to

the broad base of fuels used in the generation of electricity. This advantage

is obviously better demonstrated by an all electric vehicle, but at some

cost in terms of both performance and range. Both these limitations on

electric vehicles are a result of battery technology. Although many possible

alternatives to the firmly established lead/ acid type have been developed, none

can really produce a vehicle which matches the range and performance offered

by the i.c. engine. Consequently so long as oil based fuels remain available,

it is unlikely that electric vehicles will be acceptable to consumers accustomed

to the convenience of i.c. engine vehicles. One factor however which might

persuade consumers in some areas to accept the drop in performance associated
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with electric vehicles is air pollution. Southern California has long suffered. a

serious air pollution problem brought about by its enormous vehicle population

and exacerbated by climatic conditions. Despite American emissions controls

these factors have contributed to a continuing increase in smog in the area.

Growing public concern has lead to a proposal that all new vehicles must

be either electric or burn a clean fuel (most probably methanol) by 1993

[Alexander (ed), 1988]. In this article the author states that the appropriate

legislation will almost certainly be approved and a time schedule for the

phasing out process will be drawn up by late 1988. Clearly hybrids could

play an important part in the Californian strategy, allowing users to conform

to legislation in sensitive areas by driving electrically and yet still ofl’ering

them the performance they are used to for longer out of state journeys.

Having decided that a hybrid vehicle provides worthwhile advantages,

despite its increased complexity, the next step is to investigate possible

mechanical designs. Many studies have shown that the design with the greatest

potential for the passenger car application is the parallel i.c. engine/battery

electric. This configuration allows completely independent use of the engine

and motor in powering the vehicle as well as mixed operation and recharge

of the batteries by the engine. Although this mechanical design is essentially

simple the presenCe of two power sources allows many possible modes of

operation not encountered with conventional vehicles. ‘Nith maximum economy

as a goal it is by no means obvious how the hybrid drive train should use these

modes to meet the power demands imposed by the driver. Such fundamental

questions of how best to operate the vehicle were answered by the first phase

of hybrid vehicle research carried out at Durham University. During this

first phase a vehicle simulation package was developed which demonstrated

the potential of the parallel hybrid and used an optimisation study to show

how best to control it. Such control requires that full use is made of all
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the operating modes possible with the hybrid, but the simulation could not

attempt to address the practical problems of achieving these modes nor how

to switch between them. it was for this reason that phase two of the work,

on the rig}, was begun.

The laboratory based test rig is a full scale version of the parallel.

hybrid drive train. Load emulation is provided by a dynamometer and

flywheel combination capable of simulating vehicles weighing up to 2 tonnes.

At the focus of the present work however, are the microprocessor system and

associated instrumentation used to- control the rig. Use of a microprocessor

based controller is almost essential because the additional control tasks created

“by the hybrid are certainly too much for a driver or a hard wired controller,

the latter being too inflexible. Similar conclusions were drawn by JPL

['Ilrummel et al, 1984] when they designed the HTV-l, which represents the

only hybrid vehicle to date with complexity of control comparable to that on

the rig. In chapter 2 the M68000 microprocessor system on the rig was fully

described. During the design of its software the main considerations were to

produce a core unit of control and support routines which could be readily

combined into complete programs designed to tackle specific problems. This

approach has proven most useful and greatly reduced subsequent programming

work. Both the microprocessor software and instrumentation are considerably

more sophisticated than anything considered for conventional vehicles until

very recently. Even now most cars do not contain such a high degree of

control, however developments such as Ford’s EECIV microprocessor [Main,

1986] illustrate that manufacturers of the most popular makes of car are

steadily moving in this direction. Such progress should make the control

systems needed for hybrids perfectly acceptable by the time they can be

introduced.

As many of the jobs of the microprocessor controller maybe categorised
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as traditional feedback systems, they had to be built up from a good

understanding of the physics of the rig. Chapter 3 dealt with the problem

of a physical analysis of both the engine and motor. From these analyses

it was possible to produce several key transfer functions which relate the

engine and motor outputs, speed and torque, to the adjustable inputs. In

chapter 4 the transfer functions were identified numerically using a model

reference identification algorithm. in addition experimental data @ used

to calibrate two indirect methods of measuring torque for the engine and

motor. These methods are not the only alternatives available to replace the

use of impracticably expensive and unreliable strain gauge torque transducers.

'Fleming reviews a number of possibilities [Fleming, 1982] all with differing

degrees of practicality in the control environment. One of the most promising,

which may be applied to engine or motor, is to measure twist in the drive

shaft. Accuracy with this technique can match the :l: 2% achieved by strain

gauge transducers. Nevertheless there are problems due to the temperature

dependent shaft rigidity and difficulties in measuring twist at low speed. In the

laboratory the adopted method of torque measurement for the engine is based

on inlet manifold depression and speed, whilst for the motor measurements

of field and armature current are used. This latter method for the motor is

based on simple electromagnetic principles and should remain accurate over

an extended operating period. On the other hand the engine model might be

expected to become inaccurate with time as the engine wears. On the rig the

original calibration of the engine continues to provide accurate results after

18 months, however this obviously represents a small fraction of total vehicle

life time. In addition laboratory conditions are much less arduous than those

faced by an operational vehicle. Clearly further work is needed to establish

the long term accuracy of the engine model under operational conditions. If

the accuracy is found to suffer to an unacceptable extent with time then,

219

237



238

short of a complete and possibly expensive recalibration, an internal method

of recalibrating the engine torque model must be found. One possible way

this could be achieved is by comparing the engine torque model with the

electric motor model when the engine is used to charge the batteries.

Given the reliability of these indirect torque measurements it is then

essential that they be used as the basis of fast, accurate torque control

systems. An example of when such tight control is needed occurs when the

engine is started and used to replace the torque previously supplied by the

motor. The transition must be as smooth as possible, and ideally indiscernible

to the vehicle occupants. This can only be achieved if the engine provides

precisely the same amount of torque immediately after the moment of transfer

as the motor Was before it. Chapter 5 set out to design the necessary torque

controllers based on the indirect measurements and the transfer functions which

capture the essential dynamics of the motor and engine. Using a root locus

design method it proved possible to produce P+I control algorithms which

could accurately follow a torque demand curve. and are thus equal to the task

of providing smooth transfer of power. In both cases the performance of the

real systems shown by experimental results agrees Very well with simulations

carried out at the same time on the M68000. This agreement provides a

good independent verification of the digital models which had been identified

some time before. Having a long gap between original model identification

and subsequent verification indicates that the dynamic characteristics of the

engine and motor are reasonably stable with time. Nevertheless there is no

proof that substantial changes in dynamics cannot occur over the lifetime of

a vehicle under more arduous operating conditions. A clear disadvantage of

the original design methodology is that the controller is fixed for life and

could not adapt to such changes. The alternative design method described

in chapter 5 offers one solution to this problem. By gathering data during
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vehicle operation the important transfer functions could be updated by the

identification routines working as a background task. identification off line

would be perfectly adequate since the laboratory work shows that variations in

dynamics must occur very slowly. Once such updated parameters are produced

the hill climbing method could then re-tune the controller parameters. In

both identification and controller tuning, using the existing parameters as

a start point should mean that neither algorithm will have to make much

adjustment to arrive at the new solution.

In chapter '2' the individual component controllers were brought to—

gether to make a completely integrated vehicle drive train. This process

was complemented by the pneumatically controlled ‘manual transmission’ de-

scribed in chapter 6. An important part of the software needed to integrate

component control ensures correct sequencing of events during mode changes.

Due to the embodiment of all key component controls within easy to call

functions, this sequencing logic was fairly easy to produce from a flow chart.

In order to develop the sequential logic associated with mode changes in the

HTV~1 [Sutherland et a1, 1983] a state language-was used as an alternative

design aid to flow charts. Despite using the simpler design method on the

rig1 extensive testing with various mode transitions has not detected a serious

error in the resultant component sequencing strategy.

Above component sequencing in the vehicle control hierarchy is the

mode controller. This software must interpret the driver’s pedal positions as

a power demand and then schedule the load between the engine and motor.

In chapter 7 a simple speed based mode controller was developed to carry

this out. This strategy did not attempt to schedule loading in the most

eflicient Way, but simply switched between modes and gears at predetermined

Speeds. Despite not achieving good efficiency, the speed based strategy was

useful for demonstrating that the rig drive train could switch quickly and
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smoothly between all of its important operating modes under driving cycle

conditions. Initial driving cycle tests were carried out by adjusting the

accelerator and pedal positions manually in response to a plot of the cycle

demand and actual rig speed produced in real time on the Duet screen.

Manual control has however a drawback in that consistent results cannot be

obtained, consequently if some aspect of control is adjusted its effects are

obscured by variations in the driver’s performance. By designing a computer

controller to replace the driver, consistent control could be guaranteed and

speed errors over driving cycles much reduced. Using this replacement driver

it was possible to show that adding several mode changes to a cycle had

no adverse effect on performance when compared with a cycle driven all

electrically in a fixed gear. This result cannot prove that performance on

the road would be entirely satisfactory but it gives a strong indication that

it might.

Once correct action of the component controllers and associated se-

quencing logic had been demonstrated with the speed based mode strategy, the

logical extension is to introduce a mode control strategy aimed at maximising

vehicle efficiency. To do this the sub-optimal controller, devised in previous

work at Durham, is most appropriate. At this point however the neces-

sary software to implement. such control has not been perfect-ed, specifically

problems have arisen in avoiding excessive numbers of gear shifts.

8.2 Proposals for Future Work

In the light of the above remarks, perhaps the most immediate

challenge to be faced on the rig is to perfect the use of the sub—optimal mode

controller, by tackling the gear shifting problem. Even without shortcomings in

the software, changing gear on grounds of efficiency leads to considerably more

shifts than occur in normal driving. This is clearly illustrated by the results
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obtained by Bumby and Forster [Bumby and Forster, 198?] for a simulated

E0815 cycle. In these simulated results there is no problem in changing gear

whenever efficiency considerations dictate, since shift times were assumed to

be negligible and carried no penalty. On the rig however above average use

of the gears, coupled with the rather poor shift times associated with the

pneumatic system, would probably lead to unacceptable driveability on the

road. Results from the speed based controller clearly showed considerable lag

behind the cycle demand during a gear shift, although this is exaggerated

by the low flywheel inertia. This phenomenon naturally causes the computer

based driver to demand high torque immediately after the gear shift in order

to catch up with the cycle. Such action has further unfortunate consequences

when the sub-optimal controller is used since it bases its gear changing strategy

on torque demand as well as speed. Preliminary trials have already indicated

that the peak in torque demand after one gear shift may immediately cause

another. Similar problems to those outlined above have been encountered by

other workers researching optimal gear change strategies. In work at Ford

[Kuzak et a1, 1987] transmission output speed and throttle position were

used as indicators of engine efficiency and thus a shift strategy was based

on them. Several steps were needed to reduce numbers of shifts from those

produced with fully optimal control, the simplest defined hysteresis bands

on the throttle angle/Speed plane between the zones defined for each gear.

Secondly a minimum time betwoen shifts was imposed to improve driveability.

Such a limitation could easily be applied to the sub-optimal mode controller,

and it is encouraging to note that the Ford [Kuzak et al, 1987] result showed

that by imposing a 5 second limit between shifts, fuel economy in city driving

sufiered by only 3% but shift. frequency was reduced by 50%. Whatever

solution is found appropriate for reducing gear changes on the rig, it should

be noted that it is made worse by the highly tuned nature of the speed
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controller which makes large changes in torque demand for relatively small

errors in speed.

Another area of work which opens out a whole range of possibilities

is self tuning control. Even if the mode controller has a strategy for good

efficiency, its action depends on consistent, accurate component control further

down the hierarchy. The hill climbing design method, described in chapter

5, offers one possible way of ensuring that component controllers remain well

tuned in the long term. Much work would be needed however should this

method be adopted, to make sure that necessary input/output data is onlyr

obtained when operating conditions are suitable. For example it would not be

a good idea to obtain data from a cold engine since this is not representative

of the bulk of engine operation. A more sophisticated alternative to the off

line hill climb method is to implement some form of on-line model reference

self adaptive control The principles of this method are outlined in a work by

Davies [Davies1 1970]. essentially an algorithm, such as Landau‘s, attempts to

identify the controller which best achieves the desired performance embodied

in the reference model. At present this option is not feasible on the rig

because the M68000 hardware cannot execute the algorithm fast enough, even

when control is restricted to the P+I controller which has only two adjustable

paramters. Tests with Landau's algorithm indicate that a two parameter

identification takes about 30 [[15 to process each data point1 thus an increase

of processor power of about three is the minimum requirement to make this

approach feasible. Such improvements would be made possible by substituting

the M68000 microprocessor system with an M68020 based system currently

produced by Durham University Microprocessor Centre. This new system

works at twice the clock rate of the M68000 and in addition it has 32 bit

address bus rather than the 16 bit bus on the M68000. This means that the

32 bit long integer variables used for control calculations on the rig can be
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accessed in one operation. The net result of these improvements would be,

according to the Microprocesor Centre, an increase in arithmetic speed by a

factor of at least four.

Whatever improvements are made to the rig based system, ultimate

vindication of the hybrid control concepts that it uses can only be made

by testing them in an operational vehicle. As a result the most important

new phase of Work should be to develop a compact version of the control

system and incorporate it in the Lucas Chloride hybrid vehicle currently in

the possession of Durham University.

225

243



244

REFERENCES

Alexander? LA”, (ed) 1988 (Feb 1), ‘California. Air Quality Board Proposes

Petroleum Fuel Phase Out’, Electric Vehicle Progress

Altendorf, 3.13.9 Stickel, 3., Thomas, 10L.5 1982, ‘Operating Experience with

Electric Vans Operated by Private Businesses and Individuals’, Soc. Automotive

Errors, SAE 820270

Argwal, RD. Mooney, RHL, Topel, R.R., 1969, ‘Stir-Lec A Stirling-Electric

Hybrid Car’, Soc. Automotive Engrs., SAE 690074

D’Azzo, J .J ., 1975, ‘Linear Control System Analysis and Design Conventional

and Modern’, McGrow Hill Book Co.

Bader, (3., 1981, ‘Development and Experience with Hybrid Vehicles Economic

and Energy Considerations’, Electric Vehicle Development Group, Proc. 4th Int.

Conf. : Hybrid Dual Mode and Tracked Systems

Barton, T.H., 1987, ‘Variable Frequency Variable Speed AC. Drives’, Electric

Machines and Power Systems, Vol. 12, pp 143—163.

Beachley, N.I—I., Frank, A.A., Univ. of Wisconsin-Madison’, 1978} ‘Im-

proving Vehicle Fuel Economy with Hybrid Power Systems’, Soc. Automotive

Engrs., SAE 780667

Beachley, N.H., Frank, A.A., 1981, lPractical Considerations for Energy

Storage Vehicles’, Proolfifh Intersociety Energy Conversion Engineering Confi,

Atlanta Ga, pp 904w909

Blackmore, D.R., Thomas, A., 1979, ‘The Scope for Improving the Fuel

Economy of the Gasoline Engine’, I. Mach. E., Conf. Paper 0206/79

226

244



245

Bon‘thron, 15)“, 1985, ‘CVT Eficiency Measured Under Dynamic Running

Conditions, Soc. Automotive Engrs., SAE 850569,

Bose, B.K., Somualn, (3.3., Sutherland, H.A., 1984, ‘A Microprocessor

Based Propulsion Control System of a. Hybrid Electric Vehicle’, IEE Trans. on

Ind. Eleo, VollE—Bl, No. Ll, pp 61-68

Brusaglino, (3., 1982, ‘The Fiat Hybrid Bus Programme’, Soc. Automotive

Engrs,, SAE P-105: Developments in Electric and Hybrid Vehicles, pp 39—48,

SAE 820268

Bumby, J.R, Clarke, lP.H.., 1982, ‘The Role of the Internal Combustion

Engine/Battery Electric Hybrid Vehicle in the U.K.’, Energy World, No. 98.

Bumby, J.R., Clarke PH“, Forster L, 1985, ‘Computer Modelling of the

Automotive Engine Requirements for Internal Combustion Engine and Battery

Electric Powered Vehicles’, IEE Pros. , Vol. 132, Pt. A, No. 5, pp 265-279

Bumby, J .R., Forster, I., 198?, ‘Optimisation and Control of a Hybrid Elec»

tric Car’, Free. LEE, Pt. D, No. 6, pp 374—386

Bumby, J.R., Masding, P.W., 1988, ‘A Test Facility for a Hybrid i.c En-

gine/Battery Electric Road Vehicle Drive Train’. Trans. Inst. Macs. and

Control, Vol. 10, No. 2, pp 87-97.

Burba, J ., Fenton, l, Reitz G., 1986, ‘Ford Field Weakemng Electric Vehi—

cle Power Train’, IEE Colloquium on Electric Vehicle Electronics and Control,

Savoy Place, London, Nov. 1986

Burke, A.F., Somuah, C.B., 1980, ‘Power Train Trade Offs for Electric and

Hybrid Vehicles’, Annual Conf. of the IEEE Vehicular Tech. Soc.

227

245



246

Burke, A.F., Smith, GEL, 1981, ‘lmpact of Use Patterns on the Design of

Electric and Hybrid Vehicles’, Soc. Automotive Engrst, SAE 810265

Burrows, GIL, Price, G., Perry, F.G., 1980, ‘An Assessment of Flywheel

Energy Storage Systems in Electric Vehicles’, Soc. Automotive Engrs., SAE

800885

Busca, G., Castelli, 19., Filter, E, 1979, ‘Application of a. Minicomputer to

the Development and Control of an Electronic Car Gear Change System.', Pros.

2nd International Conf. on Automotive Electronics, IEE Conf. Publn. 181

Chan, 0., V02, '11, Breitweiser, D., 1984, ‘System Design and Control

Considerations of Automotive Continuously Variable Transmissions’, Soc. Anto-

motive Engrsu SAE 840048

Collonia, H., 1979, ‘Electric Accelerator Remote Control’, Second Int. Conf.

on Automotive Electronics, IEE Conf. Putin. No.181, pp 171-174

Cuypers, Nil-1L, 1984, ‘Metal V—Belt and V—Chain Traction Drives’, Inter—

national Symposium on Advanced and Hybrid Vehicles, Strathclyde University,

17-19th Sept. , pp 28-39

Davies, W.D.T., 1970, ‘System Identification for Self Adaptive Control’, Wiley

Interscience, London, ISBN 0471198854

Dell, R.M., 1984, ‘Advanced Traction Batteries: Problems of Development’,

International Symposium on Advanced and Hybrid Vehicles’, University of

Strathclyde, 17th e 19til Sept, pp 56-64

Dept. of Energy 1978, ‘Advisory Council on Energy Conservation, Paper No.

8, Energy for Transport: Long Term Possibilities’, H.M.S.O., London

228

246



247

Department of Transport, 1979, ‘National Travel survey 1975/?6’, H.M.S.O.,

London

EPA. Ufil‘ice of Air and! Waste Pollution Programs”, 1975, ‘The Petro—

Electric Motors Hybrid Vehicle (Federal Clean Car Incentive Program Candidate

Vehicle)’, Test Report 75-14

ETVuWorld, Spring/Summer 1988, ‘Advanced Vehicle Report’, pp 14-15

Falzoni, GJL, Pellegriiro, EL, ’ll‘roisi, R“, 1983, ‘Microprocessor Clutch Con—

trol”, Soc. Automotive Engra, SAE 830628

lFeE‘sen, 0.8.W., 1974 (April), ‘Bosch Investigates Hybrids’, Automotive [71—

dustr'ies

Fiat, 1979, IPhase I of the Near Term Hybrid Development Program, Final

Report‘, Contra Recerche, Fiat SPA, Orbasso’no, Turin Italy

Fleming, W.J., 1982, ‘Automotive Torque Measurements: A Summary of

Seven Different Methods’, IEEE Trans. on Vehicular Tech., Vol. VT—31, No.3

Foley, (3., 1976, ‘The Energy Question‘, Penguin

Forster, L, Bumby, IE“, 1988, ‘Hybrid Lo Engine/Battery Electric Passenger

Car for Petroleum Displacement’, Proc. I.Mech.E., Vol. 202, No. D1, pp 51-65

Hammond, R.A., Beach, REX, 1981, ‘HEAVY ‘ A Flexible Simulation for

Evaluating Electric and Hybrid Vehicle Performance’, Presented at 31/0 Sympo-

sium VI, Baltimore, EVC Paper 8114

229

247



248

Harding, GEL, libliuillllilpsa BJL.g Hammond, JEN, 1983, ‘The Lucas Hybrici

Technoiogy Electric Car’, Sac. Automotive Engra, SAE 830113

Hardly, Kfiq Rosina VP” 1980, ‘Advanced Vehicle Technology Assessmenti,

Soc. Automotive Engra, SAE 80223

llilillbmfl, Ml, Johnson, DEL, 1973, ‘Mauual of Active Filter Design’, Mc—

Gmw Hill Book Company, New York, ISBN (PW—0287597

llsuzml Japan, 1986, ‘Easy Drive System: The Development of the World’s First

Electronic ally Controlied Transmission’

Jet Propulsion Laboratory's California lost. of Tech“, 1975, ‘Should 'We

Have a New Engine ? An Automobile Power Systems Evaluation’, JPL 51343-1 7

Vol. I and II, Prepared for the Ford Motor Co.

Jet Propulsion Laboratory, 1978, ‘A Survey of Electric and Hybrid Vehicle

Simulation Programs, HCP/MI 011-04, Final Report for U.S. Dept. of Energy

Kalbariah, A", 1986, ‘Electric and Hybrid Vehicles in Germany‘, Proc. Inst.

Mech. Engrs., Vol. 200, N0. D3, pp 195-202

Kata, 119., 1981, ‘Digital Control Using Microprocessors', Prentice Hall Inter—

national, London, ISBN 0-13-212191—3

Katya-urn, Tu, Kawai, ML, Aoiatit3 K., 1985, ‘Toyota’s New Single Chip Mi-

crocomputer Based Engine and Transmission Control System’, Soc. Automotive

Engrs., SAE 850289

Kordesch, K.‘V., (ed), 1977, ‘Batteries: Volume 2 Lead-Acid Batteries and

Electric Vehicles’, Marcel Dekker, New York, ISBN 0-5247-6439~7

230

248



249

Krikelis, Null.5 Fassios, 8.11)., 1984, ‘Microprocessor Implementation of PH)

Controllers and Lead Lag Compensators’, IEEE lions. on Industrial Electronics,

Vol. lE—31, No. 1

[J

Knrtz, 1D.W., Price, T.W., Bryant, 33.1%., 1981, ‘Performance Testing and

System Evaltiation of the DOE ETV-l Electric Car’, Soc. Automotive Engra,
SAE 810418

Kazak, D.M., Shields, B.D., Freedman, R.J., Lee, 1.3., Rjttmueller,

31L, 1987, ‘Powertrain Control Strategy Determination for Computer Con~

trolled Transmissions’, Int. Journal of Vehicle Design, Vol. 8, No. 1, pp 13-36

Landau, I.D., 19'?6, ‘Unbiassed Recursive Identification Using Model Reference

Adaptive Techniques’, IEEE Transactions on Automatic Control, Vol AC-21

No 2.

Levy, E.C., 1959, ‘Complex Curve Fitting’, IRE Transactions on Automatic

Control, Vol AC-é, pp 37-43

Lucas, (3.8., Mizon, R., 1978, ‘Clutch Manipulation During Engagement“,

1‘. Mesh. 13., Automotive Engineer, pp 81-85

Lin L110.3 F., Hill, R.J., 1986, ‘System Optimisation— SelfwAdaptive Con-

troller for Digitally Controlled Thyristor Com’erters’, IEEE Trans. on Industrial

Etecti‘onics, Vol. lE-33, N0. 3

Main, 1.3. 1986. ‘Ford ELTEC Integrated Powertrain’, Society of Automotive

Engineers, SAE 850652

Main, 1”], Galbraith, I.D., Gilmore, REL, 1987, ‘MicroprocessorCon—

trolled Automated Manual Transmission’, IEE 5th Int Conf. on Automotive

Electronics, Savoy Place, London

231

249



250

WinningJoana9 REX, Edwards, BAD“, 1983, “Electric Vehicle Design Strategy’

Electric and Hybrid Vehicle Systems Assessment Seminar, Gainsvilie, Florida

Masding, PW” Bumbyg 33de Herr-01m, N., 1988(a), ‘A Microprocessor

Controlled Gearbox for Electric or Hybrid Electric Vehicles’, Trans. Inst. Means.

and Control, to be published.

Mending, P.W., Burnaby, Jl.R.., 1988(b), ‘Identification and Performance

Simulation of 3. Hybrid i.c. Engine/Battery Electric Automotive Power Train.

Part I: The i.c. Engine,’ Trans-Inst. MEGS. and Controi, Paper submitted.

' Masding, PW“ Bumby, J.R., 1988(c), ‘Identification and Performance Sim-

ulation of a. Hybrid i.c. EnginefBattery Electric Automotive Power Train. Part

II : The Electric Traction System ’, Trans. Inst. Meas. and Control, Paper

submitted

Masding, P.W., Burnaby, .ll.R.., 1988(d), ‘An Integrated Microprocessor Con—

trol System for a. Hybrid i.c. Engine]Battery Electric Car’, Trans. Inst. Macs.

and Control, Paper submitted

Meyer. 3W... Kcrsliaw.3 '13.}... Barnes, D... 1983, ‘An Electronic Fuel Car-

buretter System’, Austin Rover Group, Birmingham, U.K.

Miersch, R, Schustek, 8., Wirtz, R., 1987, ‘VW Golf with, a Compact

Single shaft Diesel/Electric Hybrid Propulsion System’, Paper presented at the

SL4 Symposium’, Paris

Minicairs Rm, 1972, ‘Emission Optimization of Heat Engine/Electric Vehicle‘1

Report EHS70-107 to EPA Pollution Control Oflice

Minicars Inc. Goletn Calif. U.S.A., 1980, ‘Near Term Hybrid Passenger

Vehicle Development Program. Phase I. Final Report’, DOE/JPL/955188— T3

232

250



251

Mitcham, 131.511., Bumby, .ll.R., 197?, ‘Survey of Hybrid and Electric Vehicles.

Technical Assessment and Reconnnendation’, Vol 1, [RD Ltd, Newcastle

Morris, 11.14., Hopkins, H.G. and Borcherts, 11.11., 1981, ‘An Identifics~

tion Approach to Throttle Torque Modelling,’ Soc. of Automotive Engrs., SAE

810448

Pieper, 11., 1909. ‘Hybrid-Mixed Drive for Automobiles’, Potent N0. 913,845

Renner, RA“, 1986, ‘An Assessment of Hybrid Electric Propulsion Systems for

Motor Vehicles’, Electric Power Research Institute, EM-2700 Project 1136-28,

Final Report

Richardson, 151., Main, 3.3., Lindre, .1", 1983, ‘A 5 Speed Microprocessor

Controlled Economy Transmission’, IEE Goof. Putin. 229, pp 32-38

Roan, V.P., 1976, ‘The Design and Development of a. Hybrid Electric Urban

Transit Vehicle', 4th Int. Etectrz'c Vehicle Symposium, Dusseldorf, 31 Aug-2

Sept.

Roan, VP. Univ. of Florida , 1978, ‘A Diesel Electric Hybrid Bus’, Soc.

Automotive Engrs., SAE 780194

Roan, V.P., 1984, ‘Evolutionary Trends of the Hybrid Vehicle’, International

Symposium on Advanced and Hybrid Vehicles, Strathclyde University, 17—19th

Sept. , pp 251-255

Sampson, H.T., Killian, H.J., 1972, ‘Evalnation of Powertrains for Hybrid

Heat engine]Electric Vehicles’, Soc. Automotive Engrs., SAE 720194

Schmidt, R., 1981, ‘Volkswagen’s Formel E', Volkswagen AG. {UK} Ltd,

Yoemans Drive, Blakelands, Milton Keynes

233

251



252

Schwarz, R", 1980, ‘Design Considerations for a. Near—Term Hybrid Vehicle’,

Proc. 15th Intersoe. Energy Conversion Conf.

Sommah C.B., Burke A.F., Bose B.K., King (3.11)., Pocobello, M.A\.,

1983, ‘A Microcomputer Controlled Powertrain for a Hybrid Vehicle’, IEEE

Trans. on Ind. Elsa, Vol lE—30, No. 2

Srinvasasn, K“, Houser, lD.R., Kinzel, (11..., Matten, 11L, 1982, ‘Micro

processor Controlled Continuously Variable Rubber V-Belt Transmission for an

Automobile’, Soc, Automotive Engrs., SAE 820745

Srodwa, 11.1., Gach, RJE, Glicker, Am 1984, ‘Preliminary Experience with

the Automatic Generation of Production Quality Code for the Ford[Intel 8061

Microprocessor’, IEEE Conf. on Automotive Applications of Microprocessors,

pp 59—67

Steig, R.F., Spencer-Worley, W., 1982, ‘A Rubber Belt CVT for Front

Wheel Drive Cars, Soc. Automotive Engra, SAE 820746

Stubbs, P.W.R., 1981, ‘The Development of a Perbury Traction Transmission

for Motor Car Applications’, Journal of Mechanical Design ,Vol. 103, pp 29-40

Stubbs, P.W.R., Ironside, J“, 1981, ‘Microconiputer Control of an Auto-

motive Perbury Transmission’, I. Mach. E, Proc. 3rd Int. Conference on

Automotive Electronics, pp 233-292

Sutherland, H.A., Bose, B.K., Somuah, (3.3., 1983, “A State Language

for Sequencing in a Hybrid Electric Vehicle’, IEEE Trans. on Ind. Electronics,

Vol. IE—SD, No. 4

234

252



253

Tanahi, 181..., 1984, ‘Proportional Clutch for Semi~Automatic Power Transmis-

sion’, Intemofional Symposium on Advanced and Hybrid Vehicles, Strathclyde

University, 17-19“1 Sept. , pp 40-47
0

Timing, ELM“ 1981, ‘Engine Transmission Matching’, Soc. Automotive Engrs.,
SAE 810446

Trummel, MAC. and Burke, AJF. 1983. ‘Development History of the Hybrid

Test Vehicle’, [BEE Trans. on Vehicular Tech, Vol. VT-32, No. 1, pp 7-14

Trummel, M.C., Mazor, 8.1)., Meeman, Bull”, King, R.ID., 1984, ‘DOE

‘ Hybrid Test Vehicle- Results of Fuel Economy and Engineering Characterisation

Testing’, Soc. Automotive Engra, SAE 841251

TRW, 1972. ‘Cost and Emission Studies of 3. Heat Engine/Battery Hybrid

Family Car’, TRW Report No. 21054~6001~R0—00

Unnewehr, lL.lE., Aulier, 11.18., Foote, LR, Meyer, D.F., Statiler, EL,

1976, ‘Hybrid TVehicle for Fuel Economy’, Soc. Automotive Engrs., SAE 760121

Unnewehr, 114.378., Nasser, 8.191., 1982., ‘Electric Vehicle Technology’, Wiley

Interscience, New York, ISBN 0-471-08378-X

US. Dept. 01' Commerce, Washington D.C., 1967, ‘The Automobile and

Air Pollution, Parts I and II, Pb~176884/85

US. Dept. of 'li‘ransport/Fed. Highway Admin, 1972, ‘Nationwide

Personal Transport Study. Repts. 1-10’, Washington DC.

van Nielsen-k; H.R., Wale, .ll..l., van Zyl, B.B., 1980, ‘Automatic Gearshift

Control for an Efficient Battery Vehicle Drivetrain System’, Electric Vehicle

Councii, EV Expo 80, Paper No. 8012

235

253



254

Walner, R, Mierscli, 181., 1987', ‘Electronically Controlled Diesel Electric

Hybrid', Proc. Int. Workshop on Control Systems in New Energy Applications,

Madrid, Sept. 28-29.
0

Warwick, K“, 1986, ‘Recursive Techniques in Identification’, IEE. Colloquium

on System Identification for Control, University of Durham, 26m Sept.

Watson, ELL, Geynes, lL., Armstrong, 3.1)., 1986, ‘A Refuelling In-

frastructure for an All-Electric Car Fieet’, Transport and Road Research Lab.,

Research Report 66

~ Westbrook, MJHL, 1986, ‘Automotive Electronics", Proc. IEE, Vol 133, Pt.

A, No. 4, pp 241—258

Whitfield, ELM“, 1986, ‘Transfer Function identification Using Frequency Re—

sponse Data’, IEE. Cotloquinm on System Identification for Control, University

of Durham, 26‘31 Sept.

Wolber, W.G., Elbaugh, P..ll., 1985, ‘Automotive Engine Control Sensors”,

Soc. Automotive Engrs., SAE 850491

Wolfson, RP, Gowar, .l.H., 1983, ‘The Role of Computer Modelling and

Simulation in Electric and Hybrid Vehicle Research and Development’, IEEE

Trans. on Vehicular Tech., Vol. VT—32, No. 1

Wonk, V., 19?6, ‘An Experimental ICE/Battery~E1ectric Hybrid With Low

Emissions and Low Fuel Consumption Capability’, Soc. Automotive Engrs.,

SAE 76123

Wonk, V., 1982, ‘Test Procedures for Hybrids a Review of Proposals to Date’,

Soc. Automotive Engrs., SAE 820269

236

254 i


