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IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL

FOR SECURE COMMUNICATIONS

WITH ASSURED SYSTEM AVAILABILITY

CROSS-REFERENCE TO RELATED APPLICATION

This application claims priority from and is a continuation-in—part of previously filed U.S.

application serial number 09/429,643, filed on October 29, 1999. The subject matter of that

application, which is bodily incorporated herein, derives from provisional U.S. application

numbers 60/106,261 (filed October 30, 1998) and 60/137,704 (filed June 7, 1999).

BACKGROUND OF THE INVENTION

A tremendous variety of methods have been proposed and implemented to provide

security and anonymity for communications over the Internet. The variety stems, in part, from

the different needs of different Internet users. A basic heuristic framework to aid in discussing

these different security techniques is illustrated in FIG. 1. Two terminals, an originating terminal

100 and a destination terminal 110 are in communication over the Internet. It is desired for the

communications to be secure, that is, immune to eavesdropping. For example, terminal 100 may

transmit secret information to terminal 110 over the Internet 107. Also, it may be desired to

prevent an eavesdropper from discovering that terminal 100 is in communication with terminal

110. For example, if terminal 100 is a user and terminal 110 hosts a web site, terminal 100’s user

may not want anyone in the intervening networks to know what web sites he is "visiting."

Anonymity would thus be an issue, for example, for companies that want to keep their market

research interests private and thus would prefer to prevent outsiders from knowing which web-

sites or other Internet resources they are “visiting.” These two security issues may be called data

security and anonymity, respectively.

Data security is usually tackled using some form of data encryption. An encryption key

48 is known at both the originating and terminating terminals 100 and 110. The keys may be

private and public at the originating and destination terminals 100 and 110, respectively or they
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may be symmetrical keys (the same key is used by both parties to encrypt and decrypt). Many

encryption methods are known and usable in this context.

To hide traffic from a local administrator or ISP, a user can employ a local proxy server

in communicating over an encrypted channel with an outside proxy such that the local

administrator or ISP only sees the encrypted traffic. Proxy servers prevent destination servers

from determining the identities of the originating clients. This system employs an intermediate

server interposed between client and destination server. The destination server sees only the

Internet Protocol (IP) address of the proxy server and not the originating client. The target server

only sees the address of the outside proxy. This scheme relies on a trusted outside proxy server.

Also, proxy schemes are vulnerable to traffic analysis methods of determining identities of

transmitters and receivers. Another important limitation of proxy servers is that the server knows

the identities of both calling and called parties. In many instances, an originating terminal, such

as terminal A, would prefer to keep its identity concealed from the proxy, for example, if the

proxy server is provided by an Internet service provider (ISP).

To defeat traffic analysis, a scheme called Chaum’s mixes employs a proxy server that

transmits and receives fixed length messages, including dummy messages. Multiple originating

terminals are connected through a mix (a server) to multiple target servers. It is difficult to tell

which of the originating terminals are communicating to which of the connected target servers,

and the dummy messages confuse eavesdroppers’ efforts to detect communicating pairs by

analyzing traffic. A drawback is that there is a risk that the mix server could be compromised.

One way to deal with this risk is to spread the trust among multiple mixes. If one mix is

compromised, the identities of the originating and target terminals may remain concealed. This

strategy requires a number of alternative mixes so that the intermediate servers interposed

between the originating and target terminals are not determinable except by compromising more

than one mix. The strategy wraps the message with multiple layers of encrypted addresses. The

first mix in a sequence can decrypt only the outer layer of the message to reveal the next

destination mix in sequence. The second mix can decrypt the message to reveal the next mix and

so on. The target server receives the message and, optionally, a multi-layer encrypted payload
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containing return information to send data back in the same fashion. The only way to defeat such

a mix scheme is to collude among mixes. If the packets are all fixed-length and intermixed with

dummy packets, there is no way to do any kind of traffic analysis.

Still another anonymity technique, called ‘crowds,’ protects the identity of the originating

terminal from the intermediate proxies by providing that originating terminals belong to groups

of proxies called crowds. The crowd proxies are interposed between originating and target

terminals. Each proxy through which the message is sent is randomly chosen by an upstream

proxy. Each intermediate proxy can send the message either to another randomly chosen proxy

in the “crowd” or to the destination. Thus, even crowd members cannot determine if a preceding

proxy is the originator of the message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous IP Protocol allows users to select up to any

of five different pseudonyms, while desktop software encrypts outgoing traffic and wraps it in

User Datagram Protocol (UDP) packets. The first server in a 2+-hop system gets the UDP

packets, strips off one layer of encryption to add another, then sends the traffic to the next server,

which strips off yet another layer of encryption and adds a new one. The user is permitted to

control the number of hops. At the final server, traffic is decrypted with an untraceable IP

address. The technique is called onion-routing. This method can be defeated using traffic

analysis. For a simple example, bursts of packets fiom a user during low-duty periods can reveal

the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized access and hostile exploitation or

damage to computers connected to the LAN. Firewalls provide a server through which all access

to the LAN must pass. Firewalls are centralized systems that require administrative overhead to

maintain. They can be compromised by virtual-machine applications (“applets”). They instill a

false sense of security that leads to security breaches for example by users sending sensitive

information to servers outside the firewall or encouraging use of modems to sidestep the firewall

security. Firewalls are not useful for distributed systems such as business travelers, extranets,

small teams, etc.



6

 

 
20

25

0479.85672

W

A secure mechanism for communicating over the internet, including a protocol referred

to as the Tunneled Agile Routing Protocol (TARP), uses a unique two-layer encryption format

and special TARP routers. TARP routers are similar in function to regular 1P routers. Each

TARP router has one or more IP addresses and uses normal IP protocol to send H’ packet

messages (“packets” or “datagrarns”). The IP packets exchanged between TARP terminals via

TARP routers are actually encrypted packets whose true destination address is concealed except

to TARP routers and servers. The normal or “clear” or “outside” LP header attached to TARP IP

packets contains only the address of a next hop router or destination server. That is, instead of

indicating a final destination in the destination field of the IP header, the TARP packet’s IP

header always points to a next—hop in a series of TARP router hops, or to the final destination.

This means there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet since the destination could always be next—hop TARP router as well as the

final destination.

Each TARP packet’s true destination is concealed behind a layer of encryption generated

using a link key. The link key is the encryption key used for encrypted cormnunication between

the hops intervening between an originating TARP terminal and a destination TARP terminal.

Each TARP router can remove the outer layer of encryption to reveal the destination router for

each TARP packet. To identify the link key needed to decrypt the outer layer of encryption of a

TARP packet, a receiving TARP or routing terminal may identify the transmitting terminal by

the sender/receiver IP numbers in the cleartext IP header.

Once the outer layer of encryption is removed, the TARP router determines the final

destination Each TARP packet 140 undergoes a minimum number of hops to help foil traffic

analysis. The hops may be chosen at random or by a fixed value. As a result, each TARP packet

may make random trips among a number of geographically disparate routers before reaching its

destination. Each trip is highly likely to be different for each packet composing a given message

because each trip is independently randomly determined. This feature is called agile routing. The

fact that different packets take different routes provides distinct advantages by making it difficult
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for an interloper to obtain all the packets forming an entire multi-packet message. The associated

advantages have to do with the inner layer of encryption discussed below. Agile routing is

combined with another feature that furthers this purpose; a feature that ensures that any message

is broken into multiple packets.

The IP address of a TARP router can be changed, a feature called 1P agility. Each TARP

router, independently or under direction from another TARP terminal or router, can change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the

TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a~TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its IP address, it updates the other TARP routers and terminals which in turn

update their respective LUTs.

The message payload is hidden behind an inner layer of encryption in the TARP packet

that can only be unlocked using a session key. The session key is not available to any of the

intervening TARP routers. The session key is used to decrypt the payloads of the TARP packets

permitting the data stream to be reconstructed.

Communication may be made private using link and session keys, which in turn may be

shared and used according to any desired method. For example, public/private keys or symmetric

keys may be used.

To transmit a data stream, a TARP originating terminal constructs a series of TARP

packets from a series of IP packets generated by a network UP) layer process. (Note that the

terms “network layer,” “data link layer," “application layer,” etc. used in this specification

correspond to the Open Systems Interconnection (OSI) network terminology.) The payloads of

these packets are assembled into a block and chain-block encrypted using the session key. This

assumes, of course, that all the IP packets are destined for the same TARP terminal. The block is

then interleaved and the interleaved encrypted block is broken into a series of payloads, one for

each TARP packet to be generated. Special TARP headers [PT are then added to each payload

using the [P headers from the data stream packets. The TARP headers can be identical to normal

IP headers or customized in some way. They should contain a formula or data for deinterleaving
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the data at the destination TARP terminal, a time-to-live (TTL) parameter to indicate the number

of hops still to be executed, a data type identifier which indicates whether the payload contains,

for example, TCP or UDP data, the sender’s TARP address, the destination TARP address, and

an indicator as to whether the packet contains real or decoy data or a formula for filtering out

decoy data if decoy data is spread in some way through the TARP payload data.

Note that although chain-block encryption is discussed here with reference to the session

key, any encryption method may be used. Preferably, as in chain block encryption, a method

should be used that makes unauthorized decryption difficult without an entire result of the

encryption process. Thus, by separating the encrypted block among multiple packets and making

it difficult for an interloper to obtain access to all of such packets, the contents of the

communications are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil traffic analysis by reducing

the peak-to-average network load. It may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low

traffic periods so that communication bursts at one point in the Internet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously—sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to portion, or entirety, of a message, and

that portion or entirety then interleaved into a number of separate packets. Considering the agile

IP routing of the packets, and the attendant difficulty of reconstructing an entire sequence of

packets to form a single block-encrypted message element, decoy packets can significantly

increase the difficulty of reconstructing an entire data stream.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of each server or terminal participating in the TARP system.
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Because the encryption system described above is insertable between the data link and network

layers, the processes involved in supporting the encrypted communication may be completely

transparent to processes at the IP (network) layer and above. The TARP processes may also be

completely transparent to the data link layer processes as well. Thus, no operations at or above

the Network layer, or at or below the data link layer, are affected by the insertion of the TARP

stack. This provides additional security to all processes at or above the network layer, since the

difficulty of unauthorized penetration of the network layer (by, for example, a hacker) is

increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the Internet without any compromise in security.

IP address changes made by TARP terminals and routers can be done at regular intervals,

at random intervals, or upon detection of “attacks.” The variation of IP addresses hinders traffic

analysis that might reveal which computers are communicating, and also provides a degree of

immunity from attack. The level of immunity from attack is roughly proportional to the rate at

which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicating that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its IP address. In addition, it may create a subprocess that maintains the original IP

address and continues interacting with the attacker in some manner.

Decoy packets may be generated by each TARP terminal on some basis determined by an

algorithm. For example, the algorithm may be a random one which calls for the generation of a

packet on a random basis when the terminal is idle. Alternatively, the algorithm may be

responsive to time of day or detection of low traffic to generate more decoy packets during low

traffic times. Note that packets are preferably generated in groups, rather than one by one, the

groups being sized to simulate real messages. In addition, so that decoy packets may be inserted

in normal TARP message streams, the background loop may have a latch that makes it more
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likely to insert decoy packets when a message stream is being received. Alternatively, if a large

number of decoy packets is received along with regular TARP packets, the algorithm may

increase the rate of dropping of decoy packets rather than forwarding them. The result of

dropping and generating decoy packets in this way is to make the apparent incoming message

size different from the apparent outgoing message size to help foil traffic analysis.

In various other embodiments of the invention, a scalable version of the system may be

constructed in which a plurality of IP addresses are preassigned to each pair of communicating

nodes in the network. Each pair of nodes agrees upon an algorithm for “hopping” between IP

addresses (both sending and receiving), such that an eavesdropper sees apparently continuously

random IP address pairs (source and destination) for packets transmitted between the pair.

Overlapping or “reusable” IP addresses may be allocated to different users on the same subnet,

since each node merely verifies that a particular packet includes a valid source/destination pair

from the agreed—upon algorithm. Source/destination pairs are preferably not reused between any

two nodes during any given end-to-end session, though limited IP block sizes or lengthy sessions

might require it.

Further improvements described in this continuation-impart application include: (1) a

load balancer that distributes packets across different transmission paths according to

transmission path quality; (2) a DNS proxy server that transparently creates a virtual private

network in response to a domain name inquiry; (3) a large—to-small link bandwidth management

feature that prevents denial-of-service attacks at system chokepoints; (4) a traffic limiter that

regulates incoming packets by limiting the rate at which a transmitter can be synchronized with a

receiver; and (5) a signaling synchronizer that allows a large number of nodes to communicate

with a central node by partitioning the communication function between two separate entities

BRIEF DESCRIPTIQN OF THE DRAWINGS

FIG. 1 is an illustration of secure communications over the Internet according to a prior

art embodiment.

FIG. 2 is an illustration of secure communications over the Internet according to a an

embodiment of the invention.
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FIG. 3a is an illustration of a process of forming a tunneled IP packet according to an

embodiment of the invention.

FIG. 3b is an illustration of a process of forming a tunneled IP packet according to

another embodiment of the invention.

FIG. 4 is an illustration of an 081 layer location of processes that may be used to

implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a tunneled packet according to an

embodiment of the invention.

FIG. 6 is a flow chart illustrating a process for forming a tunneled packet according to an

embodiment of the invention.

FIG. 7 is a flow chart illustrating a process for receiving a tunneled packet according to

an embodiment of the invention.

FIG. 8 shows how a secure session is established and synchronized between a client and a

TARP router.

FIG. 9 shows an IP address hopping scheme between a client computer and TARP router

using transmit and receive tables in each computer.

FIG. 10 shows physical link redundancy among three Internet Service Providers (ISPs)

and a client computer. ‘

FIG. 11 shows how multiple IP packets can be embedded into a single “frame” such as an

Ethernet frame, and further shows the use of a discriminator field to camouflage true packet

recipients.

FIG. 12A shows a system that employs hopped hardware addresses, hopped IP addresses,

and hopped discriminator fields.

FIG. 123 shows several different approaches for hopping hardware addresses, IP

addresses, and discriminator fields in combination.

FIG. 13 shows a technique for automatically re-establishjng synchronization between

sender and receiver through the use of a partially public sync value.

11
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FIG. 14 shows a “checkpoint” scheme for regaining synchronization between a sender

and recipient.

FIG. 15 shows fluther details of the checkpoint scheme of FIG. 14.

FIG. 16 shows how two addresses can be decomposed into a plurality of segments for

comparison with presence vectors.

FIG. 17 shows a storage array for a receiver’s active addresses.

FIG. 18 shows the receiver’s storage array afier receiving a sync request.

FIG. 19 shows the receiver’s storage array afier new addresses have been generated.

FIG. 20 shows a system employing distributed transmission paths.

FIG. 21 shows a plurality of link transmission tables that can be used to route packets in

the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value distributions associated with a

plurality of transmission links.

FIG. 223 shows a flowchart for setting a weight value to zero if a transmitter turns off.

FIG. 23 shows a system employing distributed transmission paths with adjusted weight

value distributions for each path.

FIG. 24 shows an example using the system of FIG. 23.

FIG. 25 shows a conventional domain—name look-up service.

FIG. 26 shows a system employing a DNS proxy server with transparent VPN creation.

FIG. 27 shows steps that can be carried out to implement transparent VPN creation based

on a DNS look-up function.

FIG. 28 shows a system including a link guard fimction that prevents packet overloading

on a low-bandwidth link LOW BW.

FIG. 29 shows one embodiment of a system employing the principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission rates by throttling the rate at

which synchronizations are performed.

FIG. 31 shows a signaling server 3101 and a transport server 3102 used to establish a

VPN with a client computer.
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FIG. 32 shows message flows relating to synchronization protocols of FIG. 31.

W

Referring to FIG. 2, a secure mechanism for communicating over the intemet employs a

number of special routers or servers, called TARP routers 122-127 that are similar to regular IP

routers 128-132 in that each has one or more IP addresses and uses normal IP protocol to send

normal-looking IP packet messages, called TARP packets 140. TARP packets 140 are identical

to normal IP packet messages that are routed by regular 1P routers 128-132 because each TARP

packet 140 contains a destination address as in a normal 1P packet. However, instead of

indicating a final destination in the destination field of the IP header, the TARP packet’s 140 IP

header always points to a next-hop in a series of TARP router hops, or the final destination,

TARP terminal 110. Because the header of the TARP packet contains only the next-hop

destination, there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet 140 since the destination could always be the next-hop TARP router as well

as the final destination, TARP terminal 110.

Each TARP packet’s true destination is concealed behind an outer layer of encryption

generated using a link key 146. The link key 146 is the encryption key used for encrypted

communication between the end points (TARP terminals or TARP routers) of a single link in the

chain of hops connecting the originating TARP terminal 100 and the destination TARP terminal

110. Each TARP router 122-127, using the link key 146 it uses to communicate with the

previous hop in a chain, can use the link key to reveal the true destination of a TARP packet. To

identify the link key needed to decrypt the outer layer of encryption of a TARP packet, a

receiving TARP or routing terminal may identify the transmitting terminal (which may indicate

the link key used) by the sender field of the clear 1P header. Alternatively, this identity may be

hidden behind another layer of encryption in available bits in the clear lP header. Each TARP

router, upon receiving a TARP message, determines if the message is a TARP message by using

authentication data in the TARP packet. This could be recorded in available bytes in the TARP

packet’s TP header. Alternatively, TARP packets could be authenticated by attempting to decrypt

ll
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using the link key 146 and determining if the results are as expected. The former may have

computational advantages because it does not involve a decryption process.

Once the outer layer of decryption is completed by a TARP router 122-127, the TARP

router determines the final destination. The system is preferably designed to cause each TARP

packet 140 to undergo a minimum number of hops to help foil traffic analysis. The time to live

counter in the IP header of the TARP message may be used to indicate a number of TARP router

hops yet to be completed. Each TARP router then would decrement the counter and determine

from that whether it should forward the TARP packet 140 to another TARP router 122-127 or to

the destination TARP terminal 110. If the time to live counter is zero or below zero afier

decrementing, for an example of usage, the TARP router receiving the TARP packet 140 may

forward the TARP packet 140 to the destination TARP terminal 110. If the time to live counter is

above zero afier decrementing, for an example of usage, the TARP router receiving the TARP

packet 140 may forward the TARP packet 140 to a TARP router 122—127 that the current TARP

terminal chooses at random. As a result, each TARP packet 140 is routed through some

minimum number of hops of TARP routers 122-127 which are chosen at random.

Thus, each TARP packet, irrespective of the traditional factors determining traffic in the

Internet, makes random trips among a number of geographically disparate routers before

reaching its destination and each trip is highly likely to be different for each packet composing a

given message because each trip is independently randomly determined as described above. This

feature is called agile routing. For reasons that will become clear shortly, the fact that different

packets take different routes provides distinct advantages by making it difficult for an interloper

to obtain all the packets forming an entire multi-packet message. Agile routing is combined with

another feature that furthers this purpose, a feature that ensures that any message is broken into

multiple packets.

A TARP router receives a TARP packet when an EP address used by the TARP router

coincides with the IP address in the TARP packet’s IP header IPC. The IP address of a TARP

router, however, may not remain constant. To avoid and manage attacks, each TARP router,

independently or under direction from another TARP terminal or router, may change its IP

12
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address. A separate, unchangeable identifier or address is also defined. This address, called the

TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its IP address, it updates the other TARP routers and terminals which in turn

update their respective LUTs. In reality, whenever a TARP router looks up the address of a

destination in the encrypted header, it must convert a TARP address to a real IP address using its

LUT.

While every TARP router receiving a TARP packet has the ability to determine the

packet’s final destination, the message payload is embedded behind an inner layer of encryption

in the TARP packet that can only be unlocked using a session key. The session key is not

available to any of the TARP routers 122-127 intervening between the originating 100 and

destination 110 TARP terminals. The session key is used to decrypt the payloads of the TARP

packets 140 permitting an entire message to be reconstructed.

In one embodiment, communication may be made private using link and session keys,

which in turn may be shared and used according any desired method. For example, a public key

or symmetric keys may be communicated between link or session endpoints using a public key

method. Any of a variety of other mechanisms for securing data to ensure that only authorized

computers can have access to the private information in the TARP packets 140 may be used as

desired.

Referring to FIG. 3a, to construct a series of TARP packets, a data stream 300 of IP

packets 207a, 207b, 207c, etc., such series of packets being formed by a network (1?) layer

process, is broken into a series of small sized segments. In the present example, equal-sized

segments 1-9 are defined and used to construct a set of interleaved data packets A, B, and C.

Here it is assumed that the number of interleaved packets A, B, and C formed is three and that

the number of IP packets 207a—207c used to form the three interleaved packets A, B, and C is

exactly three. Of course, the number of IP packets spread over a group of interleaved packets

may be any convenient number as may be the number of interleaved packets over which the

13
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incoming data stream is spread. The latter, the number of interleaved packets over which the data

stream is spread, is called the interleave window.

To create a packet, the transmitting software interleaves the normal IP packets 207a et.

seq. to form a new set of interleaved payload data 320. This payload data 320 is then encrypted

using a session key to form a set of session-key—encrypted payload data 330, each of which, A,

B, and C, will form the payload of a TARP packet. Using the IP header data, from the original

packets 207a-207c, new TARP headers [PT are formed. The TARP headers IPT can be identical

to normal [P headers or customized in some way. In a preferred embodiment, the TARP headers

IPT are IP headers with added data providing the following information required for routing and

reconstruction of messages, some of which data is ordinarily, or capable of being, contained in

normal IP headers:

1. A window sequence number — an identifier that indicates where the packet

belongs in the original message sequence.

2. An interleave sequence number — an identifier that indicates the interleaving

sequence used to form the packet so that the packet can be deinterleaved along with

other packets in the interleave window.

3. A time-to-live (TTL) datum — indicates the number of TARP-router-hops to

be executed before the packet reaches its destination. Note that the TTL parameter

may provide a datum to be used in a probabilistic formula for determining whether to

route the packet to the destination or to another hop.

4. Data type identifier — indicates whether the payload contains, for example,

TCP or UDP data.

5. Sender’s address — indicates the sender’s address in the TARP network.

6. Destination address — indicates the destination terminal’s address in the TARP

network.

7. Decoy/Real — an indicator of whether the packet contains real message data or

dummy decoy data or a combination.
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Obviously, the packets going into a single interleave window must include only packets

with a common destination. Thus, it is assumed in the depicted example that the [P headers of IP

packets 207a—207c all contain the same destination address or at least will be received by the

same terminal so that they can be deinterleaved. Note that dummy or decoy data or packets can

be added to form a larger interleave window than would otherwise be required by the size of a

given message. Decoy or dummy data can be added to a stream to help foil traffic analysis by

leveling the load on the network. Thus, it may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low

traffic periods so that communication bursts at one point in the Internet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to a portion, or the entirety, of a message,

and that portion or entirety then interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP packet construction, a series of IP

packets are accumulated to make up a predefined interleave window. The payloads of the

packets are used to construct a single block 520 for chain block encryption using the session key.

The payloads used to form the block are presumed to be destined for the same terminal. The

block size may coincide with the interleave window as depicted in the example embodiment of

FIG. 3b. After encryption, the encrypted block is broken into separate payloads and segments

which are interleaved as in the embodiment of Fig 3a. The resulting interleaved packets A, B,

and C, are then packaged as TARP packets with TARP headers as in the Example of FIG. 3a.

The remaining process is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP packets 340 are formed, each entire TARP packet 340, including the

TARP header IPT, is encrypted using the link key for communication with the first-hop—TARP
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router. The first hop TARP router is randomly chosen. A final unencrypted IP header IPc is

added to each encrypted TARP packet 340 to form a normal IP packet 360 that can be

transmitted to a TARP router. Note that the process of constructing the TARP packet 360 does

not have to be done in stages as described. The above description is just a useful heuristic for

describing the final product, namely, the TARP packet.

Note that, TARP header IPT could be a completely custom header configuration with no

similarity to a normal [P header except that it contain the information identified above. This is so

since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of each server or terminal participating in the TARP system.

Referring to FIG. 4, a TARP transceiver 405 can be an originating terminal 100, a destination

terminal 110, or a TARP router 122-127. In each TARP Transceiver 405, a transmitting process

is generated to receive normal packets from the Network (IP) layer and generate TARP packets

for communication over the network. A receiving process is generated to receive normal IP

packets containing TARP packets and generate fiom these normal IP packets which are “passed

up” to the Network (IP) layer. Note that where the TARP Transceiver 405 is a router, the

received TARP packets 140 are not processed into a stream of [P packets 415 because they need

only be authenticated as proper TARP packets and then passed to another TARP router or a

TARP destination terminal 110. The intervening process, a “TARP Layer” 420, could be

combined with either the data link layer 430 or the Network layer 410. In either case, it would

intervene between the data link layer 430 so that the process would receive regular IP packets

containing embedded TARP packets and “hand up” a series of reassembled IP packets to the

Network layer 410. As an example of combining the TARP layer 420 with the data link layer

430, a program may augment the normal processes running a communications card, for example,

an Ethernet card. Alternatively, the TARP layer processes may form part of a dynamically

loadable module that is loaded and executed to support communications between the network

and data link layers.
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Because the encryption system described above can be inserted between the data link and

network layers, the processes involved in supporting the encrypted communication may be

completely transparent to processes at the IP (network) layer and above. The TARP processes

may also be completely transparent to the data link layer processes as well. Thus, no operations

at or above the network layer, or at or below the data link layer, are affected by the insertion of

the TARP stack. This provides additional security to all processes at or above the network layer,

since the difficulty of unauthorized penetration of the network layer (by, for example, a hacker)

is increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the lntemet without any compromise in security.

Note that IP address changes made by TARP terminals and routers can be done at regular

intervals, at random intervals, or upon detection of “attacks.” The variation of IP addresses

hinders traffic analysis that might reveal which computers are communicating, and also provides

a degree of immunity fiom attack. The level of immunity from attack is roughly proportional to

the rate at which the IP address of the host is changing.

As mentioned, [P addresses may be changed in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicates that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its TP address. To accomplish this, the TARP process will construct a TARP-formatted

message, in the style of lntemet Control Message Protocol (ICMP) datagrams as an example;

this message will contain the machine’s TARP address, its previous IP address, and its new IP

address. The TARP layer will transmit this packet to at least one known TARP router; then upon

receipt and validation of the message, the TARP router will update its LUT with the new IP

address for the stated TARP address. The TARP router will then format a similar message, and

broadcast it to the other TARP routers so that they may update their LUTs. Since the total

number of TARP routers on any given subnet is expected to be relatively small, this process of

updating the LUTs should be relatively fast. It may not, however, work as well when there is a
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relatively large number of TARP routers and/or a relatively large number of clients; this has

motivated a refinement of this architecture to provide scalability; this refinement has led to a

second embodiment, which is discussed below.

Upon detection of an attack, the TARP process may also create a subprocess that

maintains the original IP address and continues interacting with the attacker. The latter may

provide an opportunity to trace the attacker or study the attacker’s methods (called “fishbowling”

drawing upon the analogy of a small fish in a fish bowl that “thinks” it is in the ocean but is

actually under captive observation). A history of the communication between the attacker and the

abandoned (fishbowled) IP address can be recorded or transmitted for human analysis or further

synthesized for purposes of responding in some way.

As mentioned above, decoy or dummy data or packets can be added to outgoing data

streams by TARP terminals or routers. In addition to making it convenient to spread data over a

larger number of separate packets, such decoy packets can also help to level the load on inactive

portions of the Internet to help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal 100, 110 or each router 122-

127 on some basis determined by an algorithm. For example, the algorithm may be a random one

which calls for the generation of a packet on a random basis when the terminal is idle.

Alternatively, the algorithm may be responsive to time of day or detection of low traffic to

generate more decoy packets during low traffic times. Note that packets are preferably generated

in groups, rather than one by one, the groups being sized to simulate real messages. In addition,

so that decoy packets may be inserted in normal TARP message streams, the background loop

may have a latch that makes it more likely to insert decoy packets when a message stream is

being received. That is, when a series of messages are received, the decoy packet generation rate

may be increased. Alternatively, if a large number of decoy packets is received along with

regular TARP packets, the algorithm may increase the rate of dropping of decoy packets rather

than forwarding them. The result of dropping and generating decoy packets in this way is to

make the apparent incoming message size different from the apparent outgoing message size to

help foil traffic analysis. The rate of reception of packets, decoy or otherwise, may be indicated
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to the decoy packet dropping and generating processes through perishable decoy and regular

packet counters. (A perishable counter is one that resets or decrements its value in response to

time so that it contains a high value when it is incremented in rapid succession and a small value

when incremented either slowly or a small number of times in rapid succession.) Note that

5 destination TARP terminal 110 may generate decoy packets equal in number and size to those

TARP packets received to make it appear it is merely routing packets and is therefore not the

destination terminal.

Referring to FIG. 5, the following particular steps may be employed in the above-

described method for routing TARP packets.

0 SO. A background loop operation is performed which applies an algorithm which determines

the generation of decoy IP packets. The loop is interrupted when an encrypted TARP packet

’ is received.

o 82. The TARP packet may be probed in some way to authenticate the packet before

attempting to decrypt it using the link key. That is, the router may determine that the packet

is an authentic TARP packet by performing a selected operation on some data included with

the clear IP header attached to the encrypted TARP packet contained in the payload. This

 
makes it possible to avoid performing decryption on packets that are not authentic TARP

packets.

20 0 S3. The TARP packet is decrypted to expose the destination TARP address and an indication

of whether the packet is a decoy packet or part of a real message.

0 S4. Ifthe packet is a decoy packet, the perishable decoy counter is incremented.

0 SS. Based on the decoy generation/dropping algorithm and the perishable decoy counter

value, if the packet is a decoy packet, the router may choose to throw it away. If the received

25 packet is a decoy packet and it is determined that it should be thrown away (86), control

7 returns to step SO.
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S7. The TTL parameter of the TARP header is decremented and it is determined if the TTL

parameter is greater than zero.

SS. If the TTL parameter is greater than zero, a TARP address is randomly chosen fi'om a list

of TARP addresses maintained by the router and the link key and IP address corresponding

to that TARP address memorized for use in creating a new IP packet containing the TARP

packet.

S9. If the TTL parameter is zero or less, the link key and IP address corresponding to the

TARP address of the destination are memorized for use in creating the new IP packet

containing the TARP packet.

810. The TARP packet is encrypted using the memorized link key.

81 1. An IP header is added to the packet that contains the stored 1? address, the encrypted

TARP packet wrapped with an IP header, and the completed packet transmitted to the next

hop or destination.

Referring to FIG. 6, the following particular steps may be employed in the above-

described method for generating TARP packets.

$20. A background loop operation applies an algorithm that determines the generation of

decoy IP packets. The loop is interrupted when a data stream containing IP packets is

received for transmission.

$21. The received IP packets are grouped into a set consisting of messages with a constant IP

destination address. The set is further broken down to coincide with a maximum size of an

interleave window The set is encrypted, and interleaved into a set of payloads destined to

become TARP packets.

822. The TARP address corresponding to the IP address is determined from a lookup table

and stored to generate the TARP header. An initial TTL count is generated and stored in the
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header. The TTL count may be random with minimum and maximum values or it may be

fixed or determined by some other parameter.

0 823. The window sequence numbers and interleave sequence numbers are recorded in the

TARP headers of each packet.

0 824. One TARP router address is randomly chosen for each TARP packet and the IP address

corresponding to it stored for use in the clear IP header. The link key corresponding to this

router is identified and used to encrypt TARP packets containing interleaved and encrypted

data and TARP headers.

- 825. A clear H’ header with the first hop router’s real IP address is generated and added to

each of the encrypted TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be employed in the above-

described method for receiving TARP packets.

0 S40. A background loop operation is performed which applies an algorithm which

determines the generation of decoy IP packets. The loop is interrupted when an encrypted

TARP packet is received.

0 S42. The TARP packet may be probed to authenticate the packet before attempting to

decrypt it using the link key.

0 S43. The TARP packet is decrypted with the appropriate link key to expose the destination

TARP address and an indication of whether the packet is a decoy packet or part of a real

message.

0 S44. If the packet is aidecoy packet, the perishable decoy counter is incremented.

- S45. Based on the decoy generation/dropping algorithm and the perishable decoy counter

value, if the packet is a decoy packet, the receiver may choose to throw it away.

0 S46. The TARP packets are cached until all packets forming an interleave window are

received.
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0 S47. Once all packets of an interleave window are received, the packets are deinterleaved.

0 S48. The packets block of combined packets defining the interleave window is then

decrypted using the session key.

0 S49. The decrypted block is then divided using the window sequence data and the IPT

headers are converted into normal IPC headers. The window sequence numbers are integrated

in the IPc headers.

0 $50. The packets are then handed up to the IP layer processes.

1. SCALABILITY ENHANCEMENTS

The IP agility feature described above relies on the ability to transmit IP address changes

to all TARP routers. The embodiments including this feature will be referred to as “boutique”

embodiments due to potential limitations in scaling these features up for a large network, such as

the Internet. (The “boutique” embodiments would, however, be robust for use in smaller

networks, such as small virtual private networks, for example). One problem with the boutique

embodiments is that if IP address changes are to occur frequently, the message traffic required to

update all routers sufficiently quickly creates a serious burden on the Internet when the TARP

router and/or client population gets large. The bandwidth burden added to the networks, for

example in ICMP packets, that would be used to update all the TARP routers could overwhelm

the Internet for a large scale implementation that approached the scale of the Internet. In other

words, the boutique system’s scalability is limited.

A system can be constructed which trades some of the features of the above embodiments

to provide the benefits of IP agility without the additional messaging burden. This is

accomplished by IP address-hopping according to shared algorithms that govern IP addresses

used between links participating in communications sessions between nodes such as TARP

nodes. (Note that the IP hopping technique is also applicable to the boutique embodiment.) The

IP agility feature discussed with respect to the boutique system can be modified so that it

becomes decentralized under this scalable regime and governed by the above-described shared
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algorithm. Other features of the boutique system may be combined with this new type of IP-

agility.

The new embodiment has the advantage of providing IP agility governed by a local

algorithm and set of IP addresses exchanged by each communicating pair of nodes. This local

governance is session-independent in that it may govern communications between a pair of

nodes, irrespective of the session or end points being transferred between the directly

communicating pair of nodes.

In the scalable embodiments, blocks of IP addresses are allocated to each node in the

network. (This scalability will increase in the fiiture, when Internet Protocol addresses are

increased to 128-bit fields, vastly increasing the number of distinctly addressable nodes). Each

node can thus use any of the IP addresses assigned to that node to communicate with other nodes

in the network. Indeed, each pair of communicating nodes can use a plurality of source IP

addresses and destination IP addresses for communicating with each other.

Each communicating pair of nodes in a chain participating in any session stores two

blocks of IP addresses, called netblocks, and an algorithm and randomization seed for selecting,

from each netblock, the next pair of source/destination IP addresses that will be used to transmit

the next message. In other words, the algorithm governs the sequential selection of IP-address

pairs, one sender and one receiver IP address, from each netblock. The combination of algorithm,

seed, and netblock (IP address block) will be called a “hopblock.” A router issues separate

transmit and receive hopblocks to its clients. The send address and the receive address of the IP

header of each outgoing packet sent by the client are filled with the send and receive [P

addresses generated by the algorithm. The algorithm is “clocked” (indexed) by a counter so that

each time a pair is used, the algorithm turns out a new transmit pair for the next packet to be sent.

The router’s receive hopblock is identical to the client’s transmit hopblock. The router

uses the receive hopblock to predict what the send and receive IP address pair for the next

expected packet from that client will be. Since packets can be received out of order, it is not

possible for the router to predict with certainty what IP address pair will be on the next

sequential packet. To account for this problem, the router generates a range of predictions
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encompassing the number of possible transmitted packet send/receive addresses, of which the

next packet received could leap ahead. Thus, if there is a vanishingly small probability that a

given packet will arrive at the router ahead of 5 packets transmitted by the client before the given

packet, then the router can generate a series of 6 send/receive [P address pairs (or “hop window”)

to compare with the next received packet. When a packet is received, it is marked in the hop

window as such, so that a second packet with the same IP address pair will be discarded. If an

out-of-sequence packet does not arrive within a predetermined timeout period, it can be

requested for retransmission or simply discarded from the receive table, depending upon the

protocol in use for that communications session, or possibly by convention.

When the router receives the client’s packet, it compares the send and receive IP

addresses of the packet with the next N predicted send and receive IP address pairs and rejects

the packet if it is not a member of this set. Received packets that do not have the predicted

source/destination IP addresses falling with the window are rejected, thus thwarting possible

hackers. (With the number of possible combinations, even a fairly large window would be hard

to fall into at random.) If it is a member of this set, the router accepts the packet and processes it

further. This link-based IP-hopping strategy, referred to as “IHOP,” is a network element that

stands on its own and is not necessarily accompanied by elements of the boutique system

described above. If the routing agility feature described in connection with the boutique

embodiment is combined with this link-based IP-hopping strategy, the router’s next step would

be to decrypt the TARP header to determine the destination TARP router for the packet and

determine what should be the next hop for the packet. The TARP router would then forward the

packet to a random TARP router or the destination TARP router with which the source TARP

router has a link-based 1P hopping communication established.

Figure 8 shows how a client computer 801 and a TARP router 811 can establish a secure

session. When client 801 seeks to establish an IHOP session with TARP router 811, the client

801 sends “secure synchronization” request (“SSYN”) packet 821 to the TARP router 811. This

SYN packet 821 contains the client’s 801 authentication token, and may be sent to the router 811

in an encrypted format. The source and destination [P numbers on the packet 821 are the client’s
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801 current fixed IP address, and a “known” fixed IP address for the router 811. (For security

purposes, it may be desirable to reject any packets from outside of the local network that are '

destined for the router’s known fixed IP address.) Upon receipt and validation of the client’s 801

SSYN packet 821, the router 811 responds by sending an encrypted “secure synchronization

acknowledgment” (“SSYN ACK”) 822 to the client 801. This SSYN ACK 822 will contain the

transmit and receive hopblocks that the client 801 will use when communicating with the TARP

router 811. The client 801 will acknowledge the TARP router’s 811 response packet 822 by

generating an encrypted SSYN ACK ACK packet 823 which will be sent from the client’s 801

fixed IP address and to the TARP router’s 811 known fixed IP address. The client 801 will

simultaneously generate a SSYN ACK ACK packet; this SSYN ACK packet, referred to as the

Secure Session Initiation (SSI) packet 824, will be sent with the first {sender, receiver} IP pair in

the client’s transmit table 921 (FIG. 9), as specified in the transmit hopblock provided by the

TARP router 811 in the SSYN ACK packet 822. The TARP router 811 will respond to the SSI

packet 824 with an $81 ACK packet 825, which will be sent with the first {sender, receiver} IP

pair in the TARP router’s transmit table 923. Once these packets have been successfully

exchanged, the secure communications session is established, and all further secure

communications between the client 801 and the TARP router 811 will be conducted via this

secure session, as long as synchronization is maintained. If synchronization is lost, then the client

801 and TARP router 802 may re—establish the secure session by the procedure outlined in

Figure 8 and described above.

While the secure session is active, both the client 901 and TARP router 911 (FIG. 9) will

maintain their respective transmit tables 921, 923 and receive tables 922, 924, as provided by the

TARP router during session synchronization 822. It is important that the sequence of IP pairs in

the client’s transmit table 921 be identical to those in the TARP router’s receive table 924;

similarly, the sequence of IF pairs in the client’s receive table 922 must be identical to those in

the router’s transmit table 923. This is required for the session synchronization to be maintained.

The client 901 need maintain only one transmit table 921 and one receive table 922 during the

course of the secure session. Each sequential packet sent by the client 901 will employ the next
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{send, receive} IP address pair in the transmit table, regardless of TCP or UDP session. The

TARP router 911 will expect each packet arriving from the client 901 to bear the next IP address

pair shown in its receive table.

Since packets can arrive out of order, however, the router 911 can maintain a “look

ahead” buffer in its receive table, and will mark previously-received IP pairs as invalid for fiiture

packets; any future packet containing an IP pair that is in the look-ahead buffer but is marked as

previously received will be discarded. Communications from the TARP router 911 to the client

901 are maintained in an identical manner; in particular, the router 911 will select the next [P

address pair from its transmit table 923 when constructing a packet to send to the client 901, and

the client 901 will maintain a look-ahead buffer of expected IP pairs on packets that it is

receiving. Each TARP router will maintain separate pairs of transmit and receive tables for each

client that is currently engaged in a secure session with or through that TARP router.

While clients receive their hopblocks from the first server linking them to the Internet,

routers exchange hopblocks. When a router establishes a link—based IP-hopping communication

regime with another router, each router of the pair exchanges its transmit hopblock. The transmit

hopblock of each router becomes the receive hopblock of the other router. The communication

between routers is governed as described by the example of a client sending a packet to the first

router.

While the above strategy works fine in the 1P milieu, many local networks that are

connected to the Internet are Ethernet systems. In Ethernet, the IP addresses of the destination

devices must be translated into hardware addresses, and vice versa, using known processes

(“address resolution protocol,” and “reverse address resolution protocol”). However, if the link-

based IP-hopping strategy is employed, the correlation process would become explosive and

burdensome. An alternative to the link-based 1P hopping strategy may be employed within an

Ethernet network. The solution is to provide that the node linking the Internet to the Ethernet

(call it the border node) use the link—based IP-hopping communication regime to communicate

with nodes outside the Ethernet LAN. Within the Ethernet LAN, each TARP node would have a

single IP address which would be addressed in the conventional way. Instead of comparing the
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{sender, receiver} IP address pairs to authenticate a packet, the intra-LAN TARP node would

use one of the 1P header extension fields to do so. Thus, the border node uses an algorithm

shared by the intra-LAN TARP node to generate a symbol that is stored in the free field in the 1P

header, and the intra-LAN TARP node generates a range of symbols based on its prediction of

the next expected packet to be received from that particular source IP address. The packet is

rejected if it does not fall into the set of predicted symbols (for example, numerical values) or is

accepted if it does. Communications from the intra-LAN TARP node to the border node are

accomplished in the same manner, though the algorithm will necessarily be different for security

reasons. Thus, each of the communicating nodes will generate transmit and receive tables in a

similar manner to that of Figure 9; the intra-LAN TARP nodes transmit table will be identical to

the border node’s receive table, and the intra-LAN TARP node’s receive table will be identical to

the border node’s transmit table.

The algorithm used for IP address-hopping can be any desired algorithm. For example,

the algorithm can be a given pseudo-random number generator that generates numbers of the

range covering the allowed IP addresses with a given seed. Alternatively, the session participants

can assume a certain type of algorithm and specify simply a parameter for applying the

algorithm. For example the assumed algorithm could be a particular pseudo-random number

generator and the session participants could simply exchange seed values.

Note that there is no permanent physical distinction between the originating and

destination terminal nodes. Either device at either end point can initiate a synchronization of the

pair. Note also that the authentication/synchronization-request (and acknowledgment) and

hopblock-exchange may all be served by a single message so that separate message exchanges

may not be required. ,

As another extension to the stated architecture, multiple physical paths can be used by a

client, in order to provide link redundancy and further thwart attempts at denial of service and

traffic monitoring. As shown in Figure 10, for example, client 1001 can establish three

simultaneous sessions with each of three TARP routers provided by different ISPs 1011, 1012,

1013. As an example, the client 1001 can use three different telephone lines 1021, 1022, 1023 to
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connect to the lSPs, or two telephone lines and a cable modem, etc. In this scheme, transmitted

packets will be sent in a random fashion among the different physical paths. This architecture

provides a high degree of communications redundancy, with improved immunity from denial-of-

service attacks and traffic monitoring.

2. FURTHER EXTENSIONS

The following describes various extensions to the techniques, systems, and methods

described above. As described above, the security of communications occurring between

computers in a computer network (such as the Internet, an Ethernet, or others) can be enhanced

by using seemingly random source and destination Internet Protocol (IP) addresses for data

packets transmitted over the network. This feature prevents eavesdroppers from determining

which computers in the network are communicating with each other while permitting the two

communicating computers to easily recognize whether a given received data packet is legitimate

or not. In one embodiment of the above-described systems, an IP header extension field is used

to authenticate incoming packets on an Ethernet.

Various extensions to the previously described techniques described herein include: (1)

use of hopped hardware or “MAC” addresses in broadcast type network; (2) a self-

synchronization technique that permits a computer to automatically regain synchronization with

a sender; (3) synchronization algorithms that allow transmitting and receiving computers to

quickly re—establish synchronization in the event of lost packets or other events; and (4) a fast-

packet rejection mechanism for rejecting invalid packets. Any or all of these extensions can be

combined with the features described above in any of various ways.

A. Hardware Address Hopping

Internet protocol-based communications techniques on a LAN—or across any dedicated

physical medium—typically embed the IP packets within lower-level packets, ofien referred to

as “frames.” As shown in FIG. 11, for example, a first Ethernet frame 1150 comprises a firame

header 1101 and two embedded IP packets [Pl and IPZ, while a second Ethernet frame 1160

comprises a different frame header 1104 and a single IP packet 1P3. Each frame header

generally includes a source hardware address 1101A and a destination hardware address 1101B;
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other well-known fields in frame headers are omitted from FIG. 11 for clarity. Two hardware

nodes communicating over a physical communication channel insert appropriate source and

destination hardware addresses to indicate which nodes on the channel or network should receive

the frame.

It may be possible for a nefarious listener to acquire information about the contents of a

frame and/or its communicants by examining frames on a local network rather than (or in

addition to) the IP packets themselves. This is especially true in broadcast media, such as

Ethernet, where it is necessary to insert into the frame header the hardware address of the

machine that generated the frame and the hardware address of the machine to which frame is

being sent. All nodes on the network can potentially “see” all packets transmitted across the

network. This can be a problem for secure communications, especially in cases where the

communicants do not want for any third party to be able to identify who is engaging in the

information exchange. One way to address this problem is to push the address-hopping scheme

down to the hardware layer. In accordance with various embodiments of the invention, hardware

addresses are “hopped” in a manner similar to that used to change IP addresses, such that a

listener cannot determine which hardware node generated a particular message nor which node is

the intended recipient.

FIG. 12A shows a system in which Media Access Control (“MAC”) hardware addresses

are “hopped” in order to increase security over a network such as an Ethernet. While the

description refers to the exemplary case of an Ethernet environment, the inventive principles are

equally applicable to other types of communications media. In the Ethernet case, the MAC

address of the sender and receiver are inserted into the Ethernet frame and can be observed by

anyone on the LAN who is within the broadcast range for that frame. For secure

communications, it becomes desirable to generate frames with MAC addresses that are not

attributable to any specific sender or receiver.

As shown in FIG. 12A, two computer nodes 1201 and 1202 communicate over a

communication channel such as an Ethernet. Each node executes one or more application

programs 1203 and 1218 that communicate by transmitting packets through communication
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software 1204 and 1217, respectively. Examples of application programs include video

conferencing, e-mail, word processing programs, telephony, and the like. Communication

software 1204 and 1217 can comprise, for example, an OSI layered architecture or “stack” that

standardizes various services provided at different levels of functionality.

The lowest levels of communication software 1204 and 1217 communicate with

hardware components 1206 and 1214 respectively, each of which can include one or more

registers 1207 and 1215 that allow the hardware to be reconfigured or controlled in accordance

with various communication protocols. The hardware components (an Ethernet network

interface card, for example) communicate with each other over the communication medium.

Each hardware component is typically pre-assigned a fixed hardware address or MAC number

that identifies the hardware component to other nodes on the network. One or more interface

drivers control the operation of each card and can, for example, be configured to accept or reject

packets fiom certain hardware addresses. As will be described in more detail below, various

embodiments of the inventive principles provide for “hopping” different addresses using one or

more algorithms and one or more moving windows that track a range of valid addresses to

validate received packets. Packets transmitted according to one or more of the inventive

principles will be generally referred to as “secure” packets or “secure communications” to

differentiate them from ordinary data packets that are transmitted in the clear using ordinary,

machine-correlated addresses.

One straightforward method of generating non-attributable MAC addresses is an

extension of the [P hopping scheme. In this scenario, two machines on the same LAN that desire

to communicate in a secure fashion exchange random-number generators and seeds, and create

sequences of quasi-random MAC addresses for synchronized hopping. The implementation and

synchronization issues are then similar to that of [P hopping.

This approach, however, runs the risk of using MAC addresses that are currently active

on the LAN—which, in turn, could interrupt communications for those machines. Since an

Ethernet MAC address is at present 48 bits in length, the chance of randomly misusing an active

MAC address is actually quite small. However, if that figure is multiplied by a large number of
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nodes (as would be found on an extensive LAN), by a large number of frames (as might be the

case with packet voice or streaming video), and by a large number of concurrent Virtual Private

Networks (VPNs), then the chance that a non-secure machine’s MAC address could be used in

an address-hopped frame can become non-trivial. In short, any scheme that runs even a small

risk of interrupting communications for other machines on the LAN is bound to receive

resistance from prospective system administrators. Nevertheless, it is technically feasible, and

can be implemented without risk on a LAN on which there is a small number of machines, or if

all of the machines on the LAN are engaging in MAC-hopped communications.

Synchronized MAC address hopping may incur some overhead in the course of session

establishment, especially if there are multiple sessions or multiple nodes involved in the

communications. A simpler method of randomizing MAC addresses is to allow each node to

receive and process every incident frame on the network. Typically, each network interface

driver will check the destination MAC address in the header of every incident frame to see if it

matches that machine’s MAC address; if there is no match, then the frame is discarded. In one

embodiment, however, these checks can be disabled, and every incident packet is passed to the

TARP stack for processing. This will be referred to as “promiscuous” mode, since every incident

frame is processed. Promiscuous mode allows the sender to use completely random,

unsynchronized MAC addresses, since the destination machine is guaranteed to process the

frame. The decision as to whether the packet was truly intended for that machine is handled by

the TARP stack, which checks the source and destination IP addresses for a match in its IP

synchronization tables. If no match is found, the packet is discarded; if there is a match, the

packet is unwrapped, the inner header is evaluated, and if the inner header indicates that the

packet is destined for that machine then the packet is forwarded to the IP stack—otherwise it is

discarded.

One disadvantage of purely-random MAC address hopping is its impact on processing

overhead; that is, since every incident time must be processed, the machine’s CPU is engaged

considerably more often than if the network interface driver is discriminating and rejecting

packets unilaterally. A compromise approach is to select either a single fixed MAC address or a
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small number of MAC addresses (e.g., one for each virtual private network on an Ethernet) to

use for MAC—hopped communications, regardless of the actual recipient for which the message

is intended. In this mode, the network interface driver can check each incident frame against one

(or a few) pre-established MAC addresses, thereby freeing the CPU from the task of physical-

layer packet discrimination. This scheme does not betray any useful information to an interloper

on the LAN; in particular, every secure packet can already be identified by a unique packet type

in the outer header. However, since all machines engaged in secure communications would

either be using the same MAC address, or be selecting from a small pool of predetermined MAC

addresses, the association between a specific machine and a specific MAC address is effectively

broken.

In this scheme, the CPU will be engaged more ofien than it would be in non—secure

communications (or in synchronized MAC address hopping), since the network interface driver

cannot always unilaterally discriminate between secure packets that are destined for that

machine, and secure packets from other VPNs. However, the non—secure traffic is easily

eliminated at the network interface, thereby reducing the amount of processing required of the

CPU. There are boundary conditions where these statements would not hold, of course—cg, if

all of the traffic on the LAN is secure traffic, then the CPU would be engaged to the same degree

as it is in the purely-random address hopping case; alternatively, if each VPN on the LAN uses a

different MAC address, then the network interface can perfectly discriminate secure frames

destined for the local machine from those constituting other VPNs. These are engineering

tradeoffs that might be best handled by providing administrative options for the users when

installing the software and/or establishing VPNs.

Even in this scenario, however, there still remains a slight risk of selecting MAC

addresses that are being used by one or more nodes on the LAN. One solution to this problem is

to formally assign one address or a range of addresses for use in MAC-hopped communications.

This is typically done via an assigned numbers registration authority; e.g., in the case of

Ethernet, MAC address ranges are assigned to vendors by the Institute of Electrical and

Electronics Engineers (IEEE). A fonnally-assigned range of addresses would ensure that secure
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frames do not conflict with any properly-configured and properly-functioning machines on the

LAN.

Reference will now be made to FIGS. 12A and 12B in order to describe the many

combinations and features that follow the inventive principles. As explained above, two

computer nodes 1201 and 1202 are assumed to be communicating over a network or

communication medium such as an Ethernet. A communication protocol in each node (1204 and

1217, respectively) contains a modified element 1205 and 1216 that performs certain functions

that deviate from the standard communication protocols. In particular, computer node 1201

implements a first “hop” algorithm 1208K that selects seemingly random source and destination

IP addresses (and, in one embodiment, seemingly random IP header discriminator fields) in order

to transmit each packet to the other computer node. For example, node 1201 maintains a

transmit table 1208 containing triplets of source (S), destination (D), and discriminator fields

(DS) that are inserted into outgoing [P packet headers. The table is generated through the use of

an appropriate algorithm (e.g., a random number generator that is seeded with an appropriate

seed) that is known to the recipient node 1202. As each new IP packet is formed, the next

sequential entry out of the sender’s transmit table 1208 is used to populate the IP source, IP

destination, and IP header extension field (e.g., discriminator field). It will be appreciated that

the transmit table need not be created in advance but could instead be created on-the-fly by

executing the algorithm when each packet is formed.

At the receiving node 1202, the same IP hop algorithm 1222X is maintained and used to

generate a receive table 1222 that lists valid triplets of source IP address, destination IP address,

and discriminator field. This is shown by virtue of the first five entries of transmit table 1208

matching the second five entries of receive table 1222. (The tables may be slightly offset at any

particular time due to lost packets, misordered packets, or transmission delays). Additionally,

node 1202 maintains a receive window W3 that represents a list of valid [P source, IP

destination, and discriminator fields that will be accepted when received as part of an incoming

IP packet. As packets are received, window W3 slides down the list of valid entries, such that

the possible valid entries change over time. Two packets that arrive out of order but are
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nevertheless matched to entries within window W3 will be accepted; those falling outside of

window W3 will be rejected as invalid. The length of window W3 can be adjusted as necessary

to reflect network delays or other factors.

Node 1202 maintains a similar transmit table 1221 for creating IP packets and frames

destined for node 1201 using a potentially different hopping algorithm 1221X, and node 1201

maintains a matching receive table 1209 using the same algorithm 1209X. As node 1202

transmits packets to node 1201 using seemingly random IP source, 11’ destination, and/or

discriminator fields, node 1201 matches the incoming packet values to those falling within

window W1 maintained in its receive table. In effect, transmit table 1208 of node 1201 is

synchronized (i.e., entries are selected in the same order) to receive table 1222 of receiving node

1202. Similarly, transmit table 1221 of node 1202 is synchronized to receive table 1209 of node

1201. It will be appreciated that although a common algorithm is shown for the source,

destination and discriminator fields in FIG. 12A (using, e.g., a different seed for each of the three

fields), an entirely different algorithm could in fact be used to establish values for each of these

fields. It will also be appreciated that one or two of the fields can be “hopped” rather than all

three as illustrated.

In accordance with another aspect of the invention, hardware or “MAC” addresses are

hopped instead of or in addition to IP addresses and/or the discriminator field in order to improve

security in a local area or broadcast-type network. To that end, node 1201 further maintains a

transmit table 1210 using a transmit algorithm 1210X to generate source and destination

hardware addresses that are inserted into frame headers (e.g., fields 1101A and 1101B in FIG.

11) that are synchronized to a corresponding receive table 1224 at node 1202. Similarly, node

1202 maintains a different transmit table 1223 containing source and destination hardware

addresses that is synchronized with a corresponding receive table 1211 at node 1201. In this

manner, outgoing hardware frames appear to be originating from and going to completely

random nodes on the network, even though each recipient can determine whether a given packet

is intended for it or not. It will be appreciated that the hardware hopping feature can be
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implemented at a different level in the communications protocol than the IP hopping feature

(e.g., in a card driver or in a hardware card itself to improve performance).

FIG. 123 shows three different embodiments or modes that can be employed using the

aforementioned principles. In a first mode referred to as “promiscuous” mode, a common

hardware address (e.g.,,a fixed address for source and another for destination) or else a

completely random hardware address is used by all nodes on the network, such that a particular

packet cannot be attributed to any one node. Each node must initially accept all packets

containing the common (or random) hardware address and inspect the IP addresses or

discriminator field to determine whether the packet is intended for that node. In this regard,

either the IP addresses or the discriminator field or both can be varied in accordance with an

algorithrn as described above. As explained previously, this may increase each node’s overhead

since additional processing is involved to determine whether a given packet has valid source and

destination hardware addresses.

In a second mode referred to as “promiscuous per VPN” mode, a small set of fixed

hardware addresses are used, with a fixed source/destination hardware address used for all nodes

communicating over a virtual private network. For example, if there are six nodes on an

Ethernet, and the network is to be split up into two private virtual networks such that nodes on

one VPN can communicate with only the other two nodes on its own VPN, then two sets of

hardware addresses could be used: one set for the first VPN and a second set for the second

VPN. This would reduce the amount of overhead involved in checking for valid frames since

only packets arriving from the designated VPN would need to be checked. IP addresses and one

or more discriminator fields could still be hopped as before for secure communication within the

VPN. Of course, this solution compromises the anonymity of the VPNs (i.e., an outsider can

easily tell what traffic belongs in which VPN, though he cannot correlate it to a specific

machine/person). It also requires the use of a discriminator field to mitigate the vulnerability to

certain types of DoS attacks. (For example, without the discriminator field, an attacker on the

LAN could stream fiames containing the MAC addresses being used by the VPN; rejecting those
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frames could lead to excessive processing overhead. The discriminator field would provide a

low-overhead means of rejecting the false packets.)

In a third mode referred to as “hardware hopping” mode, hardware addresses are varied

as illustrated in FIG. 12A, such that hardware source and destination addresses are changed

constantly in order to provide non-attributable addressing. Variations on these embodiments are

of course possible, and the invention is not intended to be limited in any respect by these

illustrative examples.

B. Extending the Address Space

Address hopping provides security and privacy. However, the level of protection is

limited by the number of addresses in the blocks being hopped. A hopblock denotes a field or

fields modulated on a packet-wise basis for the purpose of providing a VPN. For instance, if two

nodes communicate with [P address hopping using hopblocks of 4 addresses (2 bits) each, there

would be 16 possible address-pair combinations. A window of size 16 would result in most

address pairs being accepted as valid most of the time. This limitation can be overcome by using

a discriminator field in addition to or instead of the hopped address fields. The discriminator

field would be hopped in exactly the same fashion as the address fields and it would be used to

determine whether a packet should be processed by a receiver.

Suppose that two clients, each using four-bit hopblocks, would like the same level of

protection afforded to clients communicating via [P hopping between two A blocks (24 address

bits eligible for hopping). A discriminator field of 20 bits, used in conjunction with the 4 address

bits eligible for hopping in the IP address field, provides this level of protection. A 24-bit

discriminator field would provide a similar level of protection if the address fields were not

hopped or ignored. Using a discriminator field offers the following advantages: (1) an arbitrarily

high level of protection can be provided, and (2) address hopping is unnecessary to provide

protection. This may be important in environments where address hopping would cause routing

problems.
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C. Synchronization Technigues

It is generally assumed that once a sending node and receiving node have exchanged

algorithms and seeds (or similar information sufficient to generate quasi-random source and

destination tables), subsequent communication between the two nodes will proceed smoothly.

Realistically, however, two nodes may lose synchronization due to network delays or outages, or

other problems. Consequently, it is desirable to provide means for re-establishing

synchronization between nodes in a network that have lost synchronization.

One possible technique is to require that each node provide an acknowledgment upon

successful receipt of each packet and, if no acknowledgment is received within a certain period

of time, to re-send the unacknowledged packet. This approach, however, drives up overhead

costs and may be prohibitive in high-throughput environments such as streaming video or audio,

for example.

A different approach is to employ an automatic synchronizing technique that will be99

referred to herein as “self-synchronization. In this approach, synchronization information is

embedded into each packet, thereby enabling the receiver to re—synchronize itself upon receipt of

a single packet if it determines that is has lost synchronization with the sender. (If

communications are already in progress, and the receiver determines that it is still in sync with

the sender, then there is no need to re-synchronize.) A receiver could detect that it was out of

synchronization by, for example, employing a “dead-man” timer that expires after a certain

period of time, wherein the timer is reset with each valid packet. A time stamp could be hashed

into the public sync field (see below) to preclude packet-retry attacks.

In one embodiment, a “sync field” is added to the header of each packet sent out by the

sender. This sync field could appear in the clear or as part of an encrypted portion of the packet.

Assuming that a sender and receiver have selected a random-number generator (RNG) and seed

value, this combination of RNG and seed can be used to generate a random-number sequence

(RNS). The RNS is then used to generate a sequence of source/destination IP pairs (and, if

desired, discriminator fields and hardware source and destination addresses), as described above.

It is not necessary, however, to generate the entire sequence (or the first N-l values) in order tot
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generate the Nth random number in the sequence; if the sequence index N is known, the random

value corresponding to that index can be directly generated (see below). Different RNGS (and

seeds) with different fundamental periods could be used to generate the source and destination IP

sequences, but the basic concepts would still apply. For the sake of simplicity, the following

discussion will assume that IP source and destination address pairs (only) are hopped using a

single RNG sequencing mechanism.

In accordance with a “self—synchronization” feature, a sync field in each packet header

provides an index (i.e., a sequence number) into the RNS that is being used to generate IP pairs.

Plugging this index into the RNG that is being used to generate the RNS yields a specific random

number value, which in turn yields a specific 1? pair. That is, an IP pair can be generated directly

from knowledge of the RNG, seed, and index number; it is not necessary, in this scheme, to

generate the entire sequence of random numbers that precede the sequence value associated with

the index number provided.

Since the communicants have presumably previously exchanged RNGs and seeds, the

only new information that must be provided in order to generate an IP pair is the sequence

number. If this number is provided by the sender in the packet header, then the receiver need

only plug this number into the RNG in order to generate an 11’ pair —- and thus verify that the 11’

pair appearing in the header of the packet is valid. In this scheme, if the sender and receiver lose

synchronization, the receiver can immediately re-synchronize upon receipt of a single packet by

simply comparing the IP pair in the packet header to the 11’ pair generated from the index

number. Thus, synchronized communications can be resumed upon receipt of a single packet,

making this scheme ideal for multicast communications. Taken to the extreme, it could obviate

the need for synchronization tables entirely; that is, the sender and receiver could simply rely on

the index number in the sync field to validate the [P pair on each packet, and thereby eliminate

the tables entirely.

The aforementioned scheme may have some inherent security issues associated with it -

namely, the placement of the sync field. If the field is placed in the outer header, then an

interloper could observe the values of the field and their relationship to the [P stream. This could
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potentially compromise the algorithm that is being used to generate the IP-address sequence,

which would compromise the security of the communications. If, however, the value is placed in

the inner header, then the sender must decrypt the inner header before it can extract the sync

value and validate the 1P pair; this opens up the receiver to certain types of denial-of-service

(DOS) attacks, such as packet replay. That is, if the receiver must decrypt a packet before it can

validate the [P pair, then it could potentially be forced to expend a significant amount of

processing on decryption if an attacker simply retransmits previously valid packets. Other attack

methodologies are possible in this scenario. »

A possible compromise between algorithm security and processing speed is to split up the

sync value between an inner (encrypted) and outer (unencrypted) header. That is, if the sync

value is sufficiently long, it could potentially be split into a rapidly-changing part that can be

viewed in the clear, and a fixed (or very slowly changing) part that must be protected. The part

that can be viewed in the clear will be called the “public sync” portion and the part that must be

protected will be called the “private sync” portion.

Both the public sync and private sync portions are needed to generate the complete sync

value. The private portion, however, can be selected such that it is fixed or will change only

occasionally. Thus, the private sync value can be stored by the recipient, thereby obviating the

need to decrypt the header in order to retrieve it. If the sender and receiver have previously

agreed upon the frequency with which the private part of the sync will change, then the receiver

can selectively decrypt a single header in order to extract the new private sync if the

communications gap that has led to 10st synchronization has exceeded the lifetime of the

previous private sync. This should not represent a burdensome amount of decryption, and thus

should not open up the receiver to denial-of-service attack simply based on the need to

occasionally decrypt a single header.

One implementation of this is to use a hashing function with a one-to-one mapping to

generate the private and public sync portions from the sync value. This implementation is shown

in FIG. 13, where (for example) a first ISP 1302 is the sender and a second ISP 1303 is the

receiver. (Other alternatives are possible from FIG. 13.) A transmitted packet comprises a public
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or “outer” header 1305 that is not encrypted, and a private or “inner” header 1306 that is

encrypted using for example a link key. Outer header 1305 includes a public sync portion while

inner header 1306 contains the private sync portion. A receiving node decrypts the inner header

using a decryption function 1307 in order to extract the private sync portion. This step is

necessary only if the lifetime of the currently buffered private sync has expired. (If the

currently-buffered private sync is still valid, then it is simply extracted fiom memory and

“added” (which could be an inverse hash) to the public sync, as shown in step 1308.) The public

and decrypted private sync portions are combined in function 1308 in order to generate the

combined sync 1309. The combined sync (1309) is then fed into the RNG (1310) and compared

to the IP address pair (1311) to validate or reject the packet.

An important consideration in this architecture is the concept of “future” and “past”

where the public sync values are concerned. Though the sync values, themselves, should be

random to prevent spoofing attacks, it may be important that the receiver be able to quickly

identify a sync value that has already been sent — even if the packet containing that sync value

was never actually received by the receiver. One solution is to hash a time stamp or sequence

number into the public sync portion, which could be quickly extracted, checked, and discarded,

thereby validating the public sync portion itself.

In one embodiment, packets can be checked by comparing the source/destination IP pair

generated by the sync field with the pair appearing in the packet header. If (1) they match, (2) the

time stamp is valid, and (3) the dead-man timer has expired, then re-synchronization occurs;

otherwise, the packet is rejected. If enough processing power is available, the dead-man timer

and synchronization tables can be avoided altogether, and the receiver would simply

resynchronize (e.g., validate) on every packet.

The foregoing scheme may require large—integer (e.g., 160—bit) math, which may affect its

implementation. Without such large—integer registers, processing throughput would be affected,

thus potentially affecting security from a denial-of-service standpoint. Nevertheless, as large-

integer math processing features become more prevalent, the costs of implementing such a

feature Will be reduced.
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D. Other Svnchronization Schemes

As explained above, if W or more consecutive packets are lost between a transmitter and

receiver in a VPN (Where W is the window size), the receiver’s window will not have been

updated and the transmitter will be transmitting packets not in the receiver’s window. The sender

and receiver will not recover synchronization until perhaps the random pairs in the window are

repeated by chance. Therefore, there is a need to keep a transmitter and receiver in

synchronization whenever possible and to re-establish synchronization whenever it is lost.

A “checkpoint” scheme can be used to regain synchronization between a sender and a

receiver that have fallen out of synchronization. In this scheme, a checkpoint message

comprising a random IP address pair is used for communicating synchronization information. In

one embodiment, two messages are used to communicate synchronization information between a

sender and a recipient:

l. SYNC_REQ is a message used by the sender to indicate that it wants to synchronize;

and

2. SYNC_ACK is a message used by the receiver to inform the transmitter that it has

been synchronized.

According to one variation of this approach, both the transmitter and receiver maintain three

checkpoints (see FIG. 14):

1. In the transmitter, ckpt_o (“checkpoint old”) is the 1? pair that was used to re-send the

last SYNC_REQ packet to the receiver. In the receiver, ckpt_o (“checkpoint old” is

the [P pair that receives repeated SYNC_REQ packets from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new”) is the IP pair that will be used to send

the next SYNC__REQ packet to the receiver. In the receiver, ckpt_n (“checkpoint

new”) is the IP pair that receives a new SYNC_REQ packet from the transmitter and

which causes the receiver’s window to be re-aligned, ckpt_o set to ckpt_n, a new

ckpt_n to be generated and a new ckpt_r to be generated.

3. In the transmitter, ckpt_r is the 1P pair that will be used to send the next SYNC_ACK

packet to the receiver. In the receiver, ckpt_r is the 1? pair that receives a new
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SYNC_ACK packet fiom the transmitter and which causes a new ckpt_n to be

generated. Since SYNC_ACK is transmitted from the receiver ISP to the sender ISP,

the transmitter ckpt_r refers to the ckpt_r of the receiver and the receiver ckpt_r refers

to the ckpt_r of the transmitter (see FIG. 14).

When a transmitter initiates synchronization, the IP pair it will use to transmit the next data

packet is set to a predetermined value and when a receiver first receives a SYNC_REQ, the

receiver window is updated to be centered on the transmitter’s next 11’ pair. This is the primary

mechanism for checkpoint synchronization.

Synchronization can be initiated by a packet counter (e.g., after every N packets

transmitted, initiate a synchronization) or by a timer (every S seconds, initiate a synchronization)

or a combination of both. See FIG. 15. From the transmitter’s perspective, this technique

operates as follows: (1) Each transmitter periodically transmits a “sync request” message to the

receiver to make sure that it is in sync. (2) If the receiver is still in sync, it sends back a “sync

ack” message. (If this works, no further action is necessary). (3) If no “sync ack” has been

received within a period of time, the transmitter retransmits the sync request again. If the

transmitter reaches the next checkpoint without receiving a “sync ack” response, then

synchronization is broken, and the transmitter should stop transmitting. The transmitter will

continue to send sync_reqs until it receives a sync_ack , at which point transmission is

reestablished.

From the receiver’s perspective, the scheme operates as follows: (1) when it receives a

“sync request” request from the transmitter, it advances its window to the next checkpoint

position (even skipping pairs if necessary), and sends a “sync ack” message to the transmitter. If

sync was never lost, then the “jump ahead” really just advances to the next available pair of

addresses in the table (i.e., normal advancement).

If an interloper intercepts the “sync request” messages and flies to interfere with

communication by sending new ones, it will be ignored if the synchronization has been

established or it it will actually help to re-establish synchronization.
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A window is realigned whenever a re-synchronization occurs. This realignment entails

updating the receiver’s window to straddle the address pairs used by the packet transmitted

immediately after the transmission of the SYNC_REQ packet. Normally, the transmitter and

receiver are in synchronization with one another. However, when network events occur, the

receiver’s window may have to be advanced by many steps during resynchronization. In this

case, it is desirable to move the window ahead without having to step through the intervening

random numbers sequentially. (This feature is also desirable for the auto-sync approach

discussed above).

E. Random Number Generator with a Jump-Ahead capabilifl

An attractive method for generating randomly hopped addresses is to use identical

random number generators in the transmitter and receiver and advance them as packets are

transmitted and received. There are many random number generation algorithms that could be

used. Each one has strengths and weaknesses for address hopping applications.

Linear congruential random number generators (LCRs) are fast, simple and well

characterized random number generators that can be made to jump ahead n steps efficiently. An

LCR generates random numbers X1, X2, X3 Xk starting with seed X0 using a recurrence

Xi=(a X14 + b) mod c, (l)

where a, b and c define a particular LCR. Another expression for X,

Xi=((ai(Xo+b)-b)/(a-1)) mod 0 (2)

enables the jump—ahead capability. The factor ai can grow very large even for modest i if left

unfettered. Therefore some special properties of the modulo operation can be used to control the

size and processing time required to compute (2). (2) can be rewritten as:

X;=(ai (X0(a-1)+b)-b)/(a—1) mod c. (3)

It can be shown that:

(ai(Xo(a—1)+b)-b)/(a-1) mod c =

((ai mod((a—1)c)(Xo(a—1)+b) -b) /(a-1)) mod c (4).

(Xo(a-1)+b) can be stored as (X0(a-1)+b) mod c, b as b mod c and compute ai mod((a—l)c) (this

requires O(log(i)) steps).
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A practical implementation of this algorithm would jump a fixed distance, n, between

synchronizations; this is tantamount to synchronizing every n packets. The window would

commence n 1P pairs from the start of the previous window. Using ij, the random number at

the j‘h checkpoint, as X0 and n as i, a node can store a“ mod((a—1)c) once per LCR and set

Xj+1w=XnU+1)=((a" mod((a-1)c) (ij (a-1)+b)-b)/(a—1))mod c, (5)

to generate the random number for the j+1th synchronization. Using this construction, a node

could jump ahead an arbitrary (but fixed) distance between synchronizations in a constant

amount of time (independent of n).

Pseudo-random number generators, in general, and LCRs, in particular, will eventually

repeat their cycles. This repetition may present vulnerability in the [P hopping scheme. An

adversary would simply have to wait for a repeat to predict future sequences. One way of coping

with this vulnerability is to create a random number generator with a known long cycle. A

random sequence can be replaced by a new random number generator before it repeats. LCRs

can be constructed with known long cycles. This is not currently true of many random number

generators.

Random number generators can be cryptographically insecure. An adversary can derive

the RNG parameters by examining the output or part of the output. This is true of LCGs. This

vulnerability can be mitigated by incorporating an encryptor, designed to scramble the output as

part of the random number generator. The random number generator prevents an adversary from

mounting an attack—cg, a known plaintext attack—against the encryptor.

F. Random Number Generator Example

Consider a RNG where a=31,b=4 and c=15. For this case equation (1) becomes:

Xi=(31 X“ + 4) mod 15. (6)

If one sets Xo=1, equation (6) will produce the sequence 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11,

0, 4, 8, 12. This sequence will repeat indefinitely. For a jump ahead of 3 numbers in this

sequence a“: 313=29791, c*(a—1)=1 5 *30=450 and an mod((a—1)c) =

313mod(15*30)=29791mod(450)=91. Equation (5) becomes:

((91 (Xi30+4)-4)/30)mod 15 (7).
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Table 1 shows the jump ahead calculations from (7) . The calculations start at 5 and jump ahead

3.

TABLE 1

(Xi30+4) 91 (xi30+4)-4 ((91 (Xi30+4)-4)/30

--—-_
Im————

G. Fast Packet Filter

  
 

 
 
 

 
 
 

Address hopping VPNs must rapidly determine whether a packet has a valid header and

thus requires further processing, or has an invalid header (a hostile packet) and should be

immediately rejected. Such rapid determinations will be referred to as “fast packet filtering.”

This capability protects the VPN from attacks by an adversary who streams hostile packets at the

receiver at a high rate of speed in the hope of saturating the receiver’s processor (a so-called

“denial of service” attack). Fast packet filtering is an important feature for implementing VPNs

on shared media such as Ethernet.

Assuming that all participants in a VPN share an unassigned “A” block of addresses, one

possibility is to use an experimental “A” block that will never be assigned to any machine that is

not address hopping on the shared medium. “A” blocks have a 24 bits of address that can be

hopped as opposed to the 8 bits in “C” blocks. In this case a hopblock will be the “A” block.

The use of the experimental “A” block is a likely option on an Ethernet because:

1. The addresses have no validity outside of the Ethernet and will not be routed out to a valid

outside destination by a gateway.

2. There are 224 (~16 million) addresses that can be hopped within each “A” block. This yields

>280 trillion possible address pairs making it very unlikely that an adversary would guess a
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valid address. It also provides acceptably low probability of collision between separate VPNs

(all VPNs on a shared medium independently generate random address pairs from the same

“A” block).

3. The packets will not be received by someone on the Ethernet who is not on a VPN (unless

the machine is in promiscuous mode) minimizing impact on non-VPN computers.

The Ethernet example will be used to describe one implementation of fast packet

filtering. The ideal algorithm would quickly examine a packet header, determine whether the

packet is hostile, and reject any hostile packets or determine which active IP pair the packet

header matches. The problem is a classical associative memory problem. A variety of techniques

have been developed to solve this problem (hashing, B—trees etc). Each of these approaches has

its strengths and weaknesses. For instance, hash tables can be made to operate quite fast in a

statistical sense, but can occasionally degenerate into a much slower algorithm. This slowness

can persist for a period of time. Since there is a need to discard hostile packets quickly at all

times, hashing would be unacceptable.

H. Presence Vector Algorithm

A presence vector is a bit vector of length 2n that can be indexed by n-bit numbers (each

ranging from 0 to 2“—1). One can indicate the presence of k n-bit numbers (not necessarily

unique), by setting the bits in the presence vector indexed by each number to 1. Otherwise, the

bits in the presence vector are 0. An n-bit number, x, is one of the k numbers if and only if the x‘h

bit of the presence vector is l. A fast packet filter can be implemented by indexing the presence

vector and looking for a l, which will be referred to as the “test.”

For example, suppose one wanted to represent the number 135 using a presence vector.

The 135th bit of the vector would be set. Consequently, one could very quickly determine

whether an address of 135 was valid by checking only one bit: the 135th bit. The presence

vectors could be created in advance corresponding to the table entries for the IP addresses. In

effect, the incoming addresses can be used as indices into a long vector, making comparisons

very fast. As each RNG generates a new address, the presence vector is updated to reflect the
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information. As the window moves, the presence vector is updated to zero out addresses that are

no longer valid.

There is a trade-off between efficiency of the test and the amount of memory required for

storing the presence vector(s). For instance, if one were to use the 48 bits of hopping addresses

as an index, the presence vector would have to be 35 terabytes. Clearly, this is too large for

practical purposes. Instead, the 48 bits can be divided into several smaller fields. For instance,

one could subdivide the 48 bits into four 12—bit fields (see FIG. 16). This reduces the storage

requirement to 2048 bytes at the expense of occasionally having to process a hostile packet. In

effect, instead of one long presence vector, the decomposed address portions must match all four

shorter presence vectors before further processing is allowed. (If the first part of the address

portion doesn’t match the first presence vector, there is no need to check the remaining three

presence vectors).

A presence vector will have a 1 in the yth bit if and only if one or more addresses with a

corresponding field of y are active. An address is active only if each presence vector indexed by

the appropriate sub-field of the address is 1.

Consider a window of 32 active addresses and 3 checkpoints. A hostile packet will be

rejected by the indexing of one presence vector more than 99% of the time. A hostile packet will

be rejected by the indexing of all 4 presence vectors more than 99.9999995% of the time. On

average, hostile packets will be rejected in less than 1.02 presence vector index operations.

The small percentage of hostile packets that pass the fast packet filter will be rejected

when matching pairs are not found in the active window or are active checkpoints. Hostile

packets that serendipitously match a header will be rejected when the VPN software attempts to

decrypt the header. However, these cases will be extremely rare. There are many other ways this

method can be configured to arbitrate the space/speed tradeoffs.

1. Further Smchronization Enhancements

A slightly modified form of the synchronization techniques described above can be

employed. The basic principles of the previously described checkpoint synchronization scheme

remain unchanged. The actions resulting from the reception of the checkpoints are, however,

47

49



50

 

 
20

25

0479.85672

slightly different. In this variation, the receiver will maintain between 000 (“Out of Order”) and

ZXWINDOW_SIZE+OoO active addresses (1 $000 SWTNDOW_SIZE and WINDOW_SIZE

21). 000 and WINDOW_SIZE are engineerable parameters, where 000 is the minimum

number of addresses needed to accommodate lost packets due to events in the network or out of

order arrivals and WINDOW_SIZE is the number of packets transmitted before a SYNC_REQ is

issued. FIG. 17 depicts a storage array for a receiver’s active addresses.

The receiver starts with the first 2xWINDOW_SIZE addresses loaded and active

(ready to receive data). As packets are received, the corresponding entries are marked as “used”

and are no longer eligible to receive packets. The transmitter maintains a packet counter,

initially set to 0, containing the number of data packets transmitted since the last initial

transmission of a SYNC_REQ for which SYNC_ACK has been received. When the transmitter

packet counter equals WINDOW_SIZE, the transmitter generates a SYNC_REQ and does its

initial transmission. When the receiver receives a SYNC_REQ corresponding to its current

CKPT__N, it generates the next WINDOW_SIZE addresses and starts loading them in order

starting at the first location alter the last active address wrapping around to the beginning of the

array afler the end of the array has been reached. The receiver’s array might look like FIG. 18

when a SYNC_REQ has been received. In this case a couple of packets have been either lost or

will be received out of order when the SYNC_REQ is received.

FIG. 19 shows the receiver’s array afler the new addresses have been generated. If the

transmitter does not receive a SYNC_ACK, it will re-issue the SYNC_REQ at regular intervals.

When the transmitter receives a SYNC_ACK, the packet counter is decremented by

WINDOW_SIZE. If the packet counter reaches 2xWTNDOW_SIZE — 000 then the transmitter

ceases sending data packets until the appropriate SYNC_ACK is finally received. The

transmitter then resumes sending data packets. Future behavior is essentially a repetition of this

initial cycle. The advantages of this approach are:

1. There is no need for an efficient jump ahead in the random number generator,

2. No packet is ever transmitted that does not have a corresponding entry in the receiver side
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3. No timer based re-synchronization is necessary. This is a consequence of 2.

4. The receiver will always have the ability to accept data messages transmitted within 000

messages of the most recently transmitted message.

J-WW

Another embodiment incorporating various inventive principles is shown in FIG. 20. In

this embodiment, a message transmission system includes a first computer 2001 in

communication with a second computer 2002 through a network 2011 of intermediary

computers. In one variant of this embodiment, the network includes two edge routers 2003 and

2004 each of which is linked to a plurality of Internet Service Providers (ISPs) 2005 through

2010. Each ISP is coupled to a plurality of other ISPs in an arrangement as shown in FIG. 20,

which is a representative configuration only and is not intended to be limiting. Each connection

between ISPs is labeled in FIG. 20 to indicate a specific physical transmission path (e. g., AD is a

physical path that links ISP A (element 2005) to ISP D (element 2008)). Packets arriving at each

edge router are selectively transmitted to one of the ISPs to which the router is attached on the

basis of a randomly or quasi-randomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003 incorporates a plurality of link

transmission tables 2100 that identify, for each potential transmission path through the network,

valid sets of IP addresses that can be used to transmit the packet. For example, AD table 2101

contains a plurality of IP source/destination pairs that are randomly or quasi-randomly generated.

When a packet is to be transmitted fiom first computer 2001 to second computer 2002, one of the

link tables is randomly (or quasi-randomly) selected, and the next valid source/destination

address pair from that table is used to transmit the packet through the network. If path AD is

randomly selected, for example, the next source/destination IP address pair (which is pre-

determined to transmit between ISP A (element 2005) and ISP B (element 2008)) is used to

transmit the packet. If one of the transmission paths becomes degraded or inoperative, that link

table can be set to a “down” condition as shown in table 2105, thus preventing addresses from

being selected from that table. Other transmission paths would be unaffected by this broken link.
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3. CONTINUATION-IN-PART IMPROVEMENTS

The following describes various improvements and features that can be applied to the

embodiments described above. The improvements include: (1) a load balancer that distributes

packets across different transmission paths according to transmission path quality; (2) a DNS

proxy server that transparently creates a virtual private network in response to a domain name

inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of—service

attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by limiting the

rate at which a transmitter can be synchronized with a receiver; and (5) a signaling synchronizer

that allows a large number of nodes to communicate with a central node by partitioning the

communication function between two separate entities. Each is discussed separately below.

A- M

Various embodiments described above include a system in which a transmitting node and

a receiving node are coupled through a plurality of transmission paths, and wherein successive

packets are distributed quasi-randomly over the plurality of paths. See, for example, FIGS. 20

and 21 and accompanying description. The improvement extends this basic concept to

encompass distributing packets across different paths in such a manner that the loads on the

paths are generally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node and a receiving node that are

linked via a plurality of transmission paths having potentially varying transmission quality.

Successive packets are transmitted over the paths based on a weight value distribution function

for each path. The rate that packets will be transmitted over a given path can be different for

each path. The relative “health” of each transmission path is monitored in order to identify paths

that have become degraded. In one embodiment, the health of each path is monitored in the

transmitter by comparing the number of packets transmitted to the number of packet

acknowledgements received. Each transmission path may comprise a physically separate path

(e.g., via dial-up phone line, computer network, router, bridge, or the like), or may comprise

logically separate paths contained .within a broadband communication medium (e.g., separate
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channels in an FDM, TDM, CDMA, or other type of modulated or unmodulated transmission

link).

When the transmission quality of a path falls below a predetermined threshold and there

are other paths that can transmit packets, the transmitter changes the weight value used for that

path, making it less likely that a given packet will be transmitted over that path. The weight will

preferably be set no lower than a minimum value that keeps nominal traffic on the path. The

weights of the other available paths are altered to compensate for the change in the affected path.

When the quality of a path degrades to where the transmitter is turned off by the synchronization

function (i.e., no packets are arriving at the destination), the weight is set to zero. If all

transmitters are turned off, no packets are sent.

Conventional TCP/[P protocols include a “throttling” feature that reduces the

transmission rate of packets when it is determined that delays or errors are occurring in

transmission. In this respect, timers are sometimes used to determine whether packets have been

received. These conventional techniques for limiting transmission of packets, however, do not

involve multiple transmission paths between two nodes wherein transmission across a particular

path relative to the others is changed based on link quality.

According to certain embodiments, in order to damp oscillations that might otherwise

occur if weight distributions are changed drastically (e.g., according to a step function), a linear

or an exponential decay formula can be applied to gradually decrease the weight value over time

that a degrading path will be used. Similarly, if the health of a degraded path improves, the

weight value for that path is gradually increased.

Transmission link health can be evaluated by comparing the number of packets that are

acknowledged within the transmission window (see embodiments discussed above) to the

number of packets transmitted within that window and by the state of the transmitter (i.e., on or

off). In other words, rather than accumulating general transmission statistics over time for a

path, one specific implementation uses the “windowing” concepts described above to evaluate

transmission path health.
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The same scheme can be used to shift Virtual circuit paths from an “unhealthy” path to a

“healthy” one, and to select a path for a new virtual circuit.

FIG. 22A shows a flowchart for adjusting weight values associated with a plurality of

transmission links. It is assumed that software executing in one or more computer nodes

executes the steps shown in FIG. 22A. It is also assumed that the software can be stored on a

computer-readable medium such as a magnetic or optical disk for execution by a computer.

Beginning in step 2201, the transmission quality of a given transmission path is

measured. As described above, this measurement can be based on a comparison between the

number of packets transmitted over a particular link to the number of packet acknowledgements

received over the link (e.g., per unit time, or in absolute terms). Alternatively, the quality can be

evaluated by comparing the number of packets that are acknowledged within the transmission

window to the number of packets that were transmitted within that window. In yet another

variation, the number of missed synchronization messages can be used to indicate link quality.

Many other variations are of course possible.

In step 2202, a check is made to determine whether more than one transmitter (e.g.,

transmission path) is turned on. If not, the process is terminated and resumes at step 2201.

In step 2203, the link quality is compared to a given threshold (e.g., 50%, or any arbitrary

number). If the quality falls below the threshold, then in step 2207 a check is made to determine

whether the weight is above a minimum level (e.g., 1%). If not, then in step 2209 the weight is

set to the minimum level and processing resumes at step 2201. If the weight is above the

minimum level, then in step 2208 the weight is gradually decreased for the path, then in step

2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they are

increased).

If in step 2203 the quality of the path was greater than or equal to the threshold, then in

step 2204 a check is made to determine whether the weight is less than a steady-state value for

that path. If so, then in step 2205 the weight is increased toward the steady-state value, and in

step 2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they
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are decreased). If in step 2204 the weight is not less than the steady-state value, then processing

resumes at step 2201 without adjusting the weights.

The weights can be adjusted incrementally according to various fimctions, preferably by

changing the value gradually. In one embodiment, a linearly decreasing function is used to

adjust the weights; according to another embodiment, an exponential decay function is used.

Gradually changing the weights helps to damp oscillators that might otherwise occur if the

probabilities were abruptly.

Although not explicitly shown in FIG. 22A the process can be performed only

periodically (e.g., according to a time schedule), or it can be continuously run, such as in a

background mode of operation. In one embodiment, the combined weights of all potential paths

should add up to unity (e.g., when the weighting for one path is decreased, the corresponding

weights that the other paths will be selected will increase).

Adjustments to weight values for other paths can be prorated. For example, a decrease of

10% in weight value for one path could result in an evenly distributed increase in the weights for

the remaining paths. Alternatively, weightings could be adjusted according to a weighted

formula as desired (e.g., favoring healthy paths over less healthy paths). In yet another variation,

the difference in weight value can be amortized over the remaining links in a manner that is

proportional to their traffic weighting.

FIG. 223 shows steps that can be executed to shut down transmission links where a

transmitter turns off. In step 2210, a transmitter shut-down event occurs. In step 2211, a test is

made to determine whether at least one transmitter is still turned on. If not, then in step 2215 all

packets are dropped until a transmitter turns on. If in step 2211 at least one transmitter is turned

on, then in step 2212 the weight for the path is set to zero, and the weights for the remaining

paths are adjusted accordingly.

FIG. 23 shows a computer node 2301 employing various principles of the above-

described embodiments. It is assumed that two computer nodes of the type shown in FIG. 23

communicate over a plurality of separate physical transmission paths. As shown in FIG. 23, four

transmission paths X1 through X4 are defined for communicating between the two nodes. Each
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node includes a packet transmitter 2302 that operates in accordance with a transmit table 2308 as

described above. (The packet transmitter could also operate without using the IP-hopping

features described above, but the following description assumes that some form of hopping is

employed in conjunction with the path selection mechanism). The computer node also includes

a packet receiver 2303 that operates in accordance with a receive table 2309, including a moving

window W that moves as valid packets are received. Invalid packets having source and

destination addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and destination IP addresses (or other

discriminator values) are selected from transmit table 2308 according to any of the various

algorithms described above, and packets containing these source/destination address pairs, which

correspond to the node to which the four transmission paths are linked, are generated to a

transmission path switch 2307. Switch 2307, which can comprise a software function, selects

from one of the available transmission paths according to a weight distribution table 2306. For

example, if the weight for path X1 is 0.2, then every fifih packet will be transmitted on path X1.

A similar regime holds true for the other paths as shown. Initially, each link’s weight value can

be set such that it is proportional to its bandwidth, which will be referred to as its “steady-state”

value.

Packet receiver 2303 generates an output to a link quality measurement function 2304

that operates as described above to determine the quality of each transmission path. (The input

to packet receiver 2303 for receiving incoming packets is omitted for clarity). Link quality

measurement function 2304 compares the link quality to a threshold for each transmission link

and, if necessary, generates an output to weight adjustment function 2305. If a weight

adjustment is required, then the weights in table 2306 are adjusted accordingly, preferably

according to a gradual (e.g., linearly or exponentially declining) function. In one embodiment,

the weight values for all available paths are initially set to the same value, and only when paths

degrade in quality are the weights changed to reflect differences.

Link quality measurement function 2304 can be made to operate as part of a synchronizer

function as described above. That is, if resynchronization occurs and the receiver detects that
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synchronization has been lost (e.g., resulting in the synchronization window W being advanced

out of sequence), that fact can be used to drive link quality measurement fimction 2304.

According to one embodiment, load balancing is performed using information garnered during

the normal synchronization, augmented slightly to communicate link health from the receiver to

the transmitter. The receiver maintains a count, MESS_R(W), of the messages received in

synchronization window W. When it receives a synchronization request (SYNC_REQ)

corresponding to the end of window W, the receiver includes counter MESS_R in the resulting

synchronization acknowledgement (SYNC_ACK) sent back to the transmitter. This allows the

transmitter to compare messages sent to messages received in order to asses the health of the

link.

If synchronization is completely lost, weight adjustment function 2305 decreases the

weight value on the affected path to zero. When synchronization is regained, the weight value

for the affected path is gradually increased to its original value. Alternatively, link quality can be

measured by evaluating the length of time required for the receiver to acknowledge a

synchronization request. In one embodiment, separate transmit and receive tables are used for

each transmission path.

When the transmitter receives a SYNC_ACK, the MESS_R is compared with the number

of messages transmitted in a window (MESS_T). When the transmitter receives a SYNC_ACK,

the traffic probabilities will be examined and adjusted if necessary. MESS_R is compared with

the number of messages transmitted in a window (MESS_T). There are two possibilities:

1. If MESS_R is less than a threshold value, THRESH, then the link will be deemed to

be unhealthy. If the transmitter was turned off, the transmitter is turned on and the weight P for

that link will be set to a minimum value MIN. This will keep a trickle of traffic on the link for

monitoring purposes until it recovers. If the transmitter was turned on, the weight P for that link

will be set to:

P’=ax MIN +(1— oc)xP (1)

Equation 1 will exponentially damp the traffic weight value to MIN during sustained periods of

degraded service.
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2. If MESS_R for a link is greater than or equal to THRESH, the link will be deemed

healthy. If the weight P for that link is greater than or equal to the steady state value S for that

link, then P is lefi unaltered. If the weight P for that link is less than THRESH then P will be set

to:

P’=B>< S +(1- B)XP (2)

where [3 is a parameter such that O<=B<=l that determines the damping rate of P.

Equation 2 will increase the traffic weight to S during sustained periods of acceptable

service in a damped exponential fashion.

A detailed example will now be provided with reference to FIG. 24. As shown in FIG.

24, a first computer 2401 communicates with a second computer 2402 through two routers 2403

and 2404. Each router is coupled to the other router through three transmission links. As

described above, these may be physically diverse links or logical links (including virtual private

networks).

Suppose that a first link L1 can sustain a transmission bandwidth of 100 Mb/s and has a

window size of 32; link L2 can sustain 75 Mb/s and has a window size of 24; and link L3 can

sustain 25 Mb/s and has a window size of 8. The combined links can thus sustain 200Mb/s. The

steady state traffic weights are 0.5 for link Ll; 0.375 for link L2, and 0.125 for link L3.

MIN=1Mb/s, THRESH =0.8 MESS_T for each link, 0t=.75 and |3=.5. These traffic weights will

remain stable until a link stops for synchronization or reports a number of packets received less

than its THRESH. Consider the following sequence of events:

1. Link L1 receives a SYNC_ACK containing a MESS_R of 24, indicating that only 75%

of the MESS_T (32) messages transmitted in the last window were successfully received. Link 1

would be below THRESH (0.8). Consequently, link Ll’s traffic weight value would be reduced

to 0.12825, while link L2’s traffic weight value would be increased to 0.65812 and link L3’s

traffic weight value would be increased to 0.217938.
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2. Link L2 and L3 remained healthy and link Ll stopped to synchronize. Then link Ll’s

traffic weight value would be set to 0, link L2’s traffic weight value would be set to 0.75, and

link L33’s traffic weight value would be set to 0.25.

3. Link L1 finally received a SYNC_ACK containing a MESS_R of O’indicating that

none of the MESS_T (32) messages transmitted in the last window were successfiilly received.

Link L1 would be below THRESH. Link L1 ’3 traffic weight value would be increased to .005,

link L2’s traffic weight value would be decreased to 0.74625, and link L3’s traffic Weight value

would be decreased to 0.24875.

4. Link Ll received a SYNC_ACK. containing a MESS_R of 32 indicating that 100% of

the MES S_T (32) messages transmitted in the last window were successfully received. Link L1

would be above THRESH. Link L1’s traffic weight value would be increased to 0.2525, while

link L2’s traffic weight value would be decreased to 0.560625 and link L3’s traffic weight value

would be decreased to .186875.

5. Link Ll received a SYNC_ACK containing a MES S_R of 32 indicating that 100% of

the MES S_T (32) messages transmitted in the last window were successfully received. Link L1

would be above THRESH. Link Ll’s traffic weight value would be increased to 0.37625; link

L2’s traffic weight value would be decreased to 0.4678125, and link L3’s traffic weight value

would be decreased to 0.1559375.

6. Link Ll remains healthy and the traffic probabilities approach their steady state traffic

probabilities.

B. Use of a DNS Proxy to Transparently Create Virtual Private Networks

A second improvement concerns the automatic creation of a virtual private network

(VPN) in response to a domain-name server look-up function.

Conventional Domain Name Servers GDNSs) provide a look-up fimction that returns the

IP address of a requested computer or host. For example, when a computer user types in the web

name “Yahoocom,” the user’s web browser transmits a request to a DNS, which converts the

name into a four-part IP address that is returned to the user’s browser and then used by the

browser to contact the destination web site.
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This conventional scheme is shown in FIG. 25. A user’s computer 2501 includes a client

application 2504 (for example, a web browser) and an IP protocol stack 2505. When the user

enters the name of a destination host, a request DNS REQ is made (through IP protocol stack

2505) to a DNS 2502 to look up the IP address associated with the name. The DNS returns the

IP address DNS RESP to client application 2504, which is then able to use the IP address to

communicate with the host 2503 through separate transactions such as PAGE REQ and PAGE

RESP.

In the conventional architecture shown in FIG. 25, nefarious listeners on the Internet

could intercept the DNS REQ and DNS RESP packets and thus learn what IP addresses the user

was contacting. For example, if a user wanted to set up a secure communication path with a web

site having the name “Target.com,” when the user’s browser contacted a DNS to find the IP

address 'for that web site, the true IP address of that web site would be revealed over the Internet

as part of the DNS inquiry. This would hamper anonymous communications on the Internet.

One conventional scheme that provides secure virtual private networks over the Internet

provides the DNS server with the public keys of the machines that the DNS server has the

addresses for. This allows hosts to retrieve automatically the public keys of a host that the host

is to communicate with so that the host can set up a VPN without having the user enter the public

key of the destination host. One implementation of this stande is presently being developed as

part of the FreeS/WAN project(RFC 2535).

The conventional scheme suffers from certain drawbacks. For example, any user can

perform a DNS request. Moreover, DNS requests resolve to the same value for all users.

According to certain aspects of the invention, a specialized DNS server traps DNS

requests and, if the request is from a special type of user (e.g., one for which secure

communication services are defined), the server does not return the true IP address of the target

node, but instead automatically sets up a virtual private network between the target node and the

user. The VPN is preferably implemented using the IP address “hopping” features of the basic

invention described above, such that the true identity of the two nodes cannot be determined

even if packets during the communication are intercepted. For DNS requests that are determined
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to not require secure services (e.g., an unregistered user), the DNS server transparently “passes

through” the request to provide a normal look—up function and return the IP address of the target

web server, provided that the requesting host has permissions to resolve unsecured sites.

Different users who make an identical DNS request could be provided with different results.

FIG. 26 shows a system employing various principles summarized above. A user’s

computer 2601 includes a conventional client (e.g., a web browser) 2605 and an IP protocol

stack 2606 that preferably operates in accordance with an IP hopping function 2607 as outlined

above. A modified DNS server 2602 includes a conventional DNS server function 2609 and a

DNS proxy 2610. A gatekeeper server 2603 is interposed between the modified DNS server and

a secure target site 2704. An “unsecure” target site 2611 is also accessible via conventional 1P

protocols.

According to one embodiment, DNS proxy 2610 intercepts all DNS lookup functions

from client 2605 and determines Whether access to a secure site has been requested. If access to

a secure site has been requested (as determined, for example, by a domain name extension, or by

reference to an internal table of such sites), DNS proxy 2610 determines whether the user has

sufficient security privileges to access the site. If so, DNS proxy 2610 transmits a message to

gatekeeper 2603 requesting that a virtual private network be created between user computer 2601

and secure target site 2604. In one embodiment, gatekeeper 2603 creates “hopblocks” to be used

by computer 2601 and secure target site 2604 for secure communication. Then, gatekeeper 2603

communicates these to user computer 2601. Thereafter, DNS proxy 2610 returns to user

computer 2601 the resolved address passed to it by the gatekeeper (this address could be

different from the actual target computer) 2604, preferably using a secure administrative VPN.

The address that is returned need not be the actual address of the destination computer.

Had the user requested lookup of a non-secure web site such as site 2611, DNS proxy

would merely pass through to conventional DNS server 2609 the look-up request, which would

be handled in a conventional manner, returning the IP address of non-secure web site 2611. If

the user had requested lookup of a secure web site but lacked credentials to create such a

connection, DNS proxy 2610 would return a “host unknown” error to the user. In this manner,
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different users requesting access to the same DNS name could be provided with different look-up

results.

Gatekeeper 2603 can be implemented on a separate computer (as shown in FIG. 26) or as

a function within modified DNS server 2602. In general, it is anticipated that gatekeeper 2703

facilitates the allocation and exchange of information needed to communicate securely, such as

using “hopped” IP addresses. Secure hosts such as site 2604 are assumed to be equipped with a

secure communication function such as an IP hopping function 2608.

It will be appreciated that the functions of DNS proxy 2610 and DNS server 2609 can be

combined into a single server for convenience. Moreover, although element 2602 is shown as

combining the functions of two servers, the two servers can be made to operate independently.

FIG. 27 shows steps that can be executed by DNS proxy server 2610 to handle requests

for DNS look-up for secure hosts. In step 2701, a DNS look-up request is received for a target

host. In step 2702, a check is made to determine whether access to a secure host was requested.

If not, then in step 2703 the DNS request is passed to conventional DNS server 2609, which

looks up the IP address of the target site and returns it to the user’s application for further

processing.

In step 2702, if access to a secure host was requested, then in step 2704 a fiirther check is

made to determine whether the user is authorized to connect to the secure host. Such a check can

be made with reference to an internally stored list of authorized IP addresses, or can be made by

communicating with gatekeeper 2603 (e.g., over an “administrative” VPN that is secure). It will

be appreciated that different levels of security can also be provided for different categories of

hosts. For example, some sites may be designated as having a certain security level, and the

security level of the user requesting access must match that security level. The user’s security

level can also be determined by transmitting a request message back to the user’s computer

requiring that it prove that it has sufficient privileges.

If the user is not authorized to access the secure site, then a “host unknown” message is

returned (step 2705). If the user has sufficient security privileges, then in step 2706 a secure

VPN is established between the user’s computer and the secure target site. As described above,
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this is preferably done by allocating a hopping regime that will be carried out between the user’s

computer and the secure target site, and is preferably performed transparently to the user (i.e., the

user need not be involved in creating the secure link). As described in various embodiments of

this application, any of various fields can be “hopped” (e.g., IP source/destination addresses; a

field in the header; etc.) in order to communicate securely.

Some or all of the security functions can be embedded in gatekeeper 2603, such that it

handles all requests to connect to secure sites. In this embodiment, DNS proxy 2610

communicates with gatekeeper 2603 to determine (preferably over a secure administrative VPN)

whether the user has access to a particular web site. Various scenarios for implementing these

features are described by way of example below:

Scenario #1: Client has permission to access target computer, and gatekeeper has a rule

to make a VPN for the client. In this scenario, the client’s DNS request would be received by the

DNS proxy server 2610, which would forward the request to gatekeeper 2603. The gatekeeper

would establish a VPN between the client and the requested target. The gatekeeper would

provide the address of the destination to the DNS proxy, which would then return the resolved

name as a result. The resolved address can be transmitted back to the client in a secure

administrative VPN.

Scenario #2: Client does not have permission to access target computer. In this scenario,

the client’s DNS request would be received by the DNS proxy server 2610, which would forward

the request to gatekeeper 2603. The gatekeeper would reject the request, informing DNS proxy

server 2610 that it was unable to find the target computer. The DNS proxy 2610 would then

return a “host unknown” error message to the client.

Scenario #3: Client has permission to connect using a normal non-VPN link, and the

gatekeeper does not have a rule to set up a VPN for the client to the target site. In this scenario,

the client’s DNS request is received by DNS proxy server 2610, which would check its rules and

determine that no VPN is needed. Gatekeeper 2603 would then inform the DNS proxy server to

forward the request to conventional DNS server 2609, which would resolve the request and

return the result to the DNS proxy server and then back to the client.
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Scenario #4: Client does not have permission to establish a normal/non-VPN link, and

the gatekeeper does not have a rule to make a VPN for the client to the target site. In this

scenario, the DNS proxy server would receive the client’s DNS request and forward it to

gatekeeper 2603. Gatekeeper 2603 would determine that no special VPN was needed, but that

the client is not authorized to communicate with non—VPN members. The gatekeeper would

reject the request, causing DNS proxy server 2610 to return an error message to the client.

C. Large Link to Small Link Bandwidth Management

One feature of the basic architecture is the ability to prevent so-called “denial of service”

attacks that can occur if a computer hacker floods a known Internet node with packets, thus

preventing the node from communicating with other nodes. Because IP addresses or other fields

are “hopped” and packets arriving with invalid addresses are quickly discarded, Internet nodes

are protected against flooding targeted at a single IP address.

In a system in which a computer is coupled through a link having a limited bandwidth

(e.g., an edge router) to a node that can support a much higher-bandwidth link (e.g., an Internet

Service Provider), a potential weakness could be exploited by a determined hacker. Referring to

FIG. 28, suppose that a first host computer 2801 is communicating with a second host computer

2804 using the IP address hopping principles described above. The first host computer is

coupled through an edge router 2802 to an Internet Service Provider (ISP) 2803 through a low

bandwidth link (LOW BW), and is in turn coupled to second host computer 2804 through parts

of the Internet through a high bandwidth link (HIGH BW). In this architecture, the ISP is able to

support a high bandwidth to the intemet, but a much lower bandwidth to the edge router 2802.

Suppose that a computer hacker is able to transmit a large quantity of dummy packets

addressed to first host computer 2801 across high bandwidth link HIGH BW. Normally, host

computer 2801 would be able to quickly reject the packets since they would not fall within the

acceptance window permitted by the IP address hopping scheme. However, because the packets

must travel across low bandwidth link LOW BW, the packets overwhelm the lower bandwidth

link before they are received by host computer 2801. Consequently, the link to host computer

2801 is effectively flooded before the packets can be discarded.
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According to one inventive improvement, a “link guard” function 2805 is inserted into

the high-bandwidth node (e.g., ISP 2803) that quickly discards packets destined for a low-

bandwidth target node if they are not valid packets. Each packet destined for a low-bandwidth

node is cryptographically authenticated to determine whether it belongs to a VPN. If it is not a

valid VPN packet, the packet is discarded at the high-bandwidth node. If the packet is

authenticated as belonging to a VPN, the packet is passed with high preference. If the packet is a

valid non-VPN packet, it is passed with a lower quality of service (e.g., lower priority).

In one embodiment, the ISP distinguishes between VPN and non-VPN packets using the

protocol of the packet. In the case of IPSEC [rfc 2401], the packets have IP protocols 420 and

421. In the case of the TARP VPN, the packets will have an IP protocol that is not yet defined.

The ISP’s link guard, 2805, maintains a table of valid VPNs which it uses to validate whether

VPN packets are cryptographically valid. According to one embodiment, packets that do not

fall within any hop windows used by nodes on the low-bandwidth link are rejected, or are sent

with a lower quality of service. One approach for doing this is to provide a copy of the IP

hopping tables used by the low-bandwidth nodes to the high-bandwidth node, such that both the

high-bandwidth and low-bandwidth nodes track hopped packets (e.g., the high-bandwidth node

moves its hopping window as valid packets are received). In such a scenario, the high-

bandwidth node discards packets that do not fall within the hopping window before they are

transmitted over the low-bandwidth link. Thus, for example, ISP 2903 maintains a copy 2910 of

the receive table used by host computer 2901. Incoming packets that do not fall within this

receive table are discarded. According to a different embodiment, link guard 2805 validates each

VPN packet using a keyed hashed message authentication code (HMAC) [rfc 2104].

According to another embodiment, separate VPNs (using, for example, hopblocks) can be

established for communicating between the low-bandwidth node and the high-bandwidth node

(i.e., packets arriving at the high-bandwidth node are converted into different packets before

being transmitted to the low-bandwidth node).

As shown in FIG. 29, for example, suppose that a first host computer 2900 is

communicating with a second host computer 2902 over the Internet, and the path includes a high
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bandwidth link HIGH BW to an ISP 2901 and a low bandwidth link LOW BW through an edge

router 2904. In accordance with the basic architecture described above, first host computer 2900

and second host computer 2902 would exchange hopblocks (or a hopblock algorithm) and would

be able to create matching transmit and receive tables 2905, 2906, 2912 and 2913. Then in

accordance with the basic architecture, the two computers would transmit packets having

seemingly random [P source and destination addresses, and each would move a corresponding

hopping window in its receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to deduce that packets having a

certain range of IP addresses (e.g., addresses 100 to 200 for the sake of simplicity) are being

transmitted to ISP 2901, and that these packets are being forwarded over a low-bandwidth link.

Hacker computer 2903 could thus “flood” packets having addresses falling into the range 100 to

200, expecting that they would be forwarded along low bandwidth link LOW BW, thus causing

the low bandwidth link to become overwhelmed. The fast packet reject mechanism in first host

computer 3000 would be of little use in rejecting these packets, since the low bandwidth link was

effectively jammed before the packets could be rejected. In accordance with one aspect of the

improvement, however, VPN link guard 2911 would prevent the attack from impacting the

performance of VPN traffic because the packets would either be rejected as invalid VPN packets

or given a lower quality of service than VPN traffic over the lower bandwidth link. A denial—of-

service flood attack could, however, still disrupt non-VPN traffic.

According to one embodiment of the improvement, ISP 2901 maintains a separate VPN

with first host computer 2900, and thus translates packets arriving at the ISP into packets having

a different]? header before they are transmitted to host computer 2900. The cryptographic keys

used to authenticate VPN packets at the link guard 2911 and the cryptographic keys used to

encrypt and decrypt the VPN packets at host 2902 and host 2901 can be different, so that link

guard 2911 does not have access to the private host data; it only has the capability to authenticate

those packets.

According to yet a third embodiment, the low—bandwidth node can transmit a special

message to the high-bandwidth node instructing it to shut down all transmissions on a particular
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IP address, such that only hopped packets will pass through to the low-bandwidth node. This

embodiment would prevent a hacker fiom flooding packets using a single IP address. According

to yet a fourth embodiment, the high-bandwidth node can be configured to discard packets

transmitted to the low-bandwidth node if the transmission rate exceeds a certain predetermined

threshold for any given IP address; this would allow hopped packets to go through. In this

respect, link guard 2911 can be used to detect that the rate of packets on a given IP address are

exceeding a threshold rate; further packets addressed to that same IP address would be dropped

or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicating using “hopping” technology, a

treasonous insider could internally flood the system with packets. In order to prevent this

possibility, one inventive improvement involves setting up “contracts” between nodes in the

system, such that a receiver can impose a bandwidth limitation on each packet sender. One

technique for doing this is to delay acceptance of a checkpoint synchronization request from a

sender until a certain time period (e.g., one minute) has elapsed. Each receiver can effectively

control the rate at which its hopping window moves by delaying “SYNC ACK” responses to

“SYNC_REQ” messages.

A simple modification to the checkpoint synchronizer will serve to protect a receiver

from accidental or deliberate overload from an internally treasonous client. This modification is

based on the observation that a receiver will not update its tables until a SYNC_REQ is received

on hopped address CKPT_N. It is a simple matter of deferring the generation of a new CKPT_N

until an appropriate interval after previous checkpoints.

Suppose a receiver wished to restrict reception from a transmitter to 100 packets a

second, and that checkpoint synchronization messages were triggered every 50 packets. A

compliant transmitter would not issue new SYNC_REQ messages more often than every 0.5

seconds. The receiver could delay a non-compliant transmitter fiom synchronizing by delaying

the issuance of CKPT_N for 0.5 second after the last SYNC_REQ was accepted.
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In general, if M receivers need to restrict N transmitters issuing new SYNC_REQ

messages after every W messages to sending R messages a second in aggregate, each receiver

could defer issuing a new CKPT_N until MxNxW/R seconds have elapsed since the last

SYNC_REQ has been received and accepted. If the transmitter exceeds this rate between a pair

of checkpoints, it will issue the new checkpoint before the receiver is ready to receive it, and the

SYNC_REQ will be discarded by the receiver. After this, the transmitter will re-issue the

SYNCfiREQ every T] seconds until it receives a SYNC_ACK. The receiver will eventually

update CKPT_N and the SYNC_REQ will be acknowledged. If the transmission rate greatly

exceeds the allowed rate, the transmitter will stop until it is compliant. If the transmitter exceeds

the allowed rate by a little, it will eventually stop after several rounds of delayed synchronization

until it is in compliance. Hacking the transmitter’s code to not shut off only permits the

transmitter to lose the acceptance window. In this case it can recover the Window and proceed

only after it is compliant again.

Two practical issues should be considered when implementing the above scheme:

1. The receiver rate should be slightly higher than the permitted rate in order to allow for

statistical fluctuations in traffic arrival times and non-uniform load balancing.

2. Since a transmitter will rightfully continue to transmit for a period after a SYNC_REQ

is transmitted, the algorithm above can artificially reduce the transmitter’s bandwidth. If events

prevent a compliant transmitter from synchronizing for a period (e.g. the network dropping a

SYNC_REQ or a SYNC_ACK) a SYNC_REQ will be accepted later than expected. After this,

the transmitter will transmit fewer than expected messages before encountering the next

checkpoint. The new checkpoint will not have been activated and the transmitter will have to

retransmit the SYNC_REQ. This will appear to the receiver as if the transmitter is not

compliant. Therefore, the next checkpoint will be accepted late from the transmitter’s

perspective. This has the effect of reducing the transmitter’s allowed packet rate until the

transmitter transmits at a packet rate below the agreed upon rate for a period of time.

To guard against this, the receiver should keep track of the times that the last C

SYNC_REQs were received and accepted and use the minimum of MxNxW/R seconds after the
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last SYNC_REQ has been received and accepted, 2xMxNxW/R seconds after next to the last

SYNC_REQ has been received and accepted, CxMxNxW/R seconds after (C-l)‘h to the last

SYNC_REQ has been received, as the time to activate CKPT_N. This prevents the receiver

from inappropriately limiting the transmitter’s packet rate if at least one out of the last C

SYNC_REQs was processed on the first attempt.

FIG. 30 shows a system employing the above-described principles. In FIG. 30, two

computers 3000 and 3001 are assumed to be communicating over a network N in accordance

with the “hopping” principles described above (e.g., hopped IP addresses, discriminator values,

etc.) For the sake of simplicity, computer 3000 will be referred to as the receiving computer and

computer 3001 will be referred to as the transmitting computer, although full duplex operation is

of course contemplated. Moreover, although only a single transmitter is shown, multiple

transmitters can transmit to receiver 3000.

As described above, receiving computer 3000 maintains a receive table 3002 including a

window W that defines valid IP address pairs that will be accepted when appearing in incoming

data packets. Transmitting computer 3001 maintains a transmit table 3003 from which the next

IP address pairs will be selected when transmitting a packet to receiving computer 3000. (For

the sake of illustration, window W is also illustrated with reference to transmit table 3003). As

transmitting computer moves through its table, it will eventually generate a SYNC_REQ

message as illustrated in function 3010. This is a request to receiver 3000 to synchronize the

receive table 3002, from which transmitter 3001 expects a response in the form of a CKPT_N

(included as part of a SYNC_ACK message). If transmitting computer 3001 transmits more

messages than its allotment, it will prematurely generate the SYNC_REQ message. (If it has

been altered to remove the SYNC_REQ message generation altogether, it will fall out of

synchronization since receiver 3000 will quickly reject packets that fall outside of window W,

and the extra packets generated by transmitter 3001 will be discarded).

In accordance with the improvements described above, receiving computer 3000

performs certain steps when a SYNC_REQ message is received, as illustrated in FIG. 30. In step

3004, receiving computer 3000 receives the SYNC_REQ message. In step 3005, a check is
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made to determine whether the request is a duplicate. If so, it is discarded in step 3006. In step

3007, a check is made to determine whether the SYNC_REQ received fiom transmitter 3001 was

received at a rate that exceeds the allowable rate R (i.e., the period between the time of the last

SYNC_REQ message). The value R can be a constant, or it can be made to fluctuate as desired.

If the rate exceeds R, then in step 3008 the next activation of the next CKPT_N hopping table

entry is delayed by W/R seconds afier the last SYNCVREQ has been accepted.

Otherwise, if the rate has not been exceeded, then in step 3109 the next CKPT_N value is

calculated and inserted into the receiver’s hopping table prior to the next SYNC_REQ from

thetransmitter 3101. Transmitter 3101 then processes the SYNC_REQ in the normal manner.

E. Signaling Sflchronizer

In a system in which a large number of users communicate with a central node using

secure hopping technology, a large amount of memory must be set aside for hopping tables and

their supporting data structures. For example, if one million subscribers to a web site

occasionally communicate with the web site, the site must maintain one million hopping tables,

thus using up valuable computer resources, even though only a small percentage of the users may

actually be using the system at any one time. A desirable solution would be a system that

permits a certain maximum number of simultaneous links to be maintained, but which would

“recognize” millions of registered users at any one time. In other words, out of a population of a

million registered users, a few thousand at a time could simultaneously communicate with a

central server, without requiring that the server maintain one million hopping tables of

appreciable size.

One solution is to partition the central node into two nodes: a signaling server that

performs session initiation for user log-on and log-off (and requires only minimally sized tables),

and a transport server that contains larger hopping tables for the users. The signaling server

listens for the millions of known users and performs a fast-packet reject of other (bogus) packets.

When a packet is received from a known user, the signaling server activates a virtual private link

(VPL) between the user and the transport server, where hopping tables are allocated and

maintained. When the user logs onto the signaling server, the user’s computer is provided with
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hop tables for communicating with the transport server, thus activating the VPL. The VPLs can

be torn down when they become inactive for a time period, or they can be torn down upon user

log-out. Communication with the signaling server to allow user log-on and log-off can be

accomplished using a specialized version of the checkpoint scheme described above.

FIG. 31 shows a system employing certain of the above-described principles. In FIG. 31,

a signaling server 3101 and a transport server 3102 communicate over a link. Signaling server

3101 contains a large number of small tables 3106 and 3107 that contain enough information to

authenticate a communication request with one or more clients 3103 and 3104. As described in

more detail below, these small tables may advantageously be constructed as a special case of the

synchronizing checkpoint tables described previously. Transport server 3102, which is

preferably a separate computer in communication with signaling server 3101, contains a smaller

number of larger hopping tables 3108, 3109, and 3110 that can be allocated to create a VPN with

one of the client computers.

According to one embodiment, a client that has previously registered with the system

(e.g., via a system administration function, a user registration procedure, or some other method)

transmits a request for information from a computer (e.g., a web site). In one variation, the

request is made using a “hopped” packet, such that signaling server 3101 will quickly reject

invalid packets from unauthorized computers such as hacker computer 3105. An

“administrative” VPN can be established between all of the clients and the signaling server in

order to ensure that a hacker cannot flood signaling server 3101 with bogus packets. Details of

this scheme are provided below.

Signaling server 3101 receives the request 3111 and uses it to determine that client 3103

is a validly registered user. Next, signaling server 3101 issues a request to transport server 3102

to allocate a hopping table (or hopping algorithm or other regime) for the purpose of creating a

VPN with client 3103. The allocated hopping parameters are returned to signaling server 3101

(path 31 13), which then supplies the hopping parameters to client 3103 via path 3114, preferably

in encrypted form.
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Thereafter, client 3103 communicates with transport server 3102 using the normal

hopping techniques described above. It will be appreciated that although signaling server 3101

and transport server 3102 are illustrated as being two separate computers, they could of course be

combined into a single computer and their functions performed on the single computer.

Alternatively, it is possible to partition the functions shown in FIG. 31 differently from as shown

without departing from the inventive principles.

One advantage of the above—described architecture is that signaling server 3101 need only

maintain a small amount of information on a large number of potential users, yet it retains the

capability of quickly rejecting packets from unauthorized users such as hacker computer 3105.

Larger data tables needed to perform the hopping and synchronization functions are instead

maintained in a transport server 3102, and a smaller number of these tables are needed since they

are only allocated for “active” links. After a VPN has become inactive for a certain time period

(e. g., one hour), the VPN can be automatically torn down by transport server 3102 or signaling

server 3101.

A more detailed description will now be provided regarding how a special case of the

checkpoint synchronization feature can be used to implement the signaling scheme described

above.

The signaling synchronizer may be required to support many (millions) of standing, low

bandwidth connections. It therefore should minimize per-VPL memory usage while providing

the security offered by hopping technology. In order to reduce memory usage in the signaling

server, the data hopping tables can be completely eliminated and data can be carried as part of

the SYNC_REQ message. The table used by the server side (receiver) and client side

(transmitter) is shown schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT_N, CKPT_O and CKPT_R remain the same from

the previous description, except that CKPT__N can receive a combined data and SYNC_REQ

message or a SYNC_REQ message without the data.

The protocol is a straightforward extension of the earlier synchronizer. Assume that a

client transmitter is on and the tables are synchronized. The initial tables can be generated “out
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of band.” For example, a client can log into a web server to establish an account over the

Internet. The client will receive keys etc encrypted over the Internet. Meanwhile, the server will

set up the signaling VPN on the signaling server.

Assuming that a client application wishes to send a packet to the server on the client’s

standing signaling VPL:

l. The client sends the message marked as a data message on the inner header using the

transmitter’s CKPT_N address. It turns the transmitter off and starts a timer Tl noting CKPT_O.

Messages can be one of three types: DATA, SYNC_REQ and SYNC_ACK. In the normal

algorithm, some potential problems can be prevented by identifying each message type as part of

the encrypted inner header field. In this algorithm, it is important to distinguish a data packet

and a SYNC‘REQ in the signaling synchronizer since the data and the SYNC_REQ come in on

the same address.

2. When the server receives a data message on its CKPT_N, it verifies the message and

passes it up the stack. The message can be verified by checking message type and and other

information (i.e user credentials) contained in the inner header It replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT_R to correspond

to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its

payload.

3. When the client side receiver receives a SYNC_ACK on its CKPT_R with a payload

matching its transmitter side CKPT_O and the transmitter is off, the transmitter is turned on and

the receiver side CKPT_R is updated. If the SYNC_ACK’s payload does not match the

transmitter side CKPT_O or the transmitter is on, the SYNC_ACK is simply discarded.

4. T1 expires: If the transmitter is off and the client’s transmitter side CKPT_O matches

the CKPT_O associated with the timer, it starts timer T1 noting CKPT_O again, and a

SYNC_REQ is sent using the transmitter’s CKPT_O address. Otherwise, no action is taken.

5. When the server receives a SYNC_REQ on its CKPT_N, it replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT_R to correspond
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to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its

payload.

6. When the server receives a SYNC_REQ on its CKPT_O, it updates its transmitter side

CKPT_R to correspond to the client’s receiver side CKPT_R and transmits a SYNC_ACK

containing CKPT_O in its payload.

FIG. 32 shows message flows to highlight the protocol. Reading from top to bottom, the

client sends data to the server using its transmitter side CKPT_N. The client side transmitter is

turned off and a retry timer is turned off. The transmitter will not transmit messages as long as

the transmitter is turned off. The client side transmitter then loads CKPT_N into CKPT_O and

updates CKPT_N. This message is successfully received and a passed up the stack. It also

synchronizes the receiver i.e, the server loads CKPT_N into CKPT_O and generates a new

CKPT_N, it generates a new CKPT_R in the server side transmitter and transmits a SYNC_ACK

containing the server side receiver’s CKPT_O the server. The SYNC_ACK is successfully

received at the client. The client side receiver’s CKPT_R is updated, the transmitter is turned on

and the retry timer is killed. The client side transmitter is ready to transmit a new data message.

Next, the client sends data to the server using its transmitter side CKPT_N. The client

side transmitter is turned ofi‘ and a retry timer is turned off. The transmitter will not transmit

messages as long as the transmitter is turned off. The client side transmitter then loads CKPT_N

into CKPT_O and updates CKPT_N. This message is lost. The client side timer expires and as a

result a SYNC_REQ is transmitted on the client side transmitter’s CKPT_O (this will keep

happening until the SYNC_ACK has been received at the client). The SYNC_REQ is

successfully received at the server. It synchronizes the receiver i.e, the server loads CKPT_N

into CKPT_O and generates a new CKPT_N, it generates an new CKPT_R in the server side

transmitter and transmits a SYNC_ACK containing the server side receiver’s CKPT_O the

server. The SYNC_ACK is successfully received at the client. The client side receiver’s

CKPT_R is updated, the transmitter is turned off and the retry timer is killed. The client side

transmitter is ready to transmit a new data message.
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There are numerous other scenarios that follow this flow. For example, the SYNC_ACK

could be lost. The transmitter would continue to re-send the SYNC_REQ until the receiver

synchronizes and responds.

The above-described procedures allow a client to be authenticated at signaling server

3201 while maintaining the ability of signaling server 3201 to quickly reject invalid packets,

such as might be generated by hacker computer 3205. In various embodiments, the signaling

synchronizer is really a derivative of the synchronizer. It provides the same protection as the

hopping protocol, and it does so for a large number of low bandwidth connections.
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CLAIMS

1. A method of transmitting data packets between a first computer and a second

computer, wherein the first computer and the second computer are linked via a plurality of

separate transmission paths, the method comprising the steps of:

(1) assigning a weight value to each of the plurality of transmission paths, wherein each

respective weight value represents the relative number of packets that a respective transmission

path will transmit;

(2) for each data packet that is to be transmitted from the first computer to the second

computer, selecting one of the plurality of transmission paths on the basis of each respective

transmission path’s assigned weight value;

(3) measuring the transmission quality for each of the plurality of transmission paths; and

(4) adjusting downwardly to a non-zero value the assigned weight value for a

transmission path for which the transmission quality has declined.

2. The method of claim 1, wherein step (4) comprises the step of gradually decreasing

over time the assigned weight value in relation to weight values assigned to the remaining

transmission paths.

3. The method of claim 2, wherein step (4) comprises the step of gradually decreasing

the assigned weight value according to an incrementally decreasing function.

4. The method of claim 2, wherein step (4) comprises the step of gradually decreasing

the assigned weight value according to an exponentially decaying function.

5. The method of claim 1, wherein step (3) comprises the step of determining that one or

more packets transmitted to the second computer was not acknowledged by the second computer.

6. The method of claim 1, wherein step (3) comprises the step of evaluating the contents

of a synchronization packet that maintains synchronization with a moving window of valid

values.

7. The method of claim 1, further comprising the step of inserting into each data packet a

source and destination IP address pair that is selected according to a pseudo-random sequence.
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8. The method of claim 1, wherein step (4) comprises the step of adjusting downwardly

the assigned weight value for a transmission path only if the transmission quality has declined

below a predetermined threshold.

9. The method of claim 1, further comprising the step of adjusting upwardly the assigned

weight value that was adjusted in step (4) if it is later determined that the transmission quality

has improved.

10. The method of claim 1, further comprising the step of adjusting upwardly the weight

values of the remaining transmission links in an amount that compensates for the downwardly

adjusted weight value.

11. The method of claim 10, wherein the step of adjusting upwardly comprises the step

of equally distributing the amount that was downwardly adjusted across the remaining

transmission links.

12. The method of claim 1, further comprising the step of adjusting downwardly to zero

the assigned weight value for any transmission link whose quality has degraded below a preset

threshold.

13. The method of claim 1, wherein steps (2) through (4) are repeated periodically.

14. A first computer that transmits data packets to a second computer over a plurality of

separate transmission paths, wherein the first computer performs the steps of:

(1) assigning a weight value to each of the plurality of transmission paths, wherein each

respective weight value represents the relative number ofpackets that a respective transmission

path will transmit;

(2) for each data packet that is to be transmitted to the second computer, selecting one of

the plurality of transmission paths on the basis of each respective transmission path’s assigned

weight value;

(3) measuring the transmission quality for each of the plurality of transmission paths; and

(4) adjusting downwardly to a non-zero value the assigned weight value for a

transmission path for which the transmission quality has declined.
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15. The first computer of claim 14, wherein the first computer gradually decreases over

time the assigned weight value in relation to weight values assigned to the remaining

transmission paths.

16. The first computer of claim 15, wherein the first computer gradually decreases the

assigned weight value according to an incrementally decreasing function.

17. The first computer of claim 15, wherein the first computer gradually decreases the

assigned weight value according to an exponentially decaying function.

18. The first computer of claim 14, wherein the first computer measures the transmission

quality by determining that one or more packets transmitted to the second computer was not
acknowledged by the second computer.

19. The first computer of claim 14, wherein the first computer measures the transmission

quality by evaluating the contents of a synchronization packet that maintains synchronization

with a moving window of valid values.

20. The first computer of claim 14, wherein the first computer inserts into each data

packet a source and destination IP address pair that is selected according to a pseudo-random

sequence.

21. The first computer of claim 14, wherein the first computer adjusts downwardly the

assigned weight value for any transmission path only if the transmission quality has declined

below a predetermined threshold.

22. The first computer of claim 14, wherein the first computer adjusts upwardly the

assigned weight value that was adjusted in step (4) if it is later determined that the transmission

quality has improved.

23. The first computer of claim 14, wherein the first computer adjusts upwardly the

weight values of the remaining transmission links in an amount that compensates for the

downwardly adjusted weight value.

24. The first computer of claim 23, wherein the first computer upwardly adjusts

probabilities across the remaining transmission links in an amount equal to the downwardly

adjusted weight value.
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25. The first computer of claim 14, wherein the first computer adjusts downwardly to

zero the assigned weight value for any transmission link whose quality has degraded below a

preset threshold.

26. The first computer of claim 14, wherein the first computer repeats steps (2) through

(4) periodically.

27. A system comprising the first computer of claim 14 and a second computer

constructed in accordance with the first computer of claim 14.

28. A method of transparently creating a virtual private network (VPN) between a client

computer and a target computer, comprising the steps of:

(1) generating from the client computer a Domain Name Service (DNS) request that

requests an IP address corresponding to a domain name associated with the target computer;

(2) determining whether the DNS request transmitted in step (1) is requesting access to a

secure web site; and

(3) in response to determining that the DNS request in step (2) is requesting access to a

secure target web site, automatically initiating the VPN between the client computer and the

target computer.

29. The method of claim 28, wherein steps (2) and (3) are performed at a DNS server

separate from the client computer.

30. The method ofclaim 28, further comprising the step of:

(4) in response to determining that the DNS request in step (2) is not requesting access to

a secure target web site, resolving the IP address for the domain name and returning the [P

address to the client computer.

31. The method of claim 28, wherein step (3) comprises the step of, prior to

automatically initiating the VPN between the client computer and the target computer,

determining whether the client computer is authorized to establish a VPN with the target

computer and, if not so authorized, returning an error from the DNS request.

32. The method of claim 28, wherein step (3) comprises the step of, prior to

automatically initiating the VPN between the client computer and the target computer,
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determining whether the client computer is authorized to resolve addresses of non secure target

computers and, ifnot so authorized, returning an error from the DNS request.

33. The method of claim 28, wherein step (3) comprises the step of establishing the VPN

by creating an IP address hopping scheme between the client computer and the target computer.

34. The method of claim 28, wherein step (3) comprises the step ofusing a gatekeeper

computer that allocates VPN resources for communicating between the client computer and the

target computer.

35. The method ofclaim 28, wherein step (2) is performed in a DNS proxy server that

passes through the request to a DNS server if it is determined in step (3) that access is not being

requested to a secure target web site.

36. The method of claim 32, wherein step (3) comprises the step of transmitting a

message to the client computer to determine whether the client computer is authorized to

establish the VPN target computer.

37. A system that transparently creates a virtual private network (VPN) between a client

computer and a secure target computer, comprising:

a DNS proxy server that receives a request from the client computer to look up an LP

address for a domain name, wherein the DNS proxy server returns the IP address for the

requested domain name if it is determined that access to a non-secure web site has been

requested, and wherein the DNS proxy server generates a request to create the VPN between the

client computer and the secure target computer if it is determined that access to a secure web site

has been requested; and

a gatekeeper computer that allocates resources for the VPN between the client computer

and the secure web computer in response to the request by the DNS proxy server.

38. The system of claim 37, wherein the gatekeeper computer creates the VPN by

establishing an IP address hopping regime that is used to pseudorandomly change [P addresses in

packets transmitted between the client computer and the secure target computer.
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39. The system of claim 37, wherein the gatekeeper computer determines whether the

client computer has sufficient security privileges to create the VPN and, if the client computer

lacks sufficient security privileges, rejecting the request to create the VPN.

40. A method of preventing data packets received from a high bandwidth link from

flooding a low bandwidth link, comprising the steps of:

(1) receiving data packets from the high bandwidth link that are ostensibly addressed to a

computer residing on the low-bandwidth link;

(2) for each data packet, determining whether the data packet is validly addressed to the

computer on the low-bandwidth link;

(3) in response to determining that the data packet is not validly addressed to the

computer on the low-bandwidth link, rejecting the data packet; and

(4) in response to determining that the data packet is validly addressed to the computer on

the low—bandwidth link, forwarding the data packet to the computer over the low-bandwidth link.

41. The method of claim 40, wherein step (3) comprises the step of comparing a value in

a header of each data packet to a set of valid values maintained for the computer on the low—

bandwidth link.

42. The method of claim 41, wherein step (3) comprises the step of comparing a value in

a header of each data packet to a moving window of valid values.

43. The method of claim 42, wherein step (3) comprises the step of comparing the IP

address in the header of each data packet to a moving window of valid IP addresses, wherein the

moving window is also maintained by the computer on the low-bandwidth link.

44. The method of claim 40, wherein step (3) comprises the step of reducing a priority

level of the packet in relation to other data packets, wherein the priority level determines whether

a particular data packet will be transmitted before another data packet having a different priority

level.

45. The method of claim 40, wherein step (3) comprises the step of performing a

cryptographic check on each data packet to determine whether each data packet is validly

addressed.
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46. The method of claim 40, wherein step (3) comprises the step of receiving a message

from the computer on the low-bandwidth link to stop accepting messages having a particular

characteristic.

47. The method of claim 46, wherein step (3) comprises the step of receiving a message

from the computer on the low-bandwidth link to stop accepting messages addressed to a

particular IP address.

48. The method of claim 40, wherein step (3) comprises the step of determining that a

packet transmission rate has been exceeded for a given packet parameter.

49. The method of claim 48, wherein step (3) comprises the step of determining that a

packet transmission rate has been exceeded for a given 1? destination address.

50. In a system having a low bandwidth data link, a first computer coupled to the low

bandwidth data link, and a high bandwidth data link, an improvement comprising:

a second computer coupled between the low bandwidth data link and the high bandwidth

data link, wherein the second computer receives data packets from the high bandwidth data link

and, if they are addressed to the first computer, routes them to the first computer over the low

bandwidth data link,

wherein the second computer prevents invalid data packets ostensibly addressed to the

first computer from being transmitted over the low bandwidth data link.

51. The system of claim 50, wherein the second computer prevents invalid data packets

from being transmitted over the low bandwidth data link by comparing a discriminator field in a

header of each data packet to a table of valid discriminator fields maintained for the first

computer.

52. The system of claim 50, wherein the second computer compares an Internet Protocol

(IP) address in a header of each data packet to a table of valid 11’ addresses.

53. The system ofclaim 52, wherein the second computer compares the IP address in the

header of each data packet to a moving window of valid IP addresses, wherein the moving

window is also maintained by the first computer.
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54. The system of claim 50, wherein the second computer reduces a priority level of a

data packet in relation to other data packets, wherein the priority level determines whether a

particular data packet will be transmitted before another data packet having a different priority

level.

55. The system of claim 50, wherein the second computer performs a cryptographic

check on each data packet to determine whether each data packet is validly addressed.

56. The system of claim 50, wherein the second computer receives a message from the

first computer that causes the second computer to stop accepting messages having a particular

characteristic.

57. The system of claim 56, wherein the second computer receiving a message from the

first computer to stop accepting messages addressed to a particular IP address.

5 8. The system of claim 50, wherein the second computer rejects invalid packets by

determining that a packet transmission rate has been exceeded for a given packet parameter.

59. The system of claim 58, wherein the second computer determines that a packet

transmission rate has been exceeded for a given IP destination address.

60. In a system comprising a first computer that transmits data packets to a second

computer over a network according to a scheme by which at least one field in a series of data

packets is periodically changed according to a sequence known by the first and second

computers, and wherein the second computer periodically receives a synchronization request

from the first computer to maintain synchronization of the sequence between the first and second

computers, a method comprising the steps of:

(1) receiving at the first computer the synchronization request from the second computer;

(2) determining whether the synchronization request was received in less than a

predetermined interval;

(3) in response to determining that the synchronization request was received in less than

the predetermined interval, ignoring the synchronization request; and

(4) in response to determining that the synchronization request was not received in less

than the predetermined interval, providing the synchronization response to the first computer.
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61. The method of claim 60, wherein step (3) comprises the step of delaying the

acceptance of a SYNC_REQ for W/R seconds, where W is the number of data packets between

synchronization requests according to an agreed schedule, and R is the agreed rate at which

synchronization requests should be received according to the agreed schedule.

62. The method of claim 60, further comprising the step of determining whether the

synchronization request is a duplicate of a previously received synchronization request and, if it

is a duplicate, discarding it.

63. The method of claim 60, wherein step (4) comprises the step of providing a response

that includes a new checkpoint for synchronizing a window in a hopping table.

64. A computer that receives data packets from a second computer over a network

according to a scheme by which at least one field in a series of data packets is periodically

changed according to a known sequence, wherein the second computer periodically transmits a

synchronization request to maintain synchronization of the sequence, wherein the computer

performs the steps of:

(1) receiving the synchronization request from the second computer;

(2) determining whether the synchronization request was received in less than a

predetermined interval;

(3) in response to determining that the synchronization request was received in less than a

predetermined interval ignoring the synchronization request; and

(4) in response to determining that the synchronization request was not received in less

than a predetermined interval, providing the responSe to the first computer.

65. The computer of claim 64, wherein the computer delays the acceptance of a

SYNC_REQ in step (3) for W/R seconds, where W is the number of data packets between

synchronization requests according to an agreed schedule, and R is the agreed rate at which

synchronization requests should be received according to the agreed schedule.

66. The computer of claim 64, wherein the computer further performs the step of

determining whether the synchronization request is a duplicate of a previously received

synchronization request and, if it is a duplicate, discarding it.
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67. A method of establishing communication between one of a plurality of client

computers and a central computer that maintains a plurality of authentication tables each

corresponding to one of the client computers, the method comprising the steps of:

(l) in the central computer, receiving from one of the plurality of client computers a

request to establish a connection;

(2) authenticating, with reference to one of the plurality of authentication tables, that the

request received in step (1) is from an authorized client;

(3) responsive to a determination that the request is from an authorized client, allocating

resources to establish a virtual private link between the client and a second computer; and

(4) communicating between the authorized client and the second computer using the

virtual private link.

68. The method of claim 67, wherein step (4) comprises the step of communicating

according to a scheme by which at least one field in a series of data packets is periodically

changed according to a known sequence.

69. The method of claim 68, wherein step (4) comprises the step of comparing an

Internet Protocol (IP) address in a header of each data packet to a table ofvalid IP addresses

maintained in a table in the second computer.

70. The method of claim 69, wherein step (4) comprises the step of comparing the IP

address in the header of each data packet to a moving window of valid IP addresses, and

rejecting data packets having [P addresses that do not fall within the moving window.

71. The method ofclaim 67, wherein step (2) comprises the step of using a checkpoint

data structure that maintains synchronization of a periodically changing parameter known by the

central computer and the client computer to authenticate the client.
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ALSLRA—CT

A plurality of computer nodes communicate using seemingly random Internet Protocol

source and destination addresses. Data packets matching criteria defined by a moving window

of valid addresses are accepted for further processing, while those that do not meet the criteria

are quickly rejected. Improvements to the basic design include (1) a load balancer that

distributes packets across different transmission paths according to transmission path quality; (2)

a DNS proxy server that transparently creates a virtual private network in response to a domain

name inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of-

service attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by

limiting the rate at which a transmitter can be synchronized with a receiver; and (5) a signaling

synchronizer that allows a large number of nodes to communicate with a central node by

partitioning the communication function between two separate entities.
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Attorney Docket No. 0047935672

JOINT DECLARATION AND POWER OF ATTORNEY
FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residences, post office addresses and citizenships are as stated below next to our names:

We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a
patent is sought on the invention entitled:

IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ASSURED SYSTEM AVAILABILITY

the specification of which

I is attached hereto.

[I was filed on as Application Serial Number and was amended on (if applicable).
 

We hereby state that we have reviewed and understand the contents of the above identified specification, including
the claims, as amended by any amendment referred to above.

We acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
Code of Federal Regulations, §1.56.

Prior Foreign Application(s)

We hereby claim foreign priority benefits under Title 35, United States Code, §119(a)-(d) or 365(b) of any foreign
application(s) for patent or inventor's certificate, or 365(a) of any PCT international application which designated at least
one country other than the United States of America, listed below and have also identified below any foreign application(s)
for patent or inventor's certificate having a filing date before that of the application on which priority is claimed:

 
Prior United States Applicationls)

im he benefit under 35 U.S.C. 119(e) of an United States rovisional a. olicationls) listed below:

  I] Additional provisional application numbers
are listed on a supplemental priority data
sheet PTO/SB/OZB attached hereto.

"602106.235 ' W 10/30/98

60/137,704 6/7/99

Page 1 of 4
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Attorney Docket No. 0047935672

We hereby claim the benefit under Title 35, United States Code, §120 of any United States application(s) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States
application in the manner provided by the first paragraph of Title 35, United States Code, §112, We acknowledge the duty
to disclose material information as defined in Title 37, Code of Federal Regulations, §1.56 which occurred between the
filing date of the prior application and the national or PCT international filing date of this application:

09/429,643 
Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and transact all business in the U.S. Patent and Trademark Office connected herewith as well
as before any office or agency of a foreign country or any international organization in connection with any foreign
counterpart application claiming priority to this application, including the power to appoint agents and local representatives
in connection with such foreign applications, the following attorneys of Banner & Witcoff, their registration numbers beinglisted after their names:

Robert Altherr, Reg. No. 31,810, Donald W. Banner, Reg. No. 17,037; Edward F. McKie, Jr., Reg. No. 17,335; William
W. Beckett, Reg. No. 18,262; Dale H. Hoscheit, Reg. No. 19,090; Joseph M. Potenza, Reg. No. 28,175; James A.
Niegowski, Reg. No. 28,331; Joseph M. Skerpon, Reg. No. 29,864; Thomas L. Peterson, Reg. No. 30,969; Nina L.
Medlock, Reg. No. 29,673; William J. Fisher, Reg. No. 32,133; Thomas H. Jackson, Reg. No. 29,808; Franklin D. Wolffe,
Reg. No. 19,724; Susan A. Wolffe, Reg. No. 33,568; Daniel E. Fisher, Reg. No. 34,162; Kevin A. Wolff, Reg. No. 42,233
and Bradley C. Wright, Reg. No. 38,061.

M—fi

All correspondence and telephone communications should be addressed to:

Banner & Witcoff, Ltd.
Eleventh Floor

1001 G Street, NW.
Washington, DC. 20001-4597

Tel. No. (202) 508-9100

 
We hereby declare that all statements made herein of our own knowledge are true and that all statements made on

information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both, under 18 U.S.C. 1001 and that such
willful false statements may jeopardize the validity of the application or any patent issuing thereon.

Signature Date Full Name of

Joint Inventor MUNGER Edmund Colb
Family Name First Given Name Second Given Name

Residence 1101 Opaca CourtI Crownsville, Maryland 21032

Citizenship U.S.
Post Office

Address 1 101 Ogaca C0urt, Crownsville, Mamland 21032

Page 2 of 4
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Attorney Docket No‘ 0047935672

Signature Date

Full Name of

Joint inventor SCHMIDT Douglas Charles
Family Name First Given Name Second Given Name

Residence 239 Oak Coufl;x §evern§ ParkI Mamlang 21 146

Citizenship L13.
Post Office

Address 230 Oak Coum §§verna Parkl Mgmland 21 146

Signature ZQQ '35 ’ 2 '12): g Date all [E1 éé
Full Name of
Joint Inventor SHORT Robert Dunham Ill

Family Name First Given Name Second Given Name)

 

Residence 38710 Goose Creek Lanel Leesburg, Virginia 20175

Citizenship U.S.
Post Office

Address 38710 Goose Creek Lanel LeesburgI Virginia 20175

Signature 9 . Date 2/142 20g! 2
Full Name of

W Joint Inventor LARSON Victor
Family Name First Given Name Second Given Name

 
Residence 12026 Lisa Marie Courtl Fairfaxl Virginia 22033

Citizenship U.S.
Post Office

Address 12026 Lisa Marie CourtI Fairfax, Virginia 22033

Page 3 of 4
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Signature / Date Z; /f4 @500
Full Name of

Joint Inventor WILLIAMSON Michael

Family Name First Given Name Second Given Name

Residence 26203 Ocala Circlel South Riding‘ Virginia 20152

Citizenship U.S.
Post Office

Address 26203 Qcala Circlel South Riding, Virginia 20152

 
LAW OFFICES

BANNER 5. Wncorr, LTD.
IOOI G STREEI'. N.W.

WASHINGTON, D.C. 2000I-4597
(202) 508-9 I 00

Page 4 of 4
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Attmney Docket No. 0047935672

JOINT DECLARATION AND POWER OF ATTORNEY

FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residences, post office addresses and citizenships are as stated below next to our names:

We believe we are the original, first and joint inventors of the subiect matter which is claimed and for which a
patent is sought on the invention entitled: »

IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ASSURED SYSTEM AVAILABILITY

the specification of which
I is attached hereto.

[I was filed on as Application Serial Number and was amended on (if applicable).
 

We hereby state that we have reviewed and understand the contents of the above identified specification, including
the claims, as amended by any amendment referred to above.

 

 
 

We acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
Code of Federal Regulations, §1.56.

Prior Foreign Applicationls)

We hereby claim foreign priority benefits under Title 35, United States Code, §1 19lal-ldl or 365lb) of any foreign
pplicationls) for patent or inventor's certificate, or 365la) of any PCT international application which designated at least

' one country other than the United States of America, listed below and have also identified below any foreign applicationlsl
wfor patent or inventor's certificate having a filing date before that of the application on which priority is claimed:

 ea . .

—-—-—-

Prior United States Application(sl

We hereb claim the benefit under 35 U S C 119(e) of an United States rovisional a: olicationls) listed below:

  
El Additional provisional application numbers
are listed on a supplemental priority data
sheet PTO/SB/OZB attached hereto.

60/106,261 10/30/98

60/ 1 37,704 6/7/99

Page 1 of 4
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Auorney Docket No. 00479.85672

We hereby claim the benefit under Title 35, United States Code, §120 of any United States applicationls) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States
application in the manner provided by the first paragraph of Title 35, United States Code, {1112, We acknowledge the duty
to disclose material information as defined in Title 37, Code of Federal Regulations, §1.56 which occurred between the
filing date of the prior application and the national or PCT international filing date of this application:

 
Power of Attorney

And we hereby appoint, both iointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and transact all business in the U.S. Patent and Trademark Office connected herewith as well
as before any office or agency of a foreign country or any international organization in connection with any foreign
counterpart application claiming priority to this application, including the power to appoint agents and local representatives
in connection with such foreign applications, the following attorneys of Banner & Witcoff, their registration numbers being
listed after their names:

Robert Altherr, Reg. No. 31,810, Donald W. Banner, Reg. No. 17,037; Edward F. McKie, Jr., Reg. No. 17,335; William
. Beckett, Reg. No. 18,262; Dale H. Hoscheit, Reg. No. 19,090; Joseph M. Potenza, Reg. No. 28,175; James A.

Niegowski, Reg. No. 28,331; Joseph M. Skerpon, Reg. No. 29,864; Thomas L. Peterson, Reg. No. 30,969; Nina L.
iVledlock, Reg. No. 29,673; William J. Fisher, Reg. No. 32,133; Thomas H. Jackson, Reg. No. 29,808; Franklin D. Wolffe,
Peg. No. 19,724; Susan A. Wolffe, Reg. No. 33,568; Daniel E. Fisher, Reg. No. 34,162; Kevin A. Wolff, Reg. No. 42,233
:and Bradley C. Wright, Reg. No. 38,061.
 

 

 

 

All correspondence and telephone communications should be addressed to:

Banner & Witcoff, Ltd.
Eleventh Floor

1001 G Street, N.W.
Washington, D.C. 20001-4597

Tel. No. (202) 508-9100

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
Information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both, under 18 U.S.C. 1001 and that such
willful false statements may jeopardize the validity of the application or any patent issuing thereon.

Signature Date
Full Name of

Joint inventor MUNGER Edmund Colby
Family Name First Given Name Second Given Name

Residence 1101 Opaca Court; Crownsvillel Mamland 21032

Citizenship U.S.
Post Office

Address 1101 Opaca Courtl CrownsvilleI Magyland 21032
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Signature Date / 00

Full Name of

Joint Inventor SCHMIDT Douglas Charlgs
Family Name First Given Name Second Given Name

Residence 230 Oak CourtI Severna Parkl Magglang 21 146

Citizenship U.S.
Post Office

Address 230 Oak Court‘ Severna Parkl Mamlang 21 146

 

Signature Date
  

Full Name of

Joint Inventor SHORT Robert DunhamI Ill
Family Name First Given Name Second Given Name

Residence 38710 Goose Creek Lanel LeesburgI Virginia 20175

itizenship—U.§._________________——_—__
:gPost Office

Address 38710 Goose Creek Lanel Lgesburg, Virginia 20175

 

 
 

 
 

 

gnature Date 

I! Name of

int Inventor LARSON Victgr
Family Name First Given Name Second Given Name

Residence 12026 Lisa Marie Court, Fairfax. Virginia 22033

Citizenship U.S.
Post Office

Address 12026 Lisa Marie CourtI FairfaxI Virginia 22033
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Attorney Docket No. 0047935672

  Signature Date

Full Name of

Joint Inventor WILLIAMSON Michael
Family Name First Given Name Second Given Name

Residence 26203 Ocala Circlei South Riding: Virginia 20152

Citizenship LJ.§.
Post Office

Address 26203 Ogala CircleI South RidingI Virginia 29152

 
LAW OFFICES

BANNER 5. Wrrcor—‘F, LTD.
IOOI G STREEI', N.W.

WASHINGTON, D.C. 2000 | -4597
(202) 508-9 | 00

Page 4 of 4
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2-15-2EB 3: 48PM FROM SAIC_STERLING. VA 7637879824 P.

02/15/00 14:21 FAX ‘ Ill-1002.‘

Moraymm0067933672

JOINT DECLARATION AND POWER OF ATTORNEY
FOR PATENT APPLICATION

As the below named inventors. we hereby declorr: that:

Our residences. post office addrom and citizenship: are as stored below rim to our names:

Wu boliovo we an the original, first and joint inventors of the subject matter which is cloimnd and for which a
patent is caught on the invention entitled:

MPHOVEMENTS 70 AN ABILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ”SUITE SYSTEM AVMLABIW

the specitioafion of which
I is attachad harem.

U was filed on on Application Soriol Number and was arnerdod on (if awfioablei.

Wu horoby sure that we have reviewed and Maroon! the cantons of the above identified specification, including
the claims, as amended by any amondmont ruforrod to above.

We acknowledge! the duty to disclose imam-won which is material to montabillty in accordance with Title 37.
Code of Federal Regulations. £1.56. 

 

 

 
 

Prior Foreign Applicoflonisl

We hereby diairn foniigri priority benefits under Title 35. Unload Status Code, i119iai—tdi or 365“!) of W foreign
applicationlai for patent or inventor“: cortisone. or 365(3) of any PCT intonmionnl application which designated at least
one country other than the Unitad Status of America. Iisred below and have also idontlflod blow any foreign opplioaflonls)
for put-m or inventors certificate Dining to filing ditto boron that of the application on which priority is claimed:

 
  

 

_ a v 0 Additional provisional application numbers
‘1 ' ' > are listed on a supplomontai priority data
.35, , as: . s - 01531023 amA, ,1 w Y‘ , -: .

mom -_

mam-s
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2-15-2aa 3:49PM FROM SAIC_STER1_ING. VA 7237879824

92/15/00 14:32 EAK __‘ lawsI

Meow Dado:No. 0047935672

We hereby claim the benefit under This 35. United States Code. 5120 of any Unit!!! States epoflcefionlsl lined below
and. insular as the tablet: matter of each of the claims of this application is not disclosed in the prior Uniled States
appilclflon in the manner provided by rho first paragraph of True 35. United States Code. 51 12. We acknowledge the duty
to enclose materiel inlormafion as defined in Title 37, Code of Federal Regulation. i1 .58 which occurred between the

filing dam of the prior :57me and the national or PCT lnronwtionel filing one of this application:

 
Flower of Ammoy

And we hereby appoint, born ioimlv one severally. as our attorney: with full power of alleviation end mowtion. to
prosecute this application and "enact all bushes: in the 0.5. Patent and Trademark Office connected herowiflw as well
as before eny office or agency of a foreign country or any international organization in connection with any foreign
common application claiming priority to this application. irrcludlng no power to appoint agents and local represemetivee
in comedian with web foreign applications. the follow-vim attorneys of Barrier & Wilcoff. their regismrtion mmbors being
listed after their names:

Roller! Althea; Reg. No. 31.810, Donald W. Homer. Reg. No. 17.037; Edward F. MoKie, Jr., Flag. No. 17.335; William
W. Beckett. Flag. No. 13.262: Dole H. Roselle". Reg. No. 19.090; Joseph M. Potenze, Reg. No. 28,175: James A.
Niogowdni. Reg. No. 28.331; Joseph M. Sire-non. Reg. No. 29.884; Thomas L. Peterson. Flea. No. 30.989: Nine L.
Mediock, Reg. No. 29.673; William J. Fisher. Reg. No. 32.133; Thon'las H. Jackson. Reg. No. 23,808; Franklin D. Wonk,
Reg. No. 19.724; Susan A. Wallis. lien. No. 83.568; Daniel E. Fisher, Reg. No. 34.162: Kevin A. Wolff, Reg. No. 42,233
and Bradley C. Wright. Reg. No. 38,061.

 
 

All correspondence and telephone comrrunicefione should be addressed to:

Bonner E WM. Ltd.
Elmnth Floor

1001 6 Street, NW.
Washington, 110. 20001-4597

Tel. No. 1202! 508—9100

We hereby declare that all anemones made herein of our own lmowlodoe are true and that all statements nude on
infommion and belief are believed to be we: and lumber that these statements were made with the knowledge that willful
false mm: and the like no nude ere wniehuble by fine or imprisonment, or both, under 18 0.5.8. 1001 and than arch
willful false mmmsms may jeopardize rho validity of the application or any patent issuing thereon.

Signature Date /.5— /FG 200 0
Full Name of
Joint inventor M

Family Name first Given Name Second Given Name

Residence 1191 9mg m. grownsvillg, mauled 2103;

Cihmnxhip L—M—mPost Office

15920! i
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2-1 5—2BE 3 = 49PM FROM SA IC_STER|_ING. VA 7.37879824 P A
02/15/00 14:23 FAX * ._ @004

  
__...——... -- 4

5

Mala-y Dar-ktNo. 0047933612

Date Signamre__.____..__..._..—__.-—.———-—-

Full Nam of

Joint lnvomor___ IDT 5 rlfirst Given Name Second Givan Name

Post Offioo
Add!» k tau :1 land 1148

  
Signatura Date

Full Name of

' Join!IWtwkwmeR
Family Name First Given Name Second Given: Name

 
 Signature

 

Full Name of
Joint lmntor

Family Name First Giwn Name Second Given Name

man“
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2—1 5-28. 3 : SIPM FROM SA I C_STERL. I NGA VA 7837879824 P

02/15/00 14223 FAX ‘ @005 I 5 
.._—_.—.—o—-e-—~  . .1

WWW.“1017935672

DGNM
Signmum____'————————‘

Full Nam! of
Joint“0erFust Gina Nam Second Given NameFamhy Name

80me

camemhipW
Post Office
WmW

 
 

MW omen

Barman & Wncon‘. L113.
Iool G STREET. N.w.

WASHINGTON. ac. 2090:4597
(20:) 303-9100

“9:40! 6
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{7: .‘= NEW UNITED STATES UTILITY PATENT APPLICATION
§§f0 under 37 c.1111. 1.530,)

Page 1 g0 Any. Docket No. 0047935672

Commissioner of Patents

Box Patent Applications

Washington, DC 20231 02/15/00
‘» Enclosed herewith is a new patent application and the following papers:  J'C135U.S.PTO

First Named Inventor (or application identifier): Edmund Colby Munger, et a].

Title of Invention: Improvements To An Agile Network Protocol For Secure Communications With
Assured System Availability

1. I Specification fl pages (including specification, claims, abstract) /L claims (,2 independent)

  

9:; 2. I Declaration/Power of Attorney is:

if I attached in the regular manner.
g: D NOT included, but deferred under 37 C.F.R. § 153(1).3f” -«

f: .3. I A; Distinct sheets of 1] Formal I Informal Drawings

E: 4. U Preliminary Amendment.

E3 5. D Information Disclosure Statement
E D Form 1449

= s U A copy ofeach cited prior art reference
g E r

. ‘3 6. Assignment with Cover Sheet.

E 5t
7. Priority is hereby claimed under 35 U.S.C. § 119(e) and §120 based upon the following application(s):

 
 

60/106,261 10/30/98

60/137,704 6/7/99

09/429,643 10/29/99

8. El Priority document(s).

 
  

 
 

9. El Statement Claiming Small Entity Status.

10. E] Microfiche Computer Program (Appendix).
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I D
NEW UNITED STATES UTILITY PATENT APPLICATION

under 37 C.F.R. l.53(b)

 

Page 2 Atty. Docket No. 00479.85672

l 1. Calculation ofFees:

Basic Filin Fee 37 CPR. ~ 1.16 a $690.00

moo smoo

78.00 $468.00

woo woo

$0.00

$2,076.00

—- $40 0
 
12. PAYMENT is:

I included in the amount of the GRAND TOTAL by our enclosed check. A general authorization under 37
C.F.R § 1.25(b), second sentence, is hereby given to credit or debit our Deposit Account No. 19-0733 for the
instant filing and for any other fees during the pendency ofthis application under 37 C.F.R. §§ 1.16, 1.17 and
1.18.

1:] m,but deferred under 37 C.F.R § 153(1).

 
13. All correspondence for the attached application should be directed to:

Banner & Witcofi', Ltd.
1001 G Street, NW.

Washington, D. C. 20001-4597

Telephone: (202) 508—9100
Facsimile: (202) 508-9299

  
14. Other:

Date: Fehgm 15, 2000 By: ' L/
Bradley C, Wright
Reg. No. 38,061
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IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL

FOR SECURE COMMUNICATIONS

WITH ASSURED SYSTEM AVAILABILITY

CROSS-REFERENCE TO RELATED APPLICATION

This application claims priority from and is a continuation-in-part of previously filed US.

application serial number 09/429,643, filed on October 29, 1999. The subject matter of that

application, which is bodily incorporated herein, derives from provisional US. application

numbers 60/106,261 (filed October 30, 1998) and 60/137,704 (filed June 7, 1999).

BACKGROUND OF THE INVENTION '

A tremendous variety of methods have been proposed and implemented to provide

security and anonymity for communications over the Internet. The variety stems, in part, from

the different needs of different Internet users. A basic heuristic framework to aid in discussing

these different security techniques is illustrated in FIG. 1. Two terminals, an originating terminal

100 and a destination terminal 110 are in communication over the Internet. It is desired for the

communications to be secure, that is, immune to eavesdropping. For example, terminal 100 may

transmit secret information to terminal 110-‘over the Internet 107. Also, it may be desired to

prevent an eavesdropper from discovering that terminal 100 is in communication with terminal

110. For example, if terminal 100 is a user and terminal 110 hosts a web site, terminal 100’s user

may not want anyone in the intervening networks to know_what web sites he is "visiting."

Anonymity would thus be an issue, for example, for companies that want to keep their market

research interests private and thus would prefer to prevent outsiders from knowing which web-

sites or other Internet resources they are “visiting.” These two security issues may be called data

security and anonymity, respectively.

Data security is usually tackled using some form of data encryption. An encryption key

48 is known at both the originating and terminating terminals 100 and 110. The keys may be

private and public at the originating and destination terminals 100 and 110, respectively or they

‘ 02
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may be symmetrical keys (the same key is used by both'parties to encrypt and decrypt). Many

encryption methods are known and usable in this context.

To hide traffic from a local administrator or ISP, a user can employ a local proxy server

in communicating over an encrypted channel with an outside proxy such that the local

administrator or ISP only sees the encrypted traffic. Proxy servers prevent destination servers

from determining the identities of the originating clients. This system employs an intermediate

server interposed between client and destination server. The destination server sees-only the

Internet Protocol (IP) address of the proxy server and not the originating client. The target server

only sees the address of the outside proxy. This scheme relies on a trusted outside proxy server.

Also, proxy schemes are vulnerable to traffic analysis methods of determining identities of

transmitters and receivers. Another important limitation of proxy servers is that the server knows

the identities of both calling and called parties. In many instances, an originating terminal, such

as terminal A, would prefer to keep its identity concealed from the proxy, for example, if the

proxy server is provided by an Internet service provider (ISP).

To defeat traffic analysis, a scheme called Chaum’s mixes employs a proxy server that

transmits and receives fixed length messages, including dummy messages. Multiple originating

terminals are connected through a mix (a server) to multiple target servers. It is difficult to tell

which of the originating terminals are communicating to which of the connected target servers,

and the dummy messages confuse eavesdroppers’ efforts to detect communicating pairs by

analyzing traffic. A drawback is that there is a risk that the mix server could be compromised.

One way to deal with this risk is to spread the trust among multiple mixes. If one mix is

compromised, the identities of the originating and target terminals may remain concealed. This

strategy requires a number of alternative mixes so that the intermediate servers interposed

between the originating and target terminals are not determinable except by compromising more

than one mix. The strategy wraps the message with multiple layers of encrypted addresses. The

first mix in a sequence can decrypt only the outer layer of- the message to reveal the next

destination mix in sequence. The second mix can decrypt the message to reveal the next mix and

so on. The target server receives the message and, optionally, a multi-layer encrypted payload

A?)
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containing return information to send data back in the same fashion. The only way to defeat such

a mix scheme is to collude among mixes. If the packets are all fixed-length and intermixed with

dummy packets, there is no way to do any kind of traffic analysis.

Still another anonymity technique, called ‘crowds,’ protects the identity of the originating

terminal from the intermediate proxies by providing that originating terminals belong to groups

of proxies called crowds. The crowd proxies are interposed between originating and target

terminals. Each proxy through which the message is sent is randomly chosen by an upstream

proxy. Each intermediate proxy can send the message either to another randomly chosen proxy

in the “crowd” or to the destination. Thus,’ even crowd members cannot determine if a preceding

proxy is the originator of the message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous IP Protocol allows users to select up to any

of five different pseudonyms, while desktop software encrypts outgoing traffic and wraps it in

User Datagram Protocol (UDP) packets. The first server in a 2+-hop system gets the UDP

packets, strips off one layer of encryption to add another, then sends the traffic to the next server,

which strips off yet another layer of encryption and adds a new one. The user is permitted to

control the number of hops. At the final server, traffic is decrypted with an untraceable IP

address. The technique is called onion-routing. This method can be defeated using traffic

analysis. For a simple example, bursts of packets from a user during low-duty periods can reveal

the identities of sender and receiver. _

Firewalls attempt to protect LANs from unauthorized access and hostile exploitation or

damage to computers connected to the LAN. Firewalls provide a server through which all access

to the LAN must pass. Firewalls are centralized systems that require administrative overhead to

maintain. They can be compromised by virtual-machine applications (“applets”). They instill a

false sense of security that leads to security breaches for example by users sending sensitive

information to servers outside the firewall or encouraging use of modems to sidestep the firewall

security. Firewalls are not useful for distributed systems such as business travelers, extranets,

small teams, etc.
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A secure mechanism for communicating over the internet, including a protocol referred

to as the Tunneled Agile Routing Protocol (TARP), uses a unique two-layer encryption format

and special TARP routers. TARP routers are similar in function to regular IP routers. Each

TARP router has one or more IP addresses and uses normal IP protocol to send IP packet

messages (“packets” or “datagrams”). The IP packets exchanged between TARP terminals via

TARP routers are actually encrypted packets whose true destination address is concealed except

to TARP routers and servers. The normal or “clear” or “outside’; IP header attached to TARP IP

packets contains only the address of a next hop router or destination server. That i5, instead of

indicating a final destination in the destination field of the 1P header, the TARP packet’s IP

header always points to a next-hop in a series of TARP router hops, or to the final destination.

This means there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet since the destination could always be next-hop TARP router as well as the

final destination.

Each TARP packet’s true destination is concealed behind a layer of encryption generated

using a link key. The link key is the encryption key used for encrypted communication between

the hops interVening between an originating TARP terminal and a destination TARP terminal.

Each TARP router can remove the outer layer of encryption to reveal the destination router for

each TARP packet. To identify the link key needed to decrypt the outer layer of encryption of a

TARP packet, a receiving TARP or routing terminal may identify the transmitting terminal by

the sender/receiver IP numbers in the cleartext [P header.

Once the outer layer of encryption is removed, the TARP router determines the final

destination. Each TARP packet 140’undergoes a minimum number of hops to help foil traffic

analysis. The hops may be chosen at random or by a fixed value. As a result, each TARP packet

may make random trips among a number of geographically diSparate routers before reaching its

destination. Each trip is highly likely to be different for each packet composing a given message

because each trip is independently randomly determined. This feature is called agile routing. The

fact that different packets take different routes provides distinct advantages by making it difficult

./
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for an interloper to obtain all the packets forming an entire multi—packet message. The associated

advantages have to do with the inner layer of encryption discussed below. Agile routing is

combined with another feature that furthers this purpose; a feature that ensures that any message

is broken into multiple packets. _

The IP address of a TARP router can be changed, a feature called 1P agility. Each TARP

router, independently or under direction from another TARP terminal or router, can change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the

TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a-TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its IP address, it updates the other TARP routers and terminals which in turn

update their respective LUTs.

The message payload is hidden behind an inner layer of encryption in the TARP packet

that can only be unlocked using a session key. The session key is not available to any of the

intervening TARP routers. The session key is used to decrypt the payloads of the TARP packets

permitting the data stream to be reconstructed.

Communication may be made private using link and session keys, which in turn may be

shared and used according to any desired method. For example, public/private keys or symmetric

keys may be used.

To transmit a data stream, a TARP originating terminal constructs a series of TARP

packets from a series of [P packets generated by a network (IP) layer process. (Note that the

terms “network layer,” “data link layer,” “application layer,” etc. used in this specification

correspond to the Open Systems Interconnection (OSI) network terminology.) The payloads of

these packets are assembled into a block and chain-block encrypted using the session key. This

assumes, of course, that all the IP packets are destined for the same TARP terminal. The block is

then interleaved and the interleaved encrypted block is broken into a series of payloads, one for

each TARP packet to be generated. Special TARP headers [PT are then added to each payload

using the IP headers from the data stream packets. The TARP headers can be identical to normal

1P headers or customized in some way. They should contain a formula or data for deinterleaving
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the data at the destination TARP terminal, a time-to-live (TTL) parameter to indicate the number

of hops still to be executed, a data type identifier which indicates whether the payload contains,

for example, TCP or UDP data, the sender’s TARP address, the destination TARP address, and

an indicator as to whether the packet contains real or decoy data or a formula for filtering out

decoy data if decoy data is spread in some way through the TARP payload data.

Note that although chainAblock encryption is discussed here with reference to the session

key, any encryption method may be used. Preferably, as in chain block encryption, a method

should be used that makes unauthorized decryption difficult without an entire result of the

encryption process. Thus, by separating the encrypted block among multiple packets and making

it difficult for an interloper to obtain access to all of such packets, the contents of the

communications are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil traffic analysis by reducing

the peak-to-average network load. It may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low

traffic periods so that communication bursts at one point in the Internet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to portion, or entirety, of a message, and

that portion or entirety then interleaved into a number of separate packets. Considering the agile

IP routing of the packets, and the attendant difficulty of reconstructing an entire sequence of

packets to form a single block-encrypted message element, decoy packets can significantly

increase the difficulty of reconstructing an entire data stream.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of eachserver or terminal participating in the TARP system.
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Because the encryption system described above is insertable between the data link and network

layers, the processes involved in supporting the encrypted communication may be completely

transparent to processes at the IP (network) layer and above. The TARP processes may also be

completely transparent to the data link layer processes as well. Thus, no operations at or above

the Network layer, or at or below the data link layer, are affected by the insertion of the TARP

stack. This provides additional security to all processes at or above the network layer, since the

difficulty of unauthorized penetration of the network layer (by, for example, a' hacker) is

increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the Internet without any compromise in security.

IP address changes made by TARP terminals and routers can be done at regular intervals,

at random intervals, or upon detection of “attacks.” The variation of IP addresses hinders traffic

analysis that might reveal which computers are communicating, and also provides a degree of

immunity from attack. The level of immunity from attack is roughly proportional to the rate at

which the IP address of the host is changing.

As mentioned, IP addresses may be changed .in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicating that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its IP address. In addition, it may create a subprocess that maintains the original IP

address and continues interacting with the attacker in some manner. I

Decoy packets may be generated by each TARP terminal on some basis determined by an

algorithm. For example, the algorithm may be a random one which calls for the generation of a

packet on a random basis when the terminal is idle. Alternatively, the algorithm may be

responsive to time of day or detection of low traffic to generate more decoy packets during low

traffic times. Note that packets are preferably generated in groups, rather than one by one, the

groups being sized to simulate real messages. In addition, so that decoy packets may be inserted

in normal TARP message streams, the background loop may have a latch that makes it more
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likely to insert decoy packets when a message stream is being received. Alternatively, if a large

number of decoy packets is received along with regular TARP packets, the algorithm may

increase the rate of dropping of decoy packets rather than forwarding them. The result of

dropping and generating decoy packets in this way is to make the apparent incoming message

size different from the apparent outgoing message size to help foil traffic analysis.

In various other embodiments of the invention, a scalable version of the system may be

constructed in which a plurality of IP addresses are preassigned to each pair of communicating

nodes in the network. Each pair of nodes agrees upon an algorithm for “hopping” between IP

addresses (both sending and receiving), such that an eavesdropper sees apparently continuously

random IP address pairs (source and destination) for packets transmitted between the pair.

Overlapping or “reusable" IP addresses may be allocated to different users on the same subnet,

since each node merely verifies that a particular packet includes a valid source/destination pair

from the agreed-upon algorithm. Source/destination pairs are preferably not reused between any

two nodes during any given end-to-end session, though limited IP block sizes or lengthy sessions

might require it. 1

Further improvements described in this continuation-impart application include: (1) a

load balancer that distributes packets across different transmission paths according to

transmission path quality; (2) a DNS proxy server that transparently creates a virtual private

network in response to a domain name inquiry; (3) a large-to-small link bandwidth management

feature that prevents denial-of-service attacks at system chokepoints; (4) a traffic limiter that

regulates incoming packets by limiting the rate at which a transmitter can be synchronized with a

receiver; and (5) a signaling synchronizer that allows a large number of nodes to communicate

with a central node by partitioning the communication function between two separate entities

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an illustration of secure communications over the Internet according to a prior

art embodiment.

FIG. 2 is an illustration of secure communications over the Internet according to a an

embodiment of the invention.
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FIG. 3a is an illustration of a process of forming a tunneled IP packet according to an

embodiment of the invention.

FIG. 3b is an illustration of a process of forming a tunneled IP packet according to

another embodiment of the invention.

FIG. 4 is an illustration of an 081 layer location of processes that may be used to

implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a tunneled packet according to an

embodiment of the invention.

FIG. 6 is a flow chart illustrating a process for forming a tunneled packet according to an

embodiment of the invention.

FIG. 7 is a flow chart illustrating a process for receiving a tunneled packet according to

an embodiment of the invention.

FIG. 8 shows how a secure session is established and synchronized between a client and a

TARP router.

FIG. 9 shows an IP address hopping scheme between a client computer and TARP router

using transmit and receive tables in each computer.

FIG. 10 shows physical link redundancy among three Internet Service Providers (ISPs)

and a client computer.

FIG. 1 1 shows how multiple IP packets can be embedded into a single “frame” such as an

Ethernet flame, and further shows the use of a discriminator field to camouflage true packet

recipients. ,

FIG. 12A shows a system that employs hopped hardware addresses, hopped IP addresses,

and hopped discriminator fields.

FIG. 128 shows several different approaches for hopping hardware addresses, IP

addresses, and discriminator fields in combination.I

FIG. 13 shows a technique for automatically re-establishing synchronization between

sender and receiver through the use of a partially public sync value.

'0
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FIG. 14 shows a “checkpoint” scheme for regaining synchronization between a sender

and recipient.

FIG. 15 shows further details of the checkpoint scheme of FIG. 14.

FIG. 16 shows how two addresses can be decomposed into a plurality of segments for

comparison with presence vectors.

FIG. 17 shows a storage array for a receiver’s active addresses.

FIG. 18 shows the receiver’s storage array afier receiving a sync request.

FIG. 19 shows the receiver’s storage array afier new addresses have been generated.

FIG. 20 shows a system employing distributed transmission paths.

FIG. 21 shows a plurality of link transmission tables that can be used to route packets in

the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value distributions associated with a

plurality of transmission links. I

FIG. 22B shows a flowchart for setting a weight value to“ zero if a transmitter turns off.

FIG. 23 shows a system employing distributed transmission paths with adjusted weight

value distributions for each path.

FIG. 24 shows an example using the system of FIG. 23.

FIG. 25 shows a conventional domain-name look-up service.

FIG. 26 shows a system employing a DNS proxy server with transparent VPN creation.

FIG. 27 shows steps that can be carried out to implement transparent VPN creation based

on a DNS look-up function.

FIG. 28 shows a system including a link guard function that prevents packet overloading

on a low-bandwidth link LOW BW.

FIG. 29 shows one embodiment of a system employing the principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission rates by throttling the rate at

which synchronizations are performed.

FIG. 31 shows a signaling server 3101 and a transport server 3102 used to establish a

w

VPN with a client computer.
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FIG. 32 shows message flows relating to synchronization protocols of FIG. 31.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIG. 2, a secure mechanism for communicating over the intemet employs a

number of special routers or servers, called TARP routers 122-127 that are similar to regular IP

routers 128-132 in that each has one or more IP addresses and uses normal IP protocol to send

normal-looking 1P packet messages, called TARP packets 140. TARP packets 140 are identical

to normal IPvpacket messages that are routed by regular IP routers 128-132 because each TARP

packet 140 contains a destination address as in a normal IP packet. However, instead of

indicating a final destination in the destination field of the IP header, the TARP packet’s 140 IP

header always points to a next-hop in a series of TARP router hops, or the final destination,

TARP terminal 110. Because the header of the TARP packet contains only the next-hop

destination, there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet 140 since the destination could always be the next-hop TARP router as well

as the final destination, TARP terminal 110.

Each TARP packet’s true destination is concealed behind an outer layer of encryption

generated using a link key 146. The link key 146 is the encryption key used for encrypted

communication between the end points (TARP terminals or TARP routers) of a single link in the

chain of hops connecting the originating TARP terminal 100 and the destination TARP terminal

110. Each TARP router 122-127, using the link key 146 it uses to communicate with the

previous hop in a chain, can use the link key to reveal the true destination of a TARP packet. To

identify the link key needed to decrypt the outer layer of encryption of a TARP packet, a

receiving TARP or routing terminal may identify the transmitting terminal (which may indicate

the link key used) by the sender field of the clear [P header. Alternatively, this identity may be

hidden behind another layer of encryption in available bitsin the clear [P header. Each TARP

router, upon receiving a TARP message, determines if the message is a TARP message by using

authentication data in the TARP packet. This could be recorded in available bytes in the TARP

packet’s [P header. Alternatively, TARP packets could be authenticated by attempting to decrypt

11 (”L
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using the link key 146 and determining if the results are as expected. The former may have

computational advantages because it does not involve a decryption process.

Once the outer layer of decryption is completed by a TARP router 122-127, the TARP

router determines the final destination. The system is preferably designed to cause each TARP

packet 140 to undergo a minimum number of hOps to help foil traffic analysis. The time to live

counter in the IP header of the TARP message may be used to indicate a number of TARP router

hops yet to be completed. Each TARP router then would decrement the counter and determine

from that whether it should forward the TARP packet 140 to another TARP router 122-127 or to

the destination TARP terminal 110. If the time to live counter is zero or below zero' after

I decrementing, for an example of usage, the TARP router receiving the TARP packet 140 may

forward the TARP packet 140 to the destination TARP terminal 110. If the time to live counter is

above zero after decrementing, for an example of usage, the TARP router receiving the TARP

packet 140 may forward the TARP packet 140 to a TARP router 122-127 that the current TARP

terminal chooses at random. As a result, each TARP packet 140 is routed through some

minimum number of hops of TARP routers 122-127 which are chosen at random.

Thus, each TARP packet, irrespective of the traditional factors determining traffic in the

Internet, makes random trips among a number of geographically disparate routers before

reaching its destination and each trip is highly likely to be different for each packet composing a

given message because each trip is independently randomly determined as described above. This

feature is called agile routing. For reasons that will become clear shortly, the fact that different

packets take different routes provides distinct advantages by making it difficult for an interloper

to obtain all the packets forming an entire multi-packet message. Agile routing is combined with

another feature that furthers this purpose, a feature that ensures that any message is broken into

multiple packets.

A TARP router receives a TARP packet when an IP address used by the TARP router

coincides with the [P address in the TARP packet’s IP header ch. The IP address of a TARP

router, however, may not remain constant. To avoid and manage attacks, each TARP router,

independently or under direction from another TARP terminal or router, may change its IP

lb
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address. A separate, unchangeable identifier or address is also defined. This address, called the

TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its [P address, it updates the other TARP routers and terminals which in turn

update their respective LUTs. In reality, whenever a TARP router looks up the address of a

destination in the encrypted header, it must convert a TARP address to a real IP address using its

LUT. .

While every TARP router receiving a TARP packet has the ability to determine the

packet’s final destination, the message payload is embedded behind an inner layer of encryption

in the TARP packet that can only be unlocked using a session key. The session key is not

available to any of the TARP routers 122-127 intervening between the originating 100 and

destination 110 TARP terminals. The session key is used to decrypt the payloads of the TARP

packets 140 permitting an entire message to be reconstructed.

In one embodiment, communication may be made private using link and session keys,

which in turn may be shared and used according any desired method. For example, a public key

or symmetric keys may be communicated between link or session endpoints using a public key

method. Any of a variety of other mechanisms for securing data to ensure that only authorized

computers can have access to the private information in the TARP packets 140 may be used as

desired.

Referring to FIG. 3a, to construct a series of TARP packets, a data stream 300 of IP

packets 207a, 207b, 207e, etc., such series of packets being formed by a network (1P) layer

process, is broken into a series of small sized segments. In the present example, equal-sized

segments 1-9 are defined and used to construct a set of interleaved data packets A, B, and C.

Here it is assumed that the number of interleaved packets A, B, and C formed is three and that

the number of IP packets 207a—207c used to form the three interleaved packets A, B, and C is

exactly three. Of course, the number cf IP packets spread over a group of interleaved packets

may be any convenient number as may be the number of interleaved packets over Which the

13
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incoming data stream is spread. The latter, the number of interleaved packets over which the data

stream is spread, is called the interleave window.

To create a packet, the transmitting software interleaves the normal IP packets 207a et.

seq. to form a new set of interleaved payload data 320. This payload data 320 is then encrypted

using a session key to form a set of session-key-encrypted payload data 330, each of which, A,

B, and C, will form the payload of a TARP packet. Using the [P header data, from the original

packets 207a-207e, new TARP headers IPT are formed. The TARP headers [PT can be identical I

to normal [P headers or customized in some way. In a preferred embodiment, the TARP headers

IPT are I? headers with added data providing the following information required for routing and

' reconstruction of messages, some of which data is ordinarily, or capable of being, contained in

normal IP headers:

l. A window sequence number — an identifier that indicates where the packet

belongs in the original message sequence.

2. , An interleave sequence number — an identifier that indicates the interleaving

sequence used to form the packet so that the packet can be deinterleaved along with

other packets in the interleave window.

3. A time-to-live (TTL) datum — indicates the number of TARP-router-hops to

be executed before the packet reaches its destination. Note that the TTL parameter

' may provide a datum to be used in a probabilistic formula for determining whether to

route the packet to the destination or to another hop.

4. Data type identifier — indicates whether the payload contains, for example,

TCP or UDP data.

5. _ Sender’s address — indicates the sender’s address in the TARP network.

6. Destination address — indicates the destination tenninal’s address in the TARP

network.

7. ’ Decoy/Real — an indicator of whether the packet contains real message data or

dummy decoy data or a combination.

” [>
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Obviously, the packets going into a single interleave window must include only packets

with a common destination. Thus, it is assumed in the depicted example that the IP headers of IP

packets 207a-207c all contain the same destination address or at least will be received by the

same terminal so that they can be deinterleaved. Note that dummy or decoy data or packets can

be added to form a larger interleave window than would otherwise be required by the size of a

given message. Decoy or dummy data can be added to a stream to help foil traffic analysis by

leveling the load on the network. Thus, it may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low

traffic periods so that communication bursts at one point in the Internet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to a portion, or the entirety, of a message,

and that portion or entirety then interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP packet construction, a series of IP

packets are accumulated to make up a predefined interleave window. The payloads of the

packets are used to construct a single block 520 for chain block encryption using the session key.

The payloads used to form the block are presumed to be destined for the same terminal. The

block size may coincide with the interleave window as depicted in the example embodiment of

FIG. 3b. After encryption, the encrypted block is broken into separate payloads and segments

which are interleaved as in the embodiment of Fig 3a. The resulting interleaved packets A, B,

and C, are then packaged as TARP packets with TARP headers as in the Example of FIG. 3a.

The remaining process is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP packets 340 are formed, each entire TARP packet 340, including the

TARP header IPT, is encrypted using the link key for communication with the first-hop-TARP

‘5 No,
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router. The first hop TARP router is randomly chosen. A final unencrypted IP header [PC is

added to each encrypted TARP packet 340 to form a normal IP packet 360 that can be

transmitted to a TARP router. Note that the process of constructing the TARP packet 360 does

not have to be done in stages as described. The above description is just a useful heuristic for

describing the final product, namely, the TARP packet.

Note that, TARP header [PT could be a completely custom header configuration with no

similarity to a normal IP header except that it contain the information identified above. This is so

since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of each server or terminal participating in the TARP system.

Referring to FIG. 4, a TARP transceiver 405 can be an originating terminal 100, a destination
terminal 110, or a TARP router 122-127. In each TARP Transceiver 405, a transmitting process

is generated to receive normal packets from the Network (IP) layer and generate TARP packets

for communication over the network. A receiving process is generated to receive normal IP

packets containing TARP packets and generate from these normal IP packets which are “passed

up” to the Network (IP) layer. Note that where the TARP Transceiver 405 is a router, the

received TARP packets 140 are not processed into a stream of IP packets 415 because they need

only be authenticated as proper TARP packets and then passed to another TARP router or a

TARP destination terminal 110. The intervening process, a “TARP Layer” 420, could be

combined with either the data link layer 430 or the Network layer 410. In either case, it would

intervene between the data link layer 430 so that the process would receive regular IP packets

containing embedded TARP packets and “hand up” a series of reassembled IP packets to the

Network layer 410. As an example of combining the TARP layer 420 with the data link layer

430, a program may augment the normal processes running a communications card, for example,

an Ethemet card. Alternatively, the TARP layer processes may form part of a dynamically

loadable module that is loaded and executed to support communications between the network

and data link layers.

16 or
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Because the encryption system described above can be inserted between the data link and

network layers, the processes involved in supporting the encrypted communication may be

completely transparent to processes at the IP (network) layer and above. The TARP processes

may also be completely transparent to the data link layer processes as well. Thus, no Operations

at or above the network layer, or at or below the data link layer, are affected by the insertion of

the TARP stack. This provides additional security to all processes at or above the network layer,

' since the difficulty of unauthorized penetration of the network layer (by, for example, a hacker)

is increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the Internet without any compromise in security.

Note that IP address changes made by TARP terminals and routers can be done at regular

intervals, at random intervals; or upon detection of “attacks.” The variation of IP addresses

hinders traffic analysis that might reveal which computers are communicating, and also provides

a degree of immunity from attack. The level of immunity from attack is roughly proportional to

the rate at which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicates that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its IP address. To accomplish this, the TARP process will construct a TARP-formatted

message, in the style of Internet Control Message Protocol (ICMP) datagrarns as an example;

this message will contain the machine’s TARP address, its previous IP address, and its new IP

address. The TARP layer will transmit this packet to at least one known TARP router; then upon

receipt and validation of the message, the TARP router will update its LUT with the new IP

address for the stated TARP address. The TARP router will then format a similar message, and

broadcast it to the other TARP routers so that they may update their LUTs. Since the total

number of TARP routers on any given subnet is expected to be relatively small, this process of

updating the LUTs should be relatively fast. It may not, however, work as well when there is a
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relatively large number of TARP routers and/or a relatively large number of clients; this has

motivated a refinement of this architecture to provide scalability; this refinement has led to a

second embodiment, which is discussed below.

Upon detection of an attack, the TARP process may also create a subprocess that

maintains the original IP address and continues interacting with the attacker. The latter may

provide an opportunity to trace the attacker or study the attacker’s methods (called “fishbowling”

drawing upon the analogy of a small fish in a fish bowl that “thinks” it is in the ocean but is

actually under captive observation). A history of the communication between the attacker and the

abandoned (fishbowled) IP address can be recorded or transmitted for human analysis or further

synthesized for purposes of responding in some way.

As mentioned above, decoy or dummy data or packets can be added to outgoing data

streams by TARP terminals or routers. In addition to making it convenient to spread data over a

larger number of separate packets, such decoy packets can also help to level the load on inactive

portions of the Internet to help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal 100, 110 or each router 122-

127 on some basis determined by an algorithm. For example, the algorithm may be a random one

which calls for the generation of a packet on a random basis when the terminal is idle.

Alternatively, the algorithm may be responsive to time of day or detection of low traffic to

generate more decoy packets during low traffic times. Note that packets are preferably generated

in groups, rather than one by one, the groups being sized to simulate real messages. In addition,

so that decoy packets may be inserted in normal TARP message streams, the background loop

may have a latch that makes it more likely to insert decoy packets when a message stream is

being received. That is, when a series of messages are received, the decoy packet generation rate

may be increased. Alternatively, if a large number of decoy packets is received along with

regular TARP packets, the algorithm may increase the rate of dropping of decoy packets rather

than forwarding them. The result of dropping and generating decoy packets in this way is to

make the apparent incoming message size different from the apparent outgoing message size to

help foil traffic analysis. The rate of reception of packets, decoy or otherwise, may be indicated

18
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to the decoy packet dropping and generating processes through perishable decoy and regular

packet counters. (A perishable counter is one that resets or decrements its value in response to

time so that it contains a high value when it is incremented in‘rapid succession and a small value

when incremented either slowly or a small number of times in rapid succession.) Note that

destination TARP terminal 110 may generate decoy packets equal in number and size to those

TARP packets received to make it appear it is merely routing packets and is therefore not the

destination terminal.

Referring to FIG. 5, the following particular steps may be employed in the above

described method for routing TARP packets.

0 SO. A background loop operation is performed which applies an algorithm which determines

the generation of decoy IP packets. The loop is interrupted when an encrypted TARP packet

is received.

o 82. The TARP packet may be probed in some way to authenticate the packet before

attempting to decrypt it using the link key. That is, the router may determine that the packet

is an authentic TARP packet by performing a selected operation on some data included with

the clear IP header attached to the encrypted TARP packet contained in the payload. This

makes it possible to avoid performing decryption on packets that are not authentic TARP

packets.

0 S3. The TARP packet is decrypted to expose the destination TARP address and an indication

of whether the packet is a decoy packet or part of a real message.

0 S4. If the packet is a decoy packet, the perishable decoy counter is incremented.

0 SS. Based on the decoy generation/dropping algorithm and the perishable decoy counter

value, if the packet is a decoy packet, the router may choose to throw it away. If the received

packet is a decoy packet and it is determined that it should be thrown away (S6), control

rettu'ns to step SO.

”in
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0 S7. The TTL parameter of the TARP header is decremented and it is determined if the TTL

parameter is greater than zero.

0 SS. If the TTL parameter is greater than zero, a TARP address is randomly chosen from a list

of TARP addresses maintained by the router and the link key and IP address corresponding

to that TARP address memorized for use in creating a new IP packet containing the TARP

packet.

0 S9. If the TTL parameter is zero or less, the link key and IP address corresponding to the

TARP address of the destination are memorized for use in creating the new IP packet

containing the TARP packet.

- 810. The TARP packet is encrypted using the memorized link key.

0 SI 1. An IP header is added to the packet that contains the stored IP address, the encrypted

TARP packet wrapped with an IP header, and the completed packet transmitted to the next

hop or destination.

Referring to FIG. 6, the following particular steps may be employed in the above-

described method for generating TARP packets.

- $20. A background loop operation applies an algorithm that determines the generation» of

decoy IP packets. The loop is interrupted when a data stream containing IP packets is

received for transmission.

0 821. The received IP packets are grouped into a set consisting of messages with a constant IP

destination address. The set is further broken down to coincide with a maximum size of an

interleave window The set is encrypted, and interleaved into a set of payloads destined to

become TARP packets.

o 822. The TARP address corresponding to the [P address is determined from a lookup table

and stored to generate the TARP header. An initial TTL count is generated and stored in the

nu
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header. The TTL count may be random with minimum and maximum values or it may be

fixed or determined by some other parameter.

0 823. The window sequence numbers and interleave sequence numbers are recorded in the

TARP headers of each packet.

o 824. One TARP router address is randomly chosen for each TARP packet and the IP address

corresponding to it stored for use in the clear IP header. The link key corresponding to this

router is identified and used to encrypt TARP packets containing interleaved and encrypted

data and TARP headers.

o 825. A clear IP header with the first hop router’s real IP address is generated and added to

each of the encrypted TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be employed in the above-

described method for receiving TARP packets.

0 S40. A background loop operation is performed which applies an algorithm which

determines the generation of decoy IP packets. The loop is interrupted when an encrypted

TARP packet is received.

0 S42. The TARP packet may be probed to authenticate the packet before attempting to

decrypt it using the link key.

0 S43. The TARP packet is decrypted with the appropriate link key to expose the destination

TARP address and an indication of whether the packet is a decoy packet or part of a real

message.

0 S44. If the packet is aldecoy packet, the perishable decoy counter is incremented.

0 S45. Based on the decoy generation/dropping algorithm and the perishable decoy counter

7 value, if the packet is a decoy packet, the receiver may choose to throw it away.

0 S46. The TARP packets are cached until all packets forming an interleave window are

received.

21 72.1
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0 S47. Once all packets of an interleave window are received, the packets are deinterleaved.

0 S48. The packets block of combined packets defining the interleave window is then

decrypted using the session key.

0 S49. The decrypted block is then divided using the window sequence data and the IPT

headers are converted into normal IPc headers. The window sequence numbers are integrated

in the IPc headers.

- 850. The packets are then handed up to the IP layer processes.

1. SCALABILITY ENHANCEMENTS

The IP agility feature described above relies on the ability to transmit IP address changes

to all TARP routers. The embodiments including this feature will be referred to as “boutique”

embodiments due to potentiallimitations in scaling these features up for a large network, such as

the Internet. (The “boutique” embodiments would, however, be robust for use in smaller

networks, such as small virtual private networks, for example). One problem with the boutique

embodiments is that if IP address changes are to occur frequently, the message traffic required to
update all routers sufficiently quickly creates a serious burden on the Internet when the TARP

router and/or client population gets large. The bandwidth burden added to the networks, for

example in ICMP packets, that would be used to update all the TARP routers could overwhelm

the Internet for a large scale implementation that approached the scale of the Internet. In other

words, the boutique system’s scalability is limited.

A system can be constructed which trades some of the features of the above embodiments

to provide the benefits of [P agility without the additional messaging burden. This is

accomplished by IP address—hopping according to shared algorithms that govern IP addresses

used between links participating in communications sessions between nodes such as TARP

nodes. (Note that the IP hopping technique is also applicable to the boutique embodiment.) The

IP agility feature discussed with respect to the boutique system can be modified so that it

becomes decentralized under this scalable regime and governed by the above-described shared

22
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algorithm. Other features of the boutique system may be combined with this new type of IP-

agility.

The new embodiment has the advantage of providing IP agility governed by a local

algorithm and set of IP addresses exchanged by each communicating pair of nodes. This local

governance is session-independent in that it may govern communications between a pair of

nodes, irrespective of the session or end points being transferred between the directly V

communicating pair of nodes.

In the scalable embodiments, blocks of IP addresses are allocated to each node in the

network. (This scalability will increase in the future, when Internet Protocol addresses are

increased to 128-bit fields, vastly increasing the number of distinctly addressable nodes). Each

node can thus use any of the IP addresses assigned to that node to communicate with other nodes

in the network. Indeed, each pair of communicating nodes can use a plurality of source IP

addresses and destination IP addresses for communicating with each other.

Each communicating pair of nodes in a chain participating in any session stores two

blocks of IP addresses, called netblocks, and an algorithm and randomization seed for selecting,

from each netblock, the next pair of source/destination [P addresses that will be used to transmit

the next message. In other words, the algorithm governs the sequential selection of IP-address

pairs, one sender and one receiver IP address, from each netblock. The combination of algorithm,

seed, and netblock (IP address block) will be called a “hopblock.” A router issues separate

transmit and receive hopblocks to its clients. The send address and the receive address of the IP

header of each outgoing packet sent by the client are filled with the send and receive IP

addresses generated by the algorithm. The algorithm is “clocked” (indexed) by a counter so that

each time a pair is used, the algorithm turns out a new transmit pair for the next packet to be sent.

The router’s receive hopblock is identical to the client’s transmit hopblock. The router

uses the receive hopblock to predict what the send and receive IP address pair for the next

expected packet from that client will be. Since packets can be received out of order, it is not

possible for the router to predict with certainty what IP address pair will be on the next

sequential packet. To account for this problem, the router generates a range of predictions

23
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encompassing the number of possible transmitted packet send/receive addresses, of which the

next packet received could leap ahead. Thus, if there is a vanishingly small probability that a

given packet will arrive at the router ahead of 5 packets transmitted by the client before the given
packet, then the router can generate a series of 6 send/receive IP address pairs (or “hop window”)

to compare with the next received packet. When a packet is received, it is marked in the hop

window as such, so that a second packet with the same IP address pair will be discarded. If an

out-of—sequence packet does not arrive within a predetermined timeout period, it can be

requested for retransmission or simply discarded from the receive table, depending upon the

protocol in use for that communications session, or possibly by convention.

When the router receives the client’s packet, it compares the send and receive IP

addresses of the packet with the next N predicted send and receive IP address pairs and rejects

the packet if it is not a member of this set. Received packets that do not have the predicted

source/destination IP addresses falling with the window are rejected, thus thwarting possible

hackers. (With the number of possible combinations, even a fairly large window would be hard

to fall into at random.) If it is a member of this set, the router accepts the packet and processes it

further. This link—based IP-hopping strategy, referred to as “IHOP,” is a network element that

stands on its own and is not necessarily accompanied by elements of the boutique system

described above. If the routing agility feature described in connection with the boutique

embodiment is combined with this link-based IP-hopping strategy, the router’s next step would

be to decrypt the TARP header to determine the destination TARP router for the packet and

determine what should be the next hop for the packet. The TARP router would then forward the

packet to a random TARP router or the destination TARP router with which the source TARP

router has a link-based IP hopping communication established.

Figure 8 shows how a client computer 801 and a TARP router 811 can establish a secure

session. When client 801 seeks to establish an IHOP session with TARP router 811, the client

801 sends “secure synchronization” request (“SSYN”) packet 821 to the TARP router 811. This

SYN packet 821 contains the client’s 801 authentication token, and maybe sent to the router 811

in an encrypted format. The source and destination IP numbers on the packet 821 are the client’s

,2. 02$
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801 current fixed IP address, and a “known” fixed IP address for the router 811. (For security

purposes, it may be desirable to reject any packets from outside of the local network that are '

destined for the router’s known fixed IP address.) Upon receipt and validation of the client’s 801

SSYN packet 821, the router 811 responds by sending an encrypted “secure synchronization

acknowledgment” (“SSYN ACK”) 822 to the client 801. This SSYN ACK 822 will contain the

transmit and receive hopblocks that the client 801 will use when communicating with the TARP

router 811. The client 801 will acknowledge the TARP router’s 811 response packet 822 by

generating an encrypted SSYN ACK ACK packet 823 which will be sent from the client’s 801

fixed IP address and to the TARP router’s 811 known fixed IP address. The client 801 will

simultaneously generate a SSYN ACK ACK packet; this SSYN ACK packet, referred to as the

Secure Session Initiation (SSI) packet 824, will be sent with the first {sender, receiver} IP pair in

the client’s transmit table 921 (FIG. 9), as specified in the transmit hopblock provided by the

TARP router 811 in the SSYN ACK packet 822. The TARP router 811 will respond to the SSI

packet 824 with an SSI ACK packet 825, which will be sent with the first {sender, receiver} IP

pair in the TARP router’s transmit table 923. Once these packets have been successfully ’
exchanged, the secure communications session is established, and all further secure

communications between the client 801 and the TARP. router 811 will be conducted via this

secure session, as long as synchronization is maintained. If synchronization is lost, then the client

801 and TARP router 802 may re-establish the secure session by the procedure outlined in

Figure 8 and described above.

While the secure session is active, both the client 901 and TARP router 911 (FIG. 9) will

maintain their respective transmit tables 921, 923 and receive tables 922, 924, as provided by the

TARP router during session synchronization 822. It is important that the sequence of IP pairs in

the client’s transmit table 921 be identical to those in the TARP router’s receive table 924;

similarly, the sequence of 11’ pairs in the client’s receive table 922 must be identical to those in

the router’s transmit table 923. This is required for the session synchronization to be maintained.

The client 901 need maintain only one transmit table 921 and one receive table 922 during the

course of the secure session. Each sequential packet sent by the client 901 will employ the next

.5 9340
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{send, receive} IP address pair in the transmit table, regardless of TCP or UDP session. The

TARP router 911 will expect each packet arriving from the client 901 to bear the next IP address

pair shown in its receive table. ‘

Since packets can arrive out of order, however, the router 911 can maintain a “look

ahead” buffer in its receive table, and will mark previously-received IP pairs as invalid for future

packets; any future packet containing an IP pair that is in the look—ahead buffer but is marked as

previously received will be discarded. Communications from the TARP router 911 to the client

901 are maintained in an identical manner; in particular, the router 911 will select the next IP

address pair from its transmit table 923 when constructing a packet to send to the client 901, and

the client 901 will maintain a look-ahead buffer of expected IP pairs on packets that it is

receiving. Each TARP router will maintain separate pairs of transmit and receive tables for each

client that is currently engaged in a secure session with or through that TARP router.

While clients receive their hopblocks from the first server linking them to the Internet,

routers exchange hopblocks. When a router establishes a link-based IP-hopping communication

regime with another router, each router of the pair exchanges its transmit hopblock. The transmit

hopblock of each router becomes the receive hopblock of the other router. The communication

between routers is governed as described-by the example of a client sending a packet to the first
router.

While the above strategy works fine in the [P milieu, many local networks that are

connected to the Internet are Ethernet systems. In Ethernet, the IP addresses of the destination

devices must be translated into hardware addresses, and vice versa, using known processes

(“address resolution protocol,” and “reverse address resolution protocol”). However, if the link-

based lP-hopping strategy is employed, the correlation process would become explosive and

burdensome. An alternative to the link-based IP hopping strategy may be employed within an

Ethernet network. The solution is to provide that the node linking the Internet to the Ethernet

(call it the border node) use the link-based IP-hopping communication regime to communicate

with nodes outside the Ethemet LAN. Within the Ethernet LAN, each TARP node would have a

single IP address which would be addressed in the conventional way. Instead of comparing the
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{sender, receiver} IP address pairs to authenticate a packet, the intra-LAN TARP node would

use one of the IP header extension fields to do so. Thus, the border node uses an algorithm

shared by the intra-LAN TARP node to generate a symbol that is stored in the free field in the IP

header, and the intra-LAN TARP node generates a range of symbols based on its prediction of

the next expected packet to be received from that particular source IP address. The packet is

rejected if it does not fall into the set of predicted symbols (for example, numerical values) or is

accepted if it does. Communications from the intra-LAN TARP node to the border node are

accomplished in the same manner, though the algorithm will necessarily be different for security

reasons. Thus, each of the communicating nodes will generate transmit and receive tables in a

similar manner to that of Figure 9; the intra-LAN TARP nodes transmit table will be identical to

the border node’s receive table, and the intra-LAN TARP node’s receive table will be identical to

the border node’s transmit table. ' I

The algorithm used for IP address-hopping can be any desired algorithm. For example,

the algorithm can be a given pseudo-random number generator that generates numbers of the

range covering the allowed IP addresses with a given seed. Alternatively, the session participants

can assume a certain type of algorithm and specify simply a parameter for applying the

algorithm. For example the assumed algorithm could be a particular pseudo-random number

generator and the session participants could simply exchange seed values.

Note that there is no permanent physical distinction between the originating and

destination terminal nodes. Either device at either end point can initiate a synchronization of the

pair. Note also that the authentication/synchronization-request (and acknowledgment) and

hopblock-exchange may all be served by a single message so that’separate message exchanges

may not be required. y

As another extension to the stated architecture, multiple physical paths can be used by a

client, in order to provide link redundancy and further thwart attempts at denial of service and

traffic monitoring. As shown in Figure 10, for example, client 1001 can establish three

simultaneous sessions with each of three TARP routers provided by different ISPs 1011, 1012,

1013. As an example, the client 1001 can use three different telephone lines 1021, 1022, 1023 to
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connect to the ISPs, or two telephone lines and a cable modem, etc. In this scheme, transmitted

packets will be sent in a random fashion among the different physical paths. This architecture

provides a high degree of communications redundancy, with improved immunity from denial-of-

service attacks and traffic monitoring.

2. FURTHER EXTENSIONS

Thefollowing describes various extensions to the techniques, systems, and methods

described above. As described above, the security of communications occurring between

computers in a computer network (such as the Internet, an Ethernet, or others) can be enhanced

by using seemingly random source and destination Internet Protocol (IP) addresses for data

packets transmitted over the network. This feature prevents eavesdroppers from determining

which computers in the network are communicating with each other while permitting the two

communicating computers to easily recognize whether a given received data packet is legitimate

or not. In one embodiment of the above-described systems, an' IP header extension field is used

to authenticate incoming packets on an Ethernet.

Various extensions to the previously described techniques described herein include: (1)

use of hopped hardware or “MAC” addresses in broadcast type network;- (2) a ‘self-

synchronization technique that permits a computer to automatically regain synchronization with

a sender; (3) synchronization algorithms that allow transmitting and receiving computers to

quickly re-establish synchronization in the event of lost packets or other events; and (4) a fast-

packet rejection mechanism for rejecting invalid packets. Any or all of these extensions can be

combined with the features described above in any of various ways.

A. Hardware Address Hopping

Internet protocol-based communications techniques on a LAN—or across any dedicated

physical medium—typically embed the IP packets within lower-level packets, often referred to

as “framesf’ As shown in FIG. 11, for example, a first Ethemet frame 1150 comprises a frame

header 1101 and two embedded IP packets [PI and 1P2, while a second Ethernet frame 1160

comprises a different frame header 1104 and a single IP packet IP3. Each frame header

generally includes a source hardware address 1101A and a destination hardware address 1101B;

2. Q?
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other well-known fields in frame headers are omitted from FIG. 11 for clarity. Two hardware

nodes communicating over a physical communication channel insert appropriate source and

destination hardware addresses to indicate which nodes on the channel or network should receive

the frame.

5 It may be possible for a nefarious listener to acquire information about the contents of a

frame and/or its communicants by examining frames on a local network rather than (or in

addition to) the IP packets themselves. This is especially true in broadcast media, such as

Ethernet, where it is necessary to insert into the frame header the hardware address of the

machine that generated the frame and the hardware address of the machine to which frame is

E”; 10 being sent. Allnodes on the network can potentially “see” all packets transmitted across the

:31“: network. This can be a problem for secure communications, especially in cases where the
:35: communicants do not want for any third party to be able to identify who is engaging in the

gig information exchange. One way to address this problem is to push the address-hopping scheme
54-3 down to the hardware layer. In accordance with various embodiments of the invention, hardware

15 addresses are “hopped” in a manner similar to that used to change IP addresses, such that a 
listener cannot determine which hardware node generated a particular message nor which node is

the intended recipient.

FIG. 12A shows a system in which Media Access Control (“MAC”) hardware addresses

5 xa.

13:5
“w.
5:3
mas

are “hopped” in order to increase security over a network such as an Ethernet. While the

20 description refers to the exemplary case of an Ethernet environment, the inventive principles are

equally applicable to other types of communications media. In the Ethernet case, the MAC

address of the sender and receiver are inserted into the Ethernet frame and can be observed by

anyone on the LAN who is within the broadcast range for that frame. For secure

communications, it becomes desirable to generate frames with MAC addresses that are not

25 attributable to any specific sender or receiver.

As shown in FIG. 12A, two computer nodes 1201 and 1202 communicate over a

communication channel such' as an Ethernet. Each node executes one or more application

programs 1203 and 1218 that communicate by transmitting packets through communication

29 Q.)
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software 1204 and 1217, respectively. Examples of application programs include video

conferencing, e-mail, word processing programs, telephony, and the like. Communication

software 1204 and 1217 can comprise, for example, an 081 layered architecture or “stack” that

standardizes various services provided at different levels- of functionality.

The lowest levels of communication software 1204 and 1217 communicate with

hardware components 1206 and 1214 respectively, each of which can include one or more

registers 1207 and 1215 that allow the hardware to be reconfigured or controlled in accordance

with various communication protocols. The hardware components (an Ethernet network

interface card, for example) communicate with each other over the communication medium.

' Each hardware component is typically pre-assigned a fixed hardware address or MAC number

that identifies the hardware component to other nodes on the network. One or more interface

drivers control the operation of each card and can, for example, be configured to accept or reject

packets from certain hardware addresses. As will be described in more detail below, various

embodiments of the inventive principles provide for “hopping” different addresses using one or

more algorithms and one or more moving windows that track a range of valid addresses to

validate received packets. Packets transmitted according to one or more of the inventive

principles will be generally referred to as “secure” packets or “secure communications” to

differentiate them from ordinary data packets that are transmitted in the clear using ordinary,

machine-correlated addresses.

One straightforward method of generating non-attributable MAC addresses is an

extension of the IP hopping scheme. In this scenario, two machines on the same LAN that desire

to communicate in a secure fashion exchange random-number generators and seeds, and create

sequences of quasi-random MAC addresses for synchronized hopping. The implementation and

synchronization issues are then similar to that of IP hopping.

This approach, however, runs the risk of using MAC addresses that are currently active

on the LAN—which, in turn, could interrupt communications for those machines. Since an

Ethernet MAC address is at present 48 bits in length, the chance of randomly misusing an active

MAC address is actually quite small. However, if that figure is multiplied by a large number of
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nodes (as would be found on an extensive LAN), by a large number of frames (as might be the

case with packet voice or streaming video), and by a large number of concurrent Virtual Private

Networks (VPNs), then the chance that a non-secure machine’s MAC address could be used in

an address-hopped frame can become non-trivial. In short, any scheme that runs even a small

risk of interrupting communications for other machines on the LAN is bound to receive

resistance from prospective system administrators. Nevertheless, it is technically feasible, and

can be implemented without risk on a LAN on which there is a small number of machines, or if

all of the machines on the LAN are engaging in MAC-hopped communications.

Synchronized MAC address hopping may incur some overhead in the course of session

establishment, especially if there are multiple sessions or multiple nodes involved in the

communications. A simpler method of randomizing MAC addresses is to allow each node to

receive and process every incident frame on the network. Typically, each network interface

driver will check the destination MAC address in the header of every incident frame to see if it

matches that machine’s MAC address; if there is no match, then the frame is discarded. In one

embodiment, however, these checks can be disabled, and every incident packet is passed to the

TARP stack for processing. This will be referred to as “promiscuous” mode, since every incident

frame is processed. Promiscuous mode allows the sender to use completely random,

unsynchronized MAC addresses, since the destination machine is guaranteed to process the

frame. The decision as to whether the packet was truly intended for that machine is handled by

the TARP stack, which checks the source and destination IP addresses for a match in its IP

synchronization tables. If no match is found, the packet is discarded; if there is a match, the

packet is unwrapped, the inner header is evaluated, and if the inner header indicates that the

packet is destined for that machine then the packet is forwarded to the IP stack—otherwise it is-

discarded.

One disadvantage of purely-random MAC address hopping is its impact on processing

overhead; that is, since every incident frame must be processed, the machine’s CPU is engaged

considerably more often than if the network interface driver is discriminating and rejecting

packets unilaterally. A compromise approach is to select either a single fixed MAC address or a

3. 30
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small number of MAC addresses (e.g., one for each virtual private network on an Ethernet) to

use for MAC-hopped communications, regardless of the actual recipient for which the message

is intended. In this mode, the network interface driver can check each incident frame against one

(or a few) pre-established MAC addresses, thereby freeing the CPU from the task of physical-

layer packet discrimination. This scheme does not betray any useful information to an interloper

on the LAN; in particular, every secure packet can already be identified by a unique packet type

in the outer header. However, since all machines engaged in secure communications would

either be using the same MAC address, or be selecting from a small pool of predetermined MAC

addresses, the association between a specific machine and a specific MAC address is effectively

broken.

In this scheme, the CPU will be engaged more often than it would be in non-secure

communications (or in synchronized MAC address hopping), since the network interface driver

cannot always unilaterally discriminate between secure packets that are destined for that

machine, and secure packets from other VPNs. However, the non-secure traffic is easily

eliminated at the network interface, thereby reducing the amount of processing required of the

CPU. There are boundary conditions where these statements would not hold, of course—e.g., if

all of the traffic on the LAN is secure traffic, then the CPU would be engaged to the same degree

as it is in the purely-random address hopping case; alternatively, if each VPN on the LAN uses a

different MAC address, then the network interface can perfectly discriminate secure frames

destined for the local machine from those constituting other VPNs. These are engineering

tradeoffs that might be best handled by providing administrative options for the users when

installing the sofiware and/or establishing VPNs.

Even in this scenario, however, there still remains a slight risk of selecting MAC

addresses that are being used by one or more nodes on the LAN. One solution to this problem is

to formally assign one address or a range of addresses for use in MAC-hopped communications.

This is typically done via an assigned numbers registration authority; e.g., in the case of

Ethernet, MAC address ranges are assigned to vendors by the Institute of Electrical and

Electronics Engineers (IEEE). A formally-assigned range of addresses would ensure that secure
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frames do not conflict with any properly—configured and properly-functioning machines on the

LAN.

Reference will now be made to FIGS. 12A and 12B in order to describe the many

combinations and features that follow the inventive principles. As explained above, two

computer nodes 1201 and 1202 are assumed to be communicating over a network or

communication medium such as an Ethernet. A communication protocol in each node (1204 and

1217, respectively) contains a modified element 1205 and 1216 that performs certain functions

that deviate from the standard communication protocols. In particular, computer node 1201

implements a first “hOp” algorithm 1208X that selects seemingly random source and destination

IP addresses (and, in one embodiment, seemingly random IP header discriminator fields) in order

to transmit each packet to the other computer node. For example, node 1201 maintains a

transmit table 1208 containing triplets of source (S), destination (D), and discriminator fields

(DS) that are inserted into outgoing IP packet headers. The table is generated through the use of

an appropriate algorithm (e.g., a random number generator that is seeded with an appropriate

seed) that is known to the recipient node'1202. As each new IP packet is formed, the next

sequential entry out of the sender’s transmit table 1208 is used to populate the IP source, IP

destination, and IP header—extension field (e.g., discriminator field). It will be appreciated that

the transmit table need not be created in advance but could instead be created on-the-fly by

executing the algorithm when each packet is formed.

'At the receiving node 1202, the same IP hop algorithm 1222X is maintained and used to

generate a receive table 1222 that lists valid triplets of source IP address, destination IP address,

and discriminator field. This is shown by virtue of the first five entries of transmit table 1208

matching the second five entries of receive table 1222. (The tables may be slightly offset at any

particular time due to lost packets, misordered packets, or transmission delays). Additionally,

node 1202 maintains a receive window W3 that represents a list of valid 1? source, IP

destination, and discriminator fields that will be accepted when received as part of an incoming

IP packet. As packets are received, window W3 slides down the list of valid entries, such that

the possible valid entries change over time. Two packets that arrive out of order but are
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nevertheless matched to entries within window W3 will be accepted; those falling outside of

window W3 will be rejected as invalid. The length of window W3 can be adjusted as necessary

to reflect network delays or other factors.

Node 1202 maintains a similar transmit table 1221 for creating IP packets and frames

destined for node 1201 using a potentially different hopping algorithm 1221X, and node 1201

maintains a matching receive table 1209 using the same algorithm 1209X. As node 1202

transmits packets to node 1201 using seemingly random IP source, IP destination, and/or

discriminator fields, node 1201 matches the incoming packet values to those falling within

window W1 maintained in its receive table. In effect, transmit table 1208 of node 1201 is

synchronized (i.e., entries are selected in the same order) to receive table 1222 of receiving node

1202. Similarly, transmit table 1221 of node 1202 is synchronized to receive table 1209 of node

1201. It will be appreciated that although a common algorithm is shown for the source,

destination and discriminator fields in FIG. 12A (using, e.g., a different seed for each of the three

fields), an entirely different algorithm could in fact be used to establish values for each of these

fields. It will also be appreciated that one or two of the fields can be “hopped” rather than all

three as illustrated.

In accordance with another aspect of the invention, hardware or “MAC” addresses are

hopped instead of or in addition to IPaddresses and/or the discriminator field in order to improve

security in a local area or broadcast-type network. To that end, node 1201 further maintains a

transmit table 1210 using a transmit algorithm 1210X to generate source and destination

hardware addresses that are inserted into frame headers (e.g., fields 1101A and 1101B in FIG.

11) that are synchronized to a corresponding receive table 1224 at node 1202. Similarly, node

1202 maintains a different transmit table 1223 containing source and destination hardware

addresses that is synchronized with a corresponding receive table 1211 at node 1201. In this

manner, outgoing hardware frames appear to be originating from and going to completely

random nodes on the network, even though each recipient can determine whether a given packet

is intended for it or not. It will be appreciated that the hardware hopping feature can be

3“ 56
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implemented at a different level in the communications protocol than the IP hopping feature

(e.g., in a card driver or in a hardware card itself to improve performance).

FIG. 12B shows three different embodiments or modes that can be employed using the

aforementioned principles. In a first mode referred to as “promiscuous” mode, a common

hardware address (e.g.,,a fixed address for source and another for destination) or else a

completely random hardware address is used by all nodes on the network, such that a particular

packet cannot be attributed to any one node. Each node must initially accept all packets

containing the common (or random) hardware address and inspect the IP addresses or

discriminator field to determine whether the packet is intended for that node. In this regard,

either the IP addresses or the discriminator field or both can be varied in accordance with an

algorithm as described above. As explained previously, this may increase each node’s overhead

since additional processing is involved to determine whether a given packet has valid source and

destination hardware addresses.

In a second mode referred to as “promiscuous per VPN” mode, a small set of fixed

hardware addresses are used, with a fixed source/destination hardware address used for all nodes

communicating over a virtual private network. For example, if there are six nodes on an

Ethernet, and the network is to be split up into two private virtual networks such that nodes on

one VPN can communicate with only the other two nodes on its own VPN, then two sets of

hardware addresses could be used: one set for the first VPN and a second set for the second

VPN. This would reduce the amount of overhead involved in checking for valid frames since

only packets arriving from the designated VPN would need to be checked. IP addresses and one
or more discriminator fields could still be hopped as before for secure communication within the

VPN. Of course, this solution compromises the anonymity of the VPNs (i.e., an outsider can

easily tell what traffic belongs in which VPN, though he cannot correlate it to a specific

machine/person). It also: requires the use of a discriminator field to mitigate the vulnerability to

certain types of DoS attacks. (For example, without the discriminator field, an attacker on the

LAN could stream frames containing the MAC addresses being used by the VPN; rejecting those
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frames could lead to excessive processing overhead. The discriminator field would provide a

low-overhead means of rejecting the false packets.)

In a third mode referred to as “hardware hopping” mode, hardware addresses are varied

as illustrated in FIG. 12A, such that hardware source and destination addresses are changed

constantly in order to provide non-attributable addressing. Variations on these embodiments are

of course possible, and the invention is not intended to be limited in any respect by these

illustrative examples.

B. Extending the Address Space

Address hopping provides security and privacy. However, the level of protection is-

limited by the number of addresses in the blocks being hopped. A hopblock denotes a field or

fields modulated on a packet-wise basis for the purpose of providing a VPN. For instance, if two

nodes communicate with IP address hopping using hopblocks of 4 addresses (2 bits) each, there

would be 16 possible address-pair combinations. A window of size 16 would result in most

address pairs being accepted as valid most of the time. This limitation can be overcome by using

a discriminator field in addition to or instead of the hopped address fields. The discriminator

field would be hopped in exactly the same fashion as the address fields and it would be used to

determine whether a packet should be processed by a receiver.

Suppose that two clients, each using four-bit hopblocks, would like the same level of

protection afforded to clients communicating via [P hopping between two A blocks (24 address

bits eligible for hopping). A discriminator field of 20 bits, used in conjunction with the 4 address

bits eligible for hopping in the IP address field, provides this level of protection. A 24-bit

discriminator field would provide a similar level of protection if the address fields were not

hopped or ignored. Using a discriminator field offers the following advantages: (1) an arbitrarily

high level of protection can be provided, and (2) address hopping is unnecessary to provide

protection. This may be important in environments where address hopping would cause routing

problems.
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C. Synchronization Techniques

It is generally assumed that once a sending node and receiving node have exchanged

algorithms and seeds (or similar information sufficient to generate quasi-random source and

destination tables), subsequent communication between the two nodes will proceed smoothly.

Realistically, however, two nodes may lose synchronization due to network delays or outages, or

other problems. Consequently, it is desirable to provide means for re-establishing

synchronization between nodes in a network that have lost synchronization. ‘

One possible technique is to require that each node provide an acknowledgment upon

successful receipt of each packet and, if no acknowledgment is received within a certain period

of time, to re-send the unacknowledged packet. This approach, however, drives up overhead

costs and may be prohibitive in high-throughput environments such as streaming video or audio,

for example.

A different approach is to employ an automatic synchronizing technique that will be
7

referred to herein as “self-synchronization.’ In this approach, synchronization information is

embedded into each packet, thereby enabling the receiver to re-synchronize itself upon receipt of

a single packet if it determines that is has lost synchronization with the sender. (If

communications are already in progress, and the receiver determines that it is still in sync with

the sender, then there is no need to re-synchronize.) A receiver could detect that it was out of

synchronization by, for example, employing a “dead-man” timer that expires afier a certain

period of time, wherein the timer is reset with each valid packet. A time stamp could be hashed

into the public sync field (see below) to preclude packet-retry attacks.

In one embodiment, a “sync field” is added to the header of each packet sent out by the

sender. This sync field could appear in the clear or as part of an encrypted portion of the packet.

Assuming that a sender and receiver have selected a random-number generator (RNG) and seed

value, this combination of RNG and seed can be used to generate a random-number sequence

(RNS). The RNS\is then used to generate a sequence of source/destination IP pairs (and, if
desired, discriminator fields and hardware source and destination addresses), as described above.

It is not necessary, however, to generate the entire sequence (or the first N-l values) in order to
O
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generate the Nth random number in the sequence; if the sequence index N is known, the random

value corresponding to that index can be directly generated (see below). Different RNGs (and

seeds) with different fundamental periods could be used to generate the source and destination IP

sequences, but the basic concepts would still apply. For the sake of simplicity, the following

discussion will assume that IP source and destination address pairs (only) are hopped using a

single RNG sequencing mechanism.

In accordance with a “self-synchronization” feature, a sync field in each packet header

provides an index (i.e., a sequence number) into the RNS that is being used to generate IP pairs.

Plugging this index into the RNG that is being used to generate the RNS yields a specific random

number value, which in turn yields a specific IP pair. That is, an IP pair can be generated directly

from knowledge of the RNG, seed, and index number; it is not necessary, in this scheme, to

generate the entire sequence of random numbers that precede the sequence value associated with

the index number provided.

Since the communicants have presumably previously exchanged RNGs and seeds, the

only new information that must be provided in order to generate an IP pair is the sequence

number. If this number is provided by the sender in the packet header, then the receiver need

only plug this number into the RNG in order to generate an IP pair — and thus verify that the IP

pair appearing in the header of the packet is valid. In this scheme, if the sender and receiver lose

synchronization, the receiver can immediately re-synchronize upon receipt of a single packet by

simply comparing the IP pair in the packet header to the IP pair generated from the index

number. Thus, synchronized communications can be resumed upon receipt of a single packet,

making this scheme ideal for multicast communications. Taken to the extreme, it could obviate

the need for synchronization tables entirely; that is, the sender and receiver could simply rely on

the index number in the sync field to validate the IP pair on each packet, and thereby eliminate

the tables entirely.

The aforementioned scheme may have some inherent security issues associated with it —

namely, the placement of the sync field. If the field is placed in the outer header, then an

interloper could observe the values of the field and their relationship to the IP stream. This could

38$
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potentially compromise the algorithm that is being used to generate the IP-address sequence,

which would compromise the security of the communications. If, however, the value is placed in

the inner header, then the sender must decrypt the inner header before it can extract the sync

value and validate the IP pair; this opens up the receiver to certain types of denial-of-service

(DoS) attacks, such as packet replay. That is, if the receiver must decrypt a packet before it can

validate the IP pair, then it could potentially be forced to expend a significant amount of

processing on decryption if an attacker simply retransmits previously valid packets. Other attack

methodologies are possible in this scenario. -

A possible compromise between algorithm security and processing speed is to split up the

sync value between an inner (encrypted) and outer (unencrypted) header. That is, if the sync

value is sufficiently long, it could potentially be split into a rapidly-changing part that can be

viewed in the clear, and a fixed (or very slowly changing) part that must be protected. The part

that can be viewed in the clear will be called the “public sync" portion and the part that must be

protected will be called the “private sync” portion.

Both the public sync and private sync portions are needed to generate the complete sync

value. The private portion, however, can be selected such that it is fixed or will change only

occasionally. Thus, the private sync value can be stored by the recipient, thereby obviating the

need to decrypt the header in order to retrieve it. If the sender and receiver have previously

agreed upon the frequency with whiCh the private part of the sync will change, then the receiver

can selectively decrypt a single header in order to extract the new private sync if the

communications gap that has led to lost synchronization has exceeded the lifetime of the

previous private sync. This should not represent a burdensome amount of decryption, and thus
should not open up the receiver to denial-of—service attack simply based on the need to

occasionally decrypt a single header.

One implementation of this is to use a hashing function with a one-to-one‘ mapping to

generate the private and public sync portions from the sync value. This implementation is shown

in FIG. 13, where'(for example) a first ISP 1302 is the sender and a second ISP 1303 is the

receiver. (Other alternatives are possible from FIG. 13.) A transmitted packet comprises a public

3. 4B
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or “outer” header 1305 that is not encrypted, and a private or “inner” header 1306 that is

encrypted using for example a link key. Outer header 1305 includes a public sync portion while

inner header 1306 contains the private sync portion. A receiving node decrypts the inner header

using a decryption function 1307 in order to extract the private sync portion. This step is

necessary only if the lifetime ‘of the currently buffered private sync has expired. (If the

currently-buffered private sync is still valid, then it is simply extracted from memory and

“added” (which could be an inverse hash) to the public sync, as shown in step 1308.) The public

and decrypted private sync portions are combined in function 1308 in- order to generate the

combined sync 1309. The combined sync (1309) is then fed into the RNG (1310) and compared

to the IP address pair (131 1) to validate or reject the packet.

An important'consideration in this architecture is the concept of “future” and “past”

where the public sync values are concerned. Though the sync values, themselves, should be

random to prevent spoofing attacks, it may be important that the receiver be able to quickly

identify a sync value that has already been sent — even if the packet containing that sync value

was never actually received by the receiver. One solution is to hash a time stamp or sequence

number into the public sync portion, which could be quickly extracted, checked, and discarded,

thereby validating the public sync portion itself.

In one embodiment, packets can be checked by comparing the source/destination IP pair

generated by the sync field with the pair appearing in the packet header. If (1) they match, (2) the

time stamp is valid, and (3) the dead-man timer has expired, then re-synchronization occurs;

otherwise, the packet is rejected. If enough processing power is available, the dead-man timer

and synchronization tables can be avoided altogether, and the receiver would simply

resynchronize (e.g., validate) on every packet.

The foregoing scheme may require large-integer (e.g., 160-bit) math, which may affect its

implementation. Without such large-integer registers, processing throughput would be affected,

thus potentially affecting security from a denial-of-service standpoint. Nevertheless, as large-

integer math processing features become more prevalent, the costs of implementing such a .

feature will be reduced.
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D. Other S nchronization Schemes 

As explained above, if W or more consecutive packets are lost between a transmitter and

receiver in a VPN (where W is the window size), the receiver’s window will not have been

updated and the transmitter will be transmitting packets not in the receiver’s window. The sender

and receiver will not recover synchronization until perhaps the random pairs in the window are

repeated by chance. Therefore, there is a need to keep a transmitter and receiver in

synchronization whenever possible and to re-establish synchronization whenever it is lost.

A “checkpoint” scheme can be used to regain synchronization between a sender and a

receiver that have fallen out of synchronization. In this scheme, a checkpoint message

comprising a random IP address pair is used for communicating synchronization information. In

one embodiment, two messages are used to communicate synchronization information between a

sender and a recipient:

1. SYNC_REQ is a message used by the sender to indicate that it wants to synchronize;

and

2. SYNC_ACK is a message used by the receiver to inform the transmitter that it has

been synchronized.

According to one variation of this approach, both the transmitter and receiver maintain three

checkpoints (see FIG. 14):

1. In the transmitter, ckpt_o (“checkpoint old”) is the IP pair that was used to re-send the

last SYNC_REQ packet to the receiver. In the receiver, ckpt_o (“checkpoint old”) is

the IP pair that receives repeated SYNC_REQ packets from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new”) is the 1? pair that will be used to send

the next SYNC_REQ packet to the receiver. In the receiver, ckpt_n (“checkpoint

new’? is the IP pair that receives a new SYNC_REQ packet from the transmitter and

which causes the receiver’s window to be re-aligned, ckpt_o set to ckpt_n, a new

ckpt_n to be generated and a new ckpt_r to be generated.

3. In the transmitter, ckpt_r is the IP pair that will be used to send the next SYNC_ACK

packet to the receiver. In the receiver, ckpt_r is the 1? pair that receives a new
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SYNC_ACK packet from the transmitter and which causes a new ckpt_n to be

generated. Since SYNC_ACK is transmitted from the receiver ISP to the sender ISP,

the transmitter ckpt_r refers to the ckpt~r of the receiver and the receiver ckpt_r refers

to the ckpt_r of the transmitter (see FIG. 14).

When a transmitter initiates synchronization, the IP pair it will use to transmit the next data

packet is set to a predetermined value and when a receiver first receives a SYNC_REQ, the

receiver window is updated to be centered on the transmitter’s next IP pair. This is the primary

mechanism for checkpoint synchronization. ~

Synchronization can be initiated by a packet counter (e.g., after every N packets

transmitted, initiate a synchronization) or by a timer (every S seconds, initiate a synchronization)

or a combination of both. See FIG. 15. From the transmitter’s perspective, this technique

operates as follows: (1) Each transmitter periodically transmits a “sync request” message to the

receiver to make sure that it is in sync. (2) If the receiver is still in sync, it sends back a “sync

ack” message. (If this works, no further action is necessary). (3) If no “sync ack” has been

received within a period of time, the transmitter retransmits the sync request again. If the

transmitter reaches the next checkpoint without receiving a “sync ack” response, then

synchronization is broken, and the transmitter should stop transmitting. The transmitter will

continue to send sync_reqs until it receives a sync_ack , at which point transmission is

reestablished. I

From the receiver’s perspective, the scheme operates as follows: (1) when it receives a

“sync request” request fi'om the transmitter, it advances its window to the next checkpoint

position (even skipping pairs if necessary), and sends a “sync ack” message to the transmitter. If ‘

sync was never lost, then the “jump ahead” really just advances to the next available pair of

addresses in the table (i.e., normal advancement).

If an interloper intercepts the “sync request” messages and tries to interfere with

communication by sending new ones, it will be ignored if the synchronization has been

established or it it will actually help to re-establish synchronization.
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A window is realigned whenever a re-synchronization occurs. This realignment entails

updating the receiver’s window to straddle the address pairs used by the packet transmitted

immediately afier the transmission of the SYNC_REQ packet. Normally, the transmitter and

receiver are in synchronization with one another. However, when network events occur, the

receiver’s window may have to be advanced by many steps during resynchronization. In this

case, it is desirable to move the window ahead without having to step through the intervening

random numbers sequentially. (This feature is also desirable for the auto—sync approach

discussed above).

E. Random Number Generator with a Jump-Ahead capability

An attractive method for generating randomly hopped addresses is to use identical

random number generators in the transmitter and receiver and advance them as packets are

transmitted and received. There are many random number generation algorithms that could be

used. Each one has strengths and weaknesses for address hopping applications.

Linear congruential random number generators (LCRs) are fast, simple and well

characterized random number generators that can be made to jump ahead n steps efficiently. An

LCR generates random numbers X1, X2, X3 Xk starting with seed X0 using a recurrence

Xi=(a an + b) mod c, (1)

where a, b and c define a particular LCR. Another expression for X,,

Xi=((ai(Xo+b)-b)/(a'1)) mod c (2)

enables the jump-ahead capability. The factor ai‘ can grow very large even for modest i if lefl

unfettered. Therefore some special properties of the modulo operation can be used to control the

size and processing time required to compute (2). (2) can be rewritten as:

x.=(ai (Xo(a-l)+b)-b)/(a-1) mod c. (3)

It can be shown that:

(ai(Xo(a-1)+b)-b)/(a-l) mod 0 =

' ((ai mod((a-l)c)(Xo(a-1)+b) -b) /(a-1)) mod 0 (4).

(Xo(a-1)+b) can be stored as (Xo(a-1)+b) mod 0, b as b mod c and compute ai mod((a—l)c) (this

requires O(log(i)) steps).

43‘ AM
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A practical implementation of this algorithm would jump a fixed distance, n, between

synchronizations; this is tantamount to synchronizing every n packets. The window would

commence n IP pairs from the start of the previous window. Using XJ-w, the random number at

the j'h checkpoint, as X0 and n as i, a node can store an mod((a-1)c) once per LCR and set

Xj+1w=XnU+l)=((a“ mod((a—1)c) (ij (a-1)+b)-b)/(a-1))mod c, (5)

to generate the random number for the j+1‘h synchronization. Using this construction, a node

could jump ahead an arbitrary (but fixed) distance between synchronizations in a constant

amount of time (independent of n).

Pseudo-random number generators, in general, and LCRs, in particular, will eventually

repeat their cycles. This repetition may present vulnerability in the IP hopping scheme. An

adversary would simply have to wait for a repeat to predict future sequences. One way of coping

with this vulnerability is to create a random number generator with a known long cycle. A

random sequence can be replaced by a new random number generator before it repeats. LCRs

can be constructed with known long cycles. This is not currently true of many random number

generators.

Random number generators can be cryptographically insecure. An adversary can derive

the RNG parameters by examining the output or part of the output. This is true of LCGs. This

vulnerability can be mitigated by incorporating an encryptor, designed to scramble the output as

part of the random number generator. The random number generator prevents an adversary from

mounting an attack—cg, a known plaintext attack—against the encryptor.

Wale

Consider a RNG where a=31,b=4 and 0:15. For this case equation (1) becomes:

Xi=(31 XH + 4) mod 15. (6)

If one sets Xo=1, equation (6) will produce the sequence 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11,

0, 4, 8, 12. This sequence will repeat indefinitely. For a jump ahead of 3 numbers in this

sequence a“= 313=29791, c*(a-1)=15*30=450 and ' a“ mod((a—1)c) =

313mod(15*30)=29791mod(450)=91. Equation (5) becomes:

((91 (Xi30+4)-4)/30)mod 15 (7).

44 A?
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Table 1 shows the jump ahead calculations from (7) . The calculations start at 5 and jump ahead

3.

TABLE 1

(xi3o+4) 91 (xi3o+4)—4 ((91 (xi3o+4)-4)/3o    Xi

5
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424 38580 1286

334 30390 1013 _

G. Fast Packet Filter

Address hopping VPNs must rapidly determine whether a packet has a valid header and

.—4:.

thus requires further processing, or has an invalid header (a hostile packet) and should be

immediately rejected. Such rapid determinations will be referred to as “fast packet filtering.”

This capability protects the VPN from attacks by an adversary who streams hostile packets at the

receiver at a high rate of speed in the hope of saturating the receiver’s processor (a so-called

“denial of service” attack). Fast packet filtering is an important feature for implementing VPNs

on shared media such as Ethernet.

Assuming that all participants in a VPN share an unassigned “A” block of addresses, one

possibility is to use an experimental “A” block that will never be assigned to any machine that is

not address hopping on the shared medium. “A” blocks have a 24 bits of address that can be

hopped as opposed to the 8 bits in “C“ blocks. In this case a hopblock will be the “A” block.

The use of the experimental “A” block is a likely option on an Ethernet because:

1. The addresses have no validity outside of the Ethernet and will not be routed out to a valid

outside destination by a gateway.

2. There are 224 (~16 million) addresses that can be hopped within each “A” block. This yields

>280 trillion possible address pairs making it very unlikely that an adversary would guess a

“418
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valid address. It also provides acceptably low probability of collision between separate VPNs

(all VPNs on a shared medium independently generate random address pairs from the same

“A” block).

3. The packets will not be received by someone on the Ethernet who is not on a VPN (unless

the machine is in promiscuous mode) minimizing impact on non-VPN computers.

The Ethernet example will be used to describe one implementation of fast packet

filtering. The ideal algorithm would quickly examine a packet header, determine whether the

packet is hostile, and reject any hostile packets or determine which active IP pair the packet

header matches. The problem is a classical associative memory problem. A variety of techniques

have been developed to solve this problem (hashing, B-trees etc). Each of these approaches has

its strengths and weaknesses. For instance, hash tables can be made to operate quite fast in a

statistical sense, but can occasionally degenerate into a much slower algorithm. This slowness

can persist .for a period of time. Since there is a need to discard hostile packets quickly at all

times, hashing would be unacceptable.

H. Presence Vector Algorithm

A presence vector is a bit vector of length 2n that can be indexed by n-bit numbers (each

ranging from '0 to 2“—1). One can indicatethe presence of k n-bit numbers (not necessarily

unique), by setting the bits in the presence vector indexed by each number to 1. Otherwise, the

bits in the presence vector are 0. An n-bit number, x, is one of the k numbers if and only if the xm

bit of the presence vector is 1. A fast packet filter can be implemented by indexing the presence

vector and looking for a 1, which will be referred to as the “test.” -

For example, suppose one wanted to represent the number 135 using a presence vector.

The 135m bit of the vector would be set. Consequently, one' could very quickly determine

whether an address of 135 was valid by checking only one bit: the 135th bit. The presence

vectors could be created in advance corresponding to the table entries for the IP addresses. In

effect, the incoming addresses can be used as indices into a long vector, making comparisons

very fast. As each RNG generates a new address, the presence vector is updated to reflect the

4. 4%
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information. As the window moves, the presence vector is updated to zero out addresses that are

no longer valid.

There is a trade-off between efficiency of the test and the amount of memory required for

storing the presence vector(s). For instance, if one were to use the 48 bits of hopping addresses

as an index, the presence vector would have to be 35 terabytes. Clearly, this is too large for

practical purposes. Instead, the 48 bits can be divided into several smaller fields. For instance,

one could subdivide the 48 bits into four 12-bit fields (see FIG. 16). This reduces the storage

requirement to 2048 bytes at the expense of occasionally having to process a hostile packet. In

effect, instead of one long presence vector, the decomposed address portions must match all four

shorter presence vectors before further processing is allowed. (If the first part of the address

portion doesn’t match the first presence vector, there is no need to check the remaining three

presence vectors).

A presence vector will have a 1 in the yth bit if and only if one or more addresses with a

corresponding field of y are active. An address is active only if each presence vector indexed by

the appropriate sub-field of the address is 1. I

Consider a window of 32 active addresses and 3 checkpoints. A hostile packet will be

rejected by the indexing of one presence vector more than 99% of the time. A hostile packet will

be rejected by the indexingof all 4 presence vectors more than 99.9999995% of the time. On
average, hostile packets will be rejected in less than 1.02 presence vector index operations.

The small percentage of hostile packets that pass the fast packet filter will be rejected

when matching pairs are not found in the active window or are active checkpoints. Hostile

packets that serendipitously match a header will be rejected when the VPN software attempts to

decrypt the header. However, these cases will be extremely rare. There are many other ways this

method can be configured to arbitrate the space/speed tradeoffs.

I. Further Synchronization Enhancements

A slightly modified form of the synchronization techniques described above can be

employed. The basic principles of the previously described checkpoint synchronization scheme

remain unchanged. The actions resulting from the reception of the checkpoints are, however,

ml
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slightly different. In this variation, the receiver will maintain between 000 (“Out of Order”) and

2><WINDOW_SIZE+OoO active addresses (1 $000 SWINDOW_SIZE and WINDOW_SIZE

21). 000 and WINDOW_SIZE are engineerable parameters, where 000 is the minimum

number of addresses needed to accommodate lost packets due to events in the network or out of

order arrivals and WINDOW_SIZE is the number of packets transmitted before a SYNC_REQ is

issued. FIG. 17 depicts a storage array for a receiver’s active addresses.

The receiver starts with the first 2xWINDOW_SIZE addresses loaded and active

(ready to receive data). As packets are received, the corresponding entries are marked as “used”

and are no longer eligible to receive packets. The transmitter maintains a packet counter,

initially set to 0, containing the number of data packets transmitted since the last initial

transmission of a SYNC_REQ for which SYNC_ACK has been received. When the transmitter

packet counter equals WINDOW_SIZE, the transmitter generates a SYNC_REQ and does its

initial transmission. When the receiver receives a SYNC_REQ corresponding to its current

CKPT_N, it generates the next WINDOW_SIZE addresses and starts loading them in order

starting at the first location after the last active address wrapping around to the beginning of the

array after the end of the array has been reached. The receiver’s array might look like FIG. 18

when a SYNC_REQ has been received. In this case a couple of packets have been either lost or

will be received out of order when the SYNC_REQ is received.

FIG. 19 shows the receiver’s array after the new addresses have been generated. If the

transmitter does not receive a SYNC_ACK, it will re-issue the SYNC_REQ at regular intervals.

When the transmitter receives a SYNC_ACK, the packet counter is decremented by

WINDOW_SIZE. If the packet counter reaches 2xWINDOW_SIZE — 000 then the transmitter

ceases sending data packets until the appropriate SYNC_ACK is finally received. The

transmitter then resumes sending data packets. Future behavior is essentially a repetition of this

initial cycle. The advantages of this approach are:

1. There is no need for an efficient jump ahead in the random number generator,

2. No packet is ever transmitted that does not have a corresponding entry in the receiver side

43 i461
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3. No timer based re-synchronization is necessary. This is a consequence of 2.

4. The receiver will always have the ability to accept data messages transmitted within 000

messages of the most recently transmitted message.

J.W

Another embodiment incorporating various inventive principles is shown in FIG. 20. In

this embodiment, a message transmission system includes a first computer 2001 in

communication with a second computer 2002 through a network 2011 of intermediary

computers. In one variant of this embodiment, the network includes two edge routers 2003 and

2004 each of which is linked to a plurality of Internet Service Providers (ISPs) 2005 through

2010. Each ISP is coupled to a plurality of other ISPs in an arrangement as shown in FIG. 20,

which is a representative configuration only and is not intended to be limiting. Each connection

between ISPs is labeled in FIG. 20 to indicate a specific physical transmission path (e.g., AD is a

physical path that links ISP A (element 2005) to ISP D (element 2008)). Packets arriving at each

edge router are selectively transmitted to one of the ISPs to which the router is attached on the

basis of a randomly or quasi-randomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003 incorporates a plurality of link

transmission tables 2100 that identify, for each potential transmission path through the network,

valid sets of IP addresses that can be used to transmit the packet. For example, AD table 2101

contains a plurality of [P source/destination pairs that are randomly or quasi-randomly generated.

When a packet is to be transmitted from first computer 2001 to second computer 2002, one of the

link tables is randomly (or quasi-randomly) selected, and the next valid source/destination

address pair from that table is used to transmit the packet through the network. If path AD is

randomly selected, for example, the next source/destination IP address pair (which is pre-

determined to transmit between ISP A (element 2005) and ISP B (element 2008)) is used to

transmit the packet. If'one of the transmission paths becomes degraded or inoperative, that link

table can be set to a “down” condition as shown in table 2105, thus preventing addresses from

being selected from that table. Other transmission paths would be unaffected by this broken link. ‘

49750

219



220

_. O

5”!)

rm.-m...-x...p«myunnn(Flt“I:H3113.
I12“)I:u

‘liilll.H"
"ha"‘Ilul‘‘l.

ml:1“?!'7‘ u".,__,1,.»
tlmllHIT;“'“ll a...“mam...ll

0479.85672 . .

3. CONTINUATION-IN-PART IMPROVEMENTS

The following describes various improvements and features that can be applied to the

embodiments described above. The improvements include: (1) a load balancer that distributes

packets across different transmission paths according to transmission path quality; (2) a DNS

proxy server that transparently creates a virtual private network in response to a domain name

inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of—service

attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by limiting the

rate at which a transmitter can be synchronized with a receiver; and (5) a signaling synchronizer

that allows a large number of nodes to communicate with a central node by partitioning the

communication function between two separate entities. Each is discussed separately below.

A. Load Balancer

Various embodiments described above include a system in which a transmitting node and

a receiving node are coupled through a plurality of transmission paths, and wherein successive

packets are distributed quasi-randomly over the plurality of paths. See, for example, FIGS. 20
and 21 and accompanying description. The improvement extends this basic concept to

encompass distributing packets across different paths in such a manner that the loads on the

paths are generally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node and a receiving node that are

linked via a plurality of transmission paths having potentially varying transmission quality.

Successive packets are transmitted over the paths based on a weight value distribution function

for each path. The rate that packets will be transmitted over a given path can be different for

each path. The relative “health” of each transmission path is monitored in order to identify paths

that have become degraded. In one embodiment, the health of each path is monitored in the

transmitter by comparing the number of packets transmitted to the number of packet

acknowledgements received. Each transmission path may comprise a physically separate path

(e.g., via dial-up phone line, computer network, router, bridge, or the like), or may comprise

logically separate paths contained ,within a broadband communication medium (e.g., separate
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channels in an FDM, TDM, CDMA, or other type of modulated or unmodulated transmission

link).

When the transmission quality of a path falls below a predetermined threshold and there

are other paths that can transmit packets, the transmitter changes the weight value used for that

path, making it less likely that a given packet will be transmitted over that path. The weight will

preferably be set no lower than a minimum value that keeps nominal traffic on the path. The
weights of the other available paths are altered to compensate for the change in the affected path.

When the quality of a path degrades to where the transmitter is turned off by the synchronization

function (i.e., no packets are arriving at the destination), the weight is set to zero. If all

transmitters are turned off, no packets are sent.

Conventional . TCP/IP protocols include a “throttling” feature that reduces the

transmission rate of packets when it is determined that delays or errors are occurring in

transmission. In this respect, timers are sometimes used to determine whether packets have been

received. These conventional techniques for limiting transmission-of packets, however, do not

involve multiple transmission paths between two nodes wherein transmission across a particular

path relative to the others is changed based on link quality.

According to certain embodiments, in order to damp oscillations that might otherwise

occur if weight distributions are changed drastically (e.g., according to a step function), a linear

or an exponential decay formula can be applied to gradually decrease the weight value over time

that a degrading path will be used. Similarly, if the health of a degraded path improves, the

weight value for that path is gradually increased.

Transmission link health can be evaluated by comparing the number of packets that are

acknowledged within the transmission window (see embodiments discussed above) to the

number of packets transmitted within that window and by the state of the transmitter (i.e., on or

off). In other words, rather than accumulating general transmission statistics over time for a

path, one specific implementation uses the “windowing” concepts described above to evaluate

transmission path health.

“67/
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The same scheme can be used to shift virtual circuit paths from an “unhealthy” path to a

“healthy” one, and to select a path for a new virtual circuit.

FIG. 22A shows a flowchart for adjusting weight values associated with a plurality of

transmission links. It is assumed that soflware executing in one or more computer nodes

executes the steps shown in FIG. 22A. It is also assumed that the sofiware can be stored on a

computer-readable medium such as a magnetic or optical disk for execution by a computer.

Beginning in step 2201, the transmission quality of a given transmission path is

measured. As described above, this measurement can be based on a comparison between the

number of packets transmitted over a particular link to the number of packet acknowledgements

received over the link (e.g., per unit time, or in absolute terms). Alternatively, the quality can be

evaluated by comparing the number of packets that are acknowledged within the transmission

window to the number of packets that were transmitted within that window. In yet another

variation, the number of missed synchronization messages can be used to indicate link quality.

Many other variations are of course possible.

In step 2202, a check is made to determine whether more than one transmitter (e.g.,

transmission path) is turned on. If not, the process is terminated and resumes at step 2201.

In step 2203, the link quality is compared to a given threshold (e.g., 50%, or any arbitrary

number).-If the quality falls below the threshold, then in step 2207 a check is made to determine

whether the weight is above a minimum level (e.g., 1%). If not, then in step 2209 the weight is

set to the minimum level and processing resumes at step 2201. If the weight is above the

minimum level, then in step 2208 the weight is gradually decreased for the path, then in step

2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they are

increased). '

If in step 2203 the quality of the path was greater than or equal to the threshold, then in

step 2204 a check is made to determine whether the weight is less than a steady-state value for

that path. If so, then in step 2205 the weight is increased toward the steady-state value, and in

step 2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they

52
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are decreased). If in step 2204 the weight is not less than the steady-state value, then processing

resumes at step 2201 without adjusting the weights.

The weights can be adjusted incrementally according to various functions, preferably by

changing the value gradually. In one embodiment, a linearly decreasing function is used to

adjust the weights; according to another embodiment, an exponential decay function is used.

Gradually changing the weights helps to damp oscillators that might otherwise occur if the

probabilities were abruptly.

Although not explicitly shown in FIG. 22A the process can be performed only

periodically (e.g., according to a time schedule), or it can be continuously run, such as in a

background mode of operation. In one embodiment, the combined weights of all potential paths

should add up to unity (e.g., when the weighting for one path is decreased, the corresponding

weights that the other paths will be selected will increase).

Adjustments to weight values for other paths can be prorated. For example, a decrease of

10% in weight value for one path could result in an evenly distributed increase in the weights for

the remaining paths. Alternatively, weightings could be adjusted according to a weighted

formula as desired (e. g., favoring healthy paths over less healthy paths). In yet another variation,

the difference in weight value can be amortized over the remaining links in a manner that is

proportional to their traffic weighting.

FIG. 223 shows steps that can be executed to shut down transmission links where a

transmitter turns off. In step 2210, a transmitter shut-down event occurs. In step 2211, a test is

made to determine whether at least one transmitter is still turned on. If not, then in step 2215 all

packets are dropped until a transmitter turns on. If in step 2211 at least one transmitter is turned

on, then in step 2212 the weight for the path is set to zero, and the weights for the remaining

paths are adjusted accordingly. 1

FIG. 23 shows a computer node 2301 employing various principles of the above-

described embodiments. It is assumed that two computer nodes of the type shown in FIG. 23

communicate over a plurality of separate physical transmission paths. As shown in FIG. 23, four

transmission paths X1 through X4 are defined for communicating between the two nodes. Each
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node includes a packet transmitter 23 02 that operates in accordance with a transmit table 2308 as

described above. (The packet transmitter could also operate without using the IP-hopping

features described above, but the following description assumes that some form of hopping is

employed in conjunction with the path selection mechanism). The computer node also includes

a packet receiver 23 03 that operates in accordance with a receive table 2309, including a moving

window W that moves as valid packets are received. Invalid packets having source and

destination addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and destination IP addresses (or other

disoriminator values) are selected from transmit table 2308 according to any of the various

algorithms described above, and packets containing these source/destination address pairs, which

correspond to the node to which the four transmission paths are linked, are generated to a

transmission path switch 2307. Switch 2307, which can comprise a software function, selects

from one of the available transmission paths according to a weight distribution table 2306. For

example, if the weight for path X1 is 0.2, then every fifih packet will be transmitted on path X1.

A similar regime holds true for the other paths as shown. Initially, each link’s weight value can

be set such that it is proportional to its bandwidth, which will be referred to as its “steady-state”

value.

Packet receiver 2303 generates an output to a link quality measurement fimction 2304

that operates as described above to determine the quality of each transmission path. (The input

to packet receiver 2303 for receiving incoming packets is omitted for clarity). Link quality

measurement function 2304 compares the link quality to a threshold for each transmission link

and, if necessary, generates an output to weight adjustment function 2305. If a weight

adjustment is required, then the weights in_ table 2306 are adjusted accordingly, preferably

according to a gradual (e.g., linearly or exponentially declining) function. In one embodiment,

the weight values for all available paths are initially set to the same value, and only when paths

degrade in quality are the weights changed to reflect differences.

Link quality measurement function 2304 can be made to operate as part of a synchronizer

function as described above. That is, if resynchronization occurs and the receiver detects that
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synchronization has been lost (e.g., resulting in the synchronization window W being advanced

out of sequence), that fact can be used to drive link quality measurement function 2304.

According to one embodiment, load balancing is performed using information garnered during

the normal synchronization, augmented slightly to communicate link health from the receiver to

the transmitter. The receiver maintains a count, MESS_R(W), of the messages received in

synchronization .window W. When it receives a synchronization request (SYNC_REQ)

corresponding to the end of window W, the receiver includes counter MESS_R in the resulting

synchronization acknowledgement (SYNC_ACK) sent back to the transmitter. This allows the

transmitter to compare messages sent to messages received in order to asses the health of the

link.

If synchronization is completely lost, weight adjustment function 2305 decreases the

weight value on the affected path to zero. When synchronization is regained, the weight value

for the affected path is gradually increased to its original value. Alternatively, link quality can be

measured by evaluating the length of time required for the receiver to acknOwledge a

synchronization request. In one embodiment, separate transmit and receive tables are used for

each transmission path.

When the transmitter receives a SYNC_ACK, the MESS_R is compared with the number

of messages transmitted in a window (MESS_T). When the transmitter receives a SYNC_ACK,

the traffic probabilities will be examined and adjusted if necessary. MESS_R is compared with

the number of messages transmitted in a window (MESS_T). There are two possibilities:

I. If MESS_R is less than a threshold value, THRESH, then the link will be deemed to

be unhealthy. If the transmitter was turned off, the transmitter is turned on and the weight P for

that link will be set to a minimum value MIN. This will keep a trickle of traffic on the link for

monitoring purposes until it recovers. If the transmitter was turned on, the weight P for that link

will be set to:

P’=ax MIN +(1- a)xP (1) 1

Equation 1 will exponentially damp the traffic weight value to MIN during sustained periods of

degraded service.

i
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2. If MESS_R for a link is greater than or equal to THRESH, the link will be deemed

healthy. If the weight P for that link is greater than or equal to the steady state value S for that

link, then P is left unaltered. If the weight P for that link is less than THRESH then P will be set

to:

P’=Bx s +(1- [3)xP (2)

where [3 is a parameter such that O<=B<=1 that determines the damping rate of P.

Equation 2 will increase the traffic weight to S during sustained periods of acceptable

service in a damped exponential fashion.

A detailed example will now be provided with reference to FIG. 24. As shown in FIG.

24, a first computer 2401 communicates with a second computer 2402 through two routers 2403

and 2404. Each router is coupled to the other router through three transmission links. As

described above, these may be physically diverse links or logical links (including virtual private

networks).

Suppose that a first link L1 can sustain a transmission bandwidth of 100 Mb/s and has a

window size of 32; link L2 can sustain 75 Mb/s and has a window size of 24; and link L3 can

sustain 25 Mb/s and has a window size of 8. The combined links can thus sustain 200Mb/s. The

steady state traffic weights are 0.5 for link L1; 0.375 for link L2, and 0.125 for link L3.

MlN=le/s, THRESH =0.8 MESS_T for each link, a=.75 and B=.5. These traffic weights will

remain stable until a link stops for synchronization or reports a number of packets received less

than its THRESH. Consider the following sequence of events:

1. Link Ll receives a SYNC_ACK containing a MESS_R of 24, indicating that only 75%

of the MESS_T (32) messages transmitted in the last window were successfully received. Link 1

would be below THRESH (0.8). Consequently, link Ll’s traffic weight value would be reduced

to 0.12825, while link L2’s traffic weight value would be increased to 0.65812 and link L3’s

traffic weight value would be increased to 0.217938.

“6%
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2. Link L2 and L3 remained healthy and link L1 stopped to synchronize. Then link L1 ’5

traffic weight value would be set to 0, link L2’s traffic weight value would be set to 0.75, and

link L33’s traffic weight value would be set to 0.25. g

3. Link Ll finally received a SYNC_ACK containing a MESS_R of 0'indicating that

none of the MESS_T (32) messages transmitted in the last window were successfully received.

Link Ll would be below THRESH. Link L1 ’5 traffic weight value would be increased to .005,

link L2’s traffic weight value would be decreased to 0.74625, and link L3’s traffic "weight value

would be decreased to 0.24875.

4. Link L1 received a SYNC_ACK containing a MESS_R of 32 indicating that 100% of

the MESS_T (32) messages transmitted in the last window were successfully received. Link L1

would be above THRESH. Link Ll’s traffic weight value would be increased to 0.2525, while

link L2’s traffic weight value would be decreased to 0.560625 and link L3’s traffic weight value

would be decreased to .186875. ‘

5. Link L1 received a SYNC_ACK containing a MESS_R of 32 indicating that 100% of

the MESS_T (32) messages transmitted in the last window were successfully received. Link L1

would be above THRESH. Link Ll’s traffic weight value would be increased to 0.37625; link

L2’s traffic weight value would be decreased to 0.4678125, and link L3’straffic weight value
would be decreased to 0.1559375.

6. Link L1 remains healthy and the traffic probabilities approach their steady state traffic '

probabilities.

B. Use of a DNS Proxy to Transparently Create Virtual Private Networks

‘A second improvement concerns the automatic creation of a virtual private network

(VPN) in response to a domain-name server look-up function.

Conventional Domain Name Servers (DNSs) provide a look-up function that returns the

IP address of a requested computer or host. For example, when a computer user types in the web

name “Yahoo.com,” the user’s web browser transmits a request to a DNS, which converts the

name into a four-part IP address that is returned to the user's browser and then used by the

browser to contact the destination web site.
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This conventional scheme is shown in FIG. 25. A user’s computer 2501 includes a client

application 2504 (for example, a web browser) and an IP protocol stack 2505. When the user

enters the name of a destination host, a request DNS REQ is made (through IP protocol stack

2505) to a DNS 2502 to look up the IP address associated with the name. The DNS returns the

IP address DNS RESP to client application 2504, which is then able to use the IP address to

communicate with the host 2503 through separate transactions such as PAGE REQ and PAGE

RESP.

In the conventional architecture shown in FIG. 25, nefarious listeners on the Internet

could intercept the DNS REQ and DNS RESP packets and thus learn what IP addresses the user

was contacting. For example, if a user wanted to set up a secure communication path with a web

site having the name “Target.com,” when the user’s browser contacted a DNS to find the IP

address‘for that web site, the true I? address of that web site would be revealed over the Internet

as part of the DNS inquiry. This would hamper anonymous communications on the Internet.

One conventional scheme that provides secure virtual private networks over the Internet

provides the DNS server with the public keys of the machines that the DNS server has the

addresses for. This allows hosts to retrieve automatically the public keys of a host that the host

is to communicate with so that the host can set up a VPN without having the user enter the public

key of the destination host. One implementation of this standard is presently being developed as

part of the FreeS/WAN project(RFC 2535).

The conventional scheme suffers from certain drawbacks. For example, any user can

perform a DNS request. Moreover, DNS requests resolve to the same value for all users.

According to certain aspects of the invention, a specialized DNS server traps DNS

requests and, if the request is from a special type of user (e.g., one for which secure

communication services are defined), the server does not return the true IP address of the target

node, but instead automatically sets up a virtual private network between the target node and the

user. The VPN is preferably implemented using the [P address “hopping” features of the basic

invention described above, such that the true identity of the two nodes carmot be determined

even if packets during the communication are intercepted. For DNS requests that are determined

.-
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to not require secure services (e.g., an unregistered user), the DNS server transparently “passes

through” the request to provide a normal look-up function and return the IP address of the target

web server, provided that the requesting host has permissions to resolve unsecured sites.

Different users who make an identical DNS request could be provided with different results.

FIG. 26 shows a system employing various principles summarized above. A user’s

computer 2601 includes a conventional client (e.g., a web browser) 2605 and an IP protocol

stack 2606 that preferably operates in accordance with an IP hopping function 2607 as outlined

above. A modified DNS server 2602 includes a conventional DNS server function 2609 and a

DNS proxy 2610. A gatekeeper server 2603 is interposed between the modified DNS server and

a secure target site 2704. An “unsecure” target site 2611 is also accessible via conventional IP

protocols.

According to one embodiment, DNS proxy 2610 intercepts all DNS lookup functions

from client 2605 and determines whether access to a secure site has been requested. If access to

a secure site has been requested (as determined, for example, by a domain name extension, or by

reference to an internal table of such sites), DNS proxy 2610 determines whether the user has

sufficient security privileges to access the site. If so, DNS proxy 2610 transmits a message to

gatekeeper 2603 requesting that a virtual private network be created between user computer 2601

and secure target site 2604. In one embodiment, gatekeeper 2603 creates “hopblocks” to be used

by computer 2601 and secure target site 2604 for secure communication. Then, gatekeeper 2603

communicates these to user computer 2601. Thereafier, DNS proxy 2610 returns to user

computer 2601 the resolved address passed to it by the gatekeeper (this address could be

different from the actual target computer) 2604, preferably using a secure administrative VPN.

The address that is returned need not be the actual address of the destination computer.

Had the user requested lookup of a non-secure web site such as site 2611, DNS proxy

would merely pass through to conventional DNS server 2609 the look-up request, which would

be handled in a conventional manner, returning the IP address of non-secure web site 2611. If

the user had requested lookup of a secure web site but lacked credentials to create such a

connection, DNS proxy 2610 would return a “host unknown” error to the user. In this manner,
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different users requesting access to the same DNS name could be provided with different look-up

results.

Gatekeeper 2603 can be implemented on a separate computer (as shown in FIG. 26) or as

a function within modified DNS server 2602. In general, it is anticipated that gatekeeper 2703

facilitates the allocation and exchange of information needed to communicate securely, such as

using “hopped” IP addresses. Secure hosts such as site 2604 are assumed to be equipped with a

secure communication function such as an IP hopping function 2608.-

It will be appreciated that the functions of DNS proxy 2610 and DNS server 2609 can be

combined into a single server for convenience. Moreover, although element 2602 is shown as

combining the functions of two servers, the two servers can be made to operate independently.

FIG. 27 shows steps that can be executed by DNS proxy server 2610 to handle requests

for DNS look-up for secure hosts. In step 2701, a DNS look-up request is received for a target

host. In step 2702, a check is made to determine whether access to a secure host was requested.

If not, then in step 2703 the DNS request is passed to conventional DNS server 2609, which

looks up the IP address of the target site and returns it to the user’s application for further

processing.

In step 2702, if access to a secure host was requested, then in step 2704 a further check is

made to determine whether the user is authorized to connect to the secure host. Such a check can

be made with reference to an internally stored list of authorized IP addresses, or can be made by

communicating with gatekeeper 2603 (e.g., over an “administrative” VPN that is secure). It will

be appreciated that different levels of security can also be provided for different categories of

hosts. For example, some sites may be designated as having a certain security level, and the

security level of the user requesting access must match that security level. The user’s security

level can also be determined by transmitting a request message back to the user’s computer

requiring that it prove that it has sufficient privileges.

If the user is not authorized to access the secure site, then a “host unknown” message is

returned (step 2705). If the user has sufficient security privileges, then in step 2706 a secure

VPN is established between the user’s computer and the secure target site. As described above,

”(p
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this is preferably done by allocating a hopping regime that will be carried out between the user’s

computer and the secure target site, and is preferably performed transparently to the user (i.e., the

user need not be involved in creating the secure link). As described in various embodiments of

this application, any of various fields can be “hopped" (e.g., IP source/destination addresses; a

field in the header; etc.) in order to communicate securely.

Some or all of the security functions can be embedded in gatekeeper 2603, such that it

handles all requests to connect to secure sites. In this embodiment, DNS proxy 2610

‘ communicates with gatekeeper 2603 to determine (preferably over a secure administrative VPN)

whether the user has access to a particular web site. Various scenarios for implementing these

features are described by way of example below:

Scenario #1: Client has permission to access target computer, and gatekeeper has a rule

to make a VPN for the client. In this scenario, the client’s DNS request would be received by the

DNS proxy server 2610, which would forward the request to gatekeeper 2603. The gatekeeper

would establish a VPN between the client and the requested target. The gatekeeper would

provide the address of the destination to the DNS proxy, which would then return the resolved
name as a result. The resolved address can be transmitted back to the client in a secure

administrative VPN.

Scenario #2: Client does not have permission to access target computer. In this scenario,

the client’s DNS request would be received by the DNS proxy server 2610, which would forward

the request to gatekeeper 2603. The gatekeeper would reject the request, informing DNS proxy

server 2610 that it was unable to find the target computer. The DNS proxy 2610 would then

return a “host. unknown” error message to the client.

Scenm'g £3: Client has permission to connect using a normal non-VPN link, and the

gatekeeper does not have a rule to set up a VPN for the client to the targetI site. In this scenario,

the client’s DNS request is received by DNS proxy server 2610, which would check its rules and

determine that no VPN is needed. Gatekeeper 2603 would then inform the DNS proxy server to

forward the request to. conventional DNS server 2609, which would resolve the request and

return the result to the DNS proxy server and then back to the client.

6. Q)?“
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Scenario #4: Client does not have permission to establish a normal/non-VPN link, and

the gatekeeper does not have a rule to make a VPN for the client to the target site. In this

scenario, the DNS proxy server would receive the client’s DNS request and forward it to

gatekeeper 2603. Gatekeeper 2603 would determine that no special VPN was needed, but that
the client is not authorized to communicate with non-VPN members. The gatekeeper would

reject the request, causing DNS proxy server 2610 to return an error message to the client.

C. Large Link to Small Link Bandwidth Management

One feature of the basic architecture is the ability to prevent so-called “denial of service”

attacks that can occur if a computer hacker floods a known Internet node with packets, thus

preventing the node from communicating with other nodes. Because IP addresses or other fields

are “hopped” and packets arriving with invalid addresses are quickly discarded, Internet nodes

are protected against flooding targeted at a single IP address.

In a system in which a computer is coupled through a link having a limited bandwidth

(e.g., an edge router) to a node that can support a much higher-bandwidth link (e.g., an Internet

Service Provider), a potential weakness could be exploited by a determined hacker. Referring to

FIG. 28, suppose that a first host computer 2801 is communicating with a second host computer

2804 using the [P address hopping principles described above. The first host computer is

coupled through an edge router 2802 to an Internet Service Provider (ISP) 2803 through a low

bandwidth link (LOW BW), and is in turn coupled to second host computer 2804 through parts

of the Internet through a high bandwidth link (HIGH-BW). In this architecture, the ISP is able to

support a high bandwidth to the intemet, but a much lower bandwidth to the edge router 2802.

Suppose that a computer hacker is able to transmit a large quantity of dummy packets

addressed to first host computer 2801 across high bandwidth link HIGH BW. Normally, host

computer 2801 would be able to quickly reject the packets since they would not fall within the

acceptance window permitted by the IP address hopping scheme. However, because the packets

must travel across low bandwidth link LOW BW, the packets overwhelm the lower bandwidth

link before they are received by host computer 2801. Consequently, the link to host computer

2801 is effectively flooded before the packets can be discarded.

was
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According to one inventive improvement, a “link guard” function 2805 is inserted into

the high-bandwidth node (e.g., ISP 2803) that quickly discards packets destined for a low-

bandwidth target node if they are not valid packets. Each packet destined for a low-bandwidth

node is cryptographically authenticated to determine whether it belongs to a VPN. If it is not a

5 valid VPN packet, the packet is discarded at the high-bandwidth node. If the packet is

authenticated as belonging to a VPN, the packet is passed with high preference. If the packet is a

valid non-VPN packet, it is passed with a lower quality of service (e.g., lower priority).

In one embodiment, the ISP distinguishes between VPN and non-VPN packets using the

protocol of the packet. In the case of [PSEC [rfc 2401], the packets have IP protocols 420 and

421. In the case of the TARP VPN, the packets will have an IP protocol that is not yet defined. 
:2 The ISP’s link guard, 2805, maintains a table of valid VPNs which it uses to validate whether
:3 VPN packets are cryptographically valid. According to one embodiment, packets that do not

:2 fall within any hop windows used by nodes on the low-bandwidth link are rejected, or are sent

E: with a lower quality of service. One approach for doing this is to provide a copy of the IP
3 15 hopping tables used by the low-bandwidth nodes to the high-bandwidth node, such that both the

2:2, high-bandwidth and low-bandwidth nodes track hopped packets (e.g., the high-bandwidth node
5:: moves its hopping window as valid packets are received). In such a scenario, the high-

: bandwidth node discards packets that do not fall within the hopping window before they are

transmitted over the low-bandwidth link. Thus, for example, ISP 2903 maintains a copy 2910 of

20 the receive table used by host computer 2901. Incoming packets that do not fall within this

receive table are discarded. According to a different embodiment, link guard 2805 validates each

VPN packet using a keyed hashed message authentication code (HMAC) [rfc 2104].

According to another embodiment, separate VPNs (using, for example, hopblocks) can be

established for communicating between the low—bandwidth node and the high-bandwidth node

25 (Le, packets arriving at the high-bandwidth node are converted into different packets before

being transmitted to the low-bandwidth node).

As shown in FIG. 29, for example, suppose that a first host computer 2900 is

communicating with a second host computer 2902 over the Internet, and the path includes a high

n
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bandwidth link HIGH BW to an ISP 2901 and a low bandwidth link LOW BW through an edge

router 2904. .In accordance with the basic architecture described above, first host computer 2900

and second host computer 2902 would exchange hopblocks (or a hopblock algorithm) and would

be able to create matching transmit and receive tables 2905, 2906, 2912 and 2913. Then in

accordance with the basic architecture, the two computers would transmit packets having

seemingly random 1? source and destination addresses, and each would move a corresponding

hopping window in its receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to deduce that packets having a

certain range of IP addresses (e.g., addresses 100 to 200 for the sake of simplicity) are being

transmitted to ISP 2901, and that these packets are being forwarded over a low-bandwidth link.

Hacker computer 2903 could thus “flood” packets having addresses falling into the range 100 to

200, expecting that they would be forwarded along low bandwidth link LOW BW, thus causing

the low bandwidth link to become overwhelmed. The fast packet reject mechanism in first host

computer 3000 would be of little use in rejecting these packets, since the low bandwidth link was

effectively jammed before the packets could be rejected. In accordance with one aspect of the

improvement, however, VPN link guard 2911 would prevent the attack from impacting the

performance of VPN traffic because the packets would either be rejected as invalid VPN packets

or given a lower quality of service than VPN traffic over the lower bandwidth link. A denial-of-

service flood attack could, however, still disrupt non-VPN traffic.

According to one embodiment of the improvement, ISP 2901 maintains a separate VPN

with first host computer 2900, and thus translates packets arriving at the ISP into packets having

a different IP header before they are transmitted to host computer 2900. The cryptographic keys

used to authenticate VPN packets at the link guard 2911 and the cryptographic keys used to

encrypt and decrypt the VPN packets at host 2902 and host 2901 can be different, so that link

guard 2911 does not have access to the private host data; it only has the capability to authenticate

those packets.

According to yet a third embodiment, the low-bandwidth node can transmit avspecial

message to the high-bandwidth node instructing it to shut down all transmissions on a particular

“6
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IP address, such that only hopped packets will pass through to the low-bandwidth node. This

embodiment would prevent a hacker from flooding packets using a single IP address. According

to yet a fourth embodiment, the high-bandwidth node can be configured to discard packets

transmitted to the low-bandwidth node if the transmission rate exceeds a certain predetermined

threshold for any given IP address; this would allow hopped packets to go through. In this

respect, link guard 2911 can be used to detect that the rate of packets on a given IP address are

exceeding a threshold rate; further packets addressed to that same IP address would be dropped

or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicating using “hopping” technology, a

treasonous insider could internally flood the system with packets. In order to prevent this

possibility, one inventive improvement involves setting up “contracts” between nodes in the

system, such that a receiver can impose a bandwidth limitation on each packet sender. One

technique for doing this is to delay acceptance of a checkpoint synchronization request from a

sender until a certain time period (e.g., one minute) has elapsed. Each receiver can effectively

control the rate at which its hopping window moves by delaying “SYNC ACK" responses to

“SYNC_REQ” messages.

A simple modification to the checkpoint synchronizer will serve to protect a receiver

from accidental or deliberate overload from an internally treasonous client. This modificationis

based on the observation that a receiver will not update its tables until a SYNC_REQ is received

on hopped address CKPT_N. It is a simple matter of deferring the generation of a new CKPTflIN

until an appropriate interval after previous checkpoints.

' Suppose a receiver wished to restrict reception from a transmitter to 100 packets a

second, and that checkpoint synchronization messages were triggered every 50 packets. A

compliant transmitter would not issue new SYNC_REQ messages more ofien than every 0.5

seconds. The receiver could delay a non-compliant transmitter from synchronizing by delaying

the issuance of CKPT_N for 0.5 second after the last SYNC_REQ was accepted.
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In general, if M receivers need to restrict N transmitters issuing new SYNC_REQ

messages afier every W messages to sending R messages a second in aggregate, each receiver

could defer issuing a new CKPT_N until MxNxW/R seconds have elapsed since the last

SYNC_REQ has been received and accepted. If the transmitter exceeds this rate between a pair

of checkpoints, it will issue the new checkpoint before the receiver is ready to receive it, and the

SYNC_REQ will be discarded by the receiver. Afier this, the transmitter will re-issue the

SYNC_REQ every Tl seconds until it receives a SYNC_ACK. The receiver will eventually

update CKPT_N_ and the SYNC_REQ will be acknowledged. If the transmission rate greatly

exceeds the allowed rate, the transmitter will stop until it is compliant. If the transmitter exceeds

the allowed rate by a little, it will eventually stop afler several rounds of delayed synchronization

until it is in compliance. Hacking the transmitter’s code to not shut off only permits the

transmitter to lose the acceptance window. In this case it can recover the window and proceed

only after it is compliant again.

Two practical issues should be considered when implementing the above scheme:

1. The receiver rate should be slightly higher than the permitted rate in order to allow for

statistical fluctuations in traffic arrival times and non-uniform load balancing.

2. Since a transmitter will rightfiilly continue to transmit for a period after a SYNC_REQ

is transmitted, the algorithm above can artificially reduce the transmitter’s bandwidth. If events

prevent a compliant transmitter fiom synchronizing for a period (e.g. the network dropping a

SYNC_REQ or a SYNC_ACK) a SYNC_REQ will be accepted later than expected. After this,

the transmitter will transmit fewer than expected messages before encountering the next

checkpoint. The new checkpoint will not have been activated and the transmitter will have to

retransmit the SYNC_REQ. This will appear to the receiver as if the transmitter is not

compliant. Therefore, the next checkpoint will be accepted late from the transmitter’s

perSpective. This has the effect of reducing the transmitter’s allowed packet rate until the

transmitter transmits at a packet rate below the agreed upon rate for a period of time.

To guard against this, the receiver should keep track of the times that the last C

SYNC_REQS were received and accepted and use the minimum of MxNxW/R seconds afier the

w
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last SYNC_REQ has been received and accepted, 2xMxNxW/R seconds afier next to the last

SYNC_REQ has been received and accepted, CxMxNxW/R seconds after (C-l)m to the last

SYNC_REQ has been received, as the time to activate CKPT_N. This prevents the receiver

from inappropriately limiting the transmitter’s packet rate if at least one out of the last C

SYNC_REQS was processed on the first attempt.

FIG. 30 shows a system employing the above-described principles. In FIG. 30, two

computers 3000 and 3001 are assumed to be communicating over a network N in accordance

with the “hopping” principles described above (e.g., hopped IP addresses, discriminator values,

etc.). For the sake of simplicity, computer 3000 will be referred to as the receiving computer and

computer 3001 will be referred to as the transmitting computer, although fill] duplex operation is

of course contemplated. Moreover, although only a single transmitter is shown, multiple

transmitters can transmit to receiver 3000.

As described above, receiving computer 3000 maintains a receive table 3002 including a

window W that defines valid IP address pairs that will be accepted when appearing in incoming

data packets. Transmitting computer 3001 maintains a transmit table 3003 from which the next

IP address pairs will be selected when transmitting a packet to receiving computer 3000. (For

the sake of illustration, window W is also illustrated with reference to transmit table 3003). As

transmitting computer moves through its table, it will eventually generate a SYNC_REQ

message as illustrated in function 3010. This is a request to receiver 3000 to synchronize the

receive table 3002, from which transmitter 3001 expects a response in the form of a CKPT_N

(included as part of a SYNC_ACK message). If transmitting computer 3001 transmits more

messages than its allotment, it will prematurely generate the SYNC_REQ message. (If it has

been altered to remove the SYNC_REQ message generation altogether, it will fall out of

synchronization since receiver 3000 will quickly reject packets that fall outside of window W,

and the extra packets generated by transmitter 3001 will be discarded).

In accordance with the improvements described above, receiving computer 3000

performs certain steps when a SYNC_REQ message is received, as illustrated in FIG. 30. In step

3004, receiving computer 3000 receives the SYNC_REQ message. In step 3005, a check is

,._
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made to determine whether the request is a duplicate. If so, it is discarded in step 3006. In step

3007, a check is made to determine whether the SYNC_REQ received from transmitter 3001 was

received at a rate that exceeds the allowable rate R (i.e., the period between the time of the last

SYNC_REQ message). The value R can be a constant, or it can be made to fluctuate as desired.

If the rate exceeds R, then in step 3008 the next activation of the next CKPT_N hopping table

entry is delayed by W/R seconds after the last SYNC_REQ has been accepted.

Otherwise, if the rate has not been exceeded, then in step 3109 the next CKPT_N value is

calculated and inserted into the receiver’s hopping table prior to the next SYNC_REQ from

thetransmitter 3101. Transmitter 3101 then processes the SYNC_REQ in the normal manner.

E. Signaling Smchronizer

In a system in which a large number of users communicate with a central node using

secure hopping technology, a large amount of memory must be set aside for hopping tables and

their supporting data structures. For example, if one million subscribers to a web site

occasionally communicate with the web site, the site must maintain one million hopping tables,

thus using up valuable computer resources, even though only a small percentage of the users may

actually be using the system at any one time. A desirable solution would be a system that

permits a certain maximum number of simultaneous links to be maintained, but which would

“recognize” millions of registered users at any one time. In other words, out of a population of a

million registered users, a few thousand at a time could simultaneously communicate with a

central server, without requiring that the server maintain one million hopping tables ‘of

appreciable size.

One solution is to partition the central node into two nodes: a signaling server that

performs session initiation for user log-on and log-off (and requires only minimally sized tables),

and a transport server that contains larger hopping tables for the users. The signaling server

listens for the millions of known users and performs a fast-packet reject of other (bogus) packets.

When a packet is received fi'om a known user, the signaling server activates a virtual private link

(VPL) between the user and the transport server, where hopping tables are allocated and

maintained. When the user logs onto the signaling server, the user’s computer is provided with
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hop tables for communicating with the transport server, thus activating the VPL. The VPLs can

be torn down when they become inactive for a time period, or they can be torn down upon user

' log-out. Communication with the signaling server to allow user log-on and log-off can be

accomplished using a specialized version of the checkpoint scheme described above.

FIG. 31 shows a system employing certain of the above-described principles. In FIG. 31,

a signaling server 3101 and a transport server 3102 communicate over a link. Signaling server

3101 contains a large number of small tables 3106 and 3107 that contain enough information to

authenticate a communication request with one or more clients 3103 and 3104. As described in

more detail below, these small tables may advantageously be constructed as a special case of the

synchronizing checkpoint tables described previously. Transport server 3102, which is

preferably a separate computer in communication with signaling server 3101, contains a smaller

number of larger hopping tables 3108, 3109, and 3110 that can be allocated to create a VPN with

one of the client computers.

According to one embodiment, a client that has previously registered with the system

(e. g., via a system administration function, a user registration procedure, or some other method)

transmits a request for information from a computer (e.g., a web site). In one variation, the

request is made using a “hopped” packet, such that signaling server 3101 will quickly reject

invalid packets from unauthorized computers such as hacker computer 3105. An

“administrative” VPN can be established between all of the clients and the signaling server in

order to ensure that a hacker cannot flood signaling server 3101 with bogus packets. Details of

this scheme are provided below.

Signaling server 3101 receives the request 3111 and uses it to determine that client 3103

is a validly registered user. Next, signaling server 3101 issues a request to transport server 3102

to allocate a hopping table (or hopping algorithm or other regime) for the purpose of creating a

VPN with client 3103. The allocated hopping parameters are returned‘to signaling server 3101

(path 3113), which then supplies the hopping parameters to client 3103 via path 3114, preferably

in encrypted form.
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Thereafier, client 3103 communicates with transport server 3102 using the normal

hopping techniques described above. It will be appreciated that although signaling server 3101

and transport server 3102 are illustrated as being two separate computers, they could of course be

combined into a single computer and their functions performed on the single computer.

Alternatively, it is possible to partition the functions shown in FIG. 31 differently from as shown

without departing from the inventive principles.

One advantage of the above-described architecture is that signaling server 3101 need only

maintain a small amount of information on a large number of potential users, yet it retains the

capability of quickly rejecting packets fi'om unauthorized users such as hacker computer 3105.

Larger data tables needed to perform the hopping and synchronization functions are instead

maintained in a transport server 3102, and a smaller number of these tables are needed since they

are only allocated for “active” links. Afier a VPN has become inactive for a certain time period

(e.g., one hour), the VPN can be automatically torn down by transport server 3102 or signaling

server 3101.

A more detailed description will now be provided regarding how a special case of the

checkpoint synchronization feature can be used to implement the signaling scheme described

above;

The signaling synchronizer may be required to support many (millions) of standing, low

bandwidth connections. It therefore should minimize per-VPL memory usage while providing

the security offered by hopping technology. In order to reduce memory usage in the signaling

server, the data hopping tables can be completely eliminated and data can be carried as part of

the SYNC_REQ message. The table used by the server side (receiver) and client side

(transmitter) is shown schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT_N, CKPT_O and CKPT_R remain the same from

the previous description, except that CKPT_N can receive a combined data and SYNC_REQ

message or a SYNC_REQ message without the data.

The protocol is a straightforward extension of the earlier synchronizer. Assume that a

client transmitter is on and the tables are synchronized. The initial tables can be generated “out
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of band." For example, a client can log into a web server to establish an account over the

Internet. The client will receive keys etc encrypted over the Internet. Meanwhile, the server will

set up the signaling VPN on the signaling server.

Assuming that a client application wishes to send a packet to the server on the client’s

standing signaling VPL:

1. The client sends the message marked as a data message on the inner header using the

transmitter’s CKPT_N address. It turns the transmitter off and starts a timer T1 noting CKPT_O.

Messages can be one of three types: DATA, SYNC_REQ and SYNC_ACK. In the normal

algorithm, some potential problems can be prevented by identifying each message type as part of

the encrypted inner header field. In this algorithm, it is important to distinguish a data packet

. and a SYNC_REQ in the signaling synchronizer since the data and the SYNC_REQ come in on

the same address.

2. When the server receives a data message on its CKPT_N, it verifies the message and

passes it up the stack. The message can be verified by checking message type and and other

information (i.e user credentials) contained in the inner header It replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT_R to correspond

to the client’s receiver-side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its

payload.

. 3. When the client side receiver receives a SYNC_ACK on its CKPT_R with a payload

matching its transmitter side CKPT_O and the transmitter is off, the transmitter is turned on and

the receiver side CKPT_R is updated. If the SYNC_ACK’S payload does not match the

transmitter side CKPT_O or the transmitter is on, the SYNC_ACK is simply discarded.

4. T1 expires: If the transmitter is off and the client’s transmitter side CKPT_O matches

the CKPT_O associated with the timer, it starts timer T1 noting CKPT_O again, and a

SYNC_REQ is sent using the transmitter’s CKPT_O address. Otherwise, no action is taken.

5. When the server receives a SYNC_REQ on its CKPT_N, it replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT_R to correspond
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to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its

payload.

6. When the server receives a SYNC_REQ on its CKPT_O, it updates its transmitter side

CKPT_R to correspond to the client’s receiver side CKPT_R and transmits a SYNC_ACK

containing CKPT_O in its payload.

FIG. 32 shows message flows to highlight the protocol. Reading from top to bottom, the

client sends data to the server using its transmitter side CKPT_N. The client side transmitter is

turned off and a retry timer is turned off. The transmitter will not transmit messages as long as

the transmitter is turned off. The client side transmitter then loads CKPT_N into CKPT_O and

updates CKPT_N. This message is successfully received and a passed up the stack. It also

synchronizes the receiver i.e, the server loads CKPT_N into CKPT_O and generates a new

CKPT_N, it generates a new CKPT_R in the server side transmitter and transmits a SYNC_ACK

containing the server side receiver’s CKPT_O the server. The SYNC_ACK is successfully
received at the client. The client side receiver’s CKPT_R is updated, the transmitter is turned on

and the retry timer is killed. The client side transmitter is ready to transmit a new data message.

Next, the client sends data to the server using its transmitter side CKPT_N. The client

side transmitter is turned off and a retry timer is turned off. The transmitter will not transmit

messages as long as the transmitter is turned off. The client side transmitter then loads CKPT_N

into CKPT_O and updates CKPT_N. This message is lost. The client side timer expires and as a

result a SYNC_REQ is transmitted on the client side transmitter’s CKPT_O (this will keep

happening until the SYNC_ACK has been received at the client). The SYNC_REQ is

successfully received at the server. It synchronizes the receiver i.e, the server loads CKPT_N

into CKPT_O and generates a new CKPT_N, it generates an new CKPT_R in the server side

transmitter and transmits a SYNC_ACK containing the server side receiver’s CKPT_O the

server. The SYNC_ACK is successfully received at the client. The client side receiver’s

CKPT_R is updated, the transmitter is turned off and the retry timer is killed. The client side

transmitter is ready to transmit a new data message.

72 '%

242



243

0479.85672 .\ .

There are numerous other scenarios that follow this flow. For example, the SYNC_ACK

could be lost. The transmitter would continue to re-send the SYNC_REQ until the receiver

synchronizes and responds.

The above-described procedures allow a client to be authenticated at signaling server

5 3201 while maintaining the ability of signaling server 3201 to quickly reject invalid packets,

such as might be generated by hacker computer 3205. In various embodiments, the signaling

synchronizer is really a derivative of the synchronizer. It provides the same protection as the

hopping protocol, and it does so for a large number of low bandwidth connections.
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CLAIMS

1. A method of transmitting d a packets between a first computer and a second

(1 the second computer are linked via a plurality of 
 

 

 
 

 

 

 

 

computer, wherein the first computer .

separate transmission paths, the meth d comprising the steps of:

(l) assigning a weight value 0 each of the plurality of transmission paths, wherein each

(3) measuring the ans n ,_ ion quality for each of the plurality of transmission paths; and

‘ o a non-zero value the assigned weight value for a

over time the assign-d ig t v ue ' relation to weight values assigned to the remaining

transmission paths.

3. The method of

the assigned weight value according to an incrementally decreasing function.

4. The method 0 f claim 2, wherein step (4) comprises the step of gradually decreasing

. aim 2, wherein step (4) comprises the step of gradually decreasing

the assigned weight val e according to an exponentially decaying function.

5. The method f claim 1, wherein step (3) comprises the step of determining that one or

more packets transmi d to the second computer was not acknowledged by the second computer.

6. The metho n

of a synchronization - acket that maintains synchronization witha moving window of valid

of claim 1, wherein step (3) comprises the step of evaluating the contents

values.

7. The rne

source and destinat on [P address pair that is selected according to a pseudo-random sequence.

d of claim 1, further comprising the step of inserting into each data packet a
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8. The method of clai 1, wherein step (4) comprises the step of adjusting downwardly

the assigned weight value for transmission path only if the transmission quality has declined

below a predetermined thresho d.

9. The method of clai 1, further comprising the step of adjusting upwardly the assigned

5 weight value that was adjusted in step (4) if it is later determined that the transmission quality

 

 

 

 
 

has improved.

10. The method of cla m 1, further comprising the step of adjusting upwardly the weight

values of the remaining trans ission links in an amount that compensates for the downwardly

adjusted weight value.

a, 10 11. The method of c im 10, wherein the step of adjusting upwardly comprises the step

of equally distributing the cunt that was downwardly adjusted-across the remaining

transmission links.

12. The me od of 17m 1, further comprising the step of adjusting downwardly to zero
the assigned wei - , a or any transmission link whose quality has degraded below a preset

15 threshold.

 
 

20 respective weight valu represents the relative number of packets that a respective transmission

the plurality of trans 'ssion paths on the basis of each respective transmission path’s assigned

weight value;

25 (3) measuri ,-

(4) adjustin -

transmission path fc» which the transmission quality has declined.

75

245



246

ma-

.r.11...sl'“l]3::r:..H u"...un=2...»man
u»...'Ilul‘

w3”",12:.“W71HiIE?"'L‘fl‘. lr'

mun
...i:

61”“ll‘"ll11 u...”n

0479.85672 .1 .

 

 

 

 

 

 

 
 

 

15. The first computer of claim 14, wherein the first computer gradually decreases over

time the assigned weight val - in relation to weight values assigned to the remaining

transmission paths.

16. The first computr of claim 15, wherein the first computer gradually decreases the

5 assigned weight value accoruing to an incrementally decreasing fimction.

17. The first compuer of claim 15, wherein the first computer gradually decreases the

assigned weight value acco ding to an exponentially decaying function.

18. The first comp ter of claim 14, wherein the first computer measures the transmission

quality by determining th one or more packets transmitted to the second computer was not

10 acknowledged by the se 6 .~ computer.

15 packet a source ,

sequence.

21. The first C0

assigned weight value or any transmission path only if the transmission quality has declined

below a predetenninev. threshold.

20 22. The first omputer of claim 14, wherein the first computer adjusts upwardly the

assigned weight valu that was adjusted in step (4) if it is later determined that the transmission

puter of claim 14, wherein the first computer adjusts downwardly the

quality has improve a .

23. The computer of claim 14, wherein the first computer adjuSts upwardly the

weight values of - remaining transmission links in an amount that compensates for the

' 25 downwardly adju ed weight value.

24. The st computer of claim 23, wherein the first computer upwardly adjusts

probabilities acr 55 the remaining transmission links in an amount equal to the downwardly

adjusted weight alue.

76

246



247

liml.)r
Hum anm-'hrfi‘

sin—ran.allmll“‘ll61:11:
‘lfl'.r'“ -.,-..a...“a..."un
1:3"

fZ‘fll1T1!"i u“...

u“11“..
umuLl'"ilif"?!llifZI"ll'" ni...:xum:-

0479.85672 . .

 

 
 
 

25. The first co puter of claim 14, wherein the first computer adjusts downwardly to

zero the assigned wei

preset threshold.

26. The

(4) periodically.

t value for any transmission link whose quality has degraded below a

computer of claim 14, wherein the first computer repeats steps (2) through

27. A sys m comprising the first computer of claim 14 and a second computer

constructed in a ordance with the first computer of claim 14.

I!2“ method of transparently creating a virtual private network (VPN) between a client
computer and a target computer, comprising the steps of:

(1) generating from the client computer a Domain Name Service (DNS) request that

requests an IP address corresponding to a domain name associated with the target computer;

(2) determining whether the DNS request transmitted in step (1) is requesting access to a

secure web site; and

(3) in response to determining that the DNS request in step (2) is requesting access to a

secure target web site, automatically initiating the VPN between the client computer and the

targetimputer. I
)5. The method of claimsz’, wherein steps (2) and (3) are performed at a DNS server

separate from the client computer. i
/ . The method of claim , further comprising the step of:

(4) in response to determining that the DNS request in step (2) is not requesting access to

a secure target web site, resolving the IP address for the domain name and returning the IP

address To the client computer.

. The method of claim’28,)wherein step (3) comprises the step of, prior to
automatically initiating the VPN between the client computer and the target computer,

determining whether the client computer is authorized to establish a VPN with the target

computer- . d, if not so authorized, returning an error from the DNS request.

$2M method of claim 2‘8, wherein step (3) comprises the step of, prior to
automatically initiating the VPN between the client computer and the target computer,
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determining whether the client computer is authorized to resolve addresses of non secure target

computeg and, if not so authometunnng an error from the DNS request.
”he method of clai . , wherein step (3) comprises the step of establishing the VPN

by creati an IP address hopping sc eme between the client computer and the target computer.

2? The method of claim,2 wherein step (3) comprises the step of using a gatekeeper
computer that allocates VPN resources for communicating between the client computer and the

target co uter. -

. The method of clain328,bwherein step (2) is performed in a DNS proxy server that
passes through the request to a DNS server if it is determined in step (3) that access is not being

requeste o a secure target web sit

. The method of claim/3;, wherein step (3) comprises the step of transmitting a
message to the client computer to determine whether the client computer is authorized to

establis he VPN target computer.

i?A system that transparently creates a virtual private network WPN) between a client
computer and a secure target computer, comprising:

a DNS proxy server that receives a request from the client computer to look up an IP

address for a domain name, wherein the DNS proxy server returns the IP address for the

requested domain name if it is determined that access to a non-secure web site has been

requested, and wherein the DNS proxy server generates a request to create the VPN between the

client computer and the secure target computer if it is determined that access to a secure web site

has been requested; and

a gatekeeper computer that allocates resources for the VPN between the client computer

and theifcure web computer in reanse to the request by the DNS proxy server.
/38./The system of claim)4:wherein the gatekeeper computer creates the VPN by

establishing an [P address hopping regime that is used to pseudorandomly change IP addresses in

packets transmitted between the client computer and the secure target computer.
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iéThe system of claim/37,]wherein the gatekeeper computer detennines whether the
client computer has sufficient security privileges to create the VPN and, if the client computer

lacks sufficient security privileges, rejecting the request to create the VPN.

40. A metho- of preventing data packets received from a high bandwidth link fi'om 

 
 

 

flooding a low band idth link, comprising the steps of:

a header of each ale ta packet to a set of valid values maintained for the computer on the low-

bandwidth link.

42. The n ethod of claim 41, wherein step (3) comprises the step of comparing a value in

44. - method of claim 40, wherein step (3) comprises the step of reducing a priority

level of the p cket in relation to other data packets, wherein the priority level determines whether

a particular ta packet will be transmitted before another data packet having a different priority

level.

45. he method of claim 40, wherein step (3) comprises the step of performing a

cryptograp 0 check on each data packet to determine whether each data packet is validly

addressed.
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46. The method if claim 40, wherein step (3) comprises the step of receiving a message

from the computer on th low-bandwidth link to stop accepting messages having a particular

characteristic.

47. The method of claim 46, wherein step (3) comprises the step of receiving a message

from the computer on tue low-bandwidth link to stop accepting messages addressed to a

particular IP address.

48. The metho-o of claim 40, wherein step (3) comprises the step of determining that a

packet transmission rte has been exceeded for a given packet parameter.

 
and, if they are ad- essed to the first computer, routes them to the first computer over the low

bandwidth data li ,

wherein th second computer prevents invalid data packets ostensibly addressed to the

first computer fro being transmitted over the low bandwidth data link.

51. The s stern of claim 50, wherein the second computer prevents invalid data packets

fiom being trans n itted over the low bandwidth data link by comparing a discriminator field in a

header of each d a packet to a table of valid discriminator fields maintained for the first

computer.

52. The system of claim 50, wherein the second computer compares an Internet Protocol

(IP) address in : header of each data packet to a table of valid [P addresses.

53. :Th system of claim 52, wherein the second computer compares the IP .address in the

, header of each data packet to a moving window of valid [P addresses, wherein the moving

window is als maintained by the first computer.
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54. The system of c aim 50, wherein the second computer reduces a priority level of a

data packet in relation to o n er data packets, wherein the priority level determines whether a

particular data packet will e transmitted before another data packet having a different priority

level.

55. The system of laim 50, wherein the second computer performs a cryptographic

check on each data packet 0 determine whether each data packet is validly addressed.

56. The system of laim 50, wherein the second computer receives a message from the

first computer that causes he second computer to stop accepting messages having a particular

characteristic.

57. The system 0 claim 56, wherein the second computer receiving a message from the

first computer to stop ac - . 'ng messages addressed to a particular IP address.

 
computers, a meth d comprising the steps of:

(1) recei ' g at the first computer the synchronization request from the second computer;

(2) det ' g whether the synchronization request was received in less than a

than the predeterm ned interval, providing the synchronization response to the first computer.

81

251



252

10

15

20

25

0479.85672 . ‘

61. The method of clai 60, wherein step (3) comprises the step of delaying the

acceptance of a SYNC_REQ for W/R seconds, where W is the number of data packets between

synchronization requests accord ng to an agreed schedule, and R is the agreed rate at which

synchronization requests shoul be received according to the agreed schedule.

62. The method of clai u 60, further comprising the step of determining whether the

synchronization request is a d - licate of a previously received synchronization request and, if it

is a duplicate, discarding it.

i 63. The method of Cl 'm 60, wherein step (4) comprises the step of providing a response

that includes a new checkpoint for synchronizing a window in a hopping table.

64. A computer that eceives data packets from a second computer over a network

according to a scheme by Wh ich at least one field in a series of data packets is periodically

 
65. The comp ter of claim 64, wherein the computer delays the acceptance of a

SYNC_REQ in step ( ) for W/R seconds, where W is the number of data packets between

synchronization requ-sts according to an agreed schedule, and R is the agreed rate at which

synchronization requ sts should be received according to the agreed schedule. '

66. The com uter of claim 64, wherein the computer further performs the step of

determining whether the synchronization request is a duplicate of a previously received

synchronization req est and, if it is a duplicate, discarding it.

82‘

252



253

mm2mmhi)nil-u;ii'"l!11:2:1122..Fl] u11an..-
.1Ir

‘hlzumm:nu...

u...M:11"11'T"llIii:"if"1‘31“11““'“'12:"1'31 'knl''ll-ul’mull:r'

._. O

._. kll

20

. ' ‘V I '

0479.85672 . .

H
’61/A method of establishing communication between one of a plurality of client

computers and a central computer that maintains a plurality of authentication tables each

corresponding to one of the client computers, the method comprising the steps of:

(1) in the central computer, receiving from one of the plurality of client computers a

request to establish a connection;

(2) authenticating, with reference to one of the plurality of authentication tables, that the

request received in step (1) is from an authorized client;

(3) responsive to a determination that the request is fi'om an authorized client, allocating

resources to establish a virtual private link between the client and a second computer; and

(4) communicating between the authorized client and the second computer using the

virtual 7n ate link. /j)3; The method of claimfl wherein step (4) comprises the step of communicating
according to a scheme by which at least one field in a series of data packets is periodically

changedgecording to a known se ce.)9/1"he method of clmmfigvherein step (4) comprises the step of comparing an
Lntemet Protocol (IP) addressin a header of each data packet to a table of valid IP addresses

maintairfi in a table in the second cpmputer.
. The method of claim , wherein step (4) comprises the step of comparing the IP

address in the header of each data packet to a moving window of valid IP addresses, and

rejecti7 ata packets having IPad esses that do not fall within the moving windowThe method of claim/15:,
data structure that maintains synchronization of a periodically changing parameter known by the

wherein step (2) comprises the step of using a checkpoint

central computer and the client computer to authenticate the client.
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ABSTRACT

A plurality of computer nodes communicate using seemingly random Internet Protocol

source and destination addresses. Data packets matching criteria defined by a moving window

of valid addresses are accepted for further processing, while those that do not meet the criteria

are quickly rejected. Improvements to the basic design include (1) a load balancer that

distributes packets across different transmission paths according to transmission path quality; (2)

a DNS proxy server that transparently creates a virtual private network in response to a domain

name inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of-

service attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by

limiting the rate at which a transmitter can be synchronized with a receiver; and (5) a signaling

synchronizer that allows a large number of nodes to communicate with a central node by

partitioning the communication function between two separate entities.
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‘ . Anomcy Docket No. 0047935672
JOINT DECLARATION AND POWER OF ATTORNEY

FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residences, post office addresses and citizenships are as stated below next to Our names:

We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a
patent is sought on the invention entitled:

IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ASSURED SYSTEM AVAILABILITY

the specification of which
I is attached hereto.

[I was filed on as Application Serial Number and was amended on (if applicable).
 

We hereby state that we have reviewed and understand the contents of the above identified specification, including
the claims, as amended by any amendment referred to above. '

We acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,

Code of Federal Regulations, §1.56.

Prior Foreign Applicationls)

We hereby claim foreign priority benefits under Title 35, United States Code, §1 19(aI-ld) or 365(b) of any foreign
application(s) for patent or inventor'sicertificate, or 365(a) of any PCT international application which designated at least
one country other than the United States of America, listed below and have also identified below any foreign application(s)
for patent or inventor‘s certificate having a filing date before that of the application on which priority is claimed:

 

 

 
 

 

 
  

-—__—_

Prior United States Application(s)

We hereb claim the benefit under 35 U.S.C. 119(e) of an United States rovisional a- ~lication(s) listed below:
 

E] Additional provisional application numbers
are listed on a supplemental priority data
sheet PTO/SB/OZB attached hereto.

 
 
 

 
 

I 60/106,261 10/30/98

60/137,704 6/7/99
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‘ Anomey Docket No. 00479.85672
We hereby claim the benefit under Title 35, United States Code, §120 of any United States applicationls) listed below

and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States
application in the manner provided by the first paragraph of Title 35, United States Code, §112, We acknowledge the duty
to disclose material information as defined in Title 37, Code of Federal Regulations, §1.56 which occurred between the
filing date of the prior application and the national or PCT international filing date of this application:

 
Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and transact all business in the U.S. Patent and Trademark Office connected herewith as well

as before any office or agency of a foreign country or any international organization in connection with any foreign
counterpart application claiming priority to this application, including the power to appoint agents and local representatives
in connection with such foreign applications, the following attorneys of Banner & Witcoff, their registration numbers beinglisted after their names:

Robert Altherr, Reg. No. 31,810,,Donald W. Banner, Reg. No. 17,037; Edward F. McKie, Jr., Reg. No. 17,335,;William
W. Beckett, Reg. No. 18,262; Dale H. Hoscheit, Reg. No. 19,090; Joseph M. Potenza, Reg. No. 28,175; James A.
Niegowski, Reg. No. 28,331; Joseph M. Skerpon, Reg. No. 29,864; Thomas L. Peterson, Reg. No. 30,969; Nina L.
Medlock, Reg. No. 29,673; William J. Fisher, Reg. No. 32,133; Thomas H. Jackson, Reg. No. 29,808; Franklin D. Wolffe,
Reg. No. 19,724; Susan A. Wolffe, Reg. No. 33,568; Daniel E. Fisher, Reg. No. 34,162; Kevin A. Wolff, Reg. No. 42,233
and Bradley C. Wright, Reg. No. 38,061.
  

All correspondence and telephone communications should be addressed to:

Banner & Witcoff, Ltd.
Eleventh Floor

1001 G Street, NW.
Washington, D.C. 20001-4597

Tel. No. l202l 508-9100

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both, under 18 U.S.C. 1001 and that such
willful false statements may jeopardize the validity of the application or any patent issuing thereon.

 
Signature Date
Full Name of

Joint Inventor MUNGER Edmund Colby
Family Name First Given Name Second Given Name

Residence 1101 Opaca Coug, Crownsvillgl Maryland 21032

Citizenship U.S.
Post Office

Address 1191 Ogaca Court, Crownsville, Mamland 21032
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. I Attorney Docket No. 0047935672

@gmature 1 Date
  

Full Name of

Joint Inventor CHMIDT Dou las Charles
Family Name First Given Name Second Given Name

Residence 239 Oak Courtl Severna ParkI Maryland 2114§

Citizenship U.S. 

 

 

 

Post Office

Address 230 Oak Court Severna Park Ma land 21146

Signature [(45414 j) , E g} 2 _= Date a Z I E Z gé
Full Name of

Joint Inventor SHORT Robe Dunham lll

Family Name First Given Name Second Given Name

Residence 38710 Goose Creek LaneI Leesburg‘ Virginia 20175

Citizenship U.S.
Post Office

Address 3§71Q Goose Creek Lane. Leesburg, Virginia 20175'

Signature 3%3 Eng Date 2/ “H 2051 2 .
Full Name of

Joint Inventor LARSON Vic r

Family Name First Given Name Second Given Name

Residence 1202 Li M rie C0u Fairfax Vir inia 22033

Citizenship U.S.
Post Office

Address 12925 Lisa Marie Court, FairfaxI Virginia 22033
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, Date Zfi ’tg £000

Full Name of

 

 

 

Joint Inventor WILLIAM N Mi el

, Family Name First Given Name Second Given Name

Residence 26203 Ocala Circle S h Ri ' Vir inia 20152

Citizenship U.S.
Post Office
Address 2 203 cal Circle So h Ridin Vir inia 2 1 2
 

LAW OFFICES

BANNER 5. Wncor-T, LTD.
IOOI G STREET. N.W.

WASHINGTON. D.C. 2000 I -4597
(202) 503-9 I 00
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‘ I l I. Attorney Docket No. 00479.85672
JOINT DECLARATION AND POWER OF ATTORNEY

FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residences, post office addresses and citizenships are as stated below next to our names:

We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a
patent is sought on the invention entitled:

IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ASSURED SYSTEM AVAILABILITY

the specification of which
I is attached hereto.

D was filed on as Application Serial Number and was amended on (if applicable).
 

We hereby state that we have reviewed and understand the contents of the above identified specification, including
the claims, as amended by any amendment referred to above.

We acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
j ode of Federal Regulations, 51.56.

Prior Foreign Applicationls)

We hereby claim foreign priority benefits under Title 35, United States Code, §1 19lal-ld) or 365lb) of any foreign

,5 pplication(s) for patent or inventor's certificate, or 365(a) of any PCT international application which designated at least
fone country other than the United States of America, listed below and have also identified below any foreign applicationls)1

~ or patent or inventor's certificate having a filing date before that of the application on which priority is claimed:

un'Ian".4...“hp4.5:4:111'"uIInnll"'llIL?"il‘a:WI]
ll

““ll‘f‘:21:Mgmll: 
Prior United States Applicationls)

We hereb claim the benefit under 35 U S C. 119le) of an United States urovisional a: Iicationlsl listed below:

 
E] Additional provisional application numbers
are listed on a supplemental priority data

. sheet PTO/SB/OZB attached hereto.

60l106,261 10/30/98

60/ 1 37,704 6/7/99
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. Attorney Docket No. 0047935672

We hereby claim the benefit under Title 35, United States Code, §120 of any United States application(s) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States
application in the manner provided by the first paragraph of Title 35, United States Code, §112, We acknowledge the duty
to disclose material information as defined in Title 37, Code of Federal Regulations, §1.56 which occurred between the

filing date of the prior application and the national or PCT international filing date of this application:

 
Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and transact all business in the US. Patent and Trademark Office connected herewith as well
as before any office or agency of a foreign country or any international organization in connection with any foreign
counterpart application claiming priority to this application, including the power to appoint agents and local representatives
in connection with such foreign applications, the following attorneys of Banner & Witcoff, their registration numbers being
listed after their names:

Robert Altherr, Reg. No. 31,810, DonaldW. Banner, Reg. No. 17,037 Edward F. McKie, Jr., Reg. No. 17,335, William
B.eckett, Reg. No. 18262, Dale H. Hoscheit, Reg. No. 19090 Joseph M. Potenza, Reg. No. 28,175; James A.

:iNiegowski, Reg. No. 28,331; Joseph M. Skerpon, Reg. No. 29,864; Thomas L. Peterson, Reg. No. 30,969, Nina L.
1‘,Medlock Reg. No. 29,673, WilliamJ. Fisher, Reg. No. 32,133; ThomasH. Jackson, Reg. No. 29,808; Franklin D. Wolffe,
:Reg. No. 19724 SusanA. Wolffe, Reg. No. 33,568; DanielE. Fisher, Reg. No. 34,162; KevinA. Wolff, Reg. No. 42,233

:{and Bradley C. Wright, Reg. No. 38,061.

_._$N.lllil‘l..._'IIEL.ll”?!

22:”IlI’Jl‘ I...m: All correspondence and telephone communIcations should be addressed to:

Banner & Witcoff, Ltd.
Eleventh Floor

1001 G Street, NW.
Washington, DC. 20001-4597

Tel. No. (202) 508-9100

 l‘33:”ll“'ll‘”ll ~n.....m

 
-. We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
Einformation and belief are believed to be true; and further that these statements were made with the knowledge that willful

false statements and the like so made are punishable by fine or imprisonment, or both, under 18 U. S. C. 1001 and that such
willful false statements may jeopardize the validity of the application or any patent issuing thereon.

 
Signature Date
Full Name of

Joint Inventor MUNGER Edmund Colby
Family Name First Given Name Second Given Name

Residence 1101 Ogaca Cougl CrownsvillgI Mgmland 21032 _

Citizenship US.
Post Office

Address 1101 Ogaca Coug, Crownsvillel Magland 21032
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Signature Date / 00

Full Name of

Joint Inventor SCHMIDT . Dou Ias Charles
Family Name First Given Name Second Given Name

Residence 230 Oak u verna Park Ma Ian 21146

Citizenship U.S.
Post Office
Address 23 Oak Cou Severna Park Ma land 2114 

Signature Date -

Full Name of

Joint Inventor SHORT Robert DunhamI III
Family Name First Given Name Second Given Nameam.

hi‘

:;Residence 38710 Goose Creek LaneI Leesburg. Virginia 20175i.

i: Citizenship U.S.
J Post Office

“{Address 38710 Goose Creek Lane, Leesburgl Virginia 29175

 

Date 
:Full Name of

gum Inventor LARSQN Victor=3 Family Name First Given Name Second Given NameIFZII

Residence 12026 Lisa Marie Coug, FairfaxI Virginia 22033

Citizenship U.S.
Post Office

Address 12026 Lisa Marie Couggl Fairfax, Virginia 22033
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{gi’éi‘fl‘kagtm’e‘ Date

Full Name of
Joint Inventor WILLIAM 0N Michael

Family Name First Given Name Second Given Name
 

Residence 26203 Ocal Circle Sou h Ridin Vir inia 20152 

Citizenship U .S.
Post Office
Address 2 203 00 l Circle Sou hRidin Vir inia2 1 2 
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LAW OFFICES

BANNER 5n WITCOFF, LTD.
IOOI G STREET. N.W.

WASHINGTON. D.C. ZOOOl-4597
(202) 508-9 i 00
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JOINT DECLARATION AND POWER OF ATTORNE
FOR PATENT APPLICATION '

Aethe wlownernod inventors. we hcrcbydoclore that:

Our residences. post office eddrem and oilizenshioo are as stated below nerd to our mm:

we believe we are the original, first and joint inventors of the subject matter which is claimed and for which a
peteflt is 9009'“ on the invention entitled:

IMPROVEMENTS To AN AG'ILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS
WITH ASSURE) SYSTEM AVAILAB‘IW

the specification of which
I is attached hereto.

D was filed on an Application Serial Number ad was awarded on (if applioeble).

We hereby me the: we have Wed end Mermaid the contents of me above Identified specification, including
the claims, as amended by any amendment referred to above.

We acknowledge the duty ‘0 disclose Information which Is materiel no immobility in accordance with Title 37.
Code of Federal Regulation £1.56.

Prior Foreign Applicedonlel

we hereby claim foraign priority benefits under Tale 35, United States Code, 51 'I Blol—ldi or 385M of any foreign
appuoationisi for parent or inventors ccro‘ficm. or 365m of any PCT intentional application which designated at loan
one counoy other than the United States of Ameoice. listed below end have also identified below any foreign epplioetionlsl
for patent or inventors certificate luvlng a filing den before the: ol the application on which priority is claimed:

IIL'ZI'.1'"all-mII“?!”222'.1135;,[Hi m...-'I-rd‘rm...n.2mm-mullIn...»um»
'23"

“TEN“
um-

\ 0 Additional provisional application numbers
‘ ’93“ are lined on a supplemental priority data‘ -‘ us. ‘ - 
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WWI“. 0047935672

We hereby claimd'rc benefit tinder Title 35, United States Code. £120 of any United States applicationlsl listed below
and. insofar as the wblect manor of each of the claims of this application is not disclosed in line prior United States
animal" in thg manor provided by the first paragraph of Title 35, United States Code, 51 1 2. We acknowledge the duty
to enclose material information as defined in Title 37, Code of Federal Regulation. £1.56 which occurred between the
filing date of the prior application and the national or PCT irneniotionol filing date of this application:

 
And wo may apps-rim. both ioindy and severally. as our mom": with full power of moon end revocation. to

pronoun this application ord concoct all business in the 0.5. Patent and Trademark Office connected herewith as well
as before any office or agency of a foreign country or eny international organization in connection with any foreign
counterpart Duplication claiming priority to this appficulion, including me now to appoint agents ord local representatives
in connection with such torsion application. the followim enemy: or Burner e Wltcolf. linir regiacmlon rumoers being
listed afar their names:

*3": mm AW. Roo- No. 31.810, Donald w. Barn". Rog; No. 17,037; Edward F. McKie, Jr.. Flag. No. 17.335; warm
.2‘ W. Beckett. Reg. No. 18,282: Dole H. Hoschoit. Reg. No. 19.090; Joseph M. Pocono, Reg. No. 28,175; James A.

Niogowski. Reg. No. 28.331; Joseph M. Sharpen, Flog. No. 29.884; Thomas L. Peterson. flan. No. 30.989; Nine L.ax....u"-
Medloclr. flog. No. 29.073; William J. Fisher, Reg. No. 32.133; Thorns H. Jackson, Reg. No. 29,808; Franklin D. Wollfe,
Reg. No. 19.724: Susan A. Wolffo. M. No. 83.563; Daniel E. Fisher. Reg. No. 34,162; Kevin A. Wolff, Reg. No. 42,233
and Bradley C. Wright. Reg. No. 38,081.

 In...M:in...nniii.'11:“'lIIii!air-41milmllIf"
All conespondenco and tolephom commotion would be addressed to:

Bennor 8i Wieoofl. Led.
Ellwomh Floor

1001 6 sum. NAN.
Weslriruton.‘0.c. 20001-4597

Tel. No. l202) 50343100

232]!if“?!“‘

-x‘erI'.1...“II"‘I-ur.a..."lT“il"“11iii:“R”
We may declare that all sum-me made herein oi our own knowledge are true and that all statements mode on

information and boliof are boliqvod to ho we; and further that these alatemenla were made wkh 1h. knowlodgo that willful
falseWand the like eoniedo oropunieneolc byline or imprisonment, oroodi. under 18 U.S.C. 1001 and that such
willful false statements may ioopardizo mo validity of the application or any patent issuing hereon.

Signature Duo /5- /‘F€ 2000
Full Nam: of

Joint mvonmr____y_m§§g_______£dmund_____£ath—————Sound Given Name
Family Home Finn Given Name

RwdomoWMMw—fl

Citizenship ___H..§______————-——————--—————‘_'—‘
Post Office ‘
mmmwmmwmjbf
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signature_____________,_,_._.—_————— Dale

Fun Nam of
Jomt lnvomv____ T s C rl _

Fumily Nun. first Given Name Second Gwen Name

Wanna 3 Sev 3 1 1

Citizenship
P031 Offioo
Address k c P: km! 1146 

Date____._..._————
Signaturo______.__________———~———-
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fir; Family Name
‘ii
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In)!uuuvum“n—-,.
Date

Signature__fl_________.___————-——-—-
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Post Office
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PATENT APPLICATION

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 

 

’ &’£7M fi -’ (DZ/DI 7494‘
7

RECEIVED
In re application of - r

\p E “00 JUL 2 6 2390
Edmund C. Munger et al 0 6‘ Attorney Docket No.: 0047985672 Group 2700

 Appln. No. 09/5 04,783 Group Art Unit:

Filed: February 15, 2000 Examiner:

For: IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE

COMMUNICATIONS WITH AS SURED SYSTEM AVAILABILITY

W
DER F an

Assistant Commissioner for Patents

Washington, DC. 20231

Sir:

In'accordance with the duty of disclosure under 37 CFR §1.56, Applicants hereby notify the

US. Patent and Trademark Office of the documents which are listed on the attached Form PTO-

1449 and/or listed herein and which the Examiner may deem relevant to patentability of the claims

of the above-identified application.

1. US. Patent 4,933,846.

2. US. Patent 5,842,040.

3. Reiter, Michael K. and Rubin, Aviel D. (AT&T Labs - Research), "Crowds:

Anonymity for Web Transactions", pages 1-23.

4. Dolev, Shlomi and Ostrovsky, Rafail, "Efficient Anonymous Multicast and

Reception" (Extended Abstract), 16 pages.

5. Rubin, Aviel D., Geer, Daniel, and Ranum, Marcus J. (Wiley Computer Publishing),

"Web Security Sourcebook", pages 82-94.
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INFORMATION DISCLOSURE STATEMENT

09/504,783
00479.85672

The present Information Disclosure Statement is being filed before the mailing date of the

first Office Action on the merits, and therefore no certification under 37 CFR §l.97(e) or fee under

37 CFR §1.17(p) is required.

The submission of the listed documents is not intended as an admission that any such

document constitutes prior art against the claims of the present application. Applicants do not waive

any right to take any action that would be appropriate to antedate or otherwise remove any listed

document as a competent reference against the claims of the present application.

Respectfully submitted,

(:QWQE QMQQQ {VBQflTBradley C. right W
Reg. No. 38,061

Banner & Witcoff, Ltd.
Eleventh Floor

1001 G Street, NW.

Washington, DC. 20001-4597

(202) 508-9100

Dated: $[ 33/ '01?
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According to lntemational Patent Classification (IPC) or to both national classification and lPC
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Minimum documentation searched (classification system lollowed by clagification symbols)
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Category ° Citation of document, with indication. where appropriate. of the relevant passages Relevant to claim No.

FASBENDER A ET AL: "VARIABLE AND SCALABLE 1-6
SECURITY: PROTECTION OF LOCATION
INFORMATION IN MOBILE IF"
IEEE VEHICULAR TECHNOLOGY

CONFERENCE,US,NEW YORK, IEEE,

XP000593113
ISBN: 0—7803—3158-3
the whole document

D Further documents are listed in the continuation of box C. D Patent family members are listed in annex.
° Special categories of cited documents :

'A" document defining the general state ol the art which is not
considered to be ol particular relevance

'E" earlier document but published on or after the international
filing date

'L' document which may throw doubts on priority claim(s) or
which is cited to establish the publication date of another
citation or other special reason (as specified)

'0' document relerring to an oral disclosure. use. exhibition orother means

'P' document published prior to the intemational filing date but
later than the priority date claimed

Date of the actual completion of the intemational search

20 July 2000

Name and mailing address of the lSA
European Patent Office. PB. 5818 Patenttaan 2
NL — 2280 HV Flijswljk

Tel. (+3140) 340-2040. Tx. 31 651 epo nl.
Fax: («31-70) 34043016

Form PCT/l8A/210 (second sheet) (July 1992)
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voI. CONF. 46, 1996, pages 963-967,

”I" later document published alter the international filing date
or priority date and not in conflict with the application but
cited to understand the principle or theory underlying theinvention

“X" document of particular relevance; the claimed inventioncannot be considered novel or cannot be considered to
involve an inventive step when the document is taken alone

'Y' document at particular relevance; the claimed invention
cannot be considered to involve an inventive step when the
document is combined with one or more other such docu—

mefnts, such combination being obvious to a person skilledin e art.
'&“ document member ol the same patent family

Date of mailing ol the international search report

27/07/2000
Authorized officer

Canosa Aresté, C
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“ j ‘ PATENT APPLICATION
Atty. Docket No. 00479.85672

I. IN THE UNITED STATES PATENT AND TRADEMARK OFFICE—n

 

 

 

f’ 70

I: a a
. . O ’o m

In Re Application of: ) C” r0 /
3 .4 .4.

) . 37 .4 V“
Edmund Colby Munger,etal. ) Group Art Un1t: ? a O

' ) 75

Serial No. 09/504,783 ) Examiner: 03
°‘- ) Ti”.

Filed: February 15, 2000 ) Attorney Docket: 0047985672
)

For: IMPROVEMENTS TO AN AGILE NETWORK

PROTOCOL FOR SECURE COMMUNICATIONS

WITH ASSURED SYSTEM AVAILABILITY

INFORMATION DISCLOSURE STATEMENT

Commissioner of the US. Patent and Trademark Office

Washington, DC. 20231

Sir:

In accordance with 37 C.F.R. 1.97 and 1.98, enclosed is a PTO Form-1449 listing art for

consideration by the Examiner and a copy of the identified document. The International

Searching Authority cited this document for corresponding International Application Nos.

PCT/US99/25323 and PCT/US99/25325 on July 27, 2000, and was not previously cited in the

subject application. Copies of the International Search Report listing the relevant art are

attached.

The accompanying Information Disclosure Statement is being filed before the mailing

date of the first Office Action on the merits, and therefore no certification or fee is believed to be

required. However, if a fee is required, please charge our Deposit Account No. 19-0733.

The submission of this document is not intended as an admission that any such

documents constitutes prior art against the claims of the present application.
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Information Disclosure Statement
Serial No. 09/504,783

Applicants do not waive any right to take any action that would be appropriate to

antedate or otherwise remove any listed documents as a competent reference against the claims

of the present application.

Consideration of this information is respectfully requested.

Respectfiilly submitted,

Date: September 25, 2000 Byzfl :2 i l 6 E144 Y
Bradley C. Wright

Registration No. 38,061

Banner & Witcoff, Ltd.

1001 G Street, N.W., Eleventh Floor

Washington, DC. 20001-4597

(202) 508-9100

BCW2pp
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PATENT (9/3/01
IN THE UNITED STATES PATENT AND TRADEMARK OFEICE

In re Application of:

Edmund Colby Munger et al.

Application No. 09/504,783 : Group Art. Unit: 2100

Filed: February 15, 2000 ' : Examiner: G. Burgess H- EOE/v
For: IMPROVEMENTS To AN AGILE : Atty Docket: 00479.85672 JUN D

NETWORK PROTOCOL FOR z. 1 1 200,
SECURE COMMUINCATIONS : Techno/o
WITH ASSURED SYSTEM : 9" Centergmo
AVAILABILITY . -

SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

Assistant Commissioner for Patents

Washington, DC. 20231

Sir:

Pursuant to the duty of disclosure under 37 CFR §§ 1.56 and 1.97-1.98, the document listed

on the attached Form PTO—1449 is being brought to the attention of the Examiner in charge of the

above-identified application. A copy of the document is enclosed.

The Examiner is respectfully requested to initial the space adjacent the document entry on the

Form PTO-1449, and to return a copy of the initialed Form PTO- 1449 to confirm that the document

has been considered and has been officially made of record in this application.

If the Examiner has any questions or wishes to discuss this application, the Examiner is

invited to telephone the undersigned representative at the number set forth below.
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Any fees required for consideration of this paper is authorized to be charged to our Deposit

Account No. 19-0733.

Respectfully submitted,

BANNER & WITCOFF, LTD.

Date: June 8 2001 

1001 G Street NW.

11th Floor

Washington, DC. 20001

(202) 508—9100
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UNITED STATES PATENT AND ThADEMARK OFFICE UNITED STATES DEPARTIHENT OI" COMJVIERCE

United State: Patent and Trndcnlnrk Office
Address: COWISSIONER OF PATENTS AND TRADEMARKS

Washington, no 20231www.uapw.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/504,783 02/15/2000 Edmund Colby Munger 0047985672 8308

7590 12/28/2001

Emergimow
1001 G Street, NW

Washington, DC 20001-4597 “M, KRISNA
ART UNIT PAPER NUMBER

2153

DATE MAILED: 12/28/2001 

Please find below and/or attached an Office communication concerning this application or proceeding.I
/

PTO-90C (Rev. 07-01)

286



287

 

. Application No. . Applicant(s)
 09/504,783 MUNGER ET AL.

Office Action Summary Examine, Art Unit

I Krisna Lim 2153

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE 1 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however. may a reply be timely filed

afler SIX (6) MONTHS from the mailing date of this communication
It the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely.
liNO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date ofthis communication.
Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).
Any reply received by the Office later than three months after the mailing date of this communication, even it timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

01:] Responsive to communication(s) filed on

2a)l:i This action is FINAL. mm This action is non-final.

3)l:I Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under Ex parte Quayle, 1935 CD. 11, 453 CC. 213.

Disposition of Claims

4). Claim(s) 1-71 is/are pending in the application.

4a) Of the above Claim(s) __ is/are withdrawn from consideration.

5)EI Claim(s)_ is/are allowed.

6)I:I Claim(s) __ is/are rejected.

7)l:I Claim(s)_ is/are objected to.

8)® Claim(s) 1-71 are subject to restriction and/or election requirement.

Application Papers

9)I:I The specification is objected to by the Examiner.

10)I] The drawing(s) filed on __ is/are: a)|:I accepted or ml] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR1.85(a).

11)I] The proposed drawing correction filed on __ is: a)l:| approved b)l:I disapproved by the Examiner.

If approved. corrected drawings are required in reply to this Office action.

12)l:l The oath or declaration is objected to by the Examiner.

Priority under 35 U.S.C. §§ 119 and 120

13!] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)—(d) or (f).

a)l:l All b)Ej Some * c)I] None of:

1.l:| Certified copies of the priority documents have been received.

2.[:I Certified copies of the priority documents have been received in Application No._

3.[:I Copies of the certified copies of the priority dOCuments have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certified copies not received.

14)[:I Acknowledgment is made of a claim for domestic priority under 35 U.S.C. § 119(e) (to a provisional application).

a) CI The translation of the foreign language provisional application has been received.

15)[:I Acknowledgment is made of a claim for domestic priority under 35 U.S.C. §§ 120 and/or 121.

Attachment(s)

1) [:1 Notice of References Cited (PTO-892) 4) I] Interview Summary (PTO-413) Paper No(s). .
2) I:I Notice of Draftsperson's Patent Drawing Review (PTO-948) 5) I] Notice of Informal Patent Application (PTO-152)
3) I] information Disclosure Statement(s) (PTO-1449) Paper No(s) . 6) [3 Other:

US. Patent and Trademark Olti'ce

PTO-328 (Rev. 04-01) Office Action Summary Part of Paper No. 4
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Application/Control Number: 09/504,783 Page 2

Art Unit: 2153

1. Claims 1-71 are presented for examination.

2. Restriction to one of the following inventions is required under 35 U.S.C. § 121:

I. Claims 1-27 and 60-66, drawn to a system for transmitting data packet

between computers, comprising: a) assigning a weight value b) selecting one of

transmission paths c) measuring the transmission quality d) adjusting

downwardly to a non-zero value classified in Class 709, subclass 241.

ll. Claims 28—39 and 67-71, drawn to a system for transparently creating a

virtual private network (VPN) between a client computer and a target computer,

comprising: a) generating from the client computer a DNS request b) determining

whether the DNS c) determining that the DNS classified in Class 709, subclass

249.

Ill. Claims 40-59, drawn to a system of preventing data packet received from

high bandwidth link from flooding a low bandwidth link, comprising: a) receiving data

packet from the high bandwidth link b) determining whether the data packet is

validly addressed c) determining whether the data packet is not validly addressed

classified in Class 370, subclass 351.

3. Inventions l and II are related as subcombinations disclosed as usable together

in a single combination. The subcombinations are distinct from each other if they are

shown to be separately usable. In the instant case, invention I has separate utility such

as a system for transmitting data packet between computers lacks of: a) generating

from the client computer a DNS request b) determining whether the DNS c)
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Application/Control Number: 09/504,783 Page 3

A11 Unit; 2153

determining that the DNS ..... See MPEP § 805.05(d).

4. Inventions | and III are related as subcombinations disclosed as usable together

in a single combination. The subcombinations are distinct from each other if they are

shown to be separately usable. In the instant case, invention I has separate utility such

as a system for transmitting data packet between computers lacks of: a) receiving data

packet from the high bandwidth link b) determining whether the data packet is

validly addressed c) determining whether the data packet is not validly addressed

See MPEP § 805.05(d).

5. Inventions II and III are related as subcombinations disclosed as usable together

in a single combination. The subcombinations are distinct from each other if they are

shown to be separately usable. In the instant case, invention II has separate utility

such as a system for transparently creating a virtual private network (VPN) between a

client computer and a target computer lacks of: a) receiving data packet from the high

bandwidth link b) determining whether the data packet is validly addressed c)

determining whether the data packet is not validly addressed See MPEP §

805.05(d).

6. These inventions are distinct for the reasons given above, and the search

required for each Group is different and not co-extensive for examination purpose.

7. For example, the searches for the four inventions would not be co-extensive

because these groups would require different searches on PTO's classification class

and subclass as following:

1) The Group | search (claims 1-27 and 6-66) would require use of search class

709, subclass 241 ( which would not required for the groups II and III).
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2) The Group II search (claims 28-39 and 67-71) would require use of search

class 709, subclass 249 ( which would not required for the groups I and III).

3) The Group III search (claims 40-59) would require use of search class 370,

subclass 351 ( which would not required for the groups I and II).

7. Applicant is advised that the response to this requirement to be complete must

include an election of the invention to be examined even though the requirement be

traversed.

8. Applicant is reminded that the required for response to this requirement is Q days,

not one month.

9. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Examiner Krisna Lim whose telephone number is (703)

305-9672. The examiner can normally be reached on Monday-Friday from 7:00 to

3:30.

The fax phone numbers for the organization where this application or proceeding

is assigned is are as following:

(703) 746—7238 [After Final Communication]

or

(703) 746-7239 [Official Communication]

(703) 746-7240 [For Status inquires, draft communication]

and/or

(703) 306—5631, (703) 306-5632 or (703) 306-5633 for [Customer Service

Numbers]
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Any inquiry of a general nature or relating to the status of this application should

be directed to the Group receptionist whose telephone number is (703) 305—3900.

All Internet e-mail communication will be made of record in the application file.

PTO employees do not engage in Internet communications where there exists a

possibility that sensitive information could be identified or exchanged unless the record

includes a properly signed express waiver of the confidentiality requirement of 35

U.S.C. 122. This is more clearly set forth in the Interim Internet Usage Policy published

in the Office Gazette of the Patent and Trademark on February 25, 1997 at 1195 OG

89.

kl

December 22, 2001
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PATENT 
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of: : a #5/*
. . [3140}

Edmund Colby Munger et al. : Rgcg fi/
Application No. 09/504,783 : Group Art Unit: 2100 7 J44, 3 IVED

: 9m 1 2

Filed: February 15, 2000 : Examiner: G. Burgess ”O/Ogyceflf 002
: 9/

For: IMPROVEMENTS TO AN AGILE : Atty Docket: 00479.85672 270?
NETWORK PROTOCOL FOR '

SECURE COMMUINCATIONS

WITH ASSURED SYSTEM

AVAILABILITY

AMENDMENT AND RESPONSE UNDER 37 U.S.C. 1.111

Assistant Commissioner for Patents

Washington, DC. 20231

Sir:

In response to the Office Action mailed December 28, 2001, Applicants submit the following

response. Any fees required for consideration of this paper is authorized to be charged to our

Deposit Account No. 19-0733.

IN THE CLAlMS:

Please ca cel claims 1-27 and 40-66.
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Remarks

Applicants are in receipt of the Office Action mailed December 28, 2001. The Office Action

restricts the claims into the following groups:

Group I: Claims 1-27 and 60-66

Group [1: Claims 28-39 and 67-71

Group III: Claims 40-59

Applicants elect Group 11 without traverse. If the Examiner has any questions or wishes to

discuss this application, the Examiner is invited to telephone the undersigned representative at the

number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

M K 1)Date: January/M, 2002 By: , W
101 G Street NW. Bradley C. Wright

11th Floor Registration No. 38,061

Washington, DC. 20001

(202) 508-9100
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E] Fee Transmittal Form

 I] Appeal Communication to Board of
Appeals and lnterferences

D Appeal Communication to Group
(Appeal Notice. Brief. Reply Brief)

E] Fee Attached E] Drawing(s)

 
 
 
 

  
 
 

 E Amendment/ Response E] Licensing-related Papers

C] After Final E] Petition

E] Petition to Convert to a
Provisional Application

 E] Proprietary Information

  E] Affidavits/deciaration(s) D Status Letter

RECEIVE

JAN 3 0 200

Technology Center

E] Power of Attorney, Revocation Other Enclosure((3
Change of Correspondence Address D )(please identify below):  I: Extension of Time Request

  
 

 E] Terminal Disclaimer

C] Request for Refund  
C] Express Abandonment Request

600

 

 
  
  

E] information Disclosure Statement E]-CD Number of CD(sD Certified Copy of Priority
Document(s)

E] Response to Missing Parts/
incomplete Application

_emarks

E] Response to MissingParts under 37 CFR
1.52 or 1.53

SIGNATURE OF APPLICANT, ATTORNEY, OR AGENT
Firm

or BradleyC. Wright Reg. No. 38061Individual name

CERTIFICATE OF MAILING

l hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail in an envelope

addressed to: Assistant Commissionerfor Patents. Washington, DC. 20231 on this date:I:
Typed or printed name

 

Signature
 

Burden Hour Statement: This form is estimated to take 0.2 hours to complete. Time will vary depending upon the needs of the individual case. Any
comments on the amount of time you are required to complete this form should be send to the Chief Information Officer, U.S. Patent and Trademark
Office, Washington, DC 20231. DO NOT SEND FEES 0R COMPLETED FORMS TO THIS ADDRESS. SEND TO: Assistant Commissioner for
Patents, Washington. DC 20231.
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PATENT 
In re Application of:

Edmund Colby Munger et a1.

Application No. 09/504,783 E Group Art Unit: 2153 RECE]' VED
Filed: February 15, 2000 : Examiner: Krisna Lim FEB 0 6 200I 2

For: IMPROVEMENTS TO AN AGILE : Atty Docket: 00479.85672 TechUO/Ogy Cent
NETWORK PROTOCOL FOR - ” . efflqg
SECURE COMMUINCATIONS

WITH ASSURED SYSTEM

AVAILABILITY

SUPPLEMENTAL AMENDMENT AND RESPONSE UNDER 37 U.S.C. 1.111

Assistant Commissioner for Patents

Washington, DC. 20231

Sir:

A response to the Office Action mailed December 28, 2001 was filed on January 28, 2002

with incorrect examiner information. Attached is a courtesy copy of the paper as filed. This

response has the correct examiner information.

In response to the Office Action mailed December 28, 2001, Applicants submit the following

response. Any fees required for consideration of this paper is authorized to be charged to our

Deposit Account No. 19-0733.

IN THE CLAIMS:

Please cancel Claims 1-27 and 40-66. /
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Remarks

Applicants are in receipt of the Office Action mailed December 28, 2001. The Office Action

restricts the claims into the following groups:

Group 1: Claims 1-27 and 60-66

Group 11: Claims 28-39 and 67-71 ,/

Group III: Claims 40-59

Applicants elect Group 11 without traverse. If the Examiner has any questions or wishes to

discuss this application, the Examiner is invited to telephone the undersigned representative at the

number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

UISIPITIOI

Date: January 30, 2002 By: [2% b$99N0. 49’024
101 G Street NW. Bradley C. Wright
11th Floor Registration No. 38,061

Washington, DC. 20001

(202) 508-9100
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PATENT 
IN THE UNITED STATES PATENT AND TRADEMARK OFFIfiSC

In re Application of: F549 of/VED
Edmund Colby Munger et al. ”O/OQy 06’ 2002 4

Application No. 09/504,783 Group Art Unit: 2100 {Q0

Filed: February 15, 2000 Examiner: G. Burgess

For: IMPROVEMENTS TO AN AGILE : Atty Docket: 00479.85672
NETWORK PROTOCOL FOR '

SECURE COMMUINCATIONS

WITH ASSURED SYSTEM

AVAILABILITY

AMENDMENT AND RESPONSE UNDER 37 U.S.C. § 1.111

Assistant Commissioner for Patents

Washington, DC. 2023]

Sir:

In response to the Office Action mailed December 28, 2001, Applicants submit the following

response. Any fees required for consideration of this paper is authorized to be charged to our

Deposit Account No. 19-0733.

IN THE CLAIMS:

Please cancel claims 1-27 and 40-66.
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Remarks

Applicants are in receipt of the Office Action mailed December 28, 2001 . The Office Action

restricts the claims into the following groups:

Group 1: Claims 1-27 and 60-66

Group 11: Claims 28—39 and 67-71

Group [11: Claims 40-59

Applicants elect Group 1] without traverse. If the Examiner has any questions or wishes to

discuss this application, the Examiner is invited to telephone the undersigned representative at the

number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

23/ U9 'Date: January(24, 2002 By: a Mr
101 G Street NW. Bradley C. Wright

1 1th Floor Registration No. 38,061

Washington, DC. 20001

(202) 508-9100

298



299

02/05/02 15:10 FAX .002

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 0 §\\
.3 is

In re Application of:

Edmund Colby MUNGER er 42.

Application No. 09/504,733 E GroupArtUnit: 2153  
Filed: February 15, 2000 Examiner: K. Lim

For: IMPROVEMENTS TO AN AGILE : Atty Docket: 00479.85672
NETWORK PROTOCOL FOR '

SECURE COMMUINCATIONS
WITH ASSURED SYSTEM

AVAILABILITY

PRELTNIINARY ANIENDMENT

Assistant Commissioner for Patents

Washington, DC 20231

Sir:

Applicants submit the following amendmrent and request its entrypn'or to examination ofthe

claims. The Office is authorized to charge any required fees for consideration of this paper to our

Deposit Account No. 19—0733.

IN THE CEfiS ;

Please add the following new claim :
 

 

  
 

 

72. A method for establis 'ng . .

'\

crypted channel between a client and a target

computer, comprising the steps of:

/b\ (i) intercepting a DNS request sav  - e client; and

 

Received from < >at 215m 3:15:10 PM [Eastern Standard Time]
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(ii) based 0n the n 3 request, establishing the encrypted channel between the client and

the target.

 

 

 
 

 

73. The method ofc1-.

at) determining wheth ~ the client is authorized to access the target;

723 wherein step (ii) comprises steps of:

b) when the client is an horized to acoess the target, initiating the encrypted channel;

74. The method of claim 73, wh -
pammeters to the client.

75. The method of claim 72, w -re . -. -

independently of an application program.

76. The method ofclaim 72, wherein a - . (i) comprises aDNS proxy server intercepting
the DNS request sent by the client.

77. The method of claim 72, wherein s -- (ii) comprises establishing the encrypted

channel responsive to intercepting a DNS request for -. domain name comprising a predetermined
domain name extension.

78. A method for establishing an encrypted c- : . e] between a client and a secure host,

comprising the step ofautomatically creating the encrypted - - = . e1 upon intercepting a DNS request
for a domain name comprising a predetermined domain . . n 6 extension.

79. The method ofclaim 78, wherein the creating st -... is performed in a communicatiOn

protocol independently of an application program.

-2-

Received from < > at Mill 3:15:10 PM [Eastern Standard Time]
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q\ 30. A method for establishin can no - «ted charmel between a client and a secure host,

comprising the step of automatically creathagt a
 

 
 

a - ted channel in response to detecting a request

for access to n predetennined IP address. \

Remarks

Applicants have added new claims 72-81 to more completely claim the disclosed invention.

Support for the new claims may be found at least on pages 57-62.

If the Examiner has any questions or wishes to discuss this amendment, the Examiner is

infited to telephone the undersigned representative at the number set forth below.

ReSpectfully submitted,

BANNER & WITCOFF, LTD.

Date: February 5, 2002 By: 1;;0:g B"—
Bradley 0 Wright ".5 P.T.D.
Re 'trt' N.33,061 ‘

g“ m“ ° Reg. "0.49.024
11th Floor

1001 G Street NW.

Washington, DC. 20001
(202) 503-9100

Received item > at am 3:15:10 PM [Eastern Standard Time]
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Certificate of Transmission under 37 CFR 1 .8

I hereby certify that this correspondence is belng facsimile
tranSmitted to the Patent and Trademark Offlce

on Februam‘ 5, 2002.
Date '

5 Signature
Maril n M. Davis

Typed or printed name of person signing Certlflcate

Note: Each paper must have its own certificate of transmisslon, or this
certificate must identify each submitted paper.

To: Examiner K. Lim

Fax Number: (703) 746-7239

Serial No. 09/504,783

Filed: February 15, 2000

Atty. Dkt. 00479.85672

Submission: PRELIMINARY AMENDMENT

Burden Hour Statement This term ts estimated 14: take 0.03 hours to complete. Time will vary dependth upon the needs ntthe indivlduttl ceae. Any
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 PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE M/C 32/
1/"

In re Application of: . G 0/

Edmund Colby MUNGER et a1. : REG E “VED

Application No. 09/504,783 : Group Art Unit: 2153 MAR 0'1 2002

Filed: February 15, 2000 : Examiner: K. Lim Technology Center 2100

For: IMPROVEMENTS TO AN AGILE

NETWORK PROTOCOL FOR : Atty Docket: 00479.85672
SECURE COMMUINCATIONS '

WITH AS SURED SYSTEM

AVAILABILITY

SECOND PRELIMINARY AMENDMENT

Assistant Commissioner for Patents

Washington, DC. 20231

Sir:

Applicants submit the following amendment and request its entry prior to examination ofthe

claims. The Office is authorized to charge any required fees for consideration of this paper to our

Deposit Account No. 19-073 3.

IN THE C LAIMS:

Please add the followinggew claims:
 

 

 
82. A data processing de ice, prising memory storing a domain name server (DNS)

07

proxy module that intercgpts DNS reque s Znt by a client and, for each intercepted DNS request,.123:UL!

performs the steps of: 25200 180.00
4703

04.00 EH 03/10/2002EHifi'rEN000000 01FE102 02FC:103
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of:

into which a user enters a URL resulting in the DNS request.

(i)

(ii)

(iii)

83.

84.

85.

determ'ning whether the intercepted DNS request corresponds to a secure server;

 

 

 

 

when the 'ntercepted DNS request does not correspond to a secure server, forwarding

the DNS r quest to a DNS function that returns an IP address of a nonsecure

computer; an

when the inter epted DNS request corresponds to a secure server, automatically

initiating an enc ted channel between the client and the secure server.

The data processing e i7of claim 82, wherein step (iii) comprises the steps of:
(a) determining w t er the client is authorized to access the secure server; and

   
 

  

 

(b) when the client i authorized to access the secure server, sending a request to

the secure server to establish an encrypted channel between the secure server

and the client.

The data processing device of cla' 83, wherein step (iii) further comprises the step

(c) when the client is not authoriz d to access the secure server, returning a host

unknown error message to the c em.

The data processing device ofclaim 84, wher 'n the client comprises a web browser
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86. A data proc ssing device, comprising memory storing a domain name server (DNS)

proxy module that intercept DNS requests sent by a client and, for each intercepted DNS request,

when the intercepted DNS re uest corresponds to a secure server, determines whether the client is

  

  
  

  

  

 

authorized to access the secur server and, ifso, automatically initiates an encrypted channel between

the client and the secure server.

87. A computer reada e medium storing a domain name server (DNS) proxy module

comprised of computer readable ins motion at, when executed, cause a data processing device to

sént by a client;
(ii) determining whether the '

perform the steps of:

(i) intercepting a DNS req

te epted DNS request corresponds to a secure server;

(iii) when the intercepted DNS equest does not correspond to a secure server, forwarding

the DNS request to a DN function that returns an IP address of a nonsecure

computer; and

(iv) when the intercepted DNS re uest corresponds to a secure server, automatically

initiating an encrypted channel b tween the client and the secure server.

88. The computer readable medium of aim 87, wherein step (iii) comprises the steps of:

(a) determining whether the clie t is authorized to access the secure server; and

(b) when the client is authorized t access the secure server, sending a request to

the secure server to establish an ncrypted channel between the secure server

and the client.
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89. The compute readable medium ofclaim 88, wherein step (iii) further comprises the

step of:

(c) when the lient is not authorized to access the secure server, returning a host

unknown e or message to the client.

/
90. The computer readabl nfdium of claim 89, wherein the client comprises a web

browser into which a user enters a U r sfilting in the DNS request.

91. A computer readable mediu comprising computer readable instructions that, when

executed, cause a domain name server (D ) proxy module to intercept DNS requests sent by a

client and, for each intercepted DNS request, hen the intercepted DNS request corresponds to a

secure server, determines whether the client is uthorized to access the secure server and, if so,

automatically initiates an encrypted ‘channel between the client and the secure server.

Remarks

Applicants have added new claims 82 — 91 to more completely claim the disclosed invention.

Support for the new claims may be found at least on pages 59-60 and in FIG. 26.Mm-_

306



307

If the Examiner has any questions or wishes to discuss this amendment, the Examiner is

invited to telephone the undersigned representative at the number set forth below.

Respectfully submitted,

BANNER & WITCOFF, LTD.

UISIPITIOI

Reg. No. 49,024

lingo; wafix
Bradley C. Wright

Registration No. 38,061

 

1 1th Floor

1001 G Street NW.

Washington, DC. 20001

(202) 508-9100
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METHOD OF COMMUNICATIONS AND

COMMUNICATION NETWORK INTRUSION PROTECTION METHODS AND

INTRUSION ATTEMPT DETECTION SYSTEM

This application is a continuation-in—part application ofU.S. Serial No. 60/134,547

filed May 17, 1999.

Back round Art

Historically, every technology begins its evolution focusing mainly on performance

parameters, and only at a certain developmental stage does it address the security aspects of

its applications. Computer and communications networks follow this pattern in a classic

way. For instance, first priorities in development of the Internet were reliability,

survivability, optimization ofthe use ofcommunications channels, and maximization oftheir

speed and capacity. With anotable exception ofsome government systems, communications

security was not an early high priority, if at all. Indeed, with a relatively low number of

users at initial stages of Internet development, as well as with their exclusive nature,

problems of potential cyber attacks would have been almost unnatural to address,

considering the magnitude of othertechnical and organizational problems to overcome at

that time. Furthermore, one of the ideas of the lntemet was “democratization” of

communications channels and ofaccess to information, which is almost contradictory to the

concept of security. Now we are faced with a situation, which requires adequate levels of

security in communications while preserving already achieved “democratization” of

communications channels and access to information.

All the initial obj ectives ofthe original developers ofthe Internet were achieved with

results spectacular enough to almost certainly surpass their expectations. One of the most

remarkable results of the Internet development to date is the mentioned “democratization”.

However in its unguarded way “democratization” apparently is either premature to a certain

percentage ofthe Internet users, or contrary to human nature, or both. The fact remains that

this very percentage of users presents a serious threat to the integrity of national critical

infrastructure, to privacy of information, and to further advance of commerce by utilization
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of the lntemet capabilities. At this stage it seems crucial to address security issues but, as

usual, it is desirable to be done within already existing structures and technological
conventions.

Existing communications protocols, while streamlining communications, still lack

underlying entropy sufficient for security purposes. One way to increase entropy, ofcourse,

is encryption as illustrated by US. Patent No. 5,742,666 to Finley. Here each node in the

Internet encrypts the destination address with a code which only the next node can

unscramble.

Encryption alone has not proven to be a viable security solution for many

communications applications. Even within its core purpose, encryption still retains certain

security problems, including distribution and safeguarding ofthe keys. Besides, encryption

represents a “ballast”, substantially reducing information processing speed and transfertime.

These factors discourage its use in many borderline cases.

Another way is the use of the passwords. This method has been sufficient against

humans, but it is clearly not working against computers. Any security success of the

password—based security is temporary at best. Rapid advances in computing power make

even the most sophisticated password arrangement a short—term solution.

Recent studies clearly indicate that the firewall technology, as illustrated by U.S.

Patent No. 5,898,830 to Wesinger et al., also does not provide a sufficient long-term solution

to the security problem. While useful to some extent, it cannot alone withstand the modern

levels of intrusion cyber attacks.

On the top of everything else, none of the existing security methods, including

encryption, provides protection against denial of service attacks. Protection against denial

of sem'ce attacks has become a critical aspect of communication system security. All

existing log-on security systems, including those using encryption, are practically

defenseless against such attacks. Given a malicious intent of a potential attacker, it is

reasonable to assume that, even having failed with an intrusion attempt, the attacker is still

capable ofdoing harm by disabling the system with a denial ofservice attack. Since existing

systems by definition have to deal with every log-on attempt, legitimate or not, it is certain

that these systems cannot defend themselves against a denial of service attack.
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The deficiencies ofexisting security methods for protecting communications systems

leads to the conclusion that a new generation of cyber protection technology is needed to

achieve acceptable levels of security in network communications.

Summary ofthe Invention

It is a primary object of the present invention to provide a novel and improved

method of communications, and a novel and improved communication network intrusion

protection method and systems and novel and improved intrusion attempt detection method

and systems, adapted for use with a wide variety of communication networks including

Internet based computers, corporate and organizational computer networks (LANs), e-

commerce systems, wireless computer communications networks, telephone dial-up systems,

wireless dial—up systems, wireless telephone and computer communications systems, cellular

and satellite telephone systems, mobile telephone and mobile communications systems,

cable based systems and computer databases, as well as protection of network nodes such

as routers, switches, gateways, bridges, and frame relays.

Another object of the present invention is to provide a novel and improved

communication network intrusion protection method and system which provides address

agility combined with a limited allowable number of log-on} attempts.

Yet another object of the present invention is to provide a novel and improved

intrusion protection method for a wide variety of communication and other devices which

may be accessed by a number, address code, and/or access code. This number, address code,

and/or access code is periodically changed and the new number, address code, or access code

is provided only to authorized users. The new number, address code, or access code may be

provided to a computer or a device for the authorized user and not be accessible to others.

This identifier causes the user’s computer to transmit the otherwise unknown and

inaccessible number, address code, and/or access code.

A still further object of the present invention is to provide a novel and improved

communication network intrusion protection method and system wherein a plurality of

different cyber coordinates must be correctly provided before access is granted to a protected

communications unit or a particular piece of information. If all or some cyber coordinates
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are not correctly provided. access is denied, an alarm situation is instigated and the affected

cyber coordinates may be instantly changed.

For the purposes ofthis invention cyber coordinates are defined as a set ofstatements

determining location of an object (such as a computer) or a piece of information (such as a

computer file) in cyber space. Cyber coordinates include but are not limited to private or

public protocol network addresses such as an IP address in the Internet, a computer port

number or designator, a computer or database directory, a file name or designator, a

telephone number , an aceess number and/or code, etc.

These and other objects of the present invention are achieved by providing a

communication network intrusion protection method and system where a potential intruder

must first guess where a target computer such as a host workstation is in cyber space and

to predict where the target computer such as a workstation will next be located in cyber

space. This is achieved by changing a cyber coordinate (the address) or a plurality of cyber

coordinates for the computers such as workstations on a determined or random time schedule

and making an unscheduled cyber coordinates change when the system detects an intrusion

attempt. A limited number of log-on attempts may be permitted before an intrusion attempt

is confirmed and the cyber coordinates are changed. A management unit is provided for

generating a random sequence of cyber coordinates and which maintains a series of tables

containing current and the next set of addresses. These addresses are distributed to

authorized patties, usually with use of an encryption process.

The present invention further provides for a piece of information, a computer or a

database intrusion protection method and system where a potential intruder must first guess

where a target piece of information such as a computer file or a directory is in cyber space

and to predict where the target piece of information will be next in cyber space. This is

achieved by changing a cyber coordinate or a plurality of cyber coordinates for the piece of

information on a determined or random time schedule and making an unscheduled cyber

coordinates change when the system detects an intrusion attempt. A limited number oflog-

on attempts may be permitted before an intrusion attempt is confirmed and the coordinates

changed. A management unit is provided for generating a random sequence of cyber

coordinates and which maintains a series of tables containing current and the next set of

cyber coordinates. These coordinates are distributed to authorized parties, usually by means
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of an encryption process.

The intrusion attempt detection methods and systems are provided to the protected

devices and pieces of information as described above by means of categorizing a logoon

attempt when all or some of the correct cyber coordinates are not present as an intrusion

attempt and by instigating an alarm situation.

Brief Description of the Drawings

Figure l is a block diagram of the communication network protection system of the

present invention;

Figure 2 is a flow diagram showing the operation of the system of Figure 1;

Figure 3 is a block diagram ofa second embodiment ofthe communication network

protection system of the present invention;

Figure 4 is a flow diagram showing the operation of the system of Figure 3;

Figure 5 is a block diagram of a third embodiment of the communication network

protection system of the present invention;

Figure 6 is a flow diagram showing the operation of the system of Figure 5; and

Figure 7 is a block diagram of a fourth embodiment of the communication network

protection system of the present invention.

Description of the Preferred Embodiments

Existing communications systems use fixed coordinates in cyber space for the

communications source and communications receiver. Commonly accepted terminology for

the Intemet refers to these cyber coordinates as source and destination IP addresses. For
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purposes of an unauthorized intrusion into these communication systems, the situation of

a cyber attack might be described in military terms as shooting at a stationary target

positioned at known coordinates in cyber space. Obviously, a moving target is more secure

than the stationary one, and a moving target with coordinates unknown to the intruder is

more secure yet. The method of the present invention takes advantage of the cyber space

environment and the fact that the correlation between the physical coordinates ofcomputers

or other communication devices and their cyber coordinates is insignificant.

While it is difficult to change the physical coordinates of computers or other

communications devices, their cyber coordinates (cyber addresses) can be changed much

easier, and in accordance with the present invention, may be variable and changing over

time. In addition to varying the cyber coordinates over time, the cyber coordinates can

immediately be changed when an attempted intrusion is sensed. Furthermore, making the

current cyber coordinates available to only authorized parties makes a computer or other

communications device a moving target with cyber coordinates unknown to potential

attackers. In effect, this method creates a device which perpetually moves in cyber space.

Considering first the method of the present invention as applied to computers and

computer networks, the computer’s current cyber address may serve also as its initial log-on

password with a difference that this initial log-on password is variable. A user, however, has

to deal only with a computer’s permanent identifier, which is, effectively its assigned “name”

within a corresponding network. Any permanent identifier system can be used, and an

alphabetic “name” system seems to be reasonably user—friendly. One ofsuch arrangements

would call for using a computer’s alphabetic Domain Name System, as a cyber address

permanent identifier, while subjecting its numeric, or any other cyber address to a periodic

change with regular or irregular intervals. This separation will make the security system

transparent to the user, who will have to deal only with the alphabetic addresses. In effect, _

the user’s computer would contain an “address book” where the alphabetic addresses are

permanent, and the corresponding variable addresses are more complex and periodically

updated by a network’s management. While a user is working with other members of the

network on the name or the alphabetic address basis, the computer conducts communications

based on the corresponding variable numeric or other addresses assigned for that particular

time.
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A variable address system can relatively easily be made to contain virtually any level

ofentropy, and certainly enough entropy to defy most sophisticated attacks. Obviously, the

level ofprotection is directly related to the level ofentropy contained in the variable address

system and to the frequency of the cyber address change.

This scenario places a potential attacker in a very difficult situation when he has to

find the target before launching an attack. If a restriction on a number of allowable log-on

tries is implemented, it becomes more difficult for an attacker to find the target than to

actually attack it. This task of locating the target can be made difficult if a network’s cyber

address system contains sufficient entropy. This difficulty is greatly increased if the security

system also limits the number of allowable log-on tries, significantly raising the entropy

density.

For the purpose of this invention, entropy density is defined as entropy per one

attempt to guess a value of a random variable.

Figure 1 illustrates a simple computer intrusion protection system 10 which operates

in accordance with the method of the present invention. Here, a remote user’s computer 12

is connected to a protected computer 14 by a gateway router or bridge 16. A management

system 18 periodically changes the address for the computer 14 by providing a new address

from a cyber address book 20 which stores a plurality of cyber addresses. Each new cyber

address is provided by the management system 18 to the router 16 and to a user computer

address book 22. The address book 22 contains both the alphabetic destination address for

the computer 14 which is available to the user and the variable numeric cyber address which

is not available to the user. When the user wants to transmit a packet of information with

the alphabetic address for the computer 14, this alphabetic address is automatically

substituted for the current numerical cyber address and used in the packet.

With the reference to Figures 1 and 2, when a packet is received by the gateway

router or bridge 16 as indicated at 24, the cyber address is checked by the gateway router or

bridge at 26, and if the destination address is correct, the packet is passed at 28 to the

computer 14. Ifthe destination address is not correct, the packet is directed to a security

analysis section 30 which, at 32 determines if the packet is retransmitted with a correct

address within a limited number of log-in attempts. If this occurs, the security analysis

section transmits the packet to the computer 14 at 28. However, if no correct address is
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received within the allowed limited number oflog—in attempts, the packet is not transmitted

to the computer 14 and the security analysis section activates an alarm section 34 at 36 which

in turn causes the management section to immediately operate at 38 to change the cyber

address.

Sophisticated cyber attacks often include intrusion through computerports other than

the port intended for a client log-on. If a system principally described in connection with

Figures 1 and 2 is implemented, the port vulnerability still represents an opening for an

attack from within the network, that is if an attacker has even a low-level authorized access

to a particular computer and thus knows its current variable address.

Computer ports can be protected in a way similar to protection ofthe computer itself.

In this case port assignment for the computer becomes variable and is changed periodically

in a manner similar to that described in connection with Figures 1 and 2. Then, a current

assignment ofa particular port is communicated only to appropriate parties and is not known

to others. At the same time, similarly to methods described, a computer user would deal

with permanent port assignments, which would serve as the ports’ permanent “names”.

This arrangement in itselfmay not be sufficient, however, to reliably protect against

a port attack using substantial computing power because of a possible insufficient entropy

density. Such a protection can be achieved by implementing an internal computer “port

router” which would serve essentially the same role for port identifiers as the common

gateway router or bridge 16 serves for computer destination addresses.

With reference to Figures 3 and 4 wherein like reference numerals are used for

components and operations which are the same as those previously described in connection

with Figures 1 and 2, a port router 40 is provided pn' or to the protected computer 14, and this

port router is provided with a port number or designator by the management unit 18. This

port number or designator is also provided to the user address book 22 and will be changed

when the cyber address is changed, or separately. Thus, with reference to Figure 4, once the

cyber address has been cleared at 26, the port number or designator is examined at 42. Ifth'e

port number is also correct, the data packet will be passed to the computer 14 at 28. If the

port number is initially incorrect, the packet is directed to the security analysis section 30

which at 32 determines ifthe packet is retransmitted with the correct port number within the

limited number of log-in attempts.
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The port protection feature can be used independently ofother features ofthe system.

It can effectively protect nodes of the infrastructure such as routers, gateways, bridges, and

frame relays from unauthorized access. This can protect systems from an attacker staging

a cyber attack from such nodes.

The method and system of the present invention may be adapted to provide security

for both Internet based computer networks and private computer networks such as LANs.

Internet structure allows the creation of an Internet based Private Cyber Network

(PCN) among a number of Intemet-connected computers. The main concern for using the
Internet for this purpose as an alternative to the actual private networks with dedicated

communication channels is security of Intemet-based networks.

The present invention facilitates establishment ofadequate and controllable level of

security for the PCNs. Furthermore, this new technology provides means for flexible
structure of a PCN, allowing easy and practically instant changes in its membership.

Furthermore, it allows preservation ofadequate security in an environment where a computer

could be a member of multiple PCNs with different security requirements. Utilizing the

described concept, a protected computer becomes a “moving target" for the potential

intruders where its cyber coordinates are periodically changed and the new coordinates are

communicated on a “need to know” basis only to the other members of the PCN authorized

to access this computer along with appropriate routers and gateways. This change ofcyber

coordinates can be performed either by previous arrangement or by communicating future

addresses to the authorized members prior to the change. Feasible frequency of such a

change can range from a low extreme of a stationary system changing cyber coordinates only

upon detection of a cyber attack to an extremely high frequency such as with every packet.
The future coordinates can be transmitted either encrypted or unencrypted. Furthermore,

each change of position of each PCN member can be made random in terms of both its

current cyber coordinates and the time of the coordinates change. These parameters of a

protected PCN member’s cyber moves are known only to the PCN management, other PCN
members with authorization to communicate with this particular member, and appropriate

gateways and routers. PCN management would implement and coordinate periodic cyber
coordinates changes for all members ofthe PCN. While the PCN management is the logical

party to make all the notification of the cyber coordinates changes, in certain instances it
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could be advantageous to shift a part of this task to a PCN member computer itself. With

certain limitations, the routers and gateways with the “need to know” the current address of

the protected computer are located in cyber space in the general vicinity of the protected

computer. In such instances the protected computer could be in a better position to make the

mentioned notifications of nearby routers and gateways.

The address changes could be done simultaneously for all the members ofthe PCN,

or separately, particularly ifsecurity requirements for the members substantially differ. The

latter method is advantageous, for instance, if some of the computers within the PCN are

much more likely than others to be targeted by potential intruders. A retail banking PCN

could be an example of such an arrangement where the bank’s computer is much more likely

to be attacked than a customer’s computer. It should be noted that, while in certain cases

some members ofthe PCN may not require any protection at all, it still is prudent to provide

it as long as the computer belongs to a protected PCN. The correct “signature" ofthe current

“return address” would serve as additional authenticity verification. In the above example

of the retail banking, while many customers’ computers may not require any protection,

assigning variable addresses to them would serve as an additional assurance to the bank that

every log—on is authorized. In fact, this system automatically provides two-tier security. In

order to reach a protected computer, the client computer has to know the server computer

current cyber address in the first place. Then, even ifa potential intruder against odds “hits”

the correct current address the information packet is screened for the correct “signature” or

return address. If that signature does not belong to the list of the PCN’s current addresses,

the packet is rejected. In high security instances this should trigger an unscheduled address

change of the protected computer.

With the reference to Figures 5 and 6 which illustrate this two-tier security system,

a network management unit 44 provides different unique cyber coordinates to the address

books for each computer in the system (two computers 12 and 14 with address books 22 and

46 respectively being shown). Now when the computer 12 sends a data packet to the

computer 14, the gateway router or bridge 16, first checks for the correct current destination

address for the computer 14 at 26 in the manner previously described. If the destination

address is correct, a source address sensor 48 checks at 50 to determine if the correct source

address (i.e. return address) for the computer 12 is also present. Ifboth correct addresses are
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present, the data packet is passed to the computer 14 at 28, but if the correct source address

is not present, the data packet is passed to the security analysis section 30 where at 32 where

it is determined if a correct source address is received within the acceptable number of log-

on tries. If the correct return address is not received, an alarm situation is activated at 36 and

the network management system operates at 38 to change the cyber address ofthe computer

14

In addition to the penetration (hacking) detection and protection, the system above

provides real-time detection of a cyber attack and protection against “flooding” denial of

service attacks. A gateway router or bridge 16 filters all the incorrectly addressed packets

thus protecting against “flooding”. Funher yet, since the “address book” of the protected

network contains only trusted destinations, this system also protects against instructive

viruses or worms if such are present or introduced into the network. For the purpose of this

invention, an instructive virus or worm is defined as a foreign unit of software introduced

into a computer system so it sends certain computer data to otherwise unauthorized parties

outside of the system. I

Elements of the system described above are: a gateway router or bridge 16, a

computer protection unit, and a management unit. A gateway router or bridge represents an

element of collective defense for the network, while the source address filter and the “port

router” and filter represent a unit of individual defense for a member computer. This

individual defense unit (server unit) can be implemented either as a standalone computer, as

a card in the protected computer, as software in the protected computer, or imbedded into the

protected computer operating system. For further improvement of the overall security, port

assignments can be generated autonomously from the management unit thus creating a “two

keys”system in a cryptographic sense. This would allow for security to still be in place even

if a security breach happened at the security management level.

The method and system ofthe present invention minimize human involvement in the

system. The system can be configured in such a way that computer users deal only with

simple identifiers or names permanently assigned to every computer in the network. All the

real (current) cyber coordinates can be stored separately and be inaccessible to the user, and

could be available to the appropriate computers only. This approach both enhances security

and makes this security system transparent to the user. The user deals only with-the simple
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alphabetic side of the “address book”, and is not bothered with the inner workings of the

security system. A telephone equivalent of this configuration is an electronic white pages

residing in a computerized telephone set, which is automatically updated by the telephone

company. The user just has to find a name, and push the “connect” button while the

telephone set does the rest of the task.

A numeric cyber address system, based on the Internet host number could be

relatively easily utilized for the discussed security purposes, however a limitation exists for

this address system in its current form represented by the IPv.4 protocol. This limitation is

posed by the fact that the address is represented by a 32-bit number. 32-bit format does not

contain sufficient entropy in the address system to enable establishment ofadequate security.

This is a particularly serious limitation in regard to securing an entire network. The

availability of the network numbers are limited to the extent that not only entropy, but a

simple permanently assigned number is becoming more and more difficult to obtain with the

rapid expansion of the Internet.

If this address system is to be used for the security purposes, than the format of the

host number should be adequately expanded to create sufficient size of the address numbers

field in the system. If this is done, than the corresponding address in the Domain Name

System (DNS) could be conveniently used as permanent identifier for a particular computer

and the Internet host number would be variable, creating a moving regime of a protected

computer. Currently being implemented IPv.6 (IPNG) protocol solves this problem by

providing sufficient entropy.

Another way to achieve the same goal is to use the DNS address as a variable for

security purposes. This way, the traditional Internet DNS address system would not be

affected and no change in format is required. The relevant part of the protected computer’s

DNS address would become a variable, utilizing more characters than the alphabet, with a

very large number of variations, also creating sufficient level of entropy.

Yet another way to implement the same method is to utilize the geographic zone—

based system. While its utilization is somewhat similar to the DNS system, it offers some

practical advantages for security use. Naturally, when a computer is protected by a security

system, it is still essential to preserve the communication redundancy of the Internet

communications. However, the redundancy may suffer if only a limited number of the
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routers and gateways are informed of the protected computer current cyber address. This

effect could be particularly important with the members of a particular protected network

vastly remote in geographic terms. The necessary notification of a large number of the

routers and gateways can also become problematic, not only technically, but also because

it can decrease the level of security. In this sense a geographic zone-based system offers ‘

advantages since the variable part ofthe computer’s cyber address could be made to involve

only certain geographic locale while initial routing of the information packet could be done

by the traditional method. After the packet has been moved to the general vicinity of the

addressee computer, it would get into the area of the “informed” routers and gateways. This

scheme would simplify the notification process ofthe routers as well as improve security by

limiting the number of the “need to know" parties. It is important to recognize that, afier

the “general” part of the cyber address caused the information packet to arrive in a cyber

vicinity ofthe addressee, virtually any, even private, address system can be used for the rest

ofhe the delivery. This would further increase the level ofunderlying entropy in the system.

While certain specific address systems have been discussed, it is an important quality

of the present invention that it can be implemented with virtually any address system.

Corporate and organizational computer networks such as LANs or, at least those in

closed configurations, do not possess as much vulnerability to cyber attacks as Intemet—based

networks. However, even in these cases, their remote access security is a subj ect ofconcern.

This is especially visible when a private network (PN) contains information of different

levels of confidentiality with access restricted to appropriate parties. In other words, along

with other generally accessible organizational information, an organizational PN can contain

information restricted to certain limited groups. Enforcement of these restrictions requires

a remote access security system. Usually these security systems employ a password-based

scheme ofone type or another and, perhaps, a firewall. However, reliance on passwords may

not be entirely justified since the passwords can be lost or stolen, giving a malicious insider

with a low access level a reasonable chance ofaccess to information intended only for higher

levels ofaccess. Furthermore, in some cases use ofcracking techniques from such a position

is not entirely out ofthe question. Such an occurrence can relatively easily defeat both the

password and the firewall. This would prevent a LAN from a cyber attack launched from

within the network.
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The present invention provides adequate security to such PCNs without reliance on

the passwords and to limit access to only appropriate computers. Then, the task of overall

information access security practically would be narrowed down to control of physical

access to a particular computer, usually a less complicated feat.

Similarly to the systems described for Internet-based networks, a “closed” LAN as

well as an Intemetsbased LAN can be protected by implementation of periodic changes of

the members’ network addresses and communicating those changes to the appropriate

parties. This way, the lowest access level computers would have the lowest rate of address

change. The rate of the address change would increase with the level ofaccess. This system

would ensure that all the PCN computers with legitimate access to a particular computer

within the PCN would be informed of its location. Furthermore, it will ensure that the

current location of a computer with restricted information would be unknown to the parties

without the legitimate access clearance. For instance, a superior’s computer would be able

to access his subordinate’s computer but not vice versa.

Also similarly to the systems described for the PCNs, a PCN computer would contain

an “address book” where the user can see and use only the permanent side of it with

identifiers of all computers accessible to him while the actual communication functions are

performed by the computer using the variable side of the “address book” periodically

updated by the PN management. To further enhance security, in addition to the computer

address system management, the PCN Administrator can implement an automatic security

monitoring system where all wrongly addressed log-on attempts would be registered and

analyzed for security purposes.

Thus the method and system ofthe present invention would allow reliable protection

against unauthorized remote access to information fi'om within a PN while providing a great

deal of flexibility, where the granted access can be revised easily and quickly.

A greatly enhanced intrusion protection system and method can be achieved by

combining the operating systems of Figures 1-6. Now an arriving data packet would first

be screened by a gateway router or a similar device for a correct destination address. If the

destination address is correct, the packet is passed for further processing. If the destination

address is incorrect, the alarm is triggered and the packet is passed to the network security

managing unit for security analysis.
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The packet with correct destination address is then screened for a correct source

address. If the source address is correct, the packet is passed to the receiver computer. If the

source address is incorrect, the alarm is triggered and the packet is passed to the network

security managing unit for security analysis.

Then, the packet with a correct destination address and a correct source address is

screened for a correct allowed port coordinate such as port number. If the port coordinate

is correct, the packet is passed for further processing. If the port coordinate is incorrect, the

alarm is triggered and the packet is passed to the network security managing unit for security

analysis.

Finally, the packet with a correct destination and source addresses and a correct port

designator is screened for data integrity by application of authentication check such as a

checksum. If the authentication check is passed, the packet is passed to the addressee

computer. If the authentication check is failed, the alarm is triggered and the packet is

passed to the network security managing unit for security analysis.

The security managing unit analyses all the alarms and makes decisions on necessary

unscheduled changes of addresses for appropriate network servers. Also, it can notify law

enforcement and pass appropriate data on to it.

Figure 7 illustrates an enhanced computer intrusion protection system indicated

generally at 52 for one or more network computers 54. A gateway router or a bridge 58

includes a destination address filter 60 which receives data packets which pass in through

a load distribution switch 62. A non-interrogatable network address book 64 stores current

network server addresses for the destination address filter 60, and the destination address

filter checks each data packet to determine if a legitimate destination address is present.

Packets with legitimate destination addresses are forwarded to a source address filter

66, while packets with illegitimate destination addresses are sent to a security analysis

section 68 in a management unit 70.

‘ When a preset traffic load level is reached indicating that an attempt at flooding is

being made, the destination address filter causes the load distribution switch 62 to distribute

traffic to one or more parallel gateway routers or bridges which collectively forward

legitimate traffic and dump the flooding traffic. An alternative arrangement would call for

the load distribution function to be done irrespective of the load, utilizing all the parallel
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gateways all the time. A source address table 74 stores accessible server’s designators and

corresponding current addresses for all system sewers which may legitimately have access

to the computer or computers 54. These addresses are accessed by the source address filter

which determines whether or not an incoming data packet with the proper destination address

originates from a source with a legitimate source address entered in the source address table

74. If the source address is determined to be legitimate, the data packet is passed to a port

address filter 76. Data packets with an illegitimate source address are directed to the security

analysis section 68. Altematively, source address screening can be done at the gateway

router or bridge 58 first prior to port filter 76.

A port protection table 78 includes the current port assignments for the computer or

computers 54, and these port assignments are accessed by the port designator filter 76 which

then determines if an incoming data packet contains legitimate port designation. If it does,

it is passed to an actual address translator 80 which forwards the data packet to the specific

computer or computers 54 which are to receive the packet. If an illegitimate port address is

found by the port address filter 76, the data packet is transmitted to the security analysis

section 68.

The management unit 70 is under the control of a security administrator 82. A

network membership master file 84 stores a master list of legitimate server’s designators

along with respective authorized access lists and corresponding current cyber coordinates.

The security administrator can update the master list by adding or removing authorized

access for every protected computer. An access authorization unit 86 distributes the

upgraded relevant portions of the master lists to the address books of the respective

authorized servers.

A random character generator 88 generates random characters for use in forming

cun'ent port designators, and provides these characters to a port designator forming block 90.

This port designator forming block forms the next set ofnetwork current port designators in

conjunction with the master list and these are incorporated for transmission by a port table

block 92. Alternatively, port designators can be formed in the computer unit instead of the

management unit.

Similarly, a random character generator 94 generates random characters for use in

forming current server addresses, and provides these characters to a server address forming
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block 96. This server address forming block forms the next set of current network server

addresses, and an address table 98 assigns addresses to servers designated on the master list.

A coordinator/dispatcher block 100 coordinates scheduled move ofnetwork servers

to their next current addresses, provides the next set of network addresses for appropriate

servers and routers and coordinates unscheduled changes ofaddresses on command from the

security analysis unit 68. The coordinator/dispatcher block 100 may be connected to an

encode/decode block 102 which decodes received address book upgrades from input 104 and

encodes new port and server destination addresses to be sent to authorized servers in the

system over output 106. Where encoding ofnew cyber coordinates is used, each authorized

computer in the network will have a similar encoding/decoding unit.

The security analysis unit 68 analyses received illegitimate data packets and detects

attack attempts. Ifneeded, the security analysis unit orders the coordinator/dispatcher block

100 to provide an unscheduled address change and diverts the attack data packets to an

investigation unit 108. This investigation unit simulates the target server keeping a dialog

alive with the attacker to permit security personnel to engage and follow the progress of the

attacker while tracing the origin of the attack.

Providing security against intrusion for e-commerce systems presents a unique

problem, for an important peculiarity of an e—commerce system is that its address must be

publicly known. This aspect represents a contradiction to the requirement of the address

being known to authorized parties only. However, the only information intended for the

general public usually relates to a company catalog and similar material. The rest of the

information on a merchant’s network is usually considered private and thus should be

protected. Using this distinction, a merchant’s e-commerce site should be split into two

parts: public and private. The public part is set up on a public “catalog” server with a fixed

IP address and should contain only information intended for the general public. The rest of

the corporate information should be placed in a separate network and protected as described

in relation to Figures 1-7.

When a customer has completed shopping and made purchasing decisions conceming

the terms and price of the sale, pertinent for the transaction, information is placed in a

separate register. This register is periodically swept by a server handling financial

transactions (“fina.ncial” server), which belongs to the protected corporate network. In fact,
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the “catalog” server does not know the current address of the financial transactions server.

Thus, even if an intruder penetrates the “catalog” server, the damage is limited to the

contents of the catalog and the intruder cannot get an entry to the protected corporate

network.

The financial server, having received pending transaction data, contacts the customer,

offering a short-term temporary access for finalizing the transaction. In other words, the

customer is allowed access just long enough to communicate pertinent financial data such

as a credit card number and to receive a transaction confirmation at which point the session

is terminated, the customer is diverted back to the catalog server and the financial server is

moved to a new cyber address thus making obtained knowledge of its location during the

transaction obsolete.

Dial-up communications systems, in respect to their infrastructure channels

susceptibility to transmission intercept by unrelated parties, can be separated into two broad

categories: easily interceptable, such as cellular and satellite telephone systems and relatively

protected such as conventional land-line based telephone systems. Relatively protected

systems such as conventional land-line based telephone systems can be protected in the

following way. Phone numbers, assigned by a telephone company to a dial-up telephone-

based private network serve as the members’ computer addresses. As described previously,

such a private network can be protected from unauthorized remote access by implementing

periodic changes in the addresses, i.e. telephone numbers assigned to the members for

transmission by the network along with other designators such as access codes and

communicating the changed numbers to the appropriate parties.

For the conventional land-line dial-up telephone systems, while the “last mile"

connection remains constant, the assigned telephone number is periodically changed, making

the corresponding computer a moving target for a potential attacker. In this case the

telephone company serves as the security system manager. It assigns the current variable

telephone numbers to the members ofa protected, private network, performs notification of

all the appropriate parties, and changes the members’ current numbers to a new set at an

appropriate time. The telephone company switches naturally serve in the role ofrouters, and

thus they can be programmed to perform surveillance of the system, to detect potential

intrusion attacks and to issue appropriate alarms.
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Periodically changing the current assigned numbers creates system entropy for a

potential intruder, making unauthorized access difficult. Obviously, the implementation of

this security system is dependent on availability of sufficient vacant numbers at a particular

facility of the telephone company. Furthermore, for a variety of practical reasons it is

advisable to keep ajust vacated number unassigned for a certain period oftime. All this may

require additional number capacity at the telephone company facility in order to enable it to

provide remote access security to a larger number of personal networks while preserving a

comfortable level of system entropy.

If the mentioned additional capacity is not available, or a still higher level ofentropy

is desired, it could be artificially increased by adding an access code to the assigned number.

This would amount to adding virtual capacity to the system, and would make a combination

of the phone number and access code an equivalent of a computer’s telephone address. In

effect, this would make a dialed number larger than the conventional format. This method

makes a virtual number capacity practically unlimited and, since the process is handled by

computers without human involvement, it should not put any additional burden on a user.

With or without a virtual number capacity, utilization of this method allows the intrusion

attempts to be easily identified by their wrong number and/or code. At the same time,

implementation of this system might require some changes in dialing protocols as well as

additional capabilities of the telephone switching equipment.

Entropy density can be increased by limiting the number of allowable connection

attempts. Similarly to the method described previously, telephone company switching

equipment can be made to perform a role of an outside security barrier for the private

network. In this case wrongly addressed connection attempts should be analyzed in order

to detect possible “sweeping”. If such an attempt is detected, tracing the origin of the

attempt and notifying the appropriate phone company should not present a problem even

with the existing technology.

The simplest form of private network protection under the proposed method and

system is when at a predetermined time all the members of a particular network are switched

to the new “telephone book” of the network. However, in some cases required level of

security for some members of the same private network could substantially differ, or they

may face different levels of security risk. In such cases frequency of the phone number
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change could be set individually with appropriate notification ofthe other members ofthe

network. This differentiation enables the telephone company to offer differentiated levels

of security protection to its customers even within the same private network.

A telephone company can also offer its customers protected voice private networks

which would provide a higher level of privacy protection than the presently used “unlisted3

numbers.’ In this configuration the customers’ telephone sets are equipped with a

computerized dialing device with remotely upgradeable memory which would allow each

member ofa protected voice network to contain the network “telephone book” and that book

is periodically updated by the telephone company.

The telephone company would periodically change the assigned telephone numbers

of a protected network to a new set of current numbers. These new numbers would be

communicated to the members of a protected voice network through updating their

computerized dialing devices.

As a derivative of the described system, an updateable electronic telephone directory

system can be also implemented. In this case a customer’s phone set would include a

computerized dialing device with electronic memory containing a conventional telephone

directory and a personal directory as well. This telephone directory can be periodically

updated on-line by the telephone company.

Easily interceptable systems such as cellular and satellite telephone systems, in

addition to the protection described above, can be protected from “cloning” when their signals

can be intercepted and the “identity” of the phone can be cloned for gaining unauthorized

access and use of the system by unauthorized parties.

Mobile telephone and mobile communications systems are protected in a manner

similar to networks or land based telephone systems. In this instance, the novel and improved

method of changing cyber coordinates is designed to reliably protect mobile phone systems

from unauthorized use commonly known as cloning as well as to make intercept ofwireless

communications more difficult than it is at present. With this system the static wireless phone

number or other similar identifier is not used for identification and authorization. Instead, a

set of private identifiers is generated known only to the phone company and base stations

controlling mobile phone calls and used to continually update the mobile phone and base

station directories with current valid identifiers. This approach provides vastly superior
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protection over current methods requiring that each call be intercepted in order to track and

keep current with changing identifiers. Immediate detection of unauthorized attempts to use

a cloned phone is realized and law enforcement may be notified in near real time for

appropriate action.

Other electronic devices using wireless communications can be protected by the

methods and systems described above.

Finally, computers often contain databases with a variety of information. That

information in a database often has wide-ranging levels of sensitivity or commercial value.

This creates a situation when large computers serve multiple users with vastly different levels

ofaccess. Furthermore, even within the same level ofaccess, security considerations require

compartrnentalization of information when each user has to have access to only a small

portion of the database.

The existing systems try to solve this situation by utilizing passwords and internal

firewalls. As it was mentioned earlier, password-based systems and firewalls are not

sufficient against computerized attacks. In practical terms it means that a legitimate user with

a low level ofaccess, utilizing hacking techniques from his station, potentially can break into

even the most restricted areas of the database.

This problem can be solved by using the method of the present invention. A piece (if

information such as a file or a directory in a computer exists in cyber space. Accordingly, it

has its cyber address, usually expressed as a directory and/or a file name which defines its

position in a particular computer file system. This, in effect, represents the cyber coordinates

of that piece of information within a computer.

As described earlier, information security can be provided if a system manager

periodically changes the directories and/or file names in the system, i.e. the cyber addresses

of the information, and notifies only appropriate parties of the current file names. This

method would ensure that each user computer knows locations of only files to which it has

legitimate access. Furthermore, a user would not even know ofexistence ofthe files to which

he has no access.

To further strengthen the system and make it user-friendly, the user would have a

personal directory similar to an address book, where only permanent directory and/or file

names are accessible to him, while the variable side of the “address book” would be
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accessible only to the system manager and upgraded periodically. In this arrangement

variable directory and/or file names can contain any required level of entropy. further

increasing resistance to attacks from within the system. Additionally, an internal “router” or

“filter” can also perform information security monitoring functions, detect intrusion attempts

and issue appropriate alarms in real time.

Obviously, in orderto ensure information security in such arrangement any computer-

wide search by keywords or subject should be disabled and substituted with a search within

specific clients’ “address books”. ‘

The systems and methods described above allow for creation of a feasible

infrastructure protection system such as a national or international infrastructure protection

system. When detected at specific points cyber attacks are referred to such a system for

further analysis and a possible action by law enforcement authorities.
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I claim:

1. A method for protecting a communications device which is connected to a

communications system against an unauthorized intrusion which includes:

providing the communications device with at least one identifier,

providing the at least one identifier for use in accessing the communications device

to entities authorized to access said communications device,

sensing the presence or absence of said identifier before granting access to said

communications device,

providing access to said communications device when the use of said at least one

correct identifier is sensed

denying access to said communications device and providing said communications

device with at least one new identifier when the absence of the correct at least one identifier

is sensed during an attempt to access said communications device, and providing said at least

one new identifier to entities authorized to access said communications device.

2. The method ofclaim 1 which includes periodically changing the at least one

identifier and providing the changed at least one identifier to the entities authorized to access

said communications device.

3. The method ofclaim 1 which includes providing said communications device

with a plurality of separate identifiers,

sensing the presence or absence of all of said plurality of identifiers before granting

access to said communications device,

providing access to said communications device when the use ofall ofsaid identifiers

is sensed, and

denying access to said communications device and providing said communications

device with a new plurality of identifiers to replace the previous plurality of identifiers when

the absence of any one of the correct identifiers is sensed.

4. The method ofclaim 3 which includes periodically changing said plurality of
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separate identifiers and providing the changed identifiers to the entities authorized to access

said communications device.

5. The method ofclaim 1 which includes permitting a predetermined number of

attempts to access said communications device with a correct at least one identifier after the

absence of the correct at least one identifier is sensed before providing said communications

device with at least one new identifier,

and providing access to said communications device if the correct at least one

identifier is sensed during the predetermined number of attempts to access.

6. The method of claim 2 wherein said communications system is a telephone

system and said communications device is a telephone.

7. The method of claim 1 wherein said communications system is a computer

network with said entities authorized to access said communications device being authorized

computers having access to said computer network, said communications device including

at least one host computer having access to said computer network.

8. The method of claim 7 which includes periodically changing the at least one

identifier for the host computer and providing the changed at least one identifier to the

authorized computers.

9. The method of claim 7 which includes providing the authorized computers

with an unchangeable, accessible address for the host computer which is used by the

authorized computer to activate and transmit the at least one identifier for the host computer

when the authorized computer initiates access to the host computer.

10. The method of claim 8 which includes providing each authorized computer

with an authorized computer identifier,

providing the host computer with a destination identifier,

causing each authorized computer to access said host computer with at least a host
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computer destination identifier and the authorized computer identifier,

sensing the presence or absence of both said host computer destination identifier and

an authorized computer identifier before granting access to said host computer,

providing access to said host computer when the use of both a correct host computer

destination identifier and an authorized computer identifier is sensed, and

denying access to said host computer and providing said host computer with a new

host computer destination identifier when the absence of either a correct host computer

destination identifier or a correct authorized computer identifier is sensed.

11. The method of claim 10 which includes permitting a predetermined number

of attempts to access said host computer with both a correct host computer destination

identifier and an authorized computer identifier after the absence of a correct host computer

destination identifier or an authorized computer identifier is sensed before providing said host

computer with a new host computer destination identifier, and

providing access to said host computer if correct host computer destination and

authorized computer identifier are sensed during the predetermined number of attempts to

access the host computer.

‘ 12. The method ofclaim 1 1 which includes storing said host computer destination

identifier as an inaccessible identifier in said authorized computers, and providing said

authorized computers with an unchangeable, accessible host computer address, which will

activate and transmit the host computer destination identifier when an authorized computer

initiates access to the host computer.

13. The method of claim 8 which includes providing said host computer with a

host computer destination identifier and a host computer port identifier,

causing each authorized computer to access said host computer with at least the host

computer destination identifier and the host computer port identifier,

sensing the presence or absence ofboth said host computer destination identifier and

said host computer port identifier before granting access to said host computer,

providing access to said host computer when the use ofboth a correct host computer
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destination identifier and a correct host computer port identifier are sensed, and

denying access to said host computer and providing said host computer with a new

destination identifier and port identifier when the absence of either or both of a correct host

computer destination or port identifier is sensed,

14. The method of claim 13 which includes permitting a predetermined number

of attempts to access said host computer with both a correct host computer destination and

port identifier when either or both an incorrect host computer destination or port identifier is

sensed before providing said host computer with a new destination and port identifier, and

providing access to said host computer ifboth correct host computer destination and

port identifiers are sensed during the predetermined number of attempts to access said host

computer.

15. The method ofclaim 14 which includes storing said host computer destination

and port identifiers as inaccessible identifiers in said authorized computers and providing said

authorized computers with an unchangeable, accessible host computer address which will

activate and transmit the host computer destination and port identifiers when an authorized

computer initiates access to said host computer.

16. An intrusion protection method for protecting a host computer connected to

a computer communications system which includes one or more authorized computers having

access to said computer communications system which are authorized to access said host

computer which includes:

providing each authorized computer with an authorized computer identifying address,

providing said host computer with a host computer destination identifier and a host

computer port identifier,

providing said host computer destination identifier and said host computer port

identifier to said authorized computers,

causing each authorized computer to access said host computer with the host computer

destination and port identifiers and said authorized computer identifying address,

sensing the presence or absence of said host computer destination and port identifiers
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and said authorized computer identifying address before granting access to said host

computer,

providing access to said host computer when the use of correct computer destination

and port identifiers and a correct authorized computer identifying address is sensed, and

denying immediate access to said host computer when the absence ofany one or more

of the correct host computer destination and port identifiers or the authorized computer

identifying address is sensed.

17. The method of claim 16 which includes periodically changing the host

computer destination and port identifiers and providing these changes to the authorized

computers.

18. The method ofclaim 17 which includes storing said host computer destination

and port identifiers as inaccessible identifiers in said authorized computer and providing said

authorized computers with an unchangeable, accessible host computer address which will

activate and transmit the host computer destination and port identifiers when an authorized

computer initiates access to said host computer.

19. The method of claim 16 which includes changing the host computer

destination and port identifiers when access is denied to said host computer after at least one

access attempt has been made and providing these changed identifiers to the authorized

computers.

20. The method of claim 16 which includes permitting a predetermined number

of attempts to access said host computer with correct host computer destination and port

identifiers and a correct authorized computer identifying address afler the absence ofat least

a correct one of said identifiers and authorized computer identifying address is sensed by the

host computer and

providing access to said host computer if correct host computer destination and port

identifiers and a correct authorized computer identifying address are sensed during the

predetermined number of attempts to access said host computer.
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21. The method ofclaim l9 which includes storing said host computer destination

and port identifiers as inaccessible identifiers in said authorized computer and providing said

authorized computers with an unchangeable, accessible host computer address which will

activate and cause transmission ofthe host computer destination and port identifiers when an

authorized computer initiates access to said host computer.

22. The method of claim 20 which includes changing the host computer

destination and port identifiers when access is denied to said host computer after at least one

access attempt has been made and providing these changed identifiers to the authorized

computers.

23. The method ofclaim 22 which includes storing said host computer destination

and port identifiers as inaccessible identifiers in said authorized computer and providing said

authorized computers with an unchangeable, accessible host computer address which will

activate and cause transmission ofthe host computer destination and port identifiers when an

authorized computer initiates access to said host computer.

24. A method of communication with a remote entity over a communication ‘

system which includes

providing the remote entity with at least one remote entity cyber coordinate identifier,

providing the remote entity cyber coordinate identifier to one or more base entities

authorized to communicate with said remote entity,

periodically changing the remote entity cyber coordinate identifier to a new remote

entity cyber coordinate identifier and

providing the new remote entity cyber coordinate identifier to said one or more base

entities.

25. The method of claim 24 which includes changing the remote entity cyber

coordinate identifier to a new cyber coordinate identifier in response to an attempt to

communicate with said remote entity with an incorrect remote entity cyber coordinate

identifier and
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providing the new remote entity cyber coordinate identifier to said one or more base

entities.
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1. Applicant's election without traverse of Group II (claims 28-39 and 67-71) in

\Paper No. 5 (filed 1/28/02) is acknowledged.

2. Claims 28-39 and 67-71 are pending for examination, and claims 72-81 are

newly added for examination.

3. Restriction to one of the following inventions is required under 35 U.S.C. § 121:

ll. Claims 28-39 and 67-71, drawn to a system for transparently creating a

virtual private network (VPN) between a client computer and a target computer,

comprising: a ) generating from the client computer a DNS request b) determining

whether the DNS c) determining that the DNS classified in Class 709, subclass

249.

IV. Claims 72-81, drawn to a method for establishing an encrypted channel

between a client and a secure host, comprising the step of automatically creating the

encrypted channel upon intercepting a DNS request for a domain name comprising a

predetermined domain name extension, classified in Class 713, subclass 201.

4. Inventions II and V are related as subcombinations disclosed as usable together

in a single combination. The subcombinations are distinct from each other if they are
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