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[57] ABSTRACT 

lf a transceiver has a message to send during an idle medium 
condition, it transmits a jam pattern onto the medium for a 
predetermined time (based on maximum network propaga­
tion delay). lf a transceiver detects a jamming pattern, it 
inhibits its own transmissions and waits for the next slot 
progression. lf multiple transceivers begin jamming within 
a propagation delay of each other (within the network 
vulnerable time), their jamming transmissions will not 
destructively interfere with each other. When jamming 
ceases, all transceivers begin a slot progression. Thus, the 
end of the jamming period when all transceivers have 
finished jamming serves as a network-wide synchronization 
for the start of an implicit token slot progression. 
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IMPLICIT TOKEN MEDIA ACCESS 
PROTOCOL WITHOUT COLLISION 

DETECTION 

This is a Continuation of application Ser. No. 07/992, 5 
877, filed Dec. 12, 1992, abandoned. 

TECHNICAL FIELD 

2 
Fourth, some protocols (e.g., CSMA/CD) make inefficient 

use of network bandwidth under heavy loading conditions. 
Existing elevator systems often have slow-speed low-grade 
wire that must be efficiently used to avoid the expense of 
installing newer, higher-speed media. 

Fifth, some protocols, such as explicit-token based pro­
tocols, are vulnerable to system failures if the token is lost 
or duplicated and are slow to recover from such failures. 
Elevator control requires quick recovery from a network 
protocol failure in order to maintain positive control over 
moving machinery. 

This invention relates to computer communication pro- 10 

tocols, and in particular, to a Reservation Carrier Sense 
Multiple Access (RCSMA) media access scheme. Sixth, it is desirable that broadcast messages be used in 

such a way as to eliminate the need for acknowledgments 
because multiple acknowledgment messages take up band­

IS width. Therefore, lack of acknowledgment is not available 
as an indirect means for detecting collisions. 

BACKGROUND OF THE INVENTION 

If multiple transceivers attempt to use a medium simul­
taneously, the transmissions collide, resulting in garbled 
messages and potentially lost data. Media Access Control 
(MAC) protocols arc used to arbitrate which transceiver has 
possession of a medium at any given time. Arbitration is the 
process by which one of multiple peer transceivers desiring 
access to the bus obtains it. The subset of MAC protocols of 
interest is those protocols used to implement Local Area 
Networks (LANs) using a shared transmission medium. 

Seventh, elevators must be able to function in the face of 
failures, and so must not have the single-point failure 
vulnerability inherent in a central communications medium 

20 master. 
Eighth, some protocols support only a limited number of 

transceivers. For example, implicit token protocols become 
inefficient as the number of implicit token time slots grows 
large because slot widths must account for oscillator drift. 

25 Integration of building-wide sensors and actuators (such as 
hall call buttons at each landing) and other building services 
make a capability to expand the number of transceivers to a 
large number highly desirable. 

The terms "explicit token" and "implicit token" are used 
herein. Explicit tokens are actual messages that are passed 
from transceiver to transceiver as control of the medium is 
passed. Ownership of the token grants sole right to transmit. 
Token ownership is relinquished to another transceiver by 30 
sending a token message. Implicit tokens are time slots 
which, if used, grant exclusive access to the medium. They 
are implicit because no real token message exists. Rather, 
each time slot period of time on the communications 
medium carries with it the meaning of a token-to-transceiver 35 

assignment. 
A. MEDIA ACCESS CONTROL PROTOCOL SELEC­
TION 

1. EXEMPLARY ELEVATOR SYSTEM 
In the communication protocol selection process, anum- 40 

ber of factors should be considered. An exemplary applica­
tion to illustrate some of these factors is an elevator system 
which uses twisted-pair wires as a shared communications 
medium. 

Of further interest are LANs that apply to embedded and 45 

real time control applications that require predictable and/or 
deterministic system response. 

B. FURTHER REVIEW OF PRIOR ART 
1. SYNCHRONOUS TDM PROTOCOLS 
In many communications systems there is a need to 

occasionally resynchronize all transceivers to a common 
point in time. One reason synchronization is needed is that 
the local clock for each transceiver (usually based on a 
crystal oscillator or resistor/capacitor oscillator circuit) runs 
at a slightly different speed from local clocks at other 
transceivers. Factors contributing to this clock drift include 
component manufacturing variations, aging effects, and 
temperature variations. 

Another reason for resynchronization is so that a newly 
activated transceiver (or one recovering from an error state) 
can join into a conununication protocol currently active 
among other transceivers using the communication medium 
even in the absence of message transmissions. 

Communication protocols in which the absence of con-
tinual messages implies a bus idle state can use the messages 
themselves as resynchronization points. However, some 
protocols, notably synchronous Time Division Multiplexing 
(synchronous TDM) protocols, are implemented such that 

2. FACTORS TO BE CONSIDERED IN MEDIA 
ACCESS PROTOCOL SELECTION IN LIGHT OF PRIOR 
ART so the transceiver finite state machine is in a state other than 

BUS IDLE for long periods of time, even though no 
messages are being sent. These protocols, including syn­
chronous TDM, usually use explicit resynchronization sig-

First, collision detection circuits are impracticable in 
some elevator communications systems. Analog collision 
detection techniques rely on approximately equal signal 
strengths from colliding transmitted signals. However, in a 
large building, signals over twisted pair wires are severe! y 55 

attenuated over 2000 feet, so signal strengths from some 
transceiver pairs are very unequal. · 

Second, real time response requirements of elevator sys­
tems, for purposes of safety and control loop stability, 
require both predictable and bounded message transmission 60 

delays. In some protocols, such as CSMA/CD, there is no 
guarantee that any particular message will be delivered 
within a bounded time interval. 

Third, many protocols do not allow for deterministic 
prioritization of network access as required by elevator 65 

control loops and safety schemes. CSMA/CD, for example, 
provides no guarantees for priority service. 

nals to limit the accumulated clock drift over time bet ween 
different transceivers. 

There is a maximum clock drift that can be tolerated while 
still maintaining synchronized transmission and reception 
within a protocol. For example, if two transceivers are to 
take turns transmitting based on time alone (as opposed to 
detection of other transmissions), a pad time must be 
allowed between consecutive transmissions to allow for 
clock drift. Accumulated clock drift must be kept smaller 
than this pad time for collision avoidance and, therefore, 
correct operation. A good way of accomplishing this is to 
schedule a resynchronization just before the accumulated 
clock drift goes out of tolerance. One way to do this is to 
perform resynchronization at fixed intervals (based on worst 
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case clock drift design analysis) regardless of the protocol in 
use. 

If the protocol is fixed-length time-slice synchronous 
TDM, a resynchronization is performed at the start of each 
transmission frame, using a frame sync signal. 

Perhaps the most straightforward communication scheme 

4 
vulnerable period a collision detection circuit is able to 
detect the resultant collisions, and truncate the transmission 
of data from both transceivers. 

Collision avoidance CSMA protocols (CSMA/CA) use 
5 time slots after each collision and transmission to reduce the 

change of subsequent collisions. 
One variation of CSMNCA that is suited to embedded 

and real time control communications is Reservation Carrier 
Sense Multiple Access (RCSMA). RCSMA is an implicit 
token system in which there is a sequence of time slots after 
each transmitted message. In RCSMA, one time slot is 
assigned to each transceiver. If any transceiver has a mes­
sage to send, it waits for its slot (measured as a unique time 
delay for each transceiver from the end of the previous 

is synchronous Time Division Multiplexing (synchronous 
TDM). In the traditional master/slave implementation, a 
single transceiver is designated as the bus master. This bus 
master queries each transceiver in tum, allowing each trans- 10 
ceiver to transmit a message when queried. This system has 
high overhead because of the query messages and responses 
that must be generated even when the responding transceiver 
has no useful messages to send. This system also has the 
obvious reliability problem of a single master. 15 message). When a transceiver's time slot is elapsing on the 

communications medium, the transceiver can start transmit­
ting a message with a guarantee that it is the sole active 
transceiver (because of the one-to-one mapping of slots to 

Still more sophisticated versions of synchronous TDM are 
possible. For example, a single bus master may simply 
transmit a frame synchronization message ("frame sync"), 
allowing all other transceivers to measure a unique time 
delay from that frame sync. Commonly, synchronous TDM 20 

protocols employ a single designated bus master transceiver 

transceivers). If a transceiver has no message to send, it 
remains idle and its time slot elapses, allowing the next 
transceiver's time slot to start. The slots are referred to as 

to issue the frame sync signal. This has obvious limitations 
in terms of reliability and designation of the common bus 
master. Each transceiver then may transmit during its own 
window of time ("time slice") after the frame sync. In even 25 
more sophisticated versions, other transceivers sense 
whether there is activity on the bus, and cut short unused 
time slices. 

implicit tokens, because asserting data during a slot is 
functionally equivalent to acquiring a token for medium 
access. Elaborations upon RCSMA known in the art include 
assigning slots in different groupings to implement priority 
levels and implementing a "slot rotation" in which the 
position of slot changes based on the last transceiver active 
in order to implement fair access to the medium. 

All synchronous TDM protocols have a problem in deter­
mining which transceiver is the bus master. Either it must be 30 
predesignated, or arbitration among transceivers must be 
performed to designate a master at system initialization. 
Synchronous TDM protocols make no provision for priority 
messages on a global basis; the highest priority message in 
each transceiver's outgoing queue must wait for that trans- 35 

ceiver' s time slice. 

RCSMA schemes require either implementation of colli­
sion detection or have slow restarts from protocol errors. 
Also, RCSMA suffers from a limitation in the number of 
transceivers supported in that as the number of transceivers 
grows the number of implicit token slots becomes too large 
to be practical. 
C. RESTARTING THE PROTOCOL FROM AN IDLE 
MEDIUM 

2. EXPLICIT TOKEN PROTOCOLS 
As mentioned previously, an explicit token is a message 

that is passed from transceiver/receiver to transceiver/re­
ceiver as control of the medium is passed. In explicit token 
protocols known to the art, the initial token holder is either 
designated as a predetermined transceiver on the network 
(leading to reliability problems if that predetermined trans­
ceiver becomes non-functional) or is determined via a 
potentially lengthy arbitration method involving collision 
detection. 

3. CONTENTION-BASED AND COLLISION-AVOID­
ANCE PROTOCOLS 

Contention-based protocols are protocols in which mul­
tiple transceivers contend for access to the communications 
medium asynchronously. 

A simple media access protocol for LAN s is Carrier Sense 
Multiple Access (CSMA), where "Carrier Sense" refers to 
the ability of a transceiver to detect data being asserted on 
the communication medium. When a transceiver has an 
outgoing message, it first performs carrier sensing to see if 
the medium is busy. If the medium is idle, it then transmits 
a message. Receipt acknowledgments are required, because 
there is a possibility of two transceivers beginning trans­
mission nearly simultaneously (within a propagation delay 
along the communications medium, known as the vulnerable 
period) with a resultant collision and loss of data. This 
method has poor performance ar high load and has poor 
real-time performance characteristics. 

An improvement over CSMA is Carrier Sense Multiple 
Access with Collision Detection (CSMNCD). When two 
transceivers begin transmission onto the medium within the 

Part of selecting a media access protocol is selecting a 
protocol for restarting the protocol on an idle network. 

In RCSMA, implicit token slots begin to elapse at the end 
40 of a transmitted message. However, a problem arises when 

there is no message to be sent, allowing all slots to elapse 
unused. The question is, bow is a new slot progression 
initiated in the absence of a message? There are four 
strategies known to the art. 

45 D. NETWORK RESTART 
1. NETWORK RESTART WITH ARBITRATION 
The NETWORK RESTART WITH ARBITRATION 

technique for RCSMA is taught by IGesel and Kuehn, IEEE 
Joumal on Selected Areas in Communications, Vol. SAC-1, 

50 No. 5, November 1983, pages 869- 876. We shall refer to this 
method as the Reservation Carrier Sense Multiple Access/ 
Collision Detection (RCSMA/CD) scheme. 

If the network is idle when a transceiver acquires a 
message to send, the transceiver begins transmitting data 

55 immediately as in CSMNCD. Implicit token slots begin 
after each message'. If there is a collision, the transceivers 
cease transmitting, and treat the collision event as equivalent 
to the end of a message. Thus, a slot progression begins after 
a collision as if a message had just been issued. This 

60 technique addresses the problem of what to do when there is 
no network traffic by simply letting the medium go idle and 
providing for a quick restarting capability. 

Collision detection is required for implementation, and 
this method does not overcome the practical limitation on 

65 the number of slots and therefore the number of transceivers 
on the network. There is a practical limit on the number of 
slots because beyond a certain number of transceivers, the 
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clocks of transceivers at opposite ends of the medium may 
be so out of sync that they transmit in the same slot. 

2. SINGLE MASTER 
A SINGLE MASTER can be used to restart token flow 

periodically. One way this can be done is for a master to emit 
frame synchronization signals that start a progression of 
implicit token slots. If all slots have elapsed without a 
transmission on the communications medium, the master 
generates a new frame synchronization signal to start a new 
slot progression. By relying on a single master, there is 10 
always a source of periodic restarts (frame synchronization 
signals). 

Problems with using a single master approach are that: 
(a) the single master represents a single point of failure 

vulnerability within the system, 
(b) the master is an extra component separate from the 

other nodes that must be separately designed and 
fabricated, and 

15 

6 
(c) system power-on and reset problems remain because 

the initial active transceiver must be chosen. DATAC 
uses an unspecified method of collision detection for 
system initialization; and 

(d) this method does not overcome the practical limitation 
on the number of slots and therefore the number of 
transceivers on the network. 

Our new protocols are well suited to embedded real time 
control and avoid the key disadvantages of previous proto­
cols: (a) single point of failure and (b) need for collision 
detection. 

DISCLOSURE OF THE INVENTION 

A first object of the present invention is a media access 
protocol with deterministic (i.e., repeatable), predictable, 
and bounded response times for routine and priority mes­
sages; highly efficient use of available communications 
media bandwidth; and fast initialization and recovery from (c) this method does not overcome the practical limitation 

on the number of slots and therefore the number of 
transceivers on the network. 

20 transient and permanent transceiver failures without any 
need for collision detection or bit dominance. 

3. ROTATING MASTER 
A ROTATING MASTER is taught in "Demand Assignment 
Multiple Access Schemes in Broadcast Bus Local Area 
Network", IEEE Transactions on Computers, Volume C-33, 

25 
No. 12, December 1984, Pages 1130-1159), by Michael 
Fine and Fouad Tobogi. This method prevents the bus from 
going idle by continually issuing dummy messages. 

A second object of the present invention is an implicit 
token media access protocol that supports a plurality of 
transceivers assigned to individual token slots without 
requiring collision detection. This objective is in support of 
multiple transceivers at the same priority level within a slot 
progression. A consequence of this slot-sharing capability is 
a significant increase in the number of transceivers which 
can be supported. 

However, there are shortcomings in the rotating master 
approach that make it inappropriate for the exemplary 
elevator application, including the following: 30 The present invention is predicated on the observation 

that some communication protocols involve collision detec­
tion by collision detection circuitry followed by transmis­
sion of a predetermined, nondestructively interfering, jam 
signal. This use of a jam signal enhances collision detection 
among a plurality of transceivers because transmission of 
the jam signal informs all transceivers that a collision has 
occurred. 

(a) the rotating master still represents a subtle, single point 
of failure vulnerability. If the current master should fail, 
it will not issue a dummy message and the network will 
go idlt:; and 

35 
(b) this method does not overcome the practical limitation 

on the number of slots and therefore the number of 
transceivers on the network. 

4. STABLE TIME BASE 
Another approach to implementing RCSMA is for the 

system to use stable time bases, also known as DISTRIB­
UTED MASTERS, to avoid the need for a central or rotating 
master. The DATAC system chip set from National Semi­
conductor uses this approach for a synchronous TDM imple­
mentation. In this scheme, each transceiver uses a stable 
time base that does not skew significant! y over periods when 
the network goes idle (the stable time base is implemented 
in the DATAC chip set by having two cross-checked oscil­
lators instead of only one). After each message, a slot 
progression is initiated. Whenever . the slot progression is 
completed with no network activity, a new slot progression 
is automatically initiated. In other words, slot progressions 
repeat indefinitely without frame synchronization while the 
network remains idle. 

The present invention is further predicated on the obser­
vation that synchronization of a plurality of transceivers is 

40 required to start a sequence of events within a communica­
tions protocol for shared medium access. One way to 
accomplish this is to have each transceiver desiring to 
initiate the sequence of events assert a message onto the 
communications medium. The problem with this method as 

45 currently practiced in the art is that collisions will take place 
if two transceivers assert such initiation messages within the 
"vulnerable time" (related to signal propagation delay) of 
the network. Said collisions corrupt data being sent and fail 
to establish unique ownership of the communications 

50 medium; furthermore, detecting such collisions is undesir­
able. 

The mastership is "distributed" among all transceivers. 
55 

There are several problems with using this scheme for the 
exemplary elevator communications application: 

It follows from the first predicate that the present in ven­
tion provides a means for synchronization of a plurality of 
transceivers on a shared communications medium using a 
·~amming" signal, thereby eliminating requirements to use 
collision detection or a centralized bus master. As a conse­
quence of the second predicate, one way to use such a 
synchronization technique is to let the jam signal serve as a 
unique time point from which to start an implicit token slot 
progression. 

(a) the time bases must be very stable over periods of time 
when the network is idle. In the DATAC application 
this problem is controlled by using expensive redun- 60 
dant oscillators; 

(b) a transceiver that has lost track of the protocol state 
through some transient error or reset cannot immedi­
ately access the network while the network is idle, 
because there are no transmissions on the network to 
indicate where, in the time slot progression, other 
transceivers are located; 

According to the present invention, a collision, multiple 
signals transmitting onto an idle bus, is assumed and access 
to an idle bus begins with a jam pattern, the end of which all 

65 transceivers synchronize to. 
The invention is further explained. When the communi­

cations medium is busy, implicit token slots follow the end 
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of each message. If a slot progression completes with no 
messages being sent, the communication medium is allowed 

8 

to go idle. According to the invention, if a transceiver has a 
message to send during an idle medium conwtion, it trans­
mits a jam pauem onto the medium for a predetermined time 
(based on maximum network propagation delay). If a trans­
ceiver detects a jruruning pattern, it inhibits its own trans­
missions and waits for the neltt slot progression. If multiple 
rransccivcrs begin jamming within a propagation delay of 
each other (within the network vulnerable Lime), their jam-

10 
ming transmissions will not destructively interfere with eac~ 
other. When jamming ceases, all transceivers begin a slot 
progression. Thus, the end of tbe jamming period, when all 
lnlllsccivcrs have fio.ished jam:mi.ng, serves as a network­
wide syncb.roniiarion signal for the start of an implicit token 
slot progression. 15 

FIG. 6 is a finite state diagram for a Reservation CSMA 
implicit token media access protocol with fixed priorities 
that idles the bus af!er each transmission; 

FIG. 7 is a finite state diagram for implementing multi­
level bus master arbitration; 

FIG. 8 is a finite state diagram for implementing operation 
of a Reservation CSMA implicit Loken media access proto· 
co) with fixed priorities and multi-level arbitration that idles 
the bus after each transmission; 

FIG. 9 is a finite state diagram for implementing operation 
of a Reservation CSMA implicit token media access proto­
col with fixed priorities that avoids the bus idle state while 
messages remain to be transmitted; 

FIG. 10 is a finite state diagram for implementing opera­
tion of an RCSMA media access protocol with a combina­
tion of fixed priority slots and rotating priorities; and rn further accord with the present invention, primary 

implicit token slots (that is, token slots following a message 
or jam used to restart network activity) are shared by 
multiple transceivers. When a transceiver assigned to a 
shared primary slot has data to transmit, it emits a jamming 
signal instead of a message in its token slot. This jamming 
signal serves as a synchronization for a second implicit 
token slot progression in which only transceivers sharing the 
primary level implicit token slot participate. 

In still further accord with the present invention, a bus jam 
signal periodically synchronizes all transceivers in a syn­
chronous time division multiplexing scheme. 

FIG. 11 is a fmire state diagram for implementing opera­
tion of an RCSMA media access protoc<J.l with both fixed 

20 priority and two levels of rotating priority 3lot arbitration. 

25 

BEST MODE FOR CARRYJNG OUT THE 
INVE.t"''TTON 

Co-pending applications Serial No. (Attorney Docket No. 

A fundamental advantage is that all transceivers on a 
network can be quickly synchronized/reset to a known state 30 

without centralized control and without the use of collision 
detection or bit dominance. The point at which the trans­
ceivers are precisely synchronized (to within a single propa­
gation delay) is the point at which the last jamming trans­
ceiver discontinues jamming the co=unications medium. 35 

While this synchronization mechanism is discussed above in 
terms of an implicit token protocol, it has applicability to 
other protocol areas, as will he demonstrated. 

OT-1745), entitled "Implicit Token Media Access Protocol 
with Multi-level Bus Arbitration" and Serial No. (Attorney 
Docket No. OT-1746) entitled "Synchronous Time Division 
Multiplexing. Using Jam-based Frame Sypchronization" are 
hereby incorporated by reference. An exemplary means for 
transmitting and receiving is shown therein. 
NETWORK TOPOLOGY (FIG. 1) 

The broad issue addressed by this invention is how to 
allocate a single co=unications medium among a plurality 
of competing transceivers. 

FIG. 1 shows a plurality of transceiver/receiver nodes 
coupled onto a shared co=unications medium ("bus" for 
brevity, without loss of general applicability to all forms of 
shared co=unications media). For the purposes of the Some further advantages of the present invention are: 

(a) small, dctcrminislic, and bounded latency provided to 
priorlti7.ed messages, including prioritization at the 
network level (as opposed to prioritization on a per 
transceiver basis); 

(b) bounded, deterministic fair (e.g., round-robin) access 
for routine (as opposed to priority) messages; 

(c) highly efficient tise of co=unications media band­
width under heavy loads; 

(d) quick restart from a failure in the protocol; and 
(e) larger numbers of transceivers allowed than with other 

implicit token systems without long slot progressions 
by using multi-level slot progressions. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a plurality of transceiver/ 
receiver nodes coupled to a shared communication medium; 

FIG. 2 is a finite state diagram for synchronizing a 
plurality of transceivers; 

FIG. 3 is a finite state diagram for implementing operation 
of a synchronous Time Division Multiplexing (TDM) pro­
tocol without a central bus master; 

FIG. 4 is a finite state diagram for implementing bus 
master arbitration; 

FIG. 5 is a finite state diagram for implementing an 
Explicit Token Bus protocol with initial bus master arbitra­
tion; 

40 invention, each transceiver shall have available to it a 
receiver (either uniquely assigned or shared) to monitor 
protocol activity on rhe communications medium. The 
exemplary elevator communications application has one 
transceiver per communications node, uses a twisted pair 

45 wire, and uses a single current-mode transformer coupler for 
transmission and reception at each node. 
GENERAL SYNCHRONIZATION (FIG; 2) 

FIG. 2 is a finite state diagram (FSD) for synchronizing a 
plurality of transceivers coupled to a co=on bus. Any of 

50 the many techniques well known in the art can be used for 
implementing this FSD and all other FSDs discussed herein 
(e.g., a microcontroller-based implementation that uses a 
microprocessor with on-chip ROM to execute the states of 
the finite state diagram combined with transformer-coupling 

55 driver chips and other logic for asserting signals on twisted 
pair wiring). Each transceiver contains an implementation of 
the FSD in a finite state machine (FSM); therefore the FSD 
is shown from the point of view of a single transceiver. 

Briefly, the PSD of FIG. 2 opemtr:s by having a subset of 
60 transceivers broadcast a jamming signal that is received by 

all receivers, then having all transceivers wait for the end of 
the last-started jamming transmission to achieve synchroni­
zation. It is sometimes the case that jamming by a subset of 
all transceivers, rather than one or all, will occur depending 

65 on the situation. 
The importance of the mechanism described by FIG. 2 is 

that it is able to ~ynchronize all transceivers on a shared 
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was previously jamming or not) in the WAIT FOR ALL 
JAMMERS TO FINISH state. When the end of jamming is 
detected, all transceivers transition from WAIT FOR ALL 
JAMMERS TO FINISH to SYNCHRONIZATION 

communications medium to within one propagation delay. 
The transceivers are synchronized when they all transition 
from WAIT FOR ALL JAMMERS TO FTh'ISH. This syn­
chronization occurs very quickly (at the end of a two 
propagation delay jamming period), and can be initiated by 
a pluraliry of transceivers without need for collision detec­
tion. 

5 ACHIEVED. 

OPERATION BEFORE SYNCHRONIZATION 

SYNCHROT\'lZATION ACHIEVED 
When each transceiver transitions to the SYNCHRONI­

ZATION ACHIEVED state, it is guaranteed to have reached 
that state within one bus propagation delay of all other The transceiver starts in the OPERATION BEFORE 

SYNCHROl\'lZATION state. In this state, the transceiver is 
performing whatever operations it would normally perform 
before the requirement for synchronization with other trans­
ceivers arises. The transceiver transitions to JAM THE BUS 

10 
transceivers (because of the propagation delay of the end of 
the jamming signal from the last-active jamming transceiver 
to all other transceivers) . 

if the transceiver needs to establish a synchronization with 
other transceivers for any reason. If a bus jam (discussed 15 

later) is detected, the transceiver transitions to WAIT FOR 
ALL JAMMERS TO FINISH. 

More than one transceiver can transition from OPERA­
TION BEFORE SYNCHRONIZATiON to JAM THE BUS. 
This possibility arises because there is a finite signal propa- 20 

gation delay along the communications medium. If a trans­
ceiver begins jamming the bus, all other transceivers tran­
sition to WAIT FOR ALL JAMMERS TO FINISH when 
they receive the jam signal. However, if a transceiver begins 
jamming, it is possible for any other transceiver to transition 25 
to JAM Tiffi BUS in the interval between the time the 

OPERATION AFTER SYNCHRONIZATION 
After the synchronization is noted by the transceiver, 

control -passes on to some other implementation-specific 
activities in the OPERA110N AFTER SYNCHROI\1ZA­
TION state. 

Advantages of this protocol of FIG. 2 over other synchro­
nization methods are: 

(1) Synchronization is achieved without ever designating 
any component(s) as a "master"; 

(2) Synchronization is achieved without arbitration; and 
(3) Synchronization is achieved without collision detec­

tion, even though a plurality of transceivers can be 
generating the synchronization event in parallel. 

SYNCHRONOUS TIME DIVISION MULTIPLEXING 
(FIG. 3) 

jamming was started and the time that the jamming signal 
reaches the receivers of potential additional jammers. This 
time interval during which multiple jammers can become 
active is known as the "vulnerable period", and is equal to 
the maximum signal propagation delay between any trans­
ceiver and any receiver along the communications medium 
(assuming that processing time at the receiver is negligible). 

FIG. 3 is a finite state diagram (FSD) for implementing a 
distributed synchronous Time Division Multiplexing (syn­
chronous TDM) protocol. In a synchronous TDM protocol, 

30 all transceivers are uniquely assigned a time slice in a 
"frame". Each transceiver can send messages during, and 
only during, its uniquely assigned time slice. 

It is impossible for a transceiver to begin jamming later than 
the expiration of the vulnerable period because all trans- 35 

ceivers will have detected the jamming signal and transi­
tioned from OPERATION BEFORE SYNCHRONIZA­
TION to WAIT FOR ALL JAMMERS TO FINISH. 
JAM THE BUS 

Once a transceiver has transitioned from OPERATION 40 

BEFORE SYNCHRONIZATION to JAM THE BUS the 

Time slices are different from time slots. A time slice is an 
allocated time for transmission of a message which expires 
on the bus, whether used by a transceiver or not used. A time 
slot is necessarily only long enough to indicate whether a 
transceiver is using an implicit token and therefore does not 
need to be big enough to send a message; a time slot is 
usually about twice a propagation delay time. 

Time slice starting and ending times are measured with 
respect to a predetermined frame starting signal. Because 
different transceivers may have slightly different clock fre­
quencies, a new frame signal is used at the beginning of each 
frame to keep all transceivers synchronized to a common 

transceiver begins asserting a jam signal on the bus for a 
predetermined time. Here the jamming signal is a predeter­
mined continuous voltage level (e.g., a logical ON state). 
Note that this jamming signal has the property that destruc­
tive waveform superposition cannot take place, as well as 
the property that the signal will be recognized when one as 
well as more than one transceiver simultaneously asserts it; 
e.g., that all transceivers have jam signals of the same 
polariry. Here the jamming period lasts more than two 
propagation delays in duration. This is to guarantee that 
potential signals from all jamming transceivers (which may 

45 time base. 
In the protocol of FIG. 3, a bus jamming signal is used by 

a plurality of transceivers as a frame starting signal without 
arbitrating for a single bus master. The bus jam signal is 
provided onto the bus as a function of a known resynchro-

50 nization time stored in a transceiver. For example, the bus 
jam signal may be provided periodically and the resynchro­
nization time is the time required for all transceivers to 
transmit messages. This is accomplished by extending the be skewed from each other in starting time by up to one 

propagation delay) have time to reach all receivers (requir­
ing a second propagation delay) before any jammers cease 55 

jamming. This minimum jamming period ensures that the 
jamming will be received as a continuous signal from start 
to end at all receivers without gaps caused by skewed 
jamming staning times. 

method shown in FIG. 2 to accomplish the synchronization. 
The following notation applies to FIG. 3: 

There are N transceivers coupled to the bus (not all of which 
need be operational or active). There are N time slices in 
each frame. N is the number of transceivers on the bus 

Each transceiver is assigned a unique number M, between 
WAIT FOR ALL JAMMERS TO FINISH 

When a transceiver's jamming time period has elapsed, 
the transceiver transitions from JAM THE BUS to WAIT 
FOR ALL JAMMERS TO FINISH. Because there are a 

50 0 and N-1 inclusive, corresponding to its unique transceiver 
ID number. Transceiver M is assigned the Mth time slice 
(with the first time slice being slice number 0) within each 
synchronous TDM frame. 

plurality of simultaneous jammers possible, it may be that a 
transceiver is not the only jammer. Therefore, all transceiv- 65 

ers wait for their respective receivers to detect the end of the 
collective jamming signal (whether their own transceiver 

RESYNCHRONIZE 
The RESYNCHRONIZE state corresponds to the 

OPERATION BEFORE SYNCHRONIZATION state of 
FIG. 2. 
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The RESYNCHRONIZE state is reached by resetting the 
FSM, for example by turning the power on. This state is also 
reached whenever the FSM implementation detects an ille­
gal state, unexpected signal, or other error condition. When 

12 
waits for an additional N-M-1 time slices to elapse. At the 
end of this time, all N time slices will have elapsed, it will 
be time for a new frame synchronization, and therefore the 
transceiver transitions to JAM THE BUS. 

If the time base of the transceiver under discussion is 
sufficiently slower than other time bases, the transceiver will 
detect a bus jam while still in the JAM THE BUS state. 
When this happens, the transceiver transitions to WAIT FOR 
ALL JAMMERS TO FINISH in order to resynchronize with 

a transceiver first reaches the RESYNCHRONIZE state, it 5 

must first detemrine whether other transceivers are active on 
the bus. It does this by waiting a period of idle time (i.e., a 
time during which no other transceiver asserts a signal of 
any kind on the bus) equal to the longest time between frame 
start signals (i.e., bus jams). This time is equal to the total 
time for all time slices in the system plus the frame gap time 
plus one propagation delay. If no bus jams are detected in 
this interval, all other transceivers must be either somehow 
disabled (e.g., power turned ofi) or also in the RESYN­
CHRONIZE state, so the transceiver transitions to the JAM 
THE BUS state to initiate a new frame. 

10 
other transmitters. In a properly designed system, thcre will 
be enough idle time at the end of each slice so that the 
highest numbered transceiver (number N-1) is done with its 
actual transmission before any transceiver transitions to 
JAM THE BUS (taking into account worst-case timing drift 

15 
and skew). Thus, the idle time for each slice is a design 
parameter that should be adjusted to accommodate time base 
stability specifications in the implementation. If a bus jam is detected while in the RESYNCHRONIZE 

state, the transceiver transitions to WAIT FOR ALL JAM­
MERS TO FINISH. 
JAM THE BUS 

This state is identical to that of FIG. 2. 
WAIT FOR ALL JAMMERS TO FINISH 

This state is identical to that of FIG. 2. 
FRAME GAP 

After jamming ceases, all transceivers allow a frame gap 
period to elapse. This is a short period required by some bus 
coupling technologies (e.g., current-mode transformer cou­
pling) to discharge energy accumulated during the transmis­
sion process from the bus coupling device. Using other 
transmission implementations a zero-length frame gap may 
be acceptable. 
WAIT FOR Mth SLICE 

After the frame gap, each transceiver is permitted to 
transmit during its dedicated time slice. Each transceiver 
waits for the Mth time slice to begin (where M is the unique 
transceiver number from 0 to N-1). When M time slice 
times have passed, the transceiver transitions to TRANSMIT 
MESSAGE. 
TRANSMIT MESSAGE 

It will be obvious to one skilled in the art that each 
transmitter can be assigned more than one time slice to 

20 
perform load balancing. 

For example, a single transmitter could be assigned two 
lime slices if it had twice as many messages to transmit, on 
average, than other transmitters. 

Also, it will be obvious to one skilled in the art that time 

25 
slice compression can be used (as in the DATAC protocol 
referenced previously). With this scheme, if a time slice goes 
unused for a predetermined period of time shorter than the 
entire time slice, all transceivers automatically progress to 
the next time slice without any signaling taking place. In this 

30 
case, the frame signal will occur at a varying time period, but 
still at the start of each new frame, the varying time period, 
depending on how many actual messages were transmitted. 
The synchronization could even be skipped for one or more 
time slice rotations in accordance with predetermined rules 

35 
(based upon expectations of a worst-case clock drift). 

-Advantages of this protocol of FIG. 3 over other synchro­
nous TDM protocols are: 

(1) There is no need to select a bus master of any kind; 

(2) Accumulated timing drift and skew is reduced to one 
bus propagation delay at the beginning of each frame; 

BUS MASTER ARBITRATION (FIG. 4) 
FIG. 4 is a finite state diagram for bus master arbitration. 

Once the Mth time slice has started, the transceiver can 40 

begin transmitting a plurality of messages. Here each trans­
ceiver ceases transmitting before its time slice ends by an 
amount we shall refer to as the pad time. Leaving a pad time Each transceiver contains an implementation of the FSD; 

therefore the FSD is from the point of view of a single 
45 transceiver. 

The importance of the mechanism described by FIG. 4 is 
that it uses the synchronization capability of FIG. 2 to 
arbitrate a unique owner of a shared bus without a prede­
termined bus master, collision detection, or bit dominance. 

at the end of the time slice accommod.ates a certain amount 
of skew (caused by the synchronization propagation delay) 
and drift (caused by non-uniform time sources) between 
different transceivers to avoid collisions and allows a gap 
after transmission to discharge energy from the active trans­
ceiver in the manner discussed for FRAME GAP. Here the 
pad time is the sum of two bus propagation delays plus a 
frame gap plus the worst case clock drift over the length of 
a round-robin transmission frame. 

50 This occurs at the FRAME GAP state following the state 
WAIT FOR ALL JAMMERS TO FINISH since the end of 

If the transceiver has no messages to transmit, it remains 
idle but in the TRANSMIT MESSAGE state for the duration 
of its time slice. If it has messages shorter than the duration 55 

of its time slice, it transmits them and then remains in the 
TRANSMIT MESSAGE state until the end of the time slice. 

If the time base of the FSM under discussion is suffi­
ciently slower than other time bases and the FSM is assigned 
to the last time slot, the FSM will detect a bus jam while still 60 
in the TRANSMIT MESSAGE state (during the pad lime, 
not during an active transmission). When this happens, the 
FSM transitions to WAIT FOR ALL JAMMERS TO FIN­
ISH in order to resynchronize with other transceivers. 

the last jamming signal is the synchronizing event. This 
synchronization is followed by an implicit token slot pro­
gression in which each slot is of duration proportional to the 
numb~r of transceivers being arbitrated among. 

The following notation applies to FIG. 4: 
There are N transceivers coupled to the bus (not all of 

which need be operational or active). There are N implicit 
token slots used for arbitration. 

Each transceiver is assigned a unique number M, between 
0 and N-1 inclusive, corresponding to its unique transceiver 
ID number. Transceiver M is assigned the Mth token slot 
position, with token slot 0 being the first token slot in the 
progression. 

WAIT FOR REST OF SLICES 65 RESYNCHRONIZE 
After the transceiver's time slice is over, the FSD transi­

tions into WAIT FOR REST OF SLICES. In this state, it 
The RESYNCHRONIZE state corresponds to the 

RESYNCHRONIZE state of FIG. 3. The only difference is 
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that the Maximum Idle Period is predetermined by the 
implementation protocol being used with the bus master 
arbitrmion method, and is not necessarily simply the number 
of TDM time slices plus frame gap. 
JAt\1 THE BUS 

This state is identical to that in FIG. 3. 
WAlT FOR ALL JAMMERS TO FINISH 

This state is identical to that in FIG. 3. 
FRAt\lli GAP 

14 
JAMMERS TO FINISH since the end of the last jamming 
signal is the synchronizing event. 

The notation of FIG. 4 applies to FIG. 5. 
Each transceiver has a locally maintained variable called 

NEXT_ID that stores the next transceiver ID value (after 
the current FSD) in the token passing sequence. 
RESYNCHRONIZE 

The RESYNCHRONIZE state corresponds to the 
RESYNCHRONIZE state of FIG. 4. The only difference is 

This state is identical to that in FIG. 3. 
WAlT FOR Mth SLOT 

After the frame gap, each transceiver waits for its implicit 
token time slot. When the Mth implicit token slot begins 
(where M is the unique transceiver number from 0 to N-1), 
the transceiver transitions to TRANSMIT BUS OWNER­
SliP MESSAGE. If the transceiver detects a bus ownership 
message from some other transceiver, the transceiver tran­
sitions to NOT THE BUS MASTER. 

10 that the explicit token protocol provides a brief time, a Node 
Admission period after every message during which a jam 
can be asserted to allow a newly reset transceiver to gain 
admission to the token passing sequence. The Node Admis­
sion period is shorter than the MAXIMUM IDLE PERIOD 

15 and is proportional to one slot time. 

NOT THE BUS MASTER 
If the FSD reaches the NOT THE BUS MASTER state, 

some other transceiver has acquired bus mastership before 20 

the current FSM's implicit token slot became available. This 
FSD therefore does not own the bus. 
TRANSMIT BUS OWNERSmP MESSAGE 

If the FSM reaches the TRANSMIT BUS OWJ\'ERSmP 
MESSAGE state, it is the first transceiver to recognize the 25 
availability of an implicit token slot (either because its value 
of M is 0, or because lower-numbered values of M are 
non-functional or not installed in the communications net­
work). This FSM therefore transmits some predetermined 
bus ownership message to broadcast to all other nodes that 30 
it owns the bus. When the transmission is completed, the 
FSM transitions to TRANSCEIVER IS BUS MASTER. 
TRANSCEIVER IS BUS MASTER 

If the FSD reaches the TRA!'ISCEIVER IS BUS MAS 
TER state, its associate transceiver is the bus master, and can 35 

begin transmitting without danger of collision from other 
transceivers. 

Advantages of this arbitration method of FIG. 4 over other 
methods of bus master arbitration are: 

JAM TilE BUS 
This state is identical to the corresponding state of FIG. 4. 

WAIT FOR ALL JAMMERS TO FINISH 
This state is identical to the corresponding state of FIG. 4. 

FRAME GAP 
This state is identical to the corresponding state of FIG. 4. 

WAIT FOR Mth SLOT 
This state is identical to the corresponding state of FIG. 4. 

NOT THE BUS MASTER 
This state corresponds to the NOT THE BUS MASTER 

state of FIG. 4. In this state the transceiver waits to receive 
an explicit token passed to it from another transceiver before 
transitioning to TRANSMIT MESSAGES if a bus owner­
ship message is received by the transceiver. 
TRANSMIT BUS OWNERSHIP MESSAGE 

This state is identical to the corresponding state of FIG. 4, 
except that once the message is transmitted, the FSD tran­
sitions to TRANSMIT MESSAGES. 
TRANSMIT MESSAGES 

Once the transceiver has established that it owns the bus 
(either from the TRANSMIT BUS OWNERSmP MES­
SAGE state or receiving a token), it begins transmitting 
messages. When the transceiver has completed transmis­
sion, it transitions to PASS TOKEN. 

(I) A bus master is selected among all active transceivers 
with no predetermined initial bus master; 

40 PASS TOKEN 

(2) Bus master arbitration follows a predetermined pri-
oritization; 

(3) Bus master arbitration occurs in a deterministic time 45 
period-a function of the slot time and number of slots; 
and 

(4) Bus master selection is accomplished without colli­
sions. 

Once the transceiver is ready to relinquish control of the 
bus, it transmits an explicit token passing message to the 
next transceiver in the explicit token rotation. Here deter­
rnination of the next transceiver is performed as follows. 

The transceiver sends a message to a transceiver desig-
nated by the local value of NEXT _ID (initially set to M+ 1 
(modulo N)). If a reply is received, it transitions to NOT 
THE BUS MASTER. If no reply is received after a prede­
termined reply time limit, it increments the next transceiver 

EXPLICIT TOKEN BUS PROTOCOL (FIG. 5) 
FIG. 5 is a finite state diagram for implementing an 

Explicit Token Bus protocol with initial bus master arbitra­
tion. Unlike the finite state diagram of FIG. 4, which is for 

50 number (modulo N) and tries again. This incrementing is 
repeated until a reply is received. Once a reply is received, 
the number of the replier is stored in memory as the new 
local value of NEXT_ ID. 

Advantages of this protocol of FIG. 5 over other explicit an implicit token protocol and therefore requires arbitration 
of a bus master each time an idle bus is accessed, the FSD 
of FIG. 5 requires bus master arbitration only on start-up; 
after that time, the bus master is known as the owner of the 
explicit token. Each transceiver contains an implementation 

55 protocol methods are those of FIG. 4 plus any transceiver 
can gain admittance to the network protocol by asserting a 
jam signal during an appropriate time, causing reconfigura­
tion of the network. 

of the FSD depicted by the FSD of FIG. 5; therefore theFSD 
is from the point of view of a single transceiver. 

The importance of the FSM described by the FSD of FIG. 
60 

5 is that it uses the synchronization capability of the FSM of 
FIG. 4 to implement an explicit token bus protocol with fast 
(since there is no collision detection) arbitration of a unique 
initial token holder without need for collision detection nor 65 

a predetermined initial token holder. The transceivers are 
synchronized when learning the state WAIT FOR ALL 

RESERVATION CSMA PROTOCOL (FIG. 6) 
FIG. 6 is an FSD for a Reservation CSMA implicit token 

media access protocol with fixed priorities that idles the bus 
after each transmission. Each transceiver contains an imple­
mentation of the FSD; therefore the FSD is from the point 
of view of a single transceiver. 

In other RCSMA protocols known to the art, either (a) the 
BUS IDLE state is an error situation requiring a system 
restart initiated by some central master (i.e., BUS IDLE state 
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is avoided in normal operation), or (b) collision detection 
circuitry is required to correctly handle the case of multiple 
transceivers accessing the bus within the vulnerable period 
during the BUS IDLE state. 

The importance of the mechanism described by FIG. 6 is 
that it uses the synchronization capability of FIG. 4 to 
implement an RCSMA bus protocol without need for colli­
sion detection or a way of keeping slot progressions active 
to avoid the BUS IDLE state by restarting the jam and slot 
progression sequence for each message. This is called per­
message restart. The transceivers are synchronized when 
learning the state WAIT FOR ALL JAMMERS TO FINISH 
since the last jamming signal is the synchronizing event. 

The FSD as shown implements fixed-priority transmis­
sion by assigning one transceiver to each implicit token slot. 
It should be apparent to a skilled practitioner that slots can 
also be assigned by message type or any other criteria, as 
long as the system-level operation assures no two transceiv­
ers can be assigned the same slot simultaneously. 

The notation of FIG. 4 applies to FIG. 6. 
RESYNCHRONIZE 

The RESYNCHRONIZE state corresponds to the 
RESYNCHRONIZE state of FIG. 4. The only difference is 
that the Maximum Idle Period is more specifically desig­
nated a "N Slot times+ Frame Gap", which is the maximum 
time period for which there can be no transmissions onto the 
bus in non-BUS IDLE states. If the bus has been idle for this 
long, the FSM transitions to BUS IDLE, and waits for some 
transceiver to have a message to transmit. 
BUS IDLE 

When there are no messages to be sent, the FSD remains 
in the BUS IDLE state. If the FSM has a message to 
transmit, it transitions to JAM THE BUS. If it detects a bus 
jam, it transitions to WAIT FOR ALL JAMMERS TO 
FINISH. 
JAM THE BUS 

This state is identical to that of FIG. 4. 
WAIT FOR ALL JAMMERS TO FINISH 

This state is identical to that of FIG. 4. 
FRAME GAP 

This state is identical to that of FIG. 4. 
WAIT FOR Mth SLOT 

This state is identical to that of FIG. 4. 
MESSAGE READY TO TRANSMIT? 

This is a no-delay decision state during which the FSD 
checks its transmission buffer to determine if there are any 
messages waiting to be transmitted. If there are, the FSD 
transitions to TRANSMIT MESSAGE. Otherwise, the FSD 
transitions to WAIT FOR REST OF SLOTS. 
TRANSMIT MESSAGE 

Upon entering this state, the FSD acquires the bus by 
transmitting a message. This bus activity implicitly notifies 
all other transceiver FSDs on the bus that t)le implicit token 
has been taken, causing them to transition to BUS BUSY. 
When the transmission is completed, the FSD transitions to 
BUS IDLE. 
WAIT FOR REST OF SLOTS 

In this state the FSD waits for the rest of the implicit token 
slots to elapse. Upon detection of a message, the FSD 
transitions to BUS BUSY. With the transceiver in proper 
operation, no more than N-M slots will elapse while in this 
state. 
BUS BUSY 

The FSM enters this state when some other transceiver 
has acquired the bus and is transmitting. The FSM in a BUS 
BUSY state monitors the bus for the end of the transmission, 
then transitions to BUS IDLE. 

16 
Advantages of this protocol of FIG. 6 over other implicit 

protocol methods are those of FIG. 4. 
(1) Bus master arbitration (using an implicit token 

method) is used to choose which transceiver can transmit the 
next message on the bus; and 

(2) The transceiver allowed to transmit is ·re-arbitrated 
every message, allowing transparent entry and exit of indi­
vidual transceivers to the protocol and guaranteeing that the 
highest priority transmission available in the system will be 
sent at each arbitration. 

10 MULTI-LEVEL BUS MASTER ARBITRATION (FIG. 7) 
FIG. 7 is an FSD for implementing multi-level bus master 

arbitration. Each transceiver contains an implementation of 
the FSD; therefore the FSD is from the point of view of a 
single transceiver. 

15 The mechanism described by FIG. 7 extends the bus 
master arbitration capability of FIG. 4 to include "multi­
level arbitration." A general description of this capability is 
as follows. Within the initial implicit token slot progression 
after synchronization (i.e., after a primary jam), a plurality 

20 of transceivers are assigned to each implicit token slot 
(primary slots). All transceivers that attempt to acquire a 
particular implicit token primary slot do so by asserting a 
secondary jamming signal instead of sending a message. 
This secondary jamming signal initiates a new implicit token 

25 slot progression (implicit token secondary slots) in which 
each transceiver from those assigned to a common implicit 
token primary slot is uniquely assigned an implicit token 
secondary slot. To claim its unique secondary slot, the 
transceiver sends a bus ownership message. The transceivers 

30 are synchronized when learning the state WAIT FOR ALL 
JAMMERS TO FINISH since the end of the last jamming 
signal is the synchronizing event. 

The importance of this protocol is that a large number of 
transceivers can be accommodated in a relatively small 

35 amount of slot time on the bus. This is accomplished by 
having a set of primary implicit token slots arbitrate among 
groups of transceivers and secondary implicit token slots 
arbitrate among individual transceivers within a group. 

This synchronization occurs using a token slot mechanism 
40 of duration proportional to the square root of the number of 

transceivers being arbitrated among (assuming roughly 
equal distribution of transceivers among groups). For 
example, where there are 25 transceivers to be arbitrated 
among and there are five groups of five transceivers, the slot 

45 time is proportional to five. It will be apparent to a skilled 
practitioner of the art that slots can also be assigned by 
message type or any other criteria, as long as the system­
level operation assures that no two transceivers can be 
assigned the same combination of primary and secondary 

50 slots simultaneously. It will also be apparent to a skilled 
practitioner of the art that the multi-level arbitration scheme 
can be extended to more than two levels of slot progression. 

The following notation applies to FIG. 7: 
There are N transceivers coupled to the bus (not all of 

55 which need be operational or active). 
Each transceiver is assigned a group number G (primary 

slot) and a subgroup number H (secondary slot). G and Hare 
assigned with 0 as the smallest value. Each G/H combination 
is unique to a transceiver within the system. While assign-

60 ments may be arbitrarily made, here each group G has an 
approximately equal number of transceivers. 
RESYNCHRONIZE 

This state is identical to the corresponding state of FIG. 4. 
Additionally, if a "short bus jam" (described later) is 

65 detected, the FSD transitions directly to NOT THE BUS 
MASTER because the FSD has attempted resynchronization 
after the primary slot progression has commenced. 
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JAM THE BUS 
This state is the same as that in FIG. 4. 

WAIT FOR ALL JAMMERS TO Fii\IISH 
This state is the same as that in FIG. 4. 

FRAME GAP 
This state is the same as that in FIG. 4. 

WAIT FOR Gth SLOT 

18 
This protocol is similar in capability to binary count-down 

protocols using bit dominance (e.g., CAN). However, it does 
not require the medium to support bit dominance. The 
importance of the mechanism described by FIG. 8 is that it 
combines the multi-level bus master arbitration method of 
FIG. 7 with the Reservation CSMA protocol of FIG. 6 to 
implemem a multi-level arbitration Reservation CSMA pro­
tocol. 

The notation of FIG. 7 applies to FIG. 8. Additionally, J 

After the frame gap, each transceiver waits for the implicit 
token time slot of its assigned group G. Wben the GL11 
implicit token slot begins, the transceiver transitions to JAM 
THE BUS (GROUP). If the FSD detects a jam from some 
other transceiver, the FSD transitions to NOT THE BUS 
MASTER. 
NOT THE BUS MASTER 

This state is the same as that in FIG. 4. 

10 designates the maximum value assigned to G + l for any 
transceiver in the< system (i.e., the maximum number of 
group/primary slots). K designates the maximum value 
assigned to H plus 1 for any transceiver in the system (i.e. , 
the malcimum number of secondary slots). L represents the 

JAM THE BUS (GROUP) 
This state is similar in function to the JAM THE BUS 

state. However, the length of the jamming signal can be 
shorter than for the JAM THE BUS state. Because it is 
necessary only to have all receivers register the existence of 
a non-interfering signal, not synchronize up on it. This jam 
shall be referred to as a "short jam" even though it need not 
be actually shorter than the other jam (however, here it is of 

15 maximum of J and K (i.e., the maximum number of slots in 
any slot progression). 
RESYNCHRONlZE 

This state corresponds to the same state of FIGS. 6 and 7 . 
The maximum idle period is L slot times plus a frame gap. 

20 BUS IDLE 

a sufficiently different duration-longer or shorter-to dis­
tinguish it from the other jamming signal). Because all 
transceivers are already synchronized, a separate state cor- 25 
responding to WAIT FOR ALL JAMMERS TO FINISH is 
not required. 
SECONDARY FRAME GAP 

This state is identical to the FRAME GAP state. 
WAIT FOR Hth SLOT 30 

This state is similar in function to the WAIT POR Gth 
SLOT state. However, the Hth slot is unique to alJ trans­
ceivers within the currently active group G. When the Hth 
implicit token slot begins the transceiver transitions to 
TRAt\ISMIT BUS OW]'..'ERSHIP MESSAGE. If tbe FSD 

35 
detects a bus ownership message from some other trans­
ceiver, the FSD transitions to NOT THE BUS MASTER. 
TRANSMIT BUS OWNERSHIP MESSAGE 

If the FSM reaches the 1RANSMIT BUS OWNERS HlP 
MESSAGE state, it is the first transceiver to recognize the 

40 
availability of an implicit token slot within the group G 
(either because its value of H is 0, or because lower­
numbered values of H are non-functional or not installed in 
the communications network). This FSM therefore transmits 
a bus ownership message to broadcast to all other nodes that 45 
it owns the bus. The bus ownership message indicates 
ownership of the bus and does not necessarily also include 
data. When the transmission is completed, the FSM transi· 
tions.to TRANSCENER IS BUS MASTER. 

It is apparent that multi-level arbitration as in FIG. 7 CWJ so 
be used to increase the number of transceivers arbitrared 
among for FIG. 5. 
TRANSCENER IS BUS MASTER 

This state is identical to that of FIG. 4. 
Advantages of this protoc~l of FIG. 7 over other methods 

55 
of bus master arbitration are: 

This state is identical to that of FIG. 6. 
JAM THE BUS 

This state is identical to that of FIG. 6. 
WAIT FOR ALL JAMMERS TO FINISH 

This state is identical to that of FIG. 6. 
The transceivers are synchronized when learning the state 

WAIT FOR ALL JAMMERS TO Fll\TJSH since the end of 
the last jamming signal is the synchronizing event. 
FRAME GAP 

This state is .identical to that of FIG. 6. 
WAIT FOR Gth SLOT 

This state is identical to the corresponding state of FIG. 7 
except that if a short jam is detected the FSD transitions to 
WAIT FOR OTHERS. 
WAIT FOR OTHERS 

This state corresponds to NOT THE BUS MASTER in 
FIG. 7 . lf the PSD reaches WAIT FOR OTHERS, then some 
olhcr transceiver group is undergoing a secondary slot 
arbitration process. This FSD then waits for a message to be 
sent by some other transceiver. In proper operation, this 
other message will be detected within a short jam time plus 
a ~c gap plus 1( slot times. 
MESSAGE READY TO TRA.J.~SMIT? 

This state is identical to the corresponding state of FIG. 6 
e)(cept that if there is a message to transmit, the FSD 
trnnsitions to JAM THE BUS (GROUP). 
JAM U(El BU (GROUP) 

This stare is similar to that of FIG. 7. 
SECONDARY FRAME GAP 

Tlus state i.s similar to that of FIG. 7. 
WAIT FOR Hth SLOT 

This state is similar to that of FIG. 7. 
TRANSMIT MESSAGE 

This state is similar to that of FIG. 7 except that a data 
message is provided rather than a bus ownership message. 
WAIT FOR REST OF SLOTS 

(1) All advantages of FIG. 4; and 

(2) Arbitration is accomplished in fewer slots than 
required by traditional implicit token slot methods. 

MULTI-LEVEL RESERVATION CSMA PROTOCOL 
(FIG. 8) 

This state corresponds to WAIT FOR REST OF SLOTS 
in FIG. 6. In proper operation, the number of remaining slots 
wiiJ not exceed J-G. The FSD transitions to WAIT FOR 

60 OTHERS if a short jam is detected. 

FIG. 8 is an FSD for implementing operation of a Res­
ervation CSMA implicit token media access protocol with 
fixed priorities and multi-level arbitration that idles the bus 
after each transmission. Each transceiver contains an imple- 65 

mentation of the FSD; therefore, the FSD shown is from the 
point of view of a single transceiver. 

BUS BUSY 
This state is similar to that of FIG. 6. 

IDLE-AVOIDING RESERVATION CSMA PROTOCOL 
(FIG. 9) 

FIG. 9 is an FSD for implementing operation of a Res­
ervation CSMA implicit token media access protocol with 
fixed priorities that avoids the bus idle state while messages 
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remain to be transmitted. Each transceiver contains an 
implementation of the FSD shown in the FSD; therefore, the 
FSD is from the point of view of a single transceiver. 

The importance of the mechanism described by FIG. 9 is 
that it uses the RCSMA protocol capability of FIG. 6, but 
increases efficiency of bus usage by avoiding the bus idle 
state, and therefore bus jams, when messages remain to be 
transmitted. The key idea is to transition from BUS BUSY 
and TRANSMIT MESSAGE into the FRAME GAP state, 
starting a new slot progression at the end of each message. 
This improvement paves the way for implementing rotating 
priorities in FIG. 10. 

The notation of FIG. 6 applies to FIG. 9. 
RESYNCHRONIZE 

20 
provides for both fixed and rotating implicit token slots. 
Rotating slots implement round-robin access for transceiv­
ers, ensuring fair access to the network. It is desirable to 
assign fixed slots to specific high-priority message types and 

5 a rotating slot to each transceiver (it is up to the system 
designer to ensure that no two transceivers contend for a 
fixed slot by issuing the same message type). It will be 
apparent to one skilled in the art that any combination of a 
plurality of fixed and rotating slot groups with different slots 

10 used for transceivers, messages, or a combination may be 
implemented using similar techniques. 

The following notation applies to FIG. 10: 
There are N transceivers coupled to the bus (not all of 

which need be operational or active). 
There are Q different fixed priority slots allocated, with 

high-priority messages assigned a priority P between 0 and 
Q--1. There are N rotating implicit token slots following the 
fixed priority slots. Each transceiver is assigned a unique 
number M, between 0 and N-1 inclusive, corresponding to 

This state is identical to the corresponding state of FIG. 6 
with the following additional capability. If a message is 15 
detected on the bus, the FSM transitions to BUS BUSY. This 
additional transition is added so that a resynchronized FSD 
can enter the protocol without waiting for the bus to go idle 
(waiting for an idle period may take a long time on a heavily 
loaded network). 20 its unique transceiver ID number. 
BUS IDLE 

This state is similar to that of FIG. 6. 
JAM Tiffi BUS 

This state is similar to that of FIG. 6. 
WAIT FOR ALL JAMMERS TO FINISH 

This state is similar to that of FIG. 6. 
The transceivers are synchronized when learning the state 

WAIT FOR ALL JAMMERS TO FINISH since the end of 
the last jamming signal is the synchronizing event. 
FRAME GAP 

This state is similar to that of FIG. 6. 
WAIT FOR Mth SLOT 

This state is similar to that of FIG. 6. 
MESSAGE READY TO TRANSMIT? 

This state is similar to that of FIG. 6. 
TRANSMIT MESSAGE 

This state is similar to the corresponding state of FIG. 6 
with the exception that the FSM transitions to FRAME GAP 
when the transmission is done. All transceivers use the end 
of a transmission as a synchronization point just as a jam is 
used as a synchronization because of the transition to the 
frame gap state (because only one transceiver can be trans­
mitting a message at any given time, the end of the trans­
mission is guaranteed to be a unique synchronization point). 
WAIT FOR REST OF SLOTS 

This state is similar to the corresponding state of FIG. 6, 
except that the transition to BUS IDLE is added when N-M 
slots are exceeded, which happens in normal operation 
whenever there are no messages to be sent. 
BUS BUSY 

This state is similar to the corresponding state of FIG. 6 
with the exception that the FSM transitions to FRAME GAP 
when the transmission is done. 

Advantages of this protocol of FIG. 9 over other explicit 
protocol methods are those of FIG. 6 plus the advantage that 
time spent jamming is eliminated when the bus is busy with 
multiple messages. 
RESERVATION CSMA PROTOCOL WITH ROTATING 
SLOTS (FIG. 10) 

FIG. 10 is an FSD for implementing operation of an 
RCSMA media access protocol with a combination of fixed 
priority slots and rotating Priority slots. Each transceiver 
contains an implementation of the FSD in a finite state 
machine (FSM); therefore, the FSD is from the point of view 
of a single transceiver. 

The importance of the mechanism described by FIG. 10 
is that it uses the RCSMA protocol capability of FIG. 9, but 

Each transceiver has a variable called LAST_ID that 
records the value of the last-active transceiver ID to imple­
ment rotating slots. R is a temporary variable for computing 
the relative slot position within a set of rotating implicit 

25 token slots. 
RESYNCHRONIZE 

This state is identical to the corresponding state of FIG. 9 
with the exception that the bus idle waiting time is N+Q slots 
plus a frame gap, corresponding to the longest time that the 

30 bus can be inactive during the arbitration procedure. 
BUS IDLE 

This state is similar to the corresponding state of FIG. 9. 
JAM Tiffi BUS 
WAIT FOR ALL JA.c\1MERS TO FINISH 

35 This state is similar to the corresponding state of FIG. 9 
with the addition that its LASTID variable is set to the value 
N-1. 
FRAME GAP 

This state is similar to the corresponding state of FIG. 9. 
40 PRIORITY MESSAGE READY TO TRANSMIT? 

After the frame gap, each transceiver determines whether 
it has a high priority message to transmit in a fixed priority 
implicit token slot. If it does, it sets its internal value of P to 
the highest priority among the plurality of outgoing high 

45 priority messages in its transmission queue and transitions to 
WAIT FOR Pth SLOT. Otherwise, it transitions to WAIT 
FOR ALL FIXED SLOTS. 
WAIT FOR Pth SLOT 

WAIT FOR Pth SLOT is similar to WAIT FOR Mth 
50 SLOT in FIG. 9. In WAIT FOR Pth SLOT, the FSD has 

ascertained that it bas a high priority message available for 
transmission. It waits for the Pth slot (where Pis the priority 
of the message to be transmitted) and transitions to TRANS­
MIT J.D. & MESSAGE. If some other transceiver has a 

55 smaller value of P, it will transmit first, causing the current 
FSD to transition to BUS BUSY. 
WAIT FOR ALL FIXED SLOTS 

WAIT FOR ALL FIXED SLOTS is reached when the 
FSD has no high priority messages to transmit. The FSD 

60 waits for Q slots to elapse, monitoring the bus for the 
presence of a high priority message from some other trans­
ceiver. If another transceiver sends a message, the FSD 
transitions to BUS BUSY. Otherwise, the FSD transitions to 
WAIT FOR Rth SLOT to begin a rotating slot progression. 

65 WAIT FOR Rth SLOT 
Upon entering WAIT FOR Rth SLOT, the FSD computes 

the value R based on its transceiver number M and the 
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transceiver number of the last active transceiver using the 
formula: 

(M-LAST_ ID-1) modulo N 

Thus, the transceiver numbered one higher than the last 
active transceiver is assigned an R value of 0, and the last 
active transceiver is assigned ar1 R value of N 1. 

22 
JAM THE BUS 

This state is similar to that of FIG. 10. 
WAIT FOR ALL JAMMERS TO FINISH 

This slate is similar to that of FIG. 10. 
The trar1sceivers are synchronized when they arc all in the 

same state of their respective finite state diagrams. The state 
that this occurs at the state following the state WAIT FOR 
ALL JAMMERS TO FINISH since the end of the last If a message from some other transceiver is received, the 

FSD transitions to BUS BUSY. If all R slots elapse without 
a message detected, the FSD transitions to the MESSAGE 
TO TRANSMIT? state. 

jamming signal is the synchronizing event. 
10 FRAME GAP 

MESSAGE READY TO TRANSMIT? 
This state is similar to that of FIG. 9. 

TRANSMIT J.D. & MESSAGE 
This state is similar to TRANSMIT MESSAGE of FIG. 9. 15 

In addition to transmitting a message, the FSD transmits its 
own sender ID (i.e., its value of M) if it is sending a 
rotating-slot message. If it is sending a priority message, it 
transmits the value of LAST_ID so that slot rotation con­
tinues without being disturbed by the intrusion of a high- 20 
priority message. 
WAIT FOR J?.EST OF SLOTS 

This state is similar in operation to the corresponding state 
of FIG. 9 except that number of slots remaining in the slot 
rotation is N-R slots. 25 

This state is similar to that of FIG. 10. 
PRJORJTY MESSAGE READY TO TRANSMIT? 

This state is similar to that of FIG. 10. 
WAIT FOR Pth SLOT 

This state is similar to that of FIG. 10. 
WAIT FOR ALL FIXED SLOTS 

This state is similar to that of FIG. 10. 
WAIT FOR Yth SLOT 

Upon entering WAIT FOR Yth SLOT, the FSD computes 
primary slot position Y and secondary slot position Z based 
on its transceiver number M and the number of the last 
active trar1sceiver using integer arithmetic ar1d the following 
formulae: 

R=(M-LAST_/D-1) modulo N 

Y=R/J 

Z=R-(Y•J) 

The transceivers are synchronized when they are all in the 
same state of their respective finite state diagrams. The state 
that this occurs at the state following the state WAIT FOR 
ALL JAMMERS TO FINISH since the end of the last 
jamming signal is the synchronizing event. 
BUS BUSY 

This state is similar to that of FIG. 9. 

30 Thus, the transceiver numbered one higher thar1 the last 
active transceiver is assigned to the first primary slot and the 
first secondary slot. 

Advantages of this protocol of FIG. 10 over other explicit 
protocol methods are those of FIG. 9 plus a combination of 
fixed ar1d rotating slots is implemented to permit fast service 
for high priority messages with fair access for low-priority 
messages. 

If a signal from some other transceiver is received, the 
FSD transitions to WAIT FOR MESSAGE. If all Y slots 

35 elapse without a signal being detected, the FSD transitions 
to the MESSAGE READY TO TRANSMIT? state. 
MESSAGE READY TO TRANSMIT? 

RESERVATION CSMA PROTOCOL WITH MULTI­
LEVEL ROTATING SLOTS (FIG. 11) 

This state is similar to the corresponding state of FIG. 8. 
JAM THE BUS (GROUP) 

This state is similar to the corresponding state of FIG. 8. 
SECONDARY FRAME GAP 

This state is similar to the corresponding state of FIG. 8. 
WAIT FOR Zth SLOT 

FIG. 11 is a finite state diagram for implementing opera- 40 

tion of an RCSMA media access protocol with both a fixed 
priority slot rotation wd two levels of rotating priority slot 
arbitration. Each transceiver contains an implementation of 
the FSD; therefore, the FSD is from the point of view of a 
single transceiver. 

This state is similar to the WAIT FOR Hth SLOT state of 
45 FIG. 8, except that the value Z is used instead of H. 

TRANSMIT J.D. & MESSAGE 
This state is similar to the corresponding state of FIG. 10. 

WAIT FOR REST OF SLOTS 
This state is similar in operation to the corresponding state 

of FIG. 10 except that number of slots remaining in the slot 
rotation is J-Y slots. 
WAIT FOR MESSAGE 

The importance of the mechanism described by FIG. 11 is 
that it combines the multi-level RCSMA protocol of FIG. 8 
with the rotating slot capability of FIG. 10 to produce a 
protocol that uses fixed as well as rotating slots with 
multi-level arbitration for the rotating slots. It will be so 
apparent to one skilled in the art that any combination of a 
plurality of fixed and rotating slot groups with different slots 
used for trar1sceivers, messages, or a combination, ar1d 
multi-level capabilities within each group, Carl be imple­
mented using similar techniques. 

In the WAIT FOR MESSAGE state, the FSD waits for 
jamming wd implicit token slots to be completed and a 

55 message to actually begin, then trar1sitions to BUS BUSY. 
The notation of both FIG. 8 ar1d FIG. 10 applies to FIG. 

11. Additionally, W represents the maximum of the values 
Q+J + K (i.e., the longest sequence of slots in the protocol). 
Y and Z are temporary variables for computing slot posi­
tions. 
RESYNCHRONIZE 

This state is similar to the corresponding state of FIG. 9 
with the exception that the bus idle waiting time is W slots 
plus a frame gap, corresponding to the longest time that the 
bus can be inactive during the arbitration procedure. 
BUS IDLE 

This state is similar to that of FIG. 10. 

BUS BUSY 
This state is similar to the corresponding state of FIG. 10. 
Advarllages of this protocol of FIG. 11 over other protocol 

methods are those of FIG. 8 plus those of FIG. 10 plus a 
60 combination of fixed ar1d multi-level rotating slots is imple­

mented to permit fast service for high priority messages with 
fair access for low-priority messages as well as support for 
a large number of trar1sccivers. 

65 

We claim: 
1. A method for synchronizing a plurality of transceivers 

interconnected by a communications medium consisting of 
a single signal line, said plurality oftrar1sceivers being peers 
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in that none is a predetermined central bus master, compris­
ing: 

assigning message transmission time slots uniquely to 
each of said transceivers; 

when said communications medium is idle, providing a 5 

jam signal from one or more of said transceivers onto 
said communications medium, such that no message 
other than said jam signal may exist on said commu­
nications medium; 

10 
receiving said jam signal at said transceivers; and 
transmitting, onto said communications medium, a com­

munications medium ownership message from one of 
said transceivers that provided said jam signal, in a time 
slot associated with said one transceiver which is a first 15 
or subsequent time slot immediately following the end 
of said jam signal. 

2. The method of claim 1, wherein said transceiver 
transmitting said communications medium ownership mes­
sage is an initial token holder in an explicit token protocol. 20 

3. A method for transmitting a message within a time slot 
uniquely associated with one transceiver of a plurality of 
transceivers interconnected by a communications medium 
consisting of a single signal line, said plurality of transceiv­
ers being peers in that none is a predetermined central bus 25 
master, comprising: 

when said communications medium is idle, providing a 
jam signal from said one transceiver onto said com­
munications medium such that no message other than 
said jam signal may exist on said medium; 30 

receiving said jam signal at each of said plurality of 
transceivers; 

transmitting said message from said one transceiver, onto 
said medium, in a time slot associated with said one 
transceiver which is a first or subsequent time slot 35 

immediately following the end of said jam signal; and 
ifthere is a subsequent message which is to be transmitted 

by any of said plurality of transceivers, transmitting 
said subsequent message in a subsequent time slot 40 
associated with said any transceiver which is a first or 
subsequent time slot immediately following the end of 
said first message, but allowing said. communications 
medium to become idle if no such subsequent message 
is available for transmission by said plurality of trans- 45 
ceivers. 

4. The method of claim 3, further comprising: 
transmitting said subsequent message, wherein said sub­

sequent message is a dummy message for merely 
preventing the bus from going idle, if no other mes- 5o 
sages are available for transmission. 

5. A method for transmitting priority and nonpriority 
messages between a plurality of transceivers interconnected 
by a communications medium consisting of a single signal 
line, said plurality of transceivers being peers in that none is 55 
a predetermined central bus master, comprising: 

when said communications medium is idle, providing a 
jam signal from one or more of said transceivers having 

24 
a message to send onto said communications medium 
such that no message other than said jam signal may 
exist on said medium; 

receiving said jam signal at each of said plurality of 
transceivers; 

assigning fixed time slots to corresponding types of 
priority messages; 

if there is a priority message to be transmitted by any of 
said transceivers, transmitting said priority message in 
a time slot assigned to said priority message which is a 
first or subsequent time slot immediately following the 
end of said jam signal; and 

if there is a nonpriority message to be transmitted from 
one of said transceivers, transmitting said non-priority 
message in a time slot associated with said one of said 
transceivers which is a first or subsequent time slot 
immediately following the ·expiration of all of said 
fixed time slots and the end of transmission of said 
priority message, if any, or otherwise allowing said 
communications medium to become idle if no non pri­
ority message is available for transmission. 

6. A method according to claim 5 wherein the association 
of each of said time slots rotates among all of said plurality 
of transceivers. 

7. A method for transmitting priority and non-priority 
messages between a plurality of transceivers over a com­
munications medium consisting of a single signal line, said 
plurality of transceivers being peers in that none is a 
predetermined central bus master, comprising: 

when said communications medium is idle, providing a 
first jam signal from one of said transceivers having a 
message to send onto said communications medium 
such that no message other than said jam signal may 
exist on said medium; 

assigning fixed time slots to corresponding ones of said 
transceivers; 

if there is a priority message to be transmitted by any of 
said transceivers, transmitting said priority message in 
a time slot assigned to said one transceiver which is a 
first or subsequent time slot immediately following the 
end of said first jam signal; 

if there is a nonpriority message to be transmitted by one 
of said transceivers, providing a second jam signal 
from said one transceiver onto said communications 
medium in a time slot associated with a group of 
transceivers which is Jess than all of said plurality of 
transceivers and of which said one transceiver is a 
member, which is a first or subsequent time slot imme­
diately following the expiration of all of said fixed time 
slots and the end of transmission of said priority 
message, if any; and 

transmitting said nonpriority message in a time slot asso­
ciated with said one transceiver which is a first or 
subsequent time slot immediately following the end of 
said second jam signal. 

* * * * * 
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