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Abstract—The need for multiaccess protocols arises whenever a resource
is shared by many independent contending users. Two, major factors
contribute to such a situation: the need to share expensive resources in
order to achieve their efficient utilization, or the need to provide a high
degree of connectivity for communication among independent subscribers
(or both). In data transmission systems, the communication bandwidth is
often the prime resource, and it is with respect to this resource that we view
multiaccess protocols here. We give in this paper a unified presentation of
the various multiaccess techniques which we group into five categories: I)
fixed assignment techniques, 2) random access techniques, 3) centrally
controlled demand assignment techniques, 4) demand assignment tech-
niques with distributed control, and 5) mixed strategies. We discuss their
applicability to different environments, namely, satellite channels, local
area communication networks and multihop store-and-forward broadcast
networks, and their applicability to different types of data traffic, namely
stream traffic and bursty traffic. We also present the performance of many
of the multiaccess protocols in terms of bandwidth utilization and message
delay.

I. INTRODUCTION

HE need for multiaccess protocols arises whenever a

resource is shared (and thus accessed) by a number of

independent users. One main reason contributing to such a
situation is the need to share scarce and expensive resources.

An excellent example is typified by time-sharing systems.

Time-sharing was developed in the 1960’s to make the power-

ful processing capability 'of a large computer system available

to a large population of users, each of whom has relatively

small or infrequent demands so that a dedicated system
cannot be economically justified. Two advantages are gained:

the smoothing effect of large populations on the demand

resulting from the law of large numbers and a lower cost per
unit _of service resulting from the (almost always existing)

economy of scale.

A second major reason contributing to the multiaccess of a

common resource by many independent entities is the need

for communication among the entities; we refer to this as the

connectivity requirement. An excellent example today is the

telephone system, the main purpose of which is to provide a

high degree of connectivity among its subscribers. The multi-

access protocol used in the telephone system is conceptually

simple; it merely consists of placing a request for connection
to one or several parties, a request which gets honored by the

'system if all the required resources are available.
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Packet Communication

Let us now consider data communication systems, the

subject of interest in this'paper. Communications engineers

have long recognized the need to multiplex expensive trans

mission facilities and switching equipment. The earliest tech-
niques for doing this were synchronous time-division multi-

plexing and frequency-division multiplexing. These methods

assign a fixed subset of the time-bandwidth space to each of

several subscribers and are very successful for stream-type

traffic such as voice. With computer traffic however, usually

characterized as bursty, fixed assignment techniques are not

nearly so successful, and to solve this problem, packet com-

munication systems have been developed over the past decade

[1] —[7] . Packet communication is based on the idea that part
or all of the available resources are allocated to one user at a

time but for just a short period of time. Here each component

of the system is itself a resource which is multiaccessed and

shared by the many contending users. To achieve sharing at

the component level, customers are required to divide their

messages into small units called packets which carry informa-

tion regarding the source and the intended recipient.

One type of packet communication network, known as the

pain t-to-point store-and—forward network, is one where packet

switches are interconnected by point-to-point data circuits

according to some topological structure. Packets are trans-

mitted independently and pass asynchronously from one

switch to another until they reach their destination. The

multiplexing of packets on a channel is done by queueing

them at each switch until the outgoing channel is free. Typical

examples are the ARPANET [7], the Cigale subnetwork [8] ,
TELENET [9] , and DATAPAC [10].

Another type of packet transmission network is the (single-

hop) multiaccess/broadcast network typified by the ALOHA
network [11] , SATNET [l2] , and ETHERNET [5]. Here a

single transmission medium is shared by all subscribers; the

medium is allocated to each subscriber for the time required to
transmit a single packet. The inherent single-hop broadcast

nature of these systems achieves full connectivity at small
additional cost. Each subscriber is connected to the common

channel through a smart interface which listens to all trans-

missions and absorbs packets addressed to it.

Yet a third type of packet network can be identified. It is

the (multihop) store-and—forward multiaccess/broadcast type
which combines the features exhibited (and problems en-

countered) in the two types just mentioned. The best and

perhaps only example of this type is the packet radio network

(PRNET) sponsored by the Advanced Research Projects

Agency [13], [14]. The PRNET is an extension of the
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ALOHA network in that it includes many added features such

as direct communication by a ground radio network between

mobile users over wide geographical areas, coexistence with

possibly different systems in the same frequency band, antijam

protection, etc. The key requirement of direct communication

over wide geographical areas renders store-and-forward

switches, called repeaters, integral components of the system.

Furthermore, for easy communication among mobile users

and for rapid deployment in military applications, all devices

employ omnidirectional antennas and share a high-speed radio

channel; hence the multiaccess/broadcast nature of the system.
The main issue of concern here is how to control access to a

common channel to efficiently allocate the. available com-

munication bandwidth to the many contending users. The

solutions to this problem form the set of protocols known as

multiaccess protocols. These protocols and their performance

differ according to the environment in question and the
system requirements to be satisfied. We devote the next few

paragraphs to summarizing the basic relevant characteristics

underlying these environments.

Consider first satellite channels. A satellite transponder in a

geostationary orbit above the earth provides long-haul com-

munication capabilities. It can receive signals from any earth

station in its coverage pattern and can transmit signals to all

such earth stations (unless the satellite uses spot beams). Full

connectivity and multidestination addressing can both be

readily accommodated. The many characteristics regarding

data rates, error rates, satellite coverage, channelization, and

design of earth stations have been fully discussed in a recent

paper by Jacobs et al. [12]. Perhaps the most important

characteristic relevant to this discussion is the inherent long

propagation delay of approximately 0.25 s for a single hop.

This delay which is usually long compared to the transmis-

sion time of a packet, has a major impact on the bandwidth

allocation techniques and on the error and flow control

protocols.

In ground radio environments, the propagation delay is

relatively short compared to the transmission time of a packet,

and as we shall see in the sequel, this can be of great advan-

tage in controlling access to a common channel. It is important

however to distinguish single~hop environments where direct

full connectivity is assumed to prevail, and more complex

user environments where, due to geographical distance and/or

obstacles opaque to UHF signals, limited direct connectivity

is achieved. Clearly, the latter situation is significantly more

complex as it gives rise to a multihop system where global

control of system operation and resource allocation (whether

centralized or distributed) is much harder to accomplish.

Another dimension of complexity results from the fact that,
unlike satellite environments where earth stations are sta-

tionary, ground radio systems must also support mobile users.

With mobile users, not only does demand on the system

exhibit relatively fast dynamicrchanges, but the radio prop-

agation characteristics are subject to important variations in
received signal strength so that system connectivity is at all

times difficult to predict; with these considerations it is

important to devise access schemes and system control mech-

anisms that allow the system to adapt itself to these changes.
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Furthermore, multipath effects in urban environments can be

so disastrous that special signaling schemes, such as spread

spectrum, may be in order [14]. Finally, another point of

growing concern today is RF spectrum utilization. This is

becoming an increasingly predominant factor in determining

the structure of radio systems, both in satellite and ground

environments. A packet radio system which allows the dy-

namic allocation of the spectrum to a large population of

bursty mobile user needs flexible high performance multi-

access schemes which can take advantage of the law of large

numbers, and which permit coexistence of the system with

other (possibly different) systems in the same frequency band.

Finally, we consider local area communication systems.

These span short distances (ranging from a few meters up to a
few kilometers) and usually involve high data rates. The trans-

mission medium can be privately owned and inexpensive,

such as twisted pair or coaxial cable. Local area environments
are characterized by a large and often variable number of

devices requiring interconnection, and these are often in-
expensive. These situations call for communication networks

with simple topologies and simple and inexpensive connection

interfaces that can provide great flexibility in accommodating
the variability in the environment and that achieve the desired

level of reliability. With these constraints, we again face the

situation in which a high bandwidth channel is to be shared

by independent users. Short propagation delays and high data

rates are the main characteristics that are exploited in devising

multiaccess schemes appropriate to local area environments.

Multiaccess schemes are evaluated according to various
criteria. The performance characteristics that are desirable are,

first of all, high bandwidth utilization and low message delays.

But a number of other attributes are just as important. The

ability for an access protocol to simultaneously support

traffic of different types, different priorities, with variable

message lengths, and differing delay constraints is essential

as higher bandwidth utilization is achieved by the multiplexing

of all traffic types. Also, to guarantee proper operation of
schemes with distributed control, robustness, defined here

as the insensitivity to errors resulting in misinformation, is
also most desirable.

Having so far discussed briefly the basic characteristics and

system requirements underlying the various communication

environments, we now proceed with a discussion of the multi-

access protocols appropriate to these environments.

11. MULTIACCESS PROTOCOLS

Multiaccess protocols differ by the static or dynamic

nature of the bandwidth allocation algorithm, the centralized

or distributed nature of the decision-making process, and the

degree of adaptivity of the algorithm to changing needs.

Accordingly, these protocols can be grouped into five classes.

The first class, labeled fixed assignment techniques, consists

of those techniques which allocate the channel bandwidth to
the users in a static fashion, independently of their activity.
The second class is that of random access techniques. In this

class the entire bandwidth is provided to the users as a single
channel to be accessed randomly; since collisions may result

which degrade the performance of the channel, improved
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performance can be achieved by either synchronizing users so
that their transmissions coincide with the boundaries of time

slots, by sensing carrier prior to transmission, or both. The

third and fourth classes correspond to demand assignment

techniques. Demand assignment techniques require that ex-

plicit control information regarding the users’ need for the

communication resource be exchanged. A distinction is made

between those techniques in which the decision-making is

centralized (constituting the third class in question), and those

techniques in which all users individually execute a distributed

algorithm based on control information exchanged among
them. The latter constitute the fourth class. The fifth class,

labeled adaptive strategies and mixed modes, includes those

techniques which consist of a mixture of several distinct

modes, and those strategies in which the choice of an access

scheme is itself adaptive to the varying need, in the hope that

near~optimum performance will be achieved at all times.

We describe here the various protocols known today,

either implemented or proposed, and discuss their perform-

ance and applicability to the different environments intro-

duced in Section I. For‘ this we consider the (conceptually)

simplest situation consisting of M users wishing to communi-

cate over a channel. This situation arises typically in a satellite

communication environment or in a single-hop ground radio
environment.

A. Fixed Assignment Techniques

Fixed assignment techniques consist of allocating the

channel to the user, independently of their activity, by par-

titioning the time-bandwidth space into slots which are assigned

in a static predetermined fashion. These techniques take two

common forms: orthogonal, such as frequency division multi-

ple access (FDMA) or synchronous time division multiple

access (TDMA), and “quasi-orthogonal” such as code division

multiple access (CDMA).

' 1)FDMA and TDMA: FDMA consists of assigning to each
user a fraction of the bandwidth and confining its access to

the allocated subband. Orthogonality is achieved in the fre-

quency domain. FDMA. is relatively simple to implement and
requires no real time coordination among the users.

TDMA consists of assigning fixed predetermined channel
time slots to each user; the user has access to the entire channel

bandwith, but only during its allocated slots. Here, signaling

waveforms are orthogonal in time.

In the author’s opinion, a number of disadvantages exist

for FDMA when compared to TDMA. FDMA wastes a fraction

of the bandwidth to achieve adequate frequency separation.

FDMA is also characterized by a lack of flexibility in per-

forming changes in the allocation of the bandwidth and

certainly the lack of broadcast operation. The major disad-

vantages in TDMA are the need to provide A/D converters

for overlap traffic such as voice, and rapid burst synchro-

nization and sufficient burst separation to avoid time over-

lap. However, it has been shown that guard bands of less than

200 ns are achievable (as in INTELSAT’s MAT-1 TDMA

system, for example) and many operational systems are

moving towards the use of TDMA [16]. Timing at an earth

station is provided by a global time reference established
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either explicitly by a reference station, or implicitly by meas-
urement of the propagation delay from the earth station to the

transponder. In order to allow the TDMA modems to acquire

frequency, phase, bit timing and bit framing'synchronization

foreach received burst, a preamble is included in front of

each burst requiring typically from 100 to 200 bit times.

Thus clearly, TDMA is more complex to implement than
FDMA, but an important advantage is the connectivity which
results from the fact that all receivers listen to the same

channel while senders transmit on the same common channel

at different times. Accordingly, many network realizations,

both in ground and satellite environments, are easier to

accomplish [12] , [14].

From the performance standpoint it has also been estab-

lished that TDMA is superior to FDMA in many cases of
practical interest. I. Rubin has shown that the random variable

representing packet delay is always larger in FDMA than in

TDMA [17] for comparable systems. Lam derived the average

message delay for a TDMA system with multipacket messages

and a nonpreemptive priority queue discipline [18]. There,

too, it was shown that TDMA is superior to FDMA.

For both FDMA and TDMA, the fixed preallocation of

the frequency or time resource does not have to be equal for
all users, but can be tailored to fit their needs (assumed

constant). Kosovych studied two TDMA implementations

[19]. In the first, called contiguous assignment, the users are
cyclically ordered in the time sequence in which they have

access to the channel. Each user is periodically assigned its

own fixed time duration. In the second implementation,

called distributed allocation, all access periods are of equal

time duration, but the frequency of accesses can be different
from one user to the other. It was shown that for situations

in which the transmission overhead (defined as guard time and

synchronization preamble time) is large, the contiguous fixed
assignment implementation is better suited and provides

substantially better performance than distributed fixed assign-

ments, while when the transmissidn overhead is small, distrib-

uted fixed assignments provide slightly better performance.

Finally we note that, even though the allocation can be

tailored to the'relative need of each user, fixed allocation can

be wasteful if the users’ demand is highly bursty, as we shall

explicitly see in the sequel. Given these limitations, one may

increase the channel utilization beyond FDMA and TDMA by

‘using asynchronous time division multiple access (ATDMA),

also known as statistical multiplexing [70]. Basically the

technique consists of switching the allocation of the channel
from one user to another only. when the former is idle and the

latter is ready to transmit data. Thus the channel is dynamically
allocated to the various users according to their need. The

performance of ATDMA in packet communication systems

corresponds to that of a work-conserving single server queueing

system, and is the best we can achieve under unpredictable

demand. Unfortunately, it is not always possible to accomplish

the necessary coordination among the users. This mode of

multiplexing is possible only when several colocated users

(such as at the same earth station) are sharing a single point-to-
point channel.

2) CDMA: Unlike FDMA and TDMA,~ code division multi-
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ple access allows overlap in transmission both in the frequency
and time coordinates. It achieves orthogonality by the use of

different signaling codes in conjunction with matched filters

(or equivalently, correlation detection) at the intended re-

ceivers. Multiple orthogonal codes are obtained at the expense

of increased bandwidth requirements (in order to spread the

waveforms); this also results in a lack of flexibility in inter-

connecting all users (unless, of course, matched filters corre-

sponding to all codes are provided at all receivers). However,

CDMA has the advantage of allowing the coexistence of

several systems in the same band, as long as different codes
are used for different systems. Moreover, it. is also possible

to separate, by “capture,” time overlapping signaling wave-

forms with the same code, thus achieving connectivity and

efficient spectrum utilization. This interesting possibility falls
into the class of random access techniques and is addressed
in the following subsection.

B. Random Access Techniques

In computer communication, much data traffic is charac-
terized as bursty e.g., interactive terminal traffic. Burstiness
is a result of the high degree of randomness seen in the mes-

sage generation time and size, and of the relatively low-delay

constraint required by the user. If one were to observe the

user’s behavior over a period of time, one would see that the

user requires the communications resources rather infre-

quently; but when he does, he requires a rapid response.

That is, there is an inherently large peak-to-average ratio in

the required data transmission rate. If fixed subchannel
allocation schemes are used, then one must assign enough

capacity to each subscriber to meet his peak transmission

rates with the consequence that the resulting channel utiliza-

tion is low. A more advantageous approach is to provide a
single sharable high-speed channel to the large number of

users. The strong law of large numbers then guarantees that,

with a very high probability, the demand at any instant will

be approximately equal to the sum of the average demands of

that population. As stated in the introduction, packet com-

munication is a natural means to achieve sharing of the com-

mon channel. When dealing with shared channels in a packet-
switched mode, one must be prepared to resolve conflicts

which arise when more than one demand is placed upon the
channel. For example, in packet-switched radio channels,

whenever a portion of one user’s transmission overlaps with

another user’s transmission, the two collide and “destroy”

each other (unless a code division multiple-access scheme is

used). The existence of some positive acknowledgment scheme
permits the transmitter to determine if his transmission is

successful or not. The problem is how to control the access

to the common channel in a fashion which produces, under

the physical constraints of simplicity and hardware imple-

mentation, an acceptable level of performance. The difficulty

in controlling a channel which. must carry its own control

information has given rise to the so-called random-access

protocols, among others. We describe these here by con-

sidering again single-hop environments.

1)ALOHA [20]—[22]: Historically, the pure ALOHA

protocol was first used in the ALOHA system, a single-hop
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terminal access network developed in 1970 at the University

of Hawaii, employing packet-switching on a radio channel

[11], [20]. The simplest of its kind, pure ALOHA permits a
user to transmit any time it desires. If they do so,and within

some appropriate time-out period it receives an acknowledg-
ment from the destination (the central computer), then it
knows that no conflict occurred. Otherwise it assumes that a

collision occurred and it must retransmit. To avoid contin-

uously repeated conflicts, the retransmission delay is random-

ized across the transmitting devices, thus spreading the retry

packets over time. A slotted version, referred to as slotted

ALOHA, is obtained by dividing time into slots of duration

equal to the transmission time of a single packet (assuming
constant-length packets)[21], [22]. Each user is required to

synchronize the start of transmission of its packets to co-

incide with the slot boundary. When two packets conflict,

they will overlap completely rather than partially, providing
an increase in channel efficiency over pure ALOHA. Due to

conflicts and idle channel time, the maximum channel effi-

ciency available using ALOHA is less than 100 percent, 18 per-

cent for pure ALOHA and 36 percent for sloted ALOHA.
Both schemes are theoretically applicable to satellite, ground
radio and local bus environments. The slotted version has the

advantage of efficiency, but in multihop ground radio, it has

the disadvantage that synchronization may be hard to achieve.
Although the maximum achievable channel utilization is

low, the ALOHA schemes are superiorlto fixed assignment

schemes when there is a large population of burs'ty users.

This point is illustrated in comparing the performance of

FDMA with that of slotted ALOHA when M users, each of

which generates packets at a rate of A packets per second,
share a radio channel of W-Hz [23]. Figs. 1 and 2 display

the constant delay contours in the (M, A) and (W, A) planes,
respectively, showing the important improvement gained in

terms of bandwidth required, population size supported, and

delay achieved when the users are bursty.

2) Carrier Sense Multiple Access (CSMA) [24] ,~ [25]: In
ground radio environments the channel can be characterized

as wideband with a propagation delay between any source-

destination pair that is small compared to the packet trans-

mission time. In such an environment one may attempt to

avoid collisions by listening to the carrier due to another

user’s transmission before transmitting, and inhibiting trans-

mission if the channel is sensed busy. This feature gives rise to

a random access scheme known as carrier sense multiple

access (CSMA) [24], [25]. While in the ALOHA scheme

only one action could be taken by the terminals, namely, to

transmit, here many strategies are possible so that many

CSMA protocols exist differing according to action that a

terminal takes to transmit a packet after sensing the channel.
In all cases, however, when a terminal learns that its trans-

mission had incurred a collision, it reschedules the trans-

mission of the packet according to the randomly distributed
delay. At this new point in time, the transmitter senses the

channel again and repeats the algorithm dictated by the
protocol. There are two main CSMA protocols known as

nonpersistent and p-persistent CSMA depending on whether

the transmission by a station which finds the channel busy
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Fig. 1. FDMA and slotted ALOHA access: performance with 100
kbits/s bandwidth and 1000 bit packets [23] .
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Fig. 2. FDMA and slotted ALOHA random access: bandwidth require-
ments for 1000 terminals. Contours are for constant delay [23] .

is to occur later or immediately following the current one

with probability p. Many variants and modifications of
‘these two schemes have also been proposed. Thus, in non-

persistent CSMA, a ready terminal senses the channel and

operates as follows:

1) If the channel is sensed idle, it transmits the packet.

2) If the channel is sensed busy, then the terminal schedules
the retransmission of the packet to some later time according

to the retransmission delay distribution. At this new point in

time, it senses the channel and repeats the algorithm described.

The l-persistent CSMA protocol, a special case of p-per-
sistent CSMA, was devised in order to (presumably) achieve

acceptable throughput by never letting the channel go idle if
some ready terminal is available. More precisely, a ready

terminal senses the channel and operates as follows:

l)If the channel is sensed idle, it transmits the packet
with probability one.
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2) If the channel is sensed busy, it waits until the channel

goes idle and then immediately transmits the packet with

probability one (i.e., persisting on transmitting with p = 1).
. A slotted version of these CSMA protocols can also be
considered in which the time axis is slotted and the slot 'size

is T s where T is the maximum propagation delay among all
pairs. Note that this definition of a slot is different from that

used in the description of slotted ALOHA. Here a packet

transmission time is equivalent to several slots. We make this

distinction by referring to a slot of size ‘r s as a “minislot.”

All terminals are synchronized and are forced to start trans-

mission only at the beginning of a minislot. When a packet’s

arrival occurs in a minislot, the terminal waits until the next

minislot boundary and operates according to the protocols
described above.

In the case of a l-persistent CSMA, we note that whenever

two or more terminals become ready during a packet trans-

mission period, they wait for the channel to become idle (at

the end of that transmission) and then they all transmit with

probability one. A conflict will also occur with probability

one. The idea of randomizing the starting time of transmission

of packets accumulating at the end of a transmission period

seems reasonable for interference reduction and throughput

improvement. Thus we have the p-persistent scheme which

involves including an additional parameter p, the probability

that a ready packet persists (l — p being the probability of

delaying transmission by 7' seconds, the propagation delay).

The parameter p is chosen to reduce the level of interference

while keeping the idle periods between any two consecutive

nonoverlapped transmission as small as possible.

’ More precisely, the p-persistent CSMA protocol consists

of the following: the time axis is minislotted and the system

is synchronized such that all terminals begin their transmission
at the beginning of a minislot. If a ready terminal senses the

channel idle‘, then with probability p, the terminal transmits

the packet; and with probability 1 — p, the terminal delays

the transmission of the packet by T seconds (i.e., one mini-

slot). If at this new point in time, the channel is still detected

idle, the same process is repeated. Otherwise some packet

must have started transmission, and the terminal in question

schedules the retransmission of the packet according to the

retransmission delay distribution (i.e., acts as if it had con-

flicted and learned about the conflict). If the ready terminal

senses the channel busy, it waits until it becomes idle (at the

end of the current transmission) and then operates as above.

Packet broadcasting technology has also been shown to be

very effective in satisfying many local area in-building

communication requirements. A prominent example is
ETHERNET, a local communication network which uses

CSMA on a tapped coaxial cable to which all the commu-

nicating devices are connected [5]. The device connection

interface is a passive cable tap so that failure of an interface

does not prevent communication among the remaining devices.
The use of a single coaxial cable achieves broadcast commu-

nication. The only difference between this and the single-hop

radio is that, in addition to sensing carrier, it is possible .for

the transceivers, when they detect interference among several

transmissions (including their own), to abort the transmission
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