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INTRODUCTION
Autonomous agents are computer systems that are capable of
independent action in dynamic, unpredictable environments.
Agents are also one of the most important and exciting areas of
research and development in computer science today. Agents
are currently being applied in domains as diverse as computer
games and interactive cinema, information retrieval and
filtering, user interface design, and industrial process control.
The‘ aim of the Agents '93 conference is to bring together
researchers and developers from industry and academia in order
to report on the latest scientific and technical advances, discuss
and debate the major issues, and showcase the latest systems.

The First International Conference on Autonomous Agents
(Agents '97) was held in Marina del Rey, California, in
February 1997. It was attended by nearly 500 people, and
received media coverage from such varied and widely-respcctcd
organizations as Wired magazine, the New York Times, and
CNN. It was generally reckoned to have created something of a
stir far beyond the audience that the organizers originally
expected. All this made Agents '97 a hard act to follow —— but
we believe that we have succeeded in Agents '98.

It is only a year since the first Autonomous Agents conference,
and yet in that time, agent technology has come a long way. At
Agents '97, delegates were talking about the possibility of
commercializing agent technology; of using agents in “real"
systems. In just one year, we might have expected to see a few
tentative efforts in this direction. But to our pleasure and
surprise, we have seen agent technology adopted not just by a
few research projects, but by nearly all major players in the
commercial software marketplace. Agents are now an everyday
component of software, with agent-enabled features rapidly
becoming accepted as the norm, rather than as the exception.
Autonomous Agents '98 is a vivid illustration of the latest
developments in agent technology. Like its predecessor, it is
focused around three main strands:

- Software agents, which are situated in a software
environment, and typically act as “expert assistants" to
users carrying out some task.

- Robotic agents, which are physically embodied
autonomous robots, sensing and acting in the everyday
physical world.

0 Synthetic agents, which inhabit shared virtual
environments, often in the form of computer games, virtual
theater, or interactive cinema.

Nearly 130 technical papers were submitted to the conference,
and all were rigorously reviewed by the program committee. Of
these submissions, only 57 were accepted as full technical
papers. This high rejection rate is more a reflection of the care
and thought that the program committee and area chairs put
into the review and selection process than the standard of
papers submitted. The overall outcome of the review process is
a selection of papers, videos, and software and hardware
demonstrations that showcase the very best of agent
technology today.

We are confident that Agents '93 will confirm the Autonomous
Agents series of conferences as a key forum for presenting
work in the applications of agent technology.
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Abstract

The World-Wide Web is developing very fast. Currently,
finding useful information on the Web is a time consum-
ing process. In this paper, we present WebMate, an agent
that helps users to effectively browse and search the Web.
WebMate extends the state of the art in Web-based informa-
tion retrieval in many ways. First, it uses multiple TF-IDF
vectors to keep track of user interests in different domains.
These domains are automatically teamed by WebMate. Sec-
ond, WebMate uses the Trigger Pair Model to automatically
extract keywords for refining document search. Third, dur-
ing search, the user can provide multiple pages as sirnilar—
itylrelevance guidance for the search. The system extracts
and combines relevant keywords from these relevant pages
and uses them for keyword refinement. Using these tech-
niques, WebMate provides effective browsing and searching
help and also compiles and sends to users personal newspa-
per by automatically spiding news sources. We have experi-
mentally evaluated the performance of the system.

Area: Software Agents

Keywords: In formation Agents. Instructability, Knowledge
acquisition and accumulation, long-terrn adaptation and
teaming, user modeling

1 Introduction

The Web is full of information and resources. People have at
least three ways to find information they need: (1) by brows-
ing (following hyper-links that seem of interest to them), (2)
by sending a query to a search engine, such as Altavista, (3)
by following existing categories in search engines, such as:__m..__.

‘This research has been supported in pm by ARPA contract F336l5-93-I-I330.
and by ONR Grant NGOOI4-96-1222.

P-:rn1i\sion to make digitalthard copies ol'all or part ofthis material for
personal or claxsrooni use is granted without fee provided that the copies
are not made or distributed for prolit or commercial advantage. the copy-
right notice, the title oftlte publication and iLs date appear. and notice is
gt‘-L-,11[m[¢._,pyi“gislty pennis.‘aiot10l'ACi\L Inc. To copy otltenwse.
to .-epnh'li,eh_ to post on servers or to rcdistribttte to lists. requires prior
specific permission andfor fee.
Autonomous Agents ‘)8 Minneapolis MN USA
Copyrigltl l99l-l U—E‘)7‘)l-‘J83-lr‘).‘l-‘ 5...‘S5_llU
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Yahoo or Lycos. The problem is that people have to spend
a lot of time and effort to navigate but may not find in-
teresting personalized information. However, it is difficult
to find the wanted information because a user can‘t accu-
rately express what he wants and search engines don’t adapt
their search strategies according to different users. More-
over, the problem is exacerbatcd because the information
sources have high “noise”, i.e. most of the pages are ir-
relevant to a particular user’s interests. Intelligent software
agents are being developed to deal with these issues.

Intelligent agents are programs that act on behalf of their
human users to perform laborious information-gathering tasks
[I] and they are one of the "hot" topics in Information Sys-
tems R&D at the moment. The last ten years have seen a
marked interest in agent-oriented technology, spanning ap-
plications as diverse as information retrieval, user interface
design and network management.

in this paper, we present WebMate, a personal software
agent that accompanies a user when he browses and searches
and provides intelligent help ‘.

For clarity of presentation, the WebMate capabilities will
be presented in roughly two categories: (1) learning user in-
terests incrementally and with continuous update and auto-
matically providing documents (e.g. a personalized newspa-
per) that match the user interests, and (2) helping the user
refine search so as to increase retrieval of relevant docu-
ments. in section 2, we describe the architecture of the sys-
tem. 'Il1e WebMate acts as a proxy and monitors a user’s
actions. In section 3. we describe the user profile represen-
tation and learning algorithm {3, 4]. In addition, we provide
experimental results of compiling a personal newspaper. In
section 4, we discuss how to use the Trigger Pairs Model to
extract relevant words to use as keyword refinements to im-
prove search. We also present utilizing relevance feedback
[8] during search to dynamically enhance the search for rel-
evant documents. Finally, related work and our future work
are described. 

‘The Webhiate system has been operating on Web and has been downloaded by
more than 600 users since it was published in the middle of September 1997 (15 days
ago). its URL is http:ll'www.cs.cmu.eduJ"softagentsIw-ebmare.
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2 WebMate architecture

WebMate is composed of a stand-alone proxy that can mon-
itor a user’s actions to provide information for learning and
search refinement, and an applet controller that interacts with
a user (See Figure 1). .

The stand-alone proxy is an HTTP proxy that sits be-
tween a user's web browser and the World-Wide Web. All
HTTP transactions pass through WebMate which can moni-
tor a user's browsing and searching activities and learn from
them.

The applet controller is the interface between the user and
the stand-alone proxy. Through it, the user can express his
interests when he browses and provide relevance feedback
when he searches. In addition, through the applet controller,
the user receives intelligent help from WebMate.

3 Learning profile to compile personal newspaper

3.1 Profile Representation and Learning Algorithm
There are several machine learning approaches that can he
used to Ieam a user profile, such as Bayesian classifier, Near-
est Neighbor, PEBLS, Decision Trees, TF-IDF. Neural Nets
[4, 5]. In order for a particular technique to be effective. it
should match the characteristics of the task and the user.

The filtering task for our agent involves judging whether
an article IS relevant or irrelevan
user profile, in an environment where the prior probability
of encountering a relevant document is very low compared
to the probability of encountering an irrelevant document. In
such an environment, it would be very frustrating and time
consuming for a user to interact with an agent that starts with
no knowledge but must obtain a set of positive and negative
examples from user feedback. When a user browses, he does
not want to evaluate all web pages that might contain poten-
tially interesting information. To reduce user evaluation bur-
den, Weblvlate collects only examples that are interesting to
the user (only positive training examples). This kind of inter-
action presents potential problems since the documents that
a user might label as “I like It" might fall into many distinct
domains (e.g fishing, computer science, soccer). Those sub-
classes correspond to the different interests at user has. There

"have been two methods to address the problem of multiple
user interests. The first is to keep a single user profile where
the keywords might come from different domains but are
"averaged’. This method has the disadvantage that averag-
ing the vectors from the different documents might decrease
W0 much the weights of words that are important for only a
few of the interest categories. The second method is to ask
lhe user to explicitly provide labels for the sub-categories of
Interest. WebMate does not ask the user to label the category
that the interesting document is in, but learns the categories
automatically.

In contrast to other systems that learn a user profile and
use it statically to determine relevant documents, WebMatc
learns the user profile incrementally and continuously. When
a new positive example is known, the system updates the
profile. In order to save on storage space, the system doesn’t
keep any of the previous positive example documents. It
only keeps the profile learned from those positive examples.
In this way, the system will adapt to the user’s evolving and

1 recent interests.

WebMate utilizes TF-IDF method [7] with multiple vec~
tors representation. The basic idea of the algorithm is to
represent each document as a vector in a vector space so
that documents with similar content have similar vectors.

. Each dimension of the vector space represents a word and its
weight. The values of the vector elements for a document are
calculated as a combination of the statistics term frequency
TF(w, d) (the number of times word to occurs in document
d) and document frequency DF(w) (the number of docu-
ments the word to occurs in at least once). From the doc-
ument frequency the inverse document frequency IDF (to)
can be calculated.

lDl

DF(u:)

 

IDF (to) = log

|D| is the total number of documents. The value til‘) of
an element in the vector is then calculated as the product

at‘) = TF(w,~, cl) >< IDF(w,-)

We have developed an algorithm for multi TF-IDF vector
learning. The algorithm follows.

We assume that a user has at most N domains of interest.
2 Assume the initial profile set is V, [Vi = 0; the predefined
number of TF-IDF vectors in the profile set is N . the preset
number of elements of a vector is M. For each positive ex-
ample (i.e. an HTML documents that the user has marked “I
like It”), do‘.

1. Preprocess: parse HTML page, deleting the stop words
(or non-informative words) such as “a”, “the”, “is",
“in", etc, stemming the plural noun to its single form
and inflexed verb to its original form, extracting the
words in :itle(<TlTLE>). head1 (<1-I1 >), head2(<H2>),
head3(<H3>) because they willbe given more weights;

2. Extract the TF-IDF vector for this document, let it be
W.

3. If W I < N ( W1 is the number of vectors in the profile
set V), then V «:2 V U V,-;

4. Otherwise, calculate the cosine similarity between ev-
ery two TF-TDF vectors including the vectors in the_%§._:_:,__._

qln the current implementation, N is heuristically set to 10

I33
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Controller
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Figure 1: System Architecture

profile set V and the new document vector V,-. Assume
the profile set V is {V1, W, . . . , V,,}(n : N).

-V . .

.9im(v_.,,v,.)=|VJ°“ ],k€{l,2,...,n,z}Vjlx MI

5. Combine the two vectors W and V,,. with the greatest

similarity.

V5 2 W + V," (!,m) = argI(nz;i)c(Sim(V,', Vy))3:

6. Sort the weights in the new vector V5,. in decreasing
order and keep the highest M elements.

This algorithm is run whenever a user marksa document
as “l like it". Thus, the user profile is incrementally, unob-
trusively and continuously updated.

3.2 Compiling personal newspaper

We utilize the approach of learning user profile to compile a
personal newspaper [9, 10, 11]. We do this in two ways.

One way is to automatically spide a list of URLs that the
user wants monitored. An example of such a URL is one that
consists of many news headlines like the home page of the
NewsLinx Companya. WebMate (1) parses the html page
, (2) extracts the links of each headline, (3) fetches those
pages, (4) constructs the 'I‘F—lDF vector for each of those
pages (using as additional heuristics that words in title, and
headings are given additional weights), and (5) calculates the
similarity with the current profile. If the similarity is greater
than some threshold, it recommends the page to the user, and
sorts all the recommended pages in decreasing order of sim-

ilarity to form the personal newspaper. All operations are 

°http:.G'www.ne\vslinx.eom.’

I34

often performed in the middle of the night when the network I
traffic is low. In the morning, the user can read the recom-

mended personal newspaper.
lf the user does not provide any URLs that he would

like to be the information sources, WebMate constructs a

query[4] using the top several words in the current profile
and sends it to popular search engines (e.g. Altavista, Ya-
hoo). If the result is needed immediately, the results returned
by the search engines are directly used as the recommended
web pages. Otherwise, the system fetches the pages cor-
responding to each and every URL in the results. It then
calculates the similarity of the profile and these web pages
and recommends the pages whose similarity is greater than
some threshold presenting the results in descending order of '
relevance.

3.3 Experiments

In our experiments, the system monitors about 14 news sites
that contain articles about high technology including LAN
time news‘, Media Central 5, PC magazine online 6, etc. We
recorded the personal newspaper and evaluated whether a
piece of news is interesting to as (Table 1). The first column
is the date of the personal news, the second column is the
percentage accuracy of how many pieces of news are inter-
esting in the top 10 returned by WebMate, the third column
is the percentage accuracy in the top 20. In order to eval-
uate the leaming approach, the percentage accuracy in the
whole recommended news (the number of interesting news

articles divided by the total number of news articles in the
newspaper) is given in the fourth column.

From Table 1, we see that the average accuracy (rele-
vance rate) that the recommended news is relevant to our 

‘ http:fIwww.lantimes.coniI
"’http:H'www.mediacentral.con'h‘Magazines.'ll-{ediaD.1ilyl'ArclLive
5ht1p;{hvww8.zdnet.comIpcmagl

Exh. p. 12
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Table l: Experiment Results

interests is between 50% and 60% in the top 10 news arti-
cles . Generally the system will spide more than 500 pieces
of news for a day. in the whole recommended news, the av-
erage accuracy is about 30%. But if the news are randomly
chosen from 500 pieces of news in which we assume there
are 100 interesting news to us (this is based on our observa-
tion that for a typical news site such as Linklixchange, there
are about 10 out of 50 pieces of news that are interesting
to us in any given day). the default accuracy in the whole
news is about 20%. So a 50% to 60% accuracy. achieved by
Weblx/late, represents a two to three-fold accuracy increase.

There are several factors that lower the accuracy of the
system. First, it is difficult to determine which links are the
headlines of the news and which links are irrelevant stuff
such as advertisements. We are currcntly working on heuris-
tics to filter out advertisements. So, currently, all the links
in the page are used to calculate the similarity, not just the
links of the news headlines. Second, while calculating the
TF-IDF vectors, the irrelevant stuff around the news affects
the accuracy of the TF-IDF.

4 Search refinement by keywords expansion and

relevance feedback

4.1 'I‘rigger Pairs Model to extract relevant words

Single keywords are usually ambiguous, or too general. More-
over, they can occur in vast quantities of documents, thus
making the search return hundreds of hits, most of which
are irrelevant to the intended user query. Giving additional
keywords can refine search providing considerable improve-
ment in the retrieval results. Good refinement words must
have meanings that help disambiguate or make more spe-
Cific the original search word. For example, the word “stock“
has more than 10 definition in the WordNet7 including “the
Capital raised by a corporation through the issue of shares
entitling holders to partial ownership", "gun-stocir", “inven-
Kory", “stock certificate", etc. Providing the refinement words 

7http:I1'www.cogsci.princeton.cdun"wn»'

the word is used with any of its other meanings. There are

semi-manual query expansion, and automatic query expan-
9,t29.—.3 1% sion [12]. No matter which method is used, the key point

is to get the best refinement words. In manned query expan-
sion, although the user knows the intended meaning of the
keyword she is using, she may not be able to provide the
best refinement words. "Best" here means refinement words
that most frequently co-occur with the word in its intended
meaning in large number of documents. in other words, one
of the characteristics ofgood refinement words is that they
be domain specific. In this section we present the method
for automatically finding appropriate keywords to constrain
and refine search for relevant documents.

We use the Trigger Pairs Model [13, 14]. If a word S
is significantly correlated with another word T, then (S, T)
is considered a “trigger pair", with S being the trigger and
T the triggered word. When S occurs in the document, it
triggers T, causing its probability estimate to change. That
is. when we see the word S appearing at some point in a
text, we expect the word T to appear somewhere after S with
some confidences. The mutual information (MI) that con-
siders the words order is a measure of the correlation and
used to extract trigger pairs from large corpus. The mutual
information is given by the following formula:

Maw) = ’P(s, t) log p—’:s(T:;3‘(lT)
To evaluate the method, we used the Broadcast News

Corpus of 140M words and set the maximum distance be-
tween S and T to 500. Some randomly selected trigger pairs
which are sorted in decreasing order of the mutual informa-
tion are shown.

product -t— {muker, company. corporation, industry, incor-
porate, salc. computer, market, business, sell, machine. con-
sumer, share, software. manufacture, electronic, base. mil-
lion, manufacturer}

car 4- {motor, auto, model. maker. vehicle, ford, buick, honda.
inventory. assembly, chevroiet, sale, nissan, incentif, pontiac,
plant, toyota, dealer, chrysler}
interest 4- {rate, bank, loan, point, dollar, credit, bond, per-
cent. investmcnt, market. reserve. term, debt. investor, billion,
exchange. higher, treasury, lower}
fare t-- {airline, rnaxsaver. carrier, discount, air, coach, flight,
traveler, travel, continental, unrestrict, ticket, texas, north-
west, pcttce, match}
music t— {musical, symphony. orchestra. composer, song,
concert, tune, concerto. sound, musician, classical, album,
violin, violinist, jazz, audience, conductor, play, audio, rock,
cello, perform, dance}.__..._._.....__....__.

‘lathe TriggcrPairs Model. (S, T) is different from (T, S), so the Trigger Pairs
Model is different from the method ofusing co-occuncneeof two words that is gener-
ally used in other keywords expansion experimenLs[ l 2!
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pork +- {meat. hog. slaughter. livestock, mercantile, cattle}
plead (—- {guiity. sentence, insider. indictment, indict, ivan.
charge. attorney. fraud. boesky. lasker. criminal, pleas, inves-
tigation, plea. court. prosecutor, prison, felony. defendant, co-
operate. palrnieri}

We also extracted trigger pairs from the Wall Street Jour-
nal Corpus of IM words. We found that the trigger pairs
are domain specific. For example, the triggers to “Stoc “
in news and media domain (Broadcast News Corpus, 140M
tokens) are {company. bond, buy, business, bank, dow, earn-
ing, composite, cent, analyst, big, chrysler, investor, cash,
average. economy. close, capital, chip, ...}. However, in
business and Economic (Wall Street Ioumal Corpus, IM to-
kens) the triggers are {share, investor, index, exchange, price,
dow, market, buy. point. jone, trade, trader, average, cent, in-
dustrial, gain, shareholder, company, board. ...}

4.2 Keywords Expansion Algorithm

The trigger pair method can provide several candidate re-
finement keywords. An additional question is, how many
and which ones to use under any given circumstances. ex-
tract relevant words from large corpus. For a search with
only one keyword, the top several triggers to the keyword are
used to expand the search. But for a search with more than
2 keywords, the choice becomes more complicated. We use
the following algorithm for keywords expansion based on
the trigger pairs:

Let us assume that the keywords are K1, K2, . . .,K,,,,
and the the expected number of refinement words is N. Ini-
tialize n r. m, S is the empty set.

1. S1 .—.{s11,s12,...,s1.-}-—> K1, 5; is the triggers set
to K1. 511,513, . . . ,s1,- are sorted in decreasing order
of the mutual information.

82 _—_ {s21s2g,...,.Sg,'} «—> Kg. 32 is the triggers set
[0 IC2

Sm : {sm1:3m2i - ' ‘I Sink} ‘+ -{(3:19 Sm is ‘he [Fig-
gers set to Km

2. S = SU(V(Sp‘8q1.--'Sf)(Sp r“t.S'., Ft . . .t‘tS,)), and
(Sp, Sq, . . . , 8,) is one of the combinations of it sets
out of m. The words in the S are sorted in decreasing
order of mutual information.

3. If |S| 2 N, let the top N words in the S be the refine-
ment words and stop.

4. otherwise, let n «t: n — 1, goto 2.

This method can improve the recall rate of the search.
For example, if a system uses TF-IDF to extract informative
words to index documents, some K; itself might be ignored
because of its low weight. However, some words in 8; could

. lowing results.

136

Filed 05/12/14 Page 68 of 110 Page|D #' 86

 

 
be selected thus helping to"recall documents where the ig_ _l .
nored K(i) appears thus improvingrecall rate. '

This method also provides disambiguation irtforrnafion '_
for ambiguous query words. For example, IQ = chum fit;-9 3
and S1 ={federal. investigation, attorney, plead, indict, at; ; E
lege, fraud, guilty, indictment, jury. prosecutor; court, case; f7._'
criminal, law, grand, commission, insider, conspiracy, I
K; =fee and S2 : {pay, dollar million, bank, Service, tax’ _
raise, federal, bill, require, percent, change, paid, law, client,
loan, money, legal, payment, then K = {K1,K2} .-_-I
{Charge Fee} and S = S; U S; 2 {million, pay. dollar;
tax, service, federal, client, low. loan. legal, payment, comr, _
suit, file, cost, case, company, firm, So triggers, such _
as million, pay, dollar, tax and service, help confine and dis-
ambiguate the meaning of the word “charge”.

4.3 Examples on keywords expansion

In this section, we present a typical example of how our rc-
finement method indeed helps improve search results. Sup-
pose the user is interested in documents where the word
“stock" appears in its financial meaning. Inputting simply
the keyword “stock“ to Lycos and Altavista returns the fol-

From Lycos:

I) YOSEMITE STOCK PHOTOS. ROCK CLIMBING. Daniela
Maselli PHOTOS

2) YOSEM lTE STOCK PHOTOS, ROCK CLIMBING PHO-
103

3) YOSEMITE STUCK PHCTIOS. FISHING PI-ICYTO
*4) Stock information Java Applet

5) STOCK GRAPHICS & PHOTOS
*6) American Stock Transfer & Trust Horne Page
*1) stock CHARTS " "
*8) GRO\’v'I'H STUCK ADVISOR FULL DISCLAIMER
*9) Stock information Java Applet
10) Ocean Stock

Only 5 hits are relevant to the financial meaning of "stock"
in the top 10.

From Altavista:

1. E. coliGene1ic Stock Center

2. Michael Paras Photography: Photographs. Photography,
stock photos,stock photo

*3. iGOLF Peatures - Stocks & Industry - Stock Report:
’I‘uesday.September 3. 1995
4. Cedar Stock Resort Trinity Center Marina

*5. Stock 4 Art: HOME PAGE!

6. NET INFO - Luc Sala - Myster - stock footage
*7. The Oflicial Vancouver Stock Exchange

*8. Stock Club

*9. NLAGARA MOI-IAWK DECLARES PREFERRED STOCK
DIVIDEND

"10. The Italian Stock Exchange
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There are 6 hits that are relevant to the financial meaning

of the “stock” in the top 10. -
At this time, it is difficult for a user to figure-out what

words should be used to expand or refine the current search.
So the trigger pairs can be used to expand the current search.
The triggers to "stoc ” arc {share, investor, index, exchange,
price, dow, market, buy, point, jone, trade, trader, average,
cent, industrial, gain, shareholder, company, board, ...}. If
we use the first word “share" in the ranked triggers list to
expand the keyword “stock” and send {stock share} to the
above two search engines, the following results get returned.

From Lycos:

*1) Share, Stock or CD Secured Loans

*2) Share I Stock Option Scheme Administration
*3) Allfinanz: Stock, Share Dealers
*4) One Share of Stock, Inc. - Ordering Info
*5) One Share of Stock - Product Line
*6) Alriko New Zealand: Stock And Share Market Links (I 2-
Sep-i995)

*7) Akiko New Zealand: Stock And Share Market Links (12-
Sep-I995)

*8) Money: $50 can buy share of stock in a company
*9) ONE SHARE OF STOCK - Order Form
* I0) One Share of Stock, Inc. - Company info

Those results are all relevent to the financial meaning of
the word “stock”.

From Altavista:

*1. South Africa: Stock market: Share price index (dissenti-
nation formats)

*2. Denmark: Stock market: Share price index (base page)
*3. ONE SHARE OF STOCK, WC.

*4. Chile‘. Stock market: Share price index (base page)
*5. Accounting financial software share stock market money
portfolio bank mutual f

*6. Singapore: Stock market: Share price index (dissemina-
tion formats)

*7. Mexico: Stock market: Share price index {base page)
* 3. Netherlands: Stock market: Share price index (base page)
*9. Ireland: Stock market: Share price index (dissemination
formats)

*l0. Japan: Stock market: Share price index (base page)

Those results are all relevent to the financial meaning of
the word “stock”.

We can see the results are better than before. We can also
refine the search "stock share” if the results are not satis-
factory. The intersection of the triggers sets of ‘‘stock’' and
"share" is {stake, outstanding, company, common, quarter,
convertible, shareholder, cent, takeover, earning, exchange,
incorporate, acquire, million, composite, dividend, percent,
Point}. Again we can use the words in this set to continue to
expand the keywords “stock" and “share" by choosing one
Or more of them.
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4.4 Relevance feedback

One of the most important ways in which current informa-
tion retrieval technology supports refining searches is rel-
evance feedback. Relevance feedback is a process where
users identify relevant documents in an initial list ofretrieved
documents, and the system then creates a new query based
on those sample relevant documents [14]. The idea is that
since the newly formed query is based on documents that
are similar to the desired relevant documents, the returned
documents will indeed be similar. The central problems in
relevance feedback are selecting "features” (words, phrases)
from relevant documents and calculating weights for these
features in the context of a new query [8].

In Weblvlate agent, the context of the search keywords in
the ‘‘relevant'’ web pages is used to refine the search because
we think that if a user tells the system some page is rele-
vant to his searh, the context of the search keywords is more
informative than the content of the page.

Given a relevant page, the system first looks for the key-
words (assume K,- is one of the keywords) and context of the
keywords (assume the context of the keyword It’; is

. . . W_5W_4ld/.3W_2W_1I{§l’l71W2W3W4W5 . . F01‘
each keyword K(1'), the system then extracts the chunks of
5 words W_5W_4W..3W_2W_.1 before It’; and the chunks
of 5 words W1 WgW3W4W5 after K,- until all the keywords
in the query are processed.

Then, a bag of chunks are collected and passed to the
processes of deleting the stop words and calculating the fre-
quency. After that, the top several frequent words are used
to expand the current search keywords.

For example, the following text is part of the overview
of our Intelligent Agents project at CMU9. Suppose a user
gives this text as a relevance feedback to the search keywords
“intelligent agent".

Intelligent Software ‘Agents
The voluminous and readily available information on the In-
ternet hns given rise to exploration of Intelligent Agent tech-
nology for accessing, filtering. evaluating and integrating in-
formation.

In contrast to most current research that has investigated single-
agent approaches, we are developing a collection of multi-
ple agents that team up on demand—depending on the user,
task. nnd situatione—to access, filter and integrate infonna-
tion in support of user tasks. We are investigating techniques
for developing distributed adaptive collections of information
agents that coordinate to retrieve, filter and fuse information
relevant to the user, task and situation, as well as anticipate
user’s information needs.

Approach is based on:

adaptable user and task models
flexible organizational structuring

a reusable agent architecture_,.m,.m._._._._

9The URL of our projectis: httpllwwvccs.cmu.erluf'soItagents.

Exh. p. 15
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UnderlylItgTechnology

Our intrn-agent architecture and inter—agent organization is
basedon the REFSINA multiagent reusable infrastmcturelhat
we are developing.

Using our method, the refinement words extracted from
the text are {software, structure, reusable, architecture, tech-
nology, organizational, network, schedule, research, rise}.
Most of the refinement words reflect well the characteristic
of the project. But, if instead of using the context method,
we considered the whole content of the page when calcu-
lating the frequency, then the expanding words would be
{software, information, task, area, application, technology,
user, current, develop, underlying}. Obviously, the context
of the search keywords can reflect the relevance better than
the whole content of the web page.

Subsequently, we used the top 5 words {software struc-
ture reusable architecture technology} to expand the search
“intelligent agent". These are the results returned by Lycos.
The content of links marked with ""°"’ are similar to the con-
tent of the page given as the “relevant" feedback.

*1) The Agent Building Shell: Programming Co-
operative Enterprise Agents

(httpdlwww.ie.utoronto.calEIiJABS—pagelABS-overvie)
*2) The Agent Building Shell: Programming Co-
operative Enterprise Agents

(http:/lwww.ie.utoronto.calElUABS—pagelABS-overvie)
*3) An Architecture for Supporting Quasi-agent
Entities in the WWW

(httptl/www.cs.nmbc.eduf"cikrnliialsubrnittedlviewing)
4) Knowledge Sharing Papers

(http:lfhpp.stanford.edulknowledge-sharing/papersfR)
5) Knowledge Sharing Papers

(http:/lhpp.stanford.edu:'knowledge-sharingfpapersli)
6) Knowledge Sharing Papers

(http:fIksl.stanford.eduJknowledge-sharing/papers/i)
*7) The Agent Building Shell: Programming Co-
operative

(http:/lwww.ie.utoronto.ca.»'ElLlABS-page.lABS-intro.h)
*8) Special Issue AI in Medicine Editorial Spe-
cial Issue Artificial Intelligence in Medicine “Ar-
chitectures for Intelligentsystems Based on Reusable
Components"

(http:/lv.'w\v.swi.psy.uva.nllusrlSchreiberlpapersIMu)
*9) CS 791A H Agent Architectures for Informa-
tion Gathering

(http:Ilcentaurus.cs.umass.edufig-seminanhtml)
*l0) Interaction Protocols for Software Agents
on the World Wide Web

(http://rhse.jsc.nasa.govleichman nlwww-s96/interact)
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5 Related work

Webwatcher “[16] is a tour guide for the web. It learns
from experiences of nmhiple users to improve its advice-
giving skills. Letizia [17] can recommend nearby pages by
doing lookahead search. Syskill & Webert [4] is a software
agent that learns to rate pages on the Web, deciding which
pages might interest a user. Lira [3] works offline and re-
turns a set of pages that match the user's interest. Daily
Briefing 1‘ allows you to use Autonomy Intelligent Agents
as Newshounds to sniff out stories and compile a personal
daily newspaper with stories, features and articles selected
from the Internet to match your requirements. WBI 12 is a
personal web agent designed to personalize your web brows-
ing. Metabot 13 is a Java-based, client-server application for
searching the web by performing a simultaneous query on
multiple web search services. CoolURL 14 is an exploratory
technology that enables users to use agent technology to rec-
ommend cool URLs to a community of users. Beehive [18]
is a distributed system for social sharing and filtering of in-
formation. Firefly 15 uses software agents that automate the
process of retrieving data from the Web based on what they
know about their owner's tastes and interests. Their core
technology is the social filtering (or colaborative filtering).
Wisewire ‘5 uses advanced neural net technology and adap-
tive collaborative filtering to filter all types of digital content
that is personally relevant to you.

6 Summary and Future Research

WebMate is a personal agent running on the end user ma-
chine. It accompanies users from page to page to provide
assistance. It can learn the user profile and compile personal
newspaper, help the user improve the search by keyword ex-
pansion and relevance feedback, and aid the user in other
ways such as alias, reference, prefetch, and monitor book-
marks or web pages for changes.

Currently in WebMate, only words are used to represent
a user’s profile. We feel that new machine learning algo-
thrims for classifying the new web pages are necessary to
improve the accuracy of the recommendation. We are cur-
rently implementing phrases, bigram [13] of words and plan
to explore the trigger pairs or relevant words to improve the
learning. In addition, we are implementing heuristics to filter
out advertisements and irrelevant content around web pages
corntaining news.mm

1'3htrp:lfwww.cs.cmu.eduIGroupsa'webwatchen'
" http-.fIwww.agentware.corrJn1ain.'dailyme.html
1 9 http:l'.lwww.networking.ibm.oon-tliagliaghomehunl
‘3hnp:h':nembor.kine:oseope.cunvdocs'docs.hmn
“http:l:'support.intel.corn!oem-developerIintemet!coolurl:'COOL1‘AQ.HTM
‘ "’ htIp'JI\vww.fireily.corrJ
1°http:l'.lwww.wisewire.ccm'
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Letizia: An Agent That Assists Web Browsing

Henry Lieberman

_ Media Laboratory
Massachusetts Institute of Technology

Cambridge, MA, USA
lieber@n1edia.rnit.edu

Abstract

Letizia is a user interface agent that assists a
user browsing the World Wide Web. As the
user operates a conventional Web browser such
as Netscape, the agent tracks user behavior and
attempts to anticipate items of interest by doing
concurrent, autonomous exploration of links
from the user's current position. The agent
automates a browsing strategy consisting of a
best—first search augmented by heuristics
inferring user interest from browsing behavior.
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1 Introduction

"Letizia Alvarez de Toledo has observed that this vast

library is useless: rigorously speaking, a single volume
would be sufficient, a volume of ordinary format,

printed in nine or ten point type, containing an infinite
number of infinitely thin leaves."

- Jorge Luis Borges, The Library ofBabel

The recent explosive growth of the World Wide Web
and other on-line information sources has made critical the
need for some sort of intelligent assistance to a user who is
browsing for interesting information.

Past solutions have included automated searching
programs such as WAIS or Web crawlers that respond to
explicit user queries. Among the problems of such
solutions are that the user must explicitly decide to invoke
them. interrupting the normal browsing process, and the
user must remain idle waiting for the search results.

This paper introduces an agent, Letizia, which operates
in tandem with a conventional Web browser such as
Mosaic or Netscape. The agent tracks the user's browsing
behavior ~- following links, initiating searches, requests for
help -- and tries to anticipate what items may be of interest
to the user. It uses a simple set of heuristics to model what
the user's browsing behavior might be. Upon request. it can
display a page containing its current recommendations,
which the user can choose either to follow or to remm to
the conventional browsing activity.

2 Interleaving browsing with automated
search

The model adopted by Letizia is that the search for
information is a cooperative venture between the human-
user and an intelligent software agent. Letizia and the user
both browse the same search space of linked Web
documents, looking for "interesting" ones. No goals are
predefined in advance. The difference between the user's
search and Letizia's is that the user's search has a reliable
static evaluation function, but that Letizia can explore
search alternatives faster than the user can. Letizia uses the
past behavior of the user to anticipate a rough
approximation of the user's interests.
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Critical to Letizia's design is its control structure, in
which the user can manually browse documents and
conduct searches, without interruption from Letizia.
Letizia's role during user interaction is merely to observe
and make inferences from observation of the user's actions
that will be relevant to future requests.

In parallel with the user's browsing, Letizia conducts a
resource-limited search to anticipate the possible future
needs of the user. At any time. the user may request a set of
recomrnendations front Letizia based on the current state of
the user's‘ browsing and Letizia's search. Such
recommendations are dynamically recomputed when
anything changes or at the user's request.

Letizia is in the tradition of behavior-based interface
agents [Maes 94], [Lashkari, Metral, and Macs 94]. Rather
than rely on a preprogrammed knowledge representation
structure to make decisions, the knowledge about the
domain is incrementally acquired as a result of inferences
from the user's concrete actions. -

Letizia adopts a strategy that is midway between the
conventional perspectives of information retrieval and
information filtering [Sheth and Maes 93]. Information
retrieval suggests the image of a user actively querying a
base of [mostly irrelevant] knowledge in the hopes of
extracting a small amount of relevant material. Information
filtering paints the user as the passive target of a stream of

' {mostly relevant] material, where the task is to remove or
de~emphasize less relevant material. Letizia can interleave
both retrieval and filtering behavior initiated either by the

I user or by the agent.

3 Modeling the user's browsing process
The user's browsing process is typically to examine the

current HTML document in the Web browser, decide
which. if any, links to follow, or to return to a document
previously encountered in the history, or to return to a
document explicitly recorded in a hot list. or to add the
current document to the hot list.

The goal of the Letizia agent is to automatically
perform some of the exploration that the user would have
done while the user is browsing these or other documents,
and to evaluate the results from what it can determine to be
the user's perspective. Upon request, Letizia provides
recommendations for further action on the user's part,
usually in the form of following links to other documents.

Letizia's leverage comes from overlapping search and
evaluation with the "idle time" during which the user is
reading a document. Since the user is almost always a
better judge of the relevance of a document than the
system. it is usually not worth making the user wait for the
result of an automated retrieval if that would interrupt the
browsing process. The best use of Letizia‘s
recommendations is when the user is unsure of what to do
next. Letizia never takes control of the user interface. but
just provides suggestions.

Because Letizia can assume to be operating in a
situation where the user has invited its assistance, its
simulation of the user's intent need not be extremely
accurate for it to be useful. Its guesses only need be better
than no guess at all, and so even weak heuristics can be
employed.

4 Inferences from the user's browsing
behavior

Observation of the user's browsing behavior can tell
the system much about the user's interests. Each of these
heuristics is weak by itself, but each can contribute to a
judgment about the document's interest.

One of the strongest behaviors is for the user to save a
. reference to a document. explicitly indicating interest.

Following a link can indicate one of several things. First,
the decision to follow a link can indicate interest in the
topic of the link. However, because the user does not know
what is referenced by the link at the time the decision to
follow it has been made, that indication of interest is
tentative. at best. If the user returns immediately without
having either saved the target document, or followed
further links, an indication of disinterest can he assumed.
Letizia saves the user considerable time that would be
wasted exploring those "dead-end" links.

Following a link is. however, a good indicator of
interest in the document contairlirtg the link. Pages that
contain lots of links that the user finds worth following are
interesting. Repeatedly returning to a document also
connotes interest, as would spending a lot of time browsing
it [relative to its length]. if we tracked dwell time.

Since there is a tendency to browse links in a top-to~
bottom, left-to—right manner, a link that has been "passed
over" can be assumed to be less interesting. A link is
passed over if it remains unchosen while the user chooses
other links that appear later in the document. Later choice

' of that link can reverse the indication.
Letizia does not have natural language understanding

capability, so its content model of a document is simply as
a list of keywords. Partial natural language capabilities that
can extract some grammatical and semantic information
quickly, even though they do not perform full natural
language understanding [Lehnert 93] could greatly improve
its accuracy.

Letizia uses an extensible object-oriented architecture
to facilitate the incorporation of new heuristics to
determine interest in a document, dependent on the user's
actions, history, and the current interactive context as" well
as the content of the document.

LIEBEHMAN 925
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User browses many pages having to do with ‘Agents’.
System infers interest in the topic ‘Agent’.

An important aspect of Letizia's judgment of "interest"
in a document is that it is not trying to determine some
measure of how interesting the document is in the abstract,
but instead, a preference ordering of interest among a set of
links. If almost every link is found to have high interest,
then an agent that recommends them all isn't much help,
and if very few links are interesting, then the agent's
recommendation isn't of much consequence. At each
moment, the primary problem the user is faced with in the
browser interface is "which link should I choose next‘?",
And so it is Letizia's- job to recommend which of the
several possibilities available is most likely to satisfy the
user, Letizia sets as its goal to recommend a certain
percentage [settable by the user] of the links currently
available,

Later, the user independentiy browses a personal Web
page, with a publications list. Letizia recommends articles
having to do with 'Agenls".
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5 An example

In the example, the user starts out by browsing home
pages for various general topics such as Artificial
Intelligence. Our user is particularly interested in topics
involving Agents, so he or she zeros in on pages that treat
that topic, such as the general Agent Info page, above.
Many pages will have the word Agent in the name, the user
may search for the word Agent in a search page, etc. and so
the system can infer an interest in the topic of Agents from
the browsing behavior.

At a later time, the user is browsing personal home
pages, perhaps reached through an entirely different route.
A personal home page for an author may contain a list of
that author's publications. As the user is browsing through
some of the publications, Letizia can concurrently be
scanning the list of publications to find which ones may
have relevance to a topic for which interest was previously
infcrred, in this case the topic Agents. Those papers in the
publication list dealing with agents are suggested by
Letizia.

Letizia can also explain why it has chosen that
document. In many instances, this represents not the only
reason for having chosen it, but it selects one of the
stronger reasons to establish plausibility. In this case, it
noticed a keyword from a previous exploration, and in the
other case, a compznison was made to a document that also
appeared in the list returned by the bibliography search.

6 Persistence of interest

One of the most compelling reasons to adopt a Letizia-
like agent is the phenomenon of persistence of interest.
When the user indicates interest by following a link or
performing a search on a keyword, their interest in that
topic rarely ends with the returning of results for that
particular search.

Though the user typically continues to be interested in
the topic, he or she often cannot take the time to restate
interest at every opportunity, when another link or search
opportunity arises with the same or related subject. Thus
the agent serves the role of remembering and looking out
for interests that were expressed with past actions.

Persistence of interest is also valuable in capturing
users‘ preferred personal strategies for finding information.
Many Web nodes have both subject~oriented and person-
oriented indices. The Web page for a university or
company department typically contains links to the major
topics of the department's activity, and also links to the
home pages of the department's personnel. A particular
piece of work may be linked to by both the subject and the ' ?
author.

Some users may habitually prefer to trace through
personal links rather than subject links, because they may
already have friends in the organization or in the field, or

LIEBERMAN 927
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just because they may be more socially oriented in general.
An agent such as Letizia picks up such preferences,
through references to links labeled as "People", or through
noticing particular names that may appear again and again
in different, though related, contexts.

indications of interest probably ought to have a factor '
of decaying over time so that the agent does not get
clogged with searching for interests that may indeed have
fallen from the user's attention. Someactions may have
been highly dependent upon the local context, and should
be forgotten unless they are reinforced by more recent
action. Another heuristic for forgetting is to discount
suggestions that were formulatedvery far in "distance"
from the present position, measured in number of web links
from the original point of discovery.

Further, persistence of interest is important in
uncovering serendipitous comtections, which is a major
goal of information browsing. While searching for one
topic, one might accidentally uncover information of
tremendous interest on another, seemingly unrelated, topic.
This happens surprisingly often, partly because seemingly
unrelated topics are often related through non-obvious
connections. An important role for the agent to play is in
constantly being available to notice such connections and
bring them to the user's attention.

7 Search strategies

The interface structure of many Web browsers
encourages depth first search, since every time one
descends a level the choices at the next lower level are
immediately displayed. One must return to the containing
document to explore brother links at the same level, a two-
step process in the interface. When the user is exploring in
a relatively undirected fashion, the tendency is to continue
to explore downward links in a depth-first fashion. After a
while, the user finds him or herself very deep in a stack of
previously chosen documents, and [especially in the
absence of much visual representation of the context] this
leads to a "lost in hyperspace" feeling.

The depth-first orientation is unfortunate, as much
information of interest to users is typically embedded rather
shallowly in the Web hierarchy. Letizia compensates for
this by employing a breadth—first search. It achieves utility
in part by reminding users of neighboring links that might
escape notice. It makes user exploration more efficient by
automatically eliding many of the "dead-end" links that
waste users‘ time.

The depth of Letizia's search is also limited in practice
by the effects of user interaction. Web pages tend to be of
relatively similar size in terms of amount of text and
number of links per page, and users tend to move from one
Web node to another at relatively constant intervals. Each
user movement immediately refocuscs the search, which
prevents it from getting too far afield.

The search is still potentially combinatorially
explosive, so we put a resource limitation on search
activity. This limit is expressed as a maximum number of
accesses to non-local Web nodes per minute. After that
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number is reached, Letizia remains quiescent until the next
user~inltiated interaction. '

Letizia will not initiate further searches when it '
' reaches a page that contains a search form, even though it

could benefit enormously by doing so, in part because there
is as yet no agreed-upon Web convention for time-
bounding the search effort. Letizia will, however,
recommend that a user go to a page containing a search
form. -

In practice, the pacing of user interaction and Letizia's
internal processing time tends to keep resource
consumption manageable. Like all autonomous Web
searching "robots", there exists the potential for
overloading the net with robot-generated communication
activity. We intend to adhere to conventions for "robot
exclusion" and other "robot ethics" principles as they are
agreed upon by the network community.

8 Related work

Work on intelligent agents for information browsing is
still in its infancy. The closest work to this is [Armstrong
et. al. 95], especially in the interface aspects of annotating
documents that are being browsed independently by the
user. Letizia differs in that it does not require the user to
state a goal at the outset, instead trying to,infer "goals"
implicitly from the user's browsing behavior. Also quite
relevant is [Balabonovic and Shoham 95], which requires
the user to explicitly evaluate pages. Again, we try to infer
evaluations from user actions. Both explicit statements of
goals and explicit evaluations of the results of browsing
actions do have the effect of speeding up the learning
algorithm and making it more predictable, at the cost of
additional user interaction.

[Etzioni and Weld 94], [Knobloclc and Areas 93], and
[Perkowitz and Etzioni 95] are examples of a knowledge-
intensive approach, where the agent is pre-programmed
with an extensive model of what resources are available on
the network and how to access them. The knowledge-based
approach is complementary to the relatively pure behavior-
based approach here, and they could be used together.

Automated "Web crawlers" [Koster 94] have neither
the knowledge-based approach nor the interactive learning
approach,. They use more conventional search and
indexing techniques. They tend to assume a more
conventional question-and-answer interface mode, where
the user delegates a task to the agent, and then waits for the
result. They don't have any provision for making use of
concurrent browsing activity or learning from the user’s
browsing behavior. .

Laura Robin [Robin 90] explored using an interactive,
resource~limited, interest-dependent best-first search in a
browser for a linked multimedia environment. Some of the
ideas about control structure were also explored in a
different context in [Lieberman 89].
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[Macs 94] Pattie Maes, Agents, that Reduce Work and
Information Overload, Comrrmriications of the ACM,

ti9 Implementa 1011 My 1994.
Letizia is impiemented in Macintosh Common Lisp. It [Perkowitz and Etzioni 95] Mike Perkowitz and Oren

11595 N°tSCflP¢ 33 3 Web bT0\'~'5°1' and list’-T ifl1eTf3C6- The Etzioni, Category Translation: Learning to Understandt_ agent runs as a Sepafaifi process. and Cfimmunication Information on the Internet, International Joint1 between Lisp and Netscape takes place using AppleEvents Conference on Artificial Intelligence, Montréai,
‘g and AppleScript interprocess communication. Currently, August1995_l_ we are severely limited by the extent to which Netscape is [Robin 90] Robin, Laura, Persgnafizing Hype“-nedga; Theprogrammable via Applelivents. HTML is parsed using the Role of Adaptive Multimedia scripts, MS Thesis,
i Zebu Parse!‘-geflefatfif [L‘«11IiJSCh 941- Massachusetts Institute of Technology, 1990.’ [Sheth and Macs 93] Beerud Sheth and Pattie Maes,
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Application No.: 09/796,235 6%‘?
Filed: 02/28/2001

Group An Unit: 2179

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 
BEFORE THE BOARD or PATENT APPEALS AND INTERFERENCES

Regarding the application:

Title: Automatic directory supplementation Examiner: William Hutton. Jr.
Number: os/796,235 Art Unit: 2179 '
Priority: 02l28l'2001
 

Mail Stop Appeal Brief—Patents
Commissioner for Patents

Box 1450

Alexandria, VA 22313-1450

BRIEF FOR APPELLANT

This is an appeal from the Examiner's January 26, 2005 final rejection.

1. REAL PARTY IN INTEREST

Gary Odom, appellant, is the real party in interest.

2. RELATED APPEALS AND INTERFERENCES

There are no related appeals or interferences.

3. STATUS OF CLAIMS

Appeal is sought for rejection ofclaims 9-24, 27-29. Claims 25-26, and 30 are herein
canceled. Claim 31 is objected to as being dependent upon a rejected base claim.

4. STATus OF AMENDMENTS

No amendment has been filed subsequent to final rejection.

021232005 iill§iHE0l. 00000049 09796335 -
or FC:EO0E 250.00 up '
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5. SUMMARY OF INVENTION

09/796,235 describes an autonomous search mechanism, solving the problem of finding
similar documents to ones already known without any user elfort whatsoever. The only

precondition to initiating the claimed process is user placement ofone or more documents in a
file system directory as reference material for guiding the search.

09I796,235 is fairly characterized as lazy because time is not of the essence. A user doesn’t
initiate search: the process works in the background, without arousing expectation of quick

results.

As an exemplary use-case scenario, a user browses the web, saving topically-related

document links in the same web~favorites folder. Once this precondition is met, the claimed

invention software kicks in: deriving keywords from the saved documents, thus discerning the
topic of interest, than searching for other related documents, resulting in supplementing the
directory with newly-found documents - hence the title of 091796335: “automatic directory

supplementation”.

3. ISSUES

There was but one overall issue in Examiner’s January 26, 2005 final rejection: 35 U.S.C.

§103 combination reference anticipation by prior art.

Appellant respectfully contends:

Essential features ofthe prior art itselfwere mischaracterized as bases for rejection.

The references, even combined, fail to anticipate all limitations of the claims.

Used as bases for rejection, the necessary combination ‘of references, or applying specific

features of one reference with another, comprise a non-obvious combination. The cited prior art

references themselves provide nosuggestion of combination. Respectfully, Examiner applied

impermissible hindsight, without regard toprior art teaching or motivation.

With all due respect, there appears a lapse in considering the claims and prior art

holistically, instead treating claim limitations and prior art reference features as dissectible

components, without proper regard for context.
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7. Gaouamo or-‘ CLAIMS

On the whole, from a viewpoint ofpatentability, of claims standing or falling together,

there is but one group.

3. ARGUMENT

Statutory and case law bases for detemiining whether a preamble limits a claim

1\/[PEP 2111.02 discusses preamble statements limiting structure or intended use. The

meaning MPEP 2111.02 and case law are plain and clear that a preamble may limit claim
scope. Examiner cited the same quotation. Preamble claim limitation may ofcourse be
supported by example within the claim body.

MPEP 2111.02 - Any tenninology in the preamble that limits the structure of the

claimed invention must be treated as a claim limitation. See. e.g., Coming Glass

Works v. Sumitomo Elec. U.S.A.. Inc., 868 F.2d 1251. 1257.9 USPQ2d 1962. 1966

(Fed. Cir. 1989).

"[A] claim preamble has the import that the claim as a whole suggests for it" Bell
Communications Research. inc. v. Vitalink Communications Corp.. 55 F.3d 615, 820.
34 USPQ2d 1816, 1820 (Fed. Cir. 1995). ''If the claim preamble. when read in the

context of the entire claim, recites limitations of the claim. or, if the claim preamble is

‘necessary to give life, meaning. and vitality’ to the claim, then the claim preamble
should be construed as if in the balance of the claim." Pltney Bowes, Inc. v. Hewlett-

Packard 00.. 182 F.3d 1298. 1305. 51 USPQ2d 1161, 1165-66 (Fed. Cir. 1999). See

also Kropa v. Rubia. 187 F.2d 150, 152. 88 USPQ 478. 481 (CCPA 1951)

Specific arguments related to rejection and preamble limitation are discussed in the below
section titled: “Unanticipated limitations for all claims”.

Statutory and case law bases for 35 U.S.C. §103 rejections based upon prior art

combinations

The consistency ofthe below quotations edify criteria for obviousness rejection via 35

U.S.C. §l03 using a combination of references.
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I. The prior art references themselves must suggest combination. Failing explicit self-

suggestion, the prior art must provide the motivation for obviousness in combination. Such

motivation may be found by considering the references holistically. If the purpose I problem -

being solved (“nature of the problem”), fiinction and structure ofthe prior art references are

aligned, one may reasonably conclude combination ofthe references obvious, as no differences

exist in the principles of operation between the references. The burden of meeting this criterion

by logical exposition belongs to the Examiner.

3. To combine references without evidentiary support by the prior art constitutes

impermissible hindsight. Combination ofprior art with different principles ofoperation is

impermissible. An Examiner cannot simply assert ‘well within the ordinary skill of the art atthe

time the claimed invention was made‘.

4. To be construed anticipatory, the prior art must teach or at least suggest all claim

limitations, whether such limitations appears in the preamble or body ofa claim.

5. The final test is comparing the claimed invention as a whole to a prior art reference.

Claim limitations are not puzzle pieces to be matched to atomized prior art reference

suggestions, and thus examined out of context. As with obviousness in combining prior art

references, only if the prior art aligns with the claimed invention in principles of operation may

a prior art reference be considered anticipatory.

MPEP 2143 -To establish a prima facie case of obviousness, three basic criteria

must be met. First. there must be some suggestion or motivation, either in the

references themselves or in the knowledge generally available to one of ordinary skill

in the art, to modify the reference or to combine reference teachings. Second. there

must be a reasonable expectation of success. Finally, the prior art reference (or

references when combined) must teach or suggest all the claim limitations. The

teaching or suggestion to make the claimed combination and the reasonable

expectation of success must both be found in the prior art. not in applicants

disclosure. in re Vaeck, 947 F.2d 488, 20 USPQ2d 1438 (Fed. Cir. 1991).

The initial burden is on the examiner to provide some suggestion of the desirability

of doing what the inventor has done. "To support the conclusion that the claimed

invention is directed to obvious subject matter, either the references must expressly"
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or impliedly suggest the claimed invention or the examiner must present a convincing
line of reasoning as to why the artisan would have found the claimed invention to
have been obvious in light of the teachings of the references." Ex parte Clapp, 227
USPQ 972. 973 (Bd. Pet. App. 8: inter. 1985).

When applying 35 U.S.C. 103, the following tenets of patent law must be adhered
to: I

(A) The claimed invention must be considered as a whole;

(B) The references must be considered as a whole and must suggest the
desirability and thus the obviousness of making the combination;

(0) The references must be viewed without the benefit of impermissible hindsight
vision afforded by the claimed invention; and

(D) Reasonable expectation of success is the standard with which obviousness is
determined.

Hodosh v. Block Drug Co.. Inc.. 786 F.2d 1136, 1143 n.5, 229 USPQ 182. 187 n.5

(Fed. Cir. 1986).

Obviousness can only be established by combining or modifying the teachings of

the prior art to produce the claimed invention where there is some teaching.

suggestion. or motivation to do so found either explicitly or implicitly in the references
themselves or in the knowledge generally available to one of ordinary skill in the art.

"The test for an implicit showing is what the combined teachings. knowledge of one of

ordinary skill in the art, and the nature of the problem to be solved as a whole would
have suggested to those of ordinary skill in the art." in re Kotzab, 217 F.3d 1365,
1370. 55 USPQ2d 1313, 1317 (Fed. Cir. 2000). See also in re Lee, 277 F.3d 1338,
1342-44, 81 USPQ2d 1430, 1433-34 (Fed. Cir. 2002) (dismissing the importance of

relying on objective evidence and making specific factual findings with respect to the
motivation to combine references); in re Fina, 837 F.2d 1071, 5 USPQ2d 1596 (Fed.

Cir. 1988); in re Jones. 958 F.2d 347. 21 USPQ2d 1941 (Fed. Cir. 1992).

The mere fact that references _c_eg be combined or modified does not render the

resultant combination obvious unless the prior art also suggests the desirability of the

combination. In re Mills. 916 F.2d 680. 16 USPQ2d 1430 (Fed. Cir. 1990)
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A statement that modifications of the prior artto meet the claimed invention would

have been " ‘well within the ordinary skill of the art at the time the claimed invention

was made‘ " because the references relied upon teach that all aspects of the claimed

invention were individually known in the art is not sufficient to establish a prima facie

case of obviousness without some objective reason to combine the teachings of the

references. Ex parte Levengood, 28 USPQ2d 1300 (Bd. Pet. App. & Inter. 1993). See

also In re Kotzab, 217 F.3d 1365. 1371. 55 USPQ2d 1313. 1318 (Fed. Cir. 2000)

MPEP 2141.01(a) - While Patent Office classification of references and the cross-

references in the official search notes of the class definitions are some evidence of

"nonanalogy" or "analogy" respectively, the court has found "the similarities and

differences in structure and function of the inventions to carry far greater weight" in

re Ellis, 476 F.2d 1370. 1372. 177 USPQ 526, 527 (CCPA 1973)

To establish prima facie obviousness of a claimed invention, all the claim

limitations must be taught or suggested by the prior art. In re Royka, 490 F.2d 981,

180 USPQ 580 (CCPA 1974). "All words in a claim must be considered in judging the

petentability of that cleim against the prior art." ln re Wilson, 424 F.2d 1382, 1385,
185 USPQ 494, 496 (CCPA 1970). if an independent claim is nonobvious under 35

U.S.C. 103. then any claim depending therefrom is nonobvious. In re Fine, 837 F.2d
1071, 5 USPQ2d 1596 (Fed. Cir. 1988).

If the proposed modification or combination of the prior art would change the

principle of operation of the prior art invention being modified. then the teachings of
the references are not sufficient to render the claims prima facie obvious. ln re Ratti.

270 F.2d 810. 123 USPQ 349 (CCPA 1959) (Claims were directed to an oil seal

comprising a bore engaging portion with outwardly biased resilient spring fingers

inserted in a resilient sealing member. The primary reference relied upon in a

rejection based on a combination of references disclosed an oil seal wherein the bore

engaging portion was reinforced by a cylindrical sheet metal casing. Patentee taught

the device required rigidity for operation, whereas the claimed invention required

resiliency. The court reversed the rejection holding the "suggested combination of
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references would require a substantial reconstmction and redesign of the elements

shown in [the primary reference] as well as a change in the basic principle under

which the [primary reference] construction was designed to operate." 270 F.2d at 813,

123 USPQ at 352.).

Distilling an invention down to the "gist" or "thrust" of an invention disregards the

requirement of analyzing the subject matter "as a whole." W.L. Gore & Associates,
Inc. v. Gerlock, Inc.. 721 F.2d 1540, 220 USPQ 303 (Fed. Cir. 1983), cert. denied,

439 us. 351 (1934)

In determining the differences between the prior art and the claims, the question
under 35 U.S.C. 103 is not whether the differences themselves would have been

obvious, but whether the claimed invention as a whole would heve been obvious.

Stratoflex, Inc. v. Aeroquip Corp., 713 F.2d 1530, 218 USPQ 871 (Fed. Cir. 1983);

Schenck v. Nortron Corp., 713 F.2d 782, 218 USPQ 698 (Fed. Cir. 1983)

A prior art reference must be considered in its entirety, i.e.. as a whole. including

portions that would lead away from the claimed invention. W.L. Gore & Associates.
Inc. v. Garlock, Inc., 721 F.2d 1540, 220 USPQ 303 (Fed. Cir. 1983), cert. denied,

469 U.S. B51 (1984)

Claim Rejections - 35 U.S.C. §103

There are four aspects to considering the claim rejections: 1) understanding the nature of the

prior art references; 2) considering the appropriateness ofcombining prior art references or

specific features thereof; 3) assessing the anticipatory power of the prior art used for rejection,

particularly what remains unanticipated; 4) examining the specific logic for rejection on a

claim-by—claim basis.

Prior art references used for 35 U.S.C. §103 rejections

One cannot appreciate a prior art reference as anticipatory without understanding it

holistically: the nature of the problem being solved and solution provided, namely function and
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structure. Similarly, one cannot consider the appropriateness of combination without checking

alignment of principles of operation.

5, 598, 557 (Bauer) - Getting hr'ghly_ relevant resultsfrom a coherent database

searching and retrieving files in a database without a user being required to

provide keywords or query tenns. A user first selects and opens a reference file...
Relevant files are prioritized and displayed to the user in groups... The groups of

retrieved files are displayed in associating with the subject word they are relevant to.

(abstract)

Doner required user selection ofa topical1y—coherent target database for searching.

To conduct a search, a user first specifies a particular database. Databases are

usually organized so that files stored on a particular database share a common

attribute. For example, an attomey might utilize a database containing cases from a

particulerjurisdiction; a doctor might consult a database containing files of patient

histories; a marketing manager might access a database containing product reviews

for spotting market trends; etc. The database can be an already existing database or

a newly created database. (4:65-5:5)

Doner’s database is indexed for rapid searching, a typical technique.

Finally, the processed information is indexed and saved to the database, step 207.

Inthe most relevant embodiment to the claimed invention, Doner allowed user-specified

search based upon a user-selected reference file, in lieu ofdirectly inputting search terms (the

other option for specifying search parameters):

Once a database has been selected, the user can select a weighted keyword

search, a weighted Boolean search, or a document agent search. (5:21-23)

Alternatively, a user can opt for a Document Agent Search, which allows the user

to initiate a search for documents which are similar to a reference document selected

by the user. First, the user selects and opens a reference document. Next, the user

selects the Document Agent Search option from the Search pull-down menu. (6:14-

18)

Doner did mention networking: “Finally, computer system 100 can be a terminal in a

computer network (i.e., a LAN)” (4:t-Z-0-62), suggesting that the target database may be on a

networked computer.
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Doner displayed results. Doner did not, as Examiner asserted, anticipate augmenting a

directory as claimed.

2003/0195877 (Ford) - Findingproductsfor sale

Ford aimed at e-commerce shopping convenience by finding and displaying all products

for sale based upon user-input search terms.

One problem currently encountered by online merchants is the inability to

effectively present groups of releted products that span the predefined categories.

{D004}

Ford solved the problem oftrying to provide inclusive results by accessing multiple

databases.

The web site includes a query server that processes queries by searching a

number of databases. [0027]

Ford’s technology did not search the Internet per se, but instead an indexed database of

data gleaned from a spider crawl. This approach is ubiquitous with so-called Internet search

sites/engines that offer a user quick search results.

The Product Spider database 147 is generated through the use of a web crawler

160 that crawls web sites on the Internet 120 while storing copies of located web

' pages. The output of the web crawler 160 is input to a product score generator 162

that assigns a numerical score ("product score") to each web page based upon the

likelihood that the page offers a product for sale for either online or offline purchese.

[0034]

Ford did not search documents as claimed, but pre-digested database index records, the

same as Doner.

As noted above, the Product Spider database 147 is indexed by keyword 166.

Each keyword in the database is associated with one or more web pages for which

the indexer 164 has detennined an association. [0037]

Ford’s explanation of the derivation of the databases, including the Product Spider

database, is at [0030]-[0031] and [0034]—[0037].

As Ford was concerned with the web environment, particularly product searching,

searching. is necessarily user-interactive. The user inputs both search terms, and sets the scope

of the search (search location(s)).
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Altemetively, users may search for products using a search engine interface 220.

Users can perfonrt searches with the search engine interface 220 by typing in the

desired information (referred to herein as a "query") into a query window 230 and

then clicking on a search initiation button 240. The user may control the scope of the

§ga_r_ch_ with a pulldown window 250 containing multiple categories. The search may

be limited to any one category through selection of that category from the pulldown

menu 250. Alternatively, the user may conduct a broad-based search through

selection of an "All Products" option 260. [0040]

When the user submits a query from the search engine interface 220 of FIG. 2 to

the web site 130. the query server 140 applies the query to the database, or

databases. corresponding to the search scope selected by the user. [0048]

Given the utility ofFord’s interactive product searching, where keywords are few, one

would never think having to create a reference document to initiate a search. Ford certainly

didn’t.

Ford’s real problem is not making search easy for the user (it already is), but being

properly inclusive: namely, showing all products for sale, but not referencing sources that don’t

offer the desired product for sale.

6,353,822 (Lieberman) - recommending web pages via userprofiling

Lieberman profiled a user’s interests by tracking web page selection and consumption

(reading time spent) while browsing the Internet. Recommendations of other web pages were _

made by a contemporaneous background search, using search terms from the profile.

The present invention operates in tandem with a conventional document-retrieval

facility. such as a web browser. by tracking the choices made by the user in retrieving

and viewing items (such as web pages)—i.e., which links are followed. when searches

are initiated. requests for help. etc.--and. based thereon. identifying additional items

likely to be of interest to the user. In other words, the invention browses the same

search space as the user, but faster and guided by the user's past behavior. (3:52-60)

Liberman’s technology searched the Internet for documents, similarly as the claimed

technology. Neither Lieberman nor the claimed technology offers the same as the quick-

response search engine Ford employed. Creating Ford’s Product Spider database is a huge
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undertaking, requiring massive storage, not something a client computer would do, as opposed
to the technology ofLieberman or that claimed herein.

Prior Art Combination

The prior art references used by the Examiner for rejection do not themselves suggest
combination. Examiner provided no logical motivation for combining the specific features used

for rejection by using the prior art as a touchstone of rationale.

Doner and Fon! - Doner’s reference document with Ford

For claims 9-17, 21-24, 27-29, Examiner combined Donor and Ford for rejection.

Specifically, Examiner wanted to combine a specific feature ofDoner’s with Ford: allowing a
user to select a reference document as a basis for search, in lieu of directly inputting search

terms.

Search specification using Ford’s process is quite simple: a specific product, so Doner’s

technique of simplifying search by using a reference document would be inappropriate in
combination with Ford. There is no reason to think that a user would find it harder to type in

“lawnmower” than select a reference document containing the same word; quite the contrary.

Besides lack of self-suggestion within the prior art, not only is there no motivation to combine

Doner’s reference document with Ford’s disclosed process, as Examiner contended, but the

idea is counter-intuitive, and hence that specific feature combination constitutes impermissible

hindsight.

Ford and Doner combined fail to anticipate other crucial claim limitations, as described

below in the section titled: “Unanticipated limitations for all claims”.

Lieberman with either Daner or Ford

The background of the 09l'796235 specification briefly mentions search engines. The

specification glossed over the different construction of search engines and search sites, as that

technology itselfwas already well known to those skilled in the art. With all due respect, now

facing rejection over confusion, some elucidation is required.

Lieberman performed ad hoc Internet document searching based upon a user profile of

previously tracked input.
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Module 102 conducts the actual searches for candidate web items through web

interface 50, which perfomis the mechanical tasks of accessing network 31 and

retrieving items. (6:5-8)

With regard of ad hoc document searching, Lieberman and the claimed technology are
equivalent. Lieberman used a database to store found documents, an unnecessary elaboration in
using 09/796235 technology, but Lieberman's searching was of documents on the web.
Lieberman and the claimed technology could easily tap into commercial search engines/sites,

such as Google, for results, as suggested in the background of the 09/796235 specification, or

in Lieberman 8:4-16.

Significantly different, Ford and Doner performed user-interactive database searches,

relying upon user input for both search parameters and search scopellocation.
Doner’s anticipated a database that is self-constructed.

The database can be an already existing database or e newly created database.

FIG. 2 is a flowchart illustrating the steps for creating a new database. Computer files

containing useful infonnation can be imported by copying it over to the database, step

201. Moreover. data in the fonn of documents. reports. magazine and newspaper

articles. can be entered either manually by means of a keyboard. step 202, or they

can be entered by using an optical scanner, step 203. Moreover, the data can already

exist on the computer system. The user can specify zones of a scanned image or file

which is of particular significance for further processing. step 204. Textual portions of

a scanned bit—map image or file can be recognized and converted into ASCII code

data, step 205. The ASCII code data can then be edited, step 206. Finally, the

processed infonnation is indexed and saved to the database, step 207. (5:5—20)
In contrast to Doner, a. different approach is Ford’s Product Spider database, which

resembles commercial search sites such as Google, A9, Alta Vista, Yahoo, and others. Here, a

web crawler collates pages (or, afthe least, page references) into a. database, as well as creating

an index record ofkeywords for each page. A user search doesn’t actually go the web, but

instead to the index of database records that comprise page links and their associated keywords.

The Product Spider database 147 includes information about independent web

sites. unaffiliated with the host web site 130, that have been identified as offering

products for sale. This database is particularly useful in that it allows the host website
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130 to help a consumer find product offerings for products that are not sold by the

host web site 130 or by affiliated on—Iine merchants. [0030]

The nature ofthe problem, fiinction and structure ofLieberman’s ad hoc web document

searching and the claimed invention differs markedly from the database index searching of

Doner or Ford.

Examiner provided no explanation of logical connectivity between these references that

could be grounded within the prior art itself, so as to make a Lieberman-DonerfFord

combination proper under the 35_ U.S.C. §103 guidelines, applicable to the claimed invention.

Appellant respectfully traverses rejection of claims 18-22, and 27, combining Lieberman

with Ford or Doner, as constituting impermissible hindsight.

Unenflclpated limitations for all claims

“. . without user input”

Respectfully, Examiner disavowed plain-meaning claim language in the preamble

applicable to all claims: “augmenting a directory without user input”. Examiner considered

claim 9 as exemplary.

Stating that a search and retrieval computer system “augments a directory’

“without user input” could be interpreted in many ways. Search and retrieving

computer files have many steps, including entering search criteria. search locations

and the minutia performed by-the computer to determine whether a computer file

meets the search criteria and is retrieved. (01I26I2005 office action, pp. 27-28)
36¢

Examiner s many ways” of interpreting “without user input” comes down to two aspects

of potential user input:

1. search parameters/termslcriteria, and

2. search location(s).

Examiner’s mention of“ the minutia performed by the computer” is irrelevant to user

input. '
With all due respect, in context, Examiner’s argument ofvagueness with regard to

“without user input” was an insuppottable straw man.
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So, Examiner overtly disagreed, but tacitly concurred with appellant, that, in context, the
two limitations applicable to the meaning of “without user input” comprise:

1. no user input of search parameters;

2. no user input of search locations.
That is exactly what appellant had explained in his 0812772004 reply to the first office

action rejection.

Appellant had amended claim 9 to explicitly point out “without user input of search
location” as a claim limitation in the body of the claim. While on the one hand complaining
about the preamble “without user input” limiting the scope of a claim, on the other hand,
Examiner on page 28 ofhis 01/26/2005 ofiice action inexplicably inferred a nefarious intent to
stating an aspect of this limitation, “without user input of a search location”, within the body of
the claim.

None of the cited prior art references meet both aspects of the limitation “without user

input”. Particularly, Ford and Doner take user input of both search parameters and location.
Doner in one embodiment allows user selection ofa reference document in lieu of inputting

search terms, but that still constitutes user input, albeit indirect input of search terms.
Lieberman created a user profile based upon tracking user input as a means for building

search parameters. Relative to the claimed invention, Liebem'tan’s was an active and tedious
process ofdata collation from user input.

By contrast, the claimed invention relies solely upon documents in a directory, without
relying upon user input. Yes, a user must first put the documents in the directory, but that is a
precondition; user input is not required for the claimed process to work, unlike Lieberman. That
cannot be said for Doner, Ford, Lieberman, search engines, or any other cited art used as a

basis of rejection.

“augmenahg a directory” (all claims)

Doner, Ford, and Lieberman all display results interactively. No cited prior art teaches

augmenting a directory with found relevant references as a process termination as claimed.
Respectfully, Examiner’s mistaken attributions with regard to the cited prior art adding

results to a file directory are traversed.
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“documents in storage”

” as used in context throughout the claims and 091796335
The nature of“documents

specification is consistent and singular. In the claims, the same type of document is used for
deriving search parameters, search, and results references, hence the same term: “document”.

e, to which a reference may be made and used forDocuments are individual files in storag
from

access, as in a file pointer or hyperlink or URL (universal resource locator). Technically,
eument is always file system pointerlreference, as the file systeman access perspective, a do

collating the fragments and
may maintain a document in fragments on physical storage,
delivering the contents only upon request by software yielding a file pointer.

Ford and Doner searched databases, not documents as claimed.

Documents in a file system storage are not the same as database records.

One simply could not describe a technology that relies upon a database and not use the
word “database”. The word database does not appear in the 09I796,235 specification.

With all due respect, Examiner oversimplified Ford’s disclosed process. Ford used a spider
er-found web pages, the fi'uit of a “search engine”. Ford’sto create an indexed database of spid

ase index, not the documents themselves. Useruser-interactive search was conducted on a datab

interactivity would be severely compromised if a user had to await the results of a broad search
of Internet documents in real-time. All known quick-response Internet search engines, Ford’s
included, take a moving snapshot of the Internet, predigesting web pages into a indexed

did not anticipate the plain literal meaning of‘ the claim limitation
’. Examiner's contention that Ford searched documents is respectfully traversed.

document
documents’

Doner’s search parameter reference document, which may be the same type of

as claimed, is not the same structure as the database record index searched, or a search result
database record (albeit derived from a document).

Yes, Lieberman searched documents through the Internet, and displayed document
references, but Lieberman relied upon a user-input derived profile for search parameters, not

documents as claimed.
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Owing to different natures of the problem, fiinctions and structures, as argued foregoing,
Lieberman cannot be combined with Doner or Ford without impermissible hindsight, as the

prior itselfprovides no teaching, suggestion, or motivation.

Specific Claim Rejections

The foregoing arguments about unanticipated limitations applies in respectfully traversing

rejection of all claims.

The foregoing arguments about the impermissible prior art combination ofLieberman with

Doner or Ford apply to claim 18 and its dependents (claims -19-22).

Besides whatever specific arguments are presented below, all dependent claims rely one or

more unanticipated limitations within their respective base claim for novelty.

Claim 9

Examiner: “Doner discloses a method for augmenting a directory without user input”. This

assertion is respectfully traversed. First, Doner displayed results; Doner never suggested

augmenting a directory. Second, Doner required user input, both in input of search parameters

(either directory by inputting search terms, or indirectly by selecting a reference document fi'om
which search terms are derived), and in selection ofa database to search.

Examiner conceded that “Doner fails to disclose: searching a plurality of documents in

storage in at least one computer without user input ofa search location.”

Examiner: “Ford teaches a method for augmenting a directory.” This assertion is I

respectfully traversed. Ford displayed results; Ford never suggested augmenting a directory.

Perhaps mistakenly mixing up Ford with Doner, Examiner contended that Ford taught the

limitation ofaccessing a first document comprising context from which keywords are derived,

an assertion respectfiilly traversed. Ford did not teach this limitation. The evidence Examiner

presented with regard to Ford did not address this issue, and there is no such evidence to be

found within Ford.

Doner taught using a reference document for keyword extraction as a prelude for search,

though this required user selection of the document, and thus failed to meet the limitation in the

preamble of accessing a first document without user input.
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Further, as aforementioned, it would have been non-obvious to apply Doner‘s reference
document approach for search parameters to Ford.

Examiner contended that Ford taught the limitation of“

in storage in at least one computer without user input ofa search location”. Respectfully
ut of a search location.

traversed, Ford neither searched documents, nor did so without user inp
d stated, as quoted in fiill

searching a pluralityof documents

Ford searched databases, not documents, as did Doner. Further, For
are performed “corresponding to the search-scope selected by the user”.above, that searches

Claim 12

Examiner contended that Doner disclosed the limitation in cl

ofdocuments for derivation of keywords for search. The contention is respectfully traversed.
In one embodiment, Doner disclosed user selection of a single reference document as a

estion ofuser selection of multiple such

aim 12 of accessing a plurality

base for keyword derivation. Doner made no sugg

documents. Further, just having user selection fails to anticipate the limitation of operation
without user input.

Claim 15

r contended that Doner disclosed checking enable of directory augmentation.Examine

“Doner discloses this limitation in that the system determine (sic)
Examiner explained that

whether the database includes relevant documents”.

Examiner’s assertion is respectfiilly traversed. With all due res
misconstrued Doner in light ofthe claim limitations. First, Doner did not anticipate augmenting
a directory. Second, Doner 6:13-65 stated nothing with regard to checking an enablement
option as to whether to search for results.

pect, Examiner

Claim 1 7

Again, Examiner contended that Ford taught augmenting a directory, an assertion
respectfully traversed. '

With all due respect, Examiner was grossly mistaken in referring to the Internet as a

“dynamic database”. The dispersed Internet is no database. Respectfully, this statement belies
understanding the technical nature of databases or the Internet, and calls into question
Examiner’s objectivity and/or technical competence.
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Databases comprise records adherent to a particular data structure, which are commonly

indexed, as with Ford and Doner, and thus organized. The Internet is a network affording
access to documents lacking any organization with regard to consistency in data structure.

HTML, the common format ofweb pages, provides a page layout formatting mechanism; not at
all the same as a data structure imposed by a database.

Claim 18

Based upon foregoing argument, appellant respectfully traverses Examiner’s assertion that
“Doner discloses an apparatus for augmenting a directory without user input”.

Database index records taught by Doner and Ford are not document files. Respectfiilly,

Examiner repeatedly COI1fi.lS6d the two as being the same. Please see the above section about

“documents in storage”.

As argued foregoing, respectfully traversing Examiner’s assertion, no cited prior art, Doner

especially, suggested adding a document reference to a search results directory.
Respectfully, in rejecting claim 18, Examiner combined Doner with Lieberman, along with

Internet search engines, in a gumbo of impermissible hindsight.

Claim 23

Again, Examiner contended that Ford and Doner taught augmenting a directory, an

assertion respectfully traversed. No cited prior art, neither Doner nor Ford particularly,

suggested adding a document reference to a search results directory.
With all due respect, as described foregoing, Examiner rnischaracterized Ford with regard

to Ford searching the Internet per se. A web crawler does not search in the literal sense, and

anyway Ford did not disclose crawling upon user invocation. A web crawler is a collation
mechanism for database storage, and the database subsequently searched, as Ford disclosed.

Claim 28

Examiner contended that Ford’s web crawl constituted a search for documents as claimed.

With all due respect, Appellant posits this as a failure of appreciation regarding specific

processes.

Ford performed a two-step process: first, a web crawl to populate a database, resulting in
creating indexed records from the web pages gleaned in the crawl, where each record
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comprised keywords extracted fi'om a web page, along with a link to the page; second, an

actual user search was ofthe database records index, not of documents in storage across a

network as claimed.

Claim Objections

Appellant takes no umbrage to amending the claims to meet Examiner’s claim objections;

. in fact, thanks Examiner for such carefiil attention to detail; but poses the following comment.

“How to Write a Patent Application” by Jefiiey Sheldon is a well respected tome on the

subject. "this book is highly recommended..." gushed the National Council of Intellectual

Property Law Associations Newsletter. One chapter of Sheldon’s book covers claim language.

Claim 9 & 23 - replacing “such that” with “wherein”. According to Sheldon, “such that”

indicates achieving a functional relationship, whereas “wherein” “is used to modify or qualify it

previously introduced element”. “such that” in claim 9 & 23 was used to establish a functional

relationship: that searching by keyword (second element) was filnctionally related to searching

documents (first element). Appellant considers “wherein” less specific, and thus less

appropriate, in the particular instances where used.

Appellant does not request an oral hearing.

The $250.00 fee per 37 C.F.R_ § 1.17 (c) for filing this appeal brief is enclosed as a

separate credit card form. Please charge any additional fees that maybe required in connection

with filing this appeal brief and any extension of time, or credit any overpayment, to the credit

card on the enclosed credit card form. Thank you.

Respectfully submitted,

Cf
Gary Odom

15505 SW Bulrush Lane, Tigard, OR 97223

telephone: (503) 524-8371

fax: (775) 942-8525

date: February 14, 2005
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9. APPENDIX

1-8. (canceled)

9. (previously presented) A method for augmenting a directory without user input

comprising the following steps:

accessing at least a first document via a first directory,

said first document comprising at least in part topical textual content;

deriving at least one first keyword indicative ofat least one topical content within said first

document; '

searching a plurality ofdocuments in storage in at least one computer without user input of

a search location,

such that searching for documents related by said keyword to said first document,

thereby retrieving a second document;

determining relevance of said second document to at least said first keyword;

adding a reference to said second document in a results directory.

10. (previously presented) The method according to claim 9, wherein said storage is at

least in part on a different computer than the computer storing said first directory.

1 1. (previously presented) The method according to claim 9, wherein deriving a plurality

of keywords and determining relevance to a plurality of keywords.

12. (previously presented) The method according to claim 9, wherein accessing a plurality

of documents in said first directory. I

13. (previously presented) The method accordingto claim 9, with the additional steps of

deriving a plurality of keywords and ranking at least two said keywords.

14. (previously ppesented) The method according to claim 9, with the additional step of

signifying the relevancy of said second document to documents in the first directory when

displaying said results directory.

15. (previously presented) The method according to claim 9, with the additional step of

checking enablement of said augmentation.

page 20 of22

Exh. p. 21



Case 1:14-cv-00598-LPS   Document 1-3   Filed 05/12/14   Page 109 of 110 PageID #: 127Case 1:14—cv—OO598—LPS Document 1-3 Filed 05/12/14 Page 109 of 110 Page|D #: 127

Application No.: 09/796,235
Filed: 02f2B/2001

Group Art Unit: 2179

16. (previously presented) The method according to claim 9, with the additional step of

comparing the relevance of said second document to a preset threshold for detemiining said

augmentation.

17. (previously presented) The method according to claim 9, wherein said results directory

is said first directory.

18. (previously presented) An apparatus for augmenting a directory without user input,

said apparatus comprising:

means for accessing at least a first document via a first directory, said first document

comprising at least in part topical textual content;

means for deriving at least one first keyword indicative of at least one topical content

within said first document;

means for searching documents in storage in at least one computer,

wherein at least some said documents are independent and not organized in relation to one

another,

wherein said search means comprising searching for documents related by said keyword to

said first document;

means for retrieving a second document resultant from said search means;

means for determining relevance of said second document to at least said first keyword;

means for adding a reference to said second document in a results directory;

means for displaying said directories.

19. (previously presented) The apparatus according to claim 18, wherein said storage

comprises a plurality of computers connected to at least one network.

20. (previously presented) The apparatus according to claim 18, with additional means for

deriving a plurality ofkeywords

and means for determining relevance of said second document to a plurality of keywords.

21. (previously presented) The apparatus according to claim 18, with additional means for

comparing the relevance of said second document to a preset threshold for determining said

augmentation.

22. (previously presented) The method according to claim 18, wherein said results

directory is said first directory.
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23. (previously presented) A method for augmenting a directory without user input, said

method comprising the following steps:

accessing a plurality ofgrouped documents;

deriving a plurality of keywords indicative ofthe aggregate content of said grouped

documents;

prioritizing the relative relevance of said keywords;

storing said keywords and said relevance prioritization;

searching a plurality of documents in storage in at least one computer,

such that searching for documents related by at least one said keyword to said stored

keywords,

whereby retrieving a second document;

determining relevance of said second document to said plurality of stored keywords;

adding a reference to said second document in a results directory.

24. (previously presented) The method according to claim 23, with the additional step of

comparing the relevance of said second document to a preset threshold for determining said

augmentation.

25. (canceled)

26. (canceled)

27. (previously presented) The method according to claim 9, wherein said storage

comprises a plurality ofcomputers connected to at least one network.

28. (previously presented) The method according to claim 23, wherein said storage

comprises a plurality of computers connected to at least one network.

29. (previously presented) The method according to claim 9, with the additional step of

displaying said results directory.

30. (canceled)

31. (previously presented) The apparatus according to claim 18, with additional means for

not adding a reference to a retrieved document to said results directory if said retrieved

document had previously been deleted from said results directory.
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