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7 
Control, 

Instrumentation, and 

Design 

1.1 INTRODUCTION 

The demand for servnmechanisms in military applications during World War II pro­
vided much incentive and many resources for the growth of control technology. 
Early efforts were devoted to the development of analog controllers, which are elec­
tronic devices or circuits that generate proper drive signals for a plant (process). Par­
allel advances were necessary in actuating devices such a~ motors, solenoids, and 
valves that drive the plant. For feedback control, further developments in sensors 
and transducers became essential. With added ~nphistication in control systems, it 
was soon apparent that analog control techniques had serious limitations. In particu­
lar, linear assumptions were used to develop controllers even for highly nonlinear 
plants. Furthermore, complex and costly circuitry was often needed to generate even 
simple control signals. Consequently, mnst analog controllers were limited to on/off 
and proportional-integral-derivative (PID) actions, and lead and lag compensation 
networks were employed to compenstate for weaknesses in such simple contrnl ac­
tions. 

The digital computer, first developed for large number-crunching jobs, was 
employed as a contrnller in complex control systems in the 1950s and 1960s. Origi­
nally, cost constraints restricted its use primarily to aerospace applications that re­
quired the manipulation of large amounts of data (complex models, several hundred 
signals, and thousands of system parameters) for control and that did not 1ace serious 
cost restraints. Real-time contrnl requires fast computatinn, and this speed of com­
putation is determined by the required control bandwidth (or the speed of control) 
and parameters (e.g., time constants, natural frequencies, and damping constants) of 
the process that is being controlled. For instance, prelaunch monitoring and control 
of a space vehicle would require digital data acquisition at very high sampling rates 
(e.g., 50,000 samples/second). As a result of a favorable decline of computation cost 
(both hardware and software) in subsequent years, widespread application of digital 
computers as control devices (i.e., digital control) has become feasible. Dramatic 
developments in large-scale integration (LSI) technology and microprocessors in the 
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1970s resulted in very significant drops in digital processing costs, which made digi­
tal control a very attractive alternative to analog cnntrol. Today, digital control has 
become an integral part of numerous systems and applications, including machine 
tools, robotic manipulators, automobiles, aircraft autopilots, nuclear power plants, 
traffic control systems, and chemical process plants. 

Control engineers should be able to identify or sclect components for a control 
system, mndel and analyze individual components or overall systems, and choose 
parameter values so as to perform the intended functions of the particular system in 
accordance with some specifkations. Component identilkation, analysis, selection, 
matching and intertacing, and system tuning (adjusting parameters to obtain the re­
quired response) are essential tasks in the instrumentatinn and design of a control 
system. 

1.2 CONTROL SYSTEM ARCHITECTURE 

Reference 
Input Signal 

Let us examine the generalized cnntrol system represented by the block diagram in 
figure 1. I. We have identified several discrete blocks, depending on various func­
tions that take place in a typical contrnl system. Before proceeding, we must keep in 
mind that in a practical control system, this type of clear demarcation of components 
might be difficult; one piece of hardware might perform several functions, or more 
than one distinct unit of equipment might be associated with one function. Neverthe­
less, figure 1.1 is useful in understanding the architecture of a general control sys­
tem. This is an analog control system because the associated signals depend on the 
continuous time variable; no signal sampling or data encoding is involved in the sys-
tem. 

Plant is the system or "process" that we are interested in controlling. By con­
trol, we mean making the system respond in a desired manner. To be able tn accom­
plish this, we must have access to the drive system or actuator of the plant. We apply 
certain command signals, or input, to the controller and expect the plant to behave 
in a desirable manner: This is the open-loop control situation. In this case, we do not 
use current information on ~·ystem response to determine the control signals. Infeed­
back control systems, the control loop has to be closed; clo~·ed-loop control means 
making measurements of system response and employing that information to gener­
ate control signals so as to correct any output errors. The output measurements are 
made primarily using analog devices, typically consisting of sensor-transducer units. 

1---.--...... 0utputs 

Figure l.I. Components of a typical analog control system. 

2 Control, Instrumentation, and Design Chap. 1 
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An important factor.that we must consider in any practical control system is noise, 
including external disturbances. Noise may represent actual contamination of signals 
or the presence of other unknowns, uncertainties, and errors, such as parameter 
variations and modeling errors. Furthermore, weak signals will have to be am­
plified, and the form of a signal might have to be modified at various points of inter­
action. In these respects, signal-conditioning methods such as filtering, amplification, 
and modulation become important. 

ldentilication of the hardware components (perhaps commercially available 
off-the-shelf items) corresponding to each functional block in figure 1.1 i11 one of the 
first steps of instrumentation. For example, in process control applications off-the­
shelf analog proportional-integral-derivative (PID) controllers may be used. These 
controllers for process control applications have knobs or dials for control parameter 
settings-that is, proportional band or gain, reset rate (in repeats of the proportional 
action per unit time), and rate time constant. The control bandwidth (frequency 
range of operation) of these devices is specified. Various control modes-such as 
on/off, proportional, integral, and derivative, or combinatinns-are provided by the 
same control box. 

Actuating devices (actuators) include DC motors, AC motors, stepper motors, 
solenoids, valves, and relays, which are also commercially available to various 
spedfications. Potentiometers, differential transformers, resolvers, synchros, strain 
gauges, tachometers, piezoelectric devices, thermocouples, thermistors, and resis­
tance temperature detectors (RfDs) are examples of sensors used to measure process 
response for monitoring performance and possible feedback. Charge amplifiers, 
lock-in amplifiers, power amplifiers, switching amplifiers, linear amplifiers, tracking 
filters, low-pass filters, high-pass filters, and notch filters are some of the signal­
conditioning devices used in analog control systems. Additional components, such 
as power supplies and surge-protection units, are often needed in control, but they 
are not indicated in figure l.l because they are only indirectly related to control 
functions. Relays and other switching devices and modulators and demodulators may 
also be included. 

1.3 DIGITA'- CONTROL 

Direct digital control (DDC) systems are quite similar to analog control systems. 
The main difference in a DDC system is that a digital computer takes the place of 
the analog controller in figure l.l. Control computers have to be dedicated machines 
for real-time operation where processing has to be synchronized with plant operation 
and actuation requirements. This also requires a real-time clock. Apart from these 
requirements, control computers are basically no different from general-purpose dig­
ital computers. They consist of a processor to perform computations and to oversee 
data transfer, memory for program and data storage during processing, mass storage 
devices to store information that is not immediately needed, and input/output devices 
to read in and send out information. Digital control systems might utilize digital in­
struments and additional processors for actuating, signal-conditioning, or measuring 
functions, as well. For example, a stepper motor that responds with incremental mo-
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tion steps when driven by pulse signals can be considered a digital actuator. Further­
more, it usually contains digital logic circuitry in its drive system. Similarly, a two­
position solenoid is a digital (binary) actuator. Digital flow control may be 
accomplished using a digital control valve. A typical digital valve comists of a 
bank of orillces, each sized in proportion to a place value of a binary word 
(2', i = 0, I, 2, ... , n). Each orifice is actuated by a separate rapid-acting on/off so­
lenoid. In this manner, many digital combinations of flow values can be obtained. 
Direct digital measurement of displacements and velocities can be made using shaft 
encoders. These are digital transducers that generate coded outputs (e.g., in binary 
or gray-scale representation) or pulse signals that can be coded using counting cir­
cuitry. Such outputs can be read in by the control computer with relative ease. Fre­
quency counters al~o generate digital signals that can be fed directly into a digital 
controller. When measured signals are in the analog form, an analog front end is 
necessary to interlace the transducer and the digital controller. Jnput/ontput interface 
boards that can take both analog and digital signals are available with digital con­
trollers. 

A block diagram of a direct digital control system is shown in figure 1.2. Note 
that the functions of this control system are quite similar to those shown in figure 
1.1 for an analog control system. The primary difference is the digital controller 
(processor), which is used to generate the control signals. Therefore, analog mea­
surements and reference signals have to be sampled and encoded prior to digitaL pro­
cessing within the controller. Digital processing can be conveniently used for signal 
conditioning as well. Alternatively, digital signal processing (DSP) chips can func­
tion as digital controllers. However, analog signals are preconditioned, using analog 
circuitry prior to digitizing in order to eliminate or minimize problems due to alias­
ing distortion (high-frequency components above half the sampling frequency ap­
pearing as low-frequency components) and leakage (error due to signal truncation) 
as well as to improve the signal level and filter out extraneous noise. The drive sys-

Reference input 

!--,,-___..._Outputs 

Figure 1.2. Block diagram of a direct digital control system. 
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tern of a plant typically takes in analog signals. Often, the digital output from con­
troller has to be converted into analog form for this reason. Both analog-to-digital 
conversion (ADC) and di8ital-to-analog conversion (DAC) ~:an be interpreted as 
signal-conditioning (modification) procedures. If more than one output signal is 
measured, cad1 signal will have to be conditioned and processed separately. Ideally, 
this will require separate conditioning and processing hardware for each signal chan­
nel. A less expensive (but slower) alternative would be to time-share this expensive 
equipment by using a multiplexer. This device will pick one channel of data from a 
bank of data channels in a sequential manner and connect it to a common input 
device. Both analog and digital multiplexers are available. In a digital multiplexer, 
the input signals come from a bank of digital sensors, and the output signal itself, 
which would be in digital form, goes directly into the digital controller. High-speed 
multiplexers (e.g., over 50,000 switchings/second) use electronic switching. 

For complex processes with a large number of input/output variables (e.g., a 
nuclear power plant) and with systems that have various operating requirements 
(e.g., the space shuttle), centralized direct digital control is quite difficult to imple­
ment. Some form of distributed control is appropriate in large systems >uch as man­
ufacturing cells, fdctorie.~. and multicomponent process plants. A tavorite distributed 
control architecture is provided by heirarchical control. Here, distribution of control 
is available both geographically and functionally. An example for a three-level hier­
archy is shown in figure 1.3. Management decisions, supervisory control, and coor­
dination between plants are provided by the management (supervisory) computer, 
which is at the highest level (level3) of the hierarchy. The next lower level computer 
generates control settings (or reference inputs) tor each control region in the corre­
sponding plant. Set points and reference signals are inputs to the direct digital con­
trol (DDC) computers that control each control region. The computers communicate 
using a suitable information network. Information transfer in both directions (up and 
down) should he possible for best performance and flexibility. In master-slave dis­
tributed control, only downloading of information is available. 

1.4 SIGNAL CLASSIFICATION IN CONTROL SYSTEMS 

A digital control system can be loosely interpreted as one that uses a digital com­
jXlter as the controller. It is more appropriate, however, to understand the nature of 
the signals that are present in a control system when identifying it as a digital con­
trol system. 

Ana/of? signals are continuous in time. They are typically generated as outputs 
of a dynamic system. (Note that the dynamic system could be a signal generator or 
any other device, equipment, or physical system.) Analytically, analog signals are 
represented as functions of the continuous time variable t. 

Sampled data are, in fuct, pulse amplitude-modulated signals. In this case, in­
tormation is carried by the amplitude of each pulse, with the width of the pulses 
kept constant. For comtant sampling rate, the distance between adjacent pulses 
is also kept constant. In a physical situation, a pulse amplitude-modulated signal is 
generated through a sample-and-hold operation, in which the signal is sampled at 
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Figure 1.3. A three-level hierarchical control scheme. 

the beginning of the sampling period and kept constant at that value, irrespective of 
the true value of the signal over that period. An important advantage of sampling is 
that expensive equipment can be shared among many signals. Furthermore, sam­
pling is necessary in real-time digital processing to allow for the processing time. 
Analytically, sampled data consist of a sequence of numbers (or a function of integer 
variable). 

Digital data are coded numerical data. For example, a binary code or ASCII 
(American Standard Code for Information Interchange) may be used to represent 
each value in a sequence of digital data. The code itself determines the actual value 
of a particular unit of digital information. Typically, digital data are generated by 
digital processors, digital transducers, counters, encoders, and other such digital 
devices. 

Table 1.1 summarizes the identifying characteristics of these three types of 
data. Analog systems generate analog signals only. Sampled-data systems depend on 
analog data as well as sampled data. Digital systems, however, utilize all three types 
of signals, generally at different levels of interaction. Sampled-data ~-ystems and dig­
ital systems may be modeled using discrete-time mode!J> (see table 1.2). 
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TABLE 1.1 SIGNAL CATEGORIES FOR IDENTIFYING CONTROL SYSTEM TYPES 

Signal (data) 
category 

Analog .~ignals (data) 

Sampled duta 

Digital data 

Description 

Continuou~ in timet; typically represents an output of a dynamic 
system 

Pulse amplitude, modulated signals 

Information carried by pulse amplitude 
Typically generated by ~ample-and-hold pro'e~s 

Coded numerical data; the particular mde determines the numerical 
value 

Typically generated by digital processors, digital transducers, and 
counters 

TABLE 1.2 REPRESENTATIVE ANALYTICAL CHARACTERISTICS OF 
CONTINUOUS-TIME AND DISCRETE-TIME SYSTEMS 

System 

C11ntinuous-time 
')'Stems 

Discrete-time 
systems 

Example 1.1 

Time domain 

Differenti~l 

equations 

Difference 
equation~ 

Analytical model 

Transfer-function domain 

Laplace transfer functions 
or Fourier frequency response 
functions 

Z-transform tran.~fcr function~ 

The sampling period ilT for data acquisition is an important parameter in real-time dig­
ital control. Discuss the significance of the sampling period. 

Solution On the one hand, tJ.T has to. be sufficiently large so that required processing 
and data tr<~nsfer can be done during that time for each control step. This is crucial in 
real-time control. On the other hand, ilT should be small enough to meet control band­
width and process dynamics requirements. Shannun's sampling theorem states that in a 
sampled signal, the maximum meaningful frequency is the Nyquist frequency_/;, which 
is given by half the sampling rate: 

- I 
f, = 2ilT ( 1.1) 

It follow~ that we should select ilT such that the significant frequency content of the 
input/output signals of the particular process stay8 within the Nyquist frequency. Note 
that to be able to control the process effectively, all natural frequencies of interest in 
the plant should be smaller thanj. .. Oncefc is chosen in this manner for digital control, 
it is also important to choose analog cumponents, such as signal-conditioning device.~ 
in the control system, to have an operating bandwidth larger than_{c. For example, if the 
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op~.:rating bandwidth of a robotic manipulator is specified to be 50 Hz, one mu~t make 
sure that the associatcu analog sensurs and tnJ.nsducers (resolvers, tachometers, etc.) 
and signakonuitioning devices (e.g., low-pass filters, charge amplifier~) have an oper­
ating bandwidth greater than 50 Hz-prcfcrably about 200 Hz. Furthermore, the sam­
pling period has to be smaller than 10m~ (from equation 1.1), preferably about 2 ms. It 
is then necessary to tnake sure that the L:ontrol computer is capable of doing all the 
processing needed in each control increment within this time. Otherwise, distribution 
of control tasks might be needed. Parallel processing is another option. Another alter­
native is to employ a hardware implementation of the controller. Simplification of con­
trol algorithms should also be attempted, but without sacrificing the accuracy require­
ments. In general, distributcd control is better than using a single control computer of 
larger c·apacity and faster speed. 

1.5 ADVANTAGES OF DIGITAL CONTROL 

The current trend toward using dedicated, microprocessor-based, and often decen­
tralized (distributed) digital control systems in industrial application.s can be rational­
ized in terms of the major advantages of digital control. The following are some of 
the important considerations. 

1. Digital control is less susceptible to noise or parameter variation in instrumen­
tation because data can be represented, generated, transmitted, and processed 
as binary words, with bits possessing two identifiable state.s. 

2. Very high accuracy and speed are possible through digital processing. Hard­
ware implementation is usually faster than software implementation. 

3. Digital control can handle repetitive tasks extremely well, through program­
ming. 

4. Complex control laws and signal conditioning methods that might be impracti­
cal to implement using 'dnalog devices can be programmed. 

5. High reliability in operation can be achieved by minimizing analog hardware 
components and through decentralization using dedicated microprocessors for 
various control tasks (see figure 1.3). 

6. Large amounts of data can be stored using compact, high-density data storage 
methods. 

7. Data can be stored or maintained for very long periods of time without drift 
and without being affected by adverse environmental conditions. 

8. Fast data transmission is possible over long distances without introducing dy­
namic delays, as in analog systems. 

9. Digital control has easy and iast data retrieval capabilities. 

10. Digital processing uses low operational voltages (e.g., 0-12 V DC). 

11. Digital control has low overall cost. 

Some of these features should be obvious; the rest should become clear as we pro­
ceed through the book. 
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1.6 FEEDFORWARI;> CONTROL 

Many control systems have inputs that do not participate in feedback controL In 
other words, these inputs are not compared with feedback (mcaslirement) signals to 
generate control s·tgnak Some of the~e inputs might be important variables in the 
plant (process) itselL Others might be undesirable inputs, .~uch as external distur­
bances that are unwanted yet unavoidable. Performance of a control system can gen­
erally be improved by measuring these (unknown) inputs and .~omehow using the in­
formation to generate control signals. Since the associated measurement and control 
(and compensation) take place in the forward path nf the control system, this 
method of control is known as feedforward control. Note that in feedback control, 
unknown "outputs" arc measured and compared with known (desired) inputs to gen­
erate control signals. In feedforward control, unknown "inputs" are measured and 
that informatinn, alnng with desired inputs, is used to generate control signals that 
can reduce error.~ due tn these unknown inputll or variations in them. 

A block diagram of a typical control loop that uses feedforward control is 
shown in figure 1.4. In this system, in addition to feedback cnntrnl, feedfnrward 
control is used to reduce the etl'ects of a disturbance input that enters the plant. The 
disturbance input is measured and fed into the controller. The controller uses this in­
formation tn modify the control action so as to compensate for the effect of the dis­
turbance input. 

r--

Reference 
Input I 

I 
Controller 

Measurement 
for 

Feedforward 

Oistu rbance 
Input 

f--

I 
Plant 

Measurement 
for 

Feedback 

I 
I 

Output 

Figure 1.4. A typical feedback loop that uses fccdforward control. 

As a practical example, consider the natural gas home heating system shown in 
tigure 1.5a. A simplified block diagram of the system is shown in figure 1.5b. In 
conventional feedback control, the room temperature is measured and its deviation 
from the desired temperature (set point) is used to adjust the natural gas How into the 
furnace. On/off control i.~ used in ~ost such applications. Even if propnrtinnal or 
three-mode (propnrtinnal- integral-derivative) control is employed, it is not easy to 
steadily mainta'm the room temperature at the desired value if there are large 
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Figure 1.5. (a) A natural gas home heating system. (b) A block diagram representation of 
the system. 

changes in other (unknown) inputs to the system, such as water flow rate through the 
furnace, temperature of water entering the furnace, and outdoor temperature. Better 
results can be obtained by measuring these disturbance inputs and using that infor­
mation in generating the control action. This is feedforward control. Note that in the 
absence of feedforward control, any changes in the inputs w1 , w2 , and w3 in figure 
1.5 will be detected only through their effect on the feedback signal (room tempera­
ture). Hence, the subsequent corrective action can lag behind the cause (changes in 
w,.) considerably. This delay will lead to large errors and possible instability prob­
lems. With feedforward control, information on the disturbance inputs w, will be 
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available to the controller immediately, thereby speeding up the control action and 
also improving the response accuntcy. Faster action and improved accuracy are two 
very desirable effects of feedforward control. 

In some applications, control inputs are computed using accurate dynamic 
models tor the plants, and the computed inputs are used tor control purposes. This is 
a popular way for controlling robotic manipulators, for example. This method is also 
known as feedforward control. To avoid confusion, however, it is appropriate to de­
note this method as computed-input control. 

1.7 INSTRUMENTATION AND DESIGN 

In the previous discussion, we have identified seveml characteristic constituents of a 
control system. Specifically, we are interested in 

• The plant, or the dynamic system to be controlled 

• Signal measurement for system evaluation (monitoring) arid for feedback and 
feedforward control 

• The drive system that actuates the plant 

• Signal conditioning by filtering and amplification and signal modification by 
modulation, demodulation, ADC, DAC, and so forth, into an appropriate form 

• The controller that generates appropriate drive signals for the plant 

Each function or operation within a control system can be associated with one 
or more physical devices, components, or pieces of equipment, and one hardware 
unit may accomplish several of the control system functions. By instrumentation, in 
the present context, we mean the identification of these various instruments or hard­
ware components with respect to their functions, operation, and interaction with 
each other and the proper selection and interfdcing of these components for a given 
application-in short, "instrumenting" a control system. 

By design, we mean the process of selecting suitable equipment to accomplish 
various functions in the control system; developing the system architecture; matching 
and interfdcing these devices; and selecting the parameter values, depending on the 
system characteristics, in order to achieve the desired objectives of the overall con­
trol system (i.e., to meet design specifications), preferably in an optimal manner and 
according to some performance criterion. In the present context, design is included 
as an instrumentation objective. In particular, there can be many designs that meet a 
given set of performance requirements. 

Identification of key design parameters, modeling of various components, and 
analysis are often useful in the design process. This bonk provides fundamentals of 
sensing and actuation for electromechanical control systems. Emphasis is placed on 
control system~ that perform motion- and force-related dynamic tasks. Sensors and 
transducers and actuators in this category will be discussed with respect to their per­
formance specification, principles of operation, physical characteristics, modeling 
and analysis, selection, component interfacing, and determination of parameter val-
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ues. Both analog and cligital devices will be studied. Design examples and case stud­
ies drawn from applications such as automated manufacturing and robotics, transit 
vehicles, dynamic testing, and process control will be discussed throughout the 
book. 

PROBLEMS 

1.1. Giving appropriate examples, compare and contrast analog signals, sampled-data sig­
nals, and digital signals. What are the relative advantages and uisadvantages of these 
three types of data? 

1.2. What are differential equations and what are difference equations? Explain their 
signi ficanace in the context of control system analysis, discussing the need for their so­
lution as related to a digital control system. 

1.3. (a) What is an open-loop control system and what is a feedback control system? Give 
one example of each case. 

(b) A simple mass-spring-damper system (simple oscillator) is excited by an external 
forcef(t). Its displacement response y (sec figure Pl.3a) is given by the differen­
tial equation 

mY + by + ky = f(t) 

A block diagmm representation of this sytem is shown in flgurc Pl.3b. Is this a 
feedback control system? Explain and justify your answer. 

f(t) 

f(t)- 1--.----J--- y 

k 

(a) (b) 

Figure P1.3. (a) A mechanical system representing a simple oscillator. (b) A 
bloc.k diagram representation of the simple oscillator. 

1.4. You are asked to design a control system to turn on lights in an art gallery at night, 
provided that there are people inside the gallery. Explain a suitable control system, 
identifying the opcn·loop and feedback functions, if any, and describing the control 
system components. 

1.5. Into what classification of control system componen•s (actuators, signal modiflcation 
device:~, controllers, and measuring devices) would you put the following? 
(a) Stepping motor (e) DAC 
(b) Propnrtinnal-plus-intergration circuit (f) Optical incremental encoder 
(c) Power amplifier (g) Process computer 
(d) ADC (h) FFT analyzer 

1.6. In feedforward control (computed-torque control) of robotic manipulators, JOmt 
torques (or forces) are computed from joint motion variables (displacements, veloc-
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ities, and accderations) using a suitable dynamic mndel fnr the manipulator. A 6-df 
(degree of freedom) model of a particular manipulator, formulated using nonrccursive 
Lagrangian dynamic equations, required aproximtely 10 s for one cycle of torque com­
putation on a VAX 111750 minicomputer. If a control bandwidth of at least 10 Hz is 
needed for typical applications of this robot, discuss whether real-time computed­
torque control is possible in this case. Suggest improvements. 

1.7. Discuss possible sources of error that can make open-loop control or feedforward con­
trol meaningless in some applications. How would you correct the situation'? 

1.8. A flexible manufacturing cell consists of a set nf machine tools, robots, parts transfer 
units (e.g., conveyors), and gaging stations (e.g., vision-based) managed by a single 
host computer. Each robot has a separate computer (e.g., Motorola M68000) for tra­
jectory generation and fnr command setting. Each joint of a manipulator is controlled 
using a separate microprocessor (e.g., TMS-320), through direct digital controL Iden­
tifying control functions in each level, discuss the complete system as a hierarchical 
control system. A photograph of a flexible manufacturing cell is shown in figure P1.8. 

Figure P1.8. A flexible manufacturing 
cell (courtesy of the Robotics Institute, 
Carnegie Mellon University). 

1.9. Compare analog control and direct digital control for motion control in high-speed ap­
plications of industrial manipulators. Give the advantages and disadvantages of each 
control method for this application. 

1.1 0. Resolution of a device is defined as the smallest useful and detectable increment 
(change) in the output of the device. Dynamic range is the ratio of output range to res­
olution, expressed in decibels (dB). A digital control valve has tour orifices. It repre­
sents a four-digit binary number, and flow through each orifice is proportional to the 
corresponding position value. The smallest orificL: allows a flow of j;, through it. Calcu­
late the resolution and the dynamic range of the valve. 

1.11. A .~oft-drink bottling plant uses an automated bottle-filling system. Desribe the opera­
tion of such a system, indicating various components in the control system and their 
functions. Typical components would include conveyor belt; a motor for the conveyor, 
with start/stop controls: a measuring cylinder, with inlet valve, exit wive, and level 
sensors; valve actuators; and an alignment sensor fnr the bottle and the measuring 
cylinder. 

1.12. Consider the natural gas home heating system shown in figure 1.5. Describe the func­
tions of various components in the system and classify them into controller, actuator, 
sen~or, and signal modification function grnups. Explain the operation of the overall 
system and suggest pnssiblc improvements to obtain more stable and accurate tempera­
ture control. 
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1.13. In each of the following examples, indicate at least one (unknown) input that should be 
measured and used for feedforward control to improve the accuracy of the control sys­
tem. 
(a) A servo system for positioning a mechanical load. The servo motor is a field­

controlled DC motor, with position feedback using a potentiometer and velocity 
feedback using a tachometer. 

(b) An electric heating system for a pipeline carrying a liquid. The exit temperature of 
the liquid is measured using a thermocouple and is used to adjust the power of the 
heater. 

(c) A room he<lting system. Room temperature is measured and compared with the set 
point. If it is low, a valve of a steam radiator is opened; if it is high, the valve is 
shut. 

(d) An assembly robot that grips a delicate part to pick it up without damaging the 
part. 

(e) A welding robot that tracks the seam of a part to be welded. 

1.14. Consider the system shown by the block diagram in figure P 1. 14a. Note that 

14 

Gp(s) = plant transfer function 

Gc(s) = controller transfer function 

H (s) = feedback transfer function 

o,(s) = fcedforward compensation transfer function 

F eedforward 
Signal 

.------1 

Disturbance 
Input 

w 

Driv;ng 
Input--~ 1--..----- Output 

v u 

Feedback Signal 

(bl 

Figure Pl.l4. (a) A block diagram for a system with fi:edforward control. 
(b) Reduced form in the absence of the driving input. 
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The disturbance input w is measured, compensated using Gh and ted into the con­
troller, along with the driving input u. 
(a) Obtain the transfer function relationship between the output y and the driving input 

u in the absence of the disturbance input w. 
(b) Show that in the absence of u, the block diagram can be drawn as in figure Pl.l4b. 

Obtain the transfer relationship between y and w in this case. 
(c) From (a) and (b), write an expressi(]n for y in terms of u and w. 
(d) Show that the effect of disturbance is fully compensated if the feedforward com­

pensator is given by 
1 

Gr(s) = -() 
Gc S 

1.15. A typical input variable is identified for each of the following examples of dynamic sys­
tems. Give at least one output variable for each system. 
(a) Human body: neuroelectric pulses 
(b) Company: infnrmation 
(c) Power plant: fuel rate 
(d) Automobile: steering wheel movement 
(e) Robot: voltage to joint motor 

1.16. Measuring devices (sensors-transducers) are useful in measuring outputs of a process 
for feedback control. 
(a) Give other situations in which signal measurement would be important. 
(b) List at least five diffL:rcnt sensors used in an automobile engine. 

1.17. Hierarchical control has been applied in many industries, including steel mills, oil 
refineries, glass works, and automated manufucturing. Most applications have been 
limited to two or three levels of hierarchy, however. The lower levels usually cnnsist of 
tight servo loops, with bandwidths on the order of I kHz. The upper kvcls typically 
control production planning and scheduling events measured in units of days or weeks. 
(a) Estimate event duration at the lowest level and control bandwidth (in hertz) at the 

highest level for this type of application. 
(b) A five-kvcl hierarchy for a flexible manuf.tcturing facility is as follnws: The lowest 

level (level 1) handles servo control of robotic manipulator joints and machine tool 
degrees of freedom. The secnnd level performs activities such as coordinate trans­
formation in machine tools that are required in gencmting control commands for 
various servo loops. The third level converts task commands into motion trajecto­
ries (of manipulator end effector, machine tool bit, etc.) expressed in world coor­
dinates. The fnurth level converts compkx and general task cmmnands into simple 
task commands. 'the top level (level 5) performs supervisory control tasks for vari­
ous machine tools and material-handling devices, including coordination, schedul­
ing, and definition of basic moves. Suppose that this fu.cility is used as a flexible 
manufu.lturing cell for turbine blade production. Using diagrams to show tasks at 
various levels of the hierarchy, describe the opL:ration of this manufacturing cell. 

1.18. According to some observers in the process control industry, early brands of analog 
control hardware had a product life of about twenty years. New hardware controllers 
can become obsolete in a couple of years, even before their development costs are re­
covered. As ·a control instrumentation engineer responsible for developing an off-the­
shelf process controller, what features would you incorporate in the controller to cor­
rect this problem to a great extent? 

1.19. The programmable controller (PC) is a sequential control device that can sequentially 
and repeatedly activate a series of output devices (e.g., motors, valves, alarms, signal 
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,·] .·, 

lights) on the basis of the states of a series of input devices (e.g., switches, two-state 
sensors). Show how a programmable controller and a vision system consisting of a 
solid-state camera and a simple image proce~sor (say, with an edge-detection al­
gorithm) could be used for sorting fruits on the basis of quality and si7.-e for packaging 
and pricing. 
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Chap. 1 

2 
Performance 

Specification and 

Component Matching 

2.1 INTRODUCTION 

In feedback control systems, plant response is measured and compared with a refer­
ence input and the error i~ automatically employed in controlling the plant. It fol­
lows that a measurement system is an essential component in any feedback control 
system and forms a vital link between the plant and the controller. Measurements 
are needed in many engineering applications. The measurement process has to be 
automated, however, in control systems applications. 

A typical mea~urement system consists of one or more sensor-transducer units 
and associated signal-conditioning (and modification) devices (see figure 2.1). Filter­
ing to remove unwanted noise and amplification to strengthen a needed signal are 
considered signal conditioning. Analog-to-digital conversion (ADC), digital-to­
analog conversion (DAC), modulation, and demodulation are signal modilication 
methods. Note that signal conditioning can be considered under the general heading 
of signal modification. Even though data recording is an integral function in a typical 
data acquisition system, it is not a crucial function in a feedback cnntrol system. For 
this reason, we shall not go into details of data recording devices in this book. In a 
multiple measurement environment, a multiplexer could be employed prior to or fol­
lowing the signal-conditioning process, in order tn pick one measured signal at a 
time from a bank of data channels for subsequent processing. In this manner, one 
unit of expensive processing hardware can be time-shared between several signals. 
Sensor-transducer devices are predominantly analog components that generate 
amtlog signals, even though direct digital transducers are becoming increasingly 

Plant 
Outputs 

Sensor- Trsnsclucer 
Devices 

Signal 
Conditioning and 

Modification 

To 
Feeclback 
Controller 

Figure 2.1. Schematic rcpt·cscntation of a measurement system. 
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popular in digital control applications. When analog transducers are employed, 
analog-to-digital converters (ADCs) have to be used to convert analog signals into 
digital data for digital control. This signal modification process requires sampling of 
analog l'ignal~ at di~crete time points. Once a value is sampled, it is encoded into a 
digital representation such a1; straight binary code, a gray code, binary-coded deci­
mal (BCD) code, or American Standard Code for Information Interchange (ASCII). 
The changes in an analog signal due to its transient nature should not affect this pro­
cess of ADC. To guarantee this, a sample-and-hold operation is required during 
each sampling period. For example, the value of an analog signal is detected 
(sampled) in the beginning of each sampling period and is assumed constant (held) 
throughout the entire sampling period. This is, in fact, the zero-order hold opera­
tion. The operations of multiplexing, sampling, and digitizing have to be properly 
synchronized under the control of an accurate timing device (a clock) for proper op­
eration of the control system. This procedure is shown schematically in !lgure 2. 2. 

Analog Signal 
Channels 

--CJ---o 

Sensor- Transducer 
Bank 

Analog 
Multiplexer 

A DC with 
Sample and 

Hold 

Figure 2.2. Measurement, multiplexing, and analog-to-digital conversion. 

Digital 
Data 

All devices that assist in the measurement procedure can be interpreted as 
components of the measurement system. Selection of available components for a 
particular application or design of new components should rely heavily on perfor­
mance specifications for these components. A great majority of instrument ratings 
provided by manufacturers are in the form of static parameters. In control applica­
tions, however, dynamic performance specifications are also very important. In this 
chapter, we shall study instrument ratings and parameters for performance 
specification, pertaining to both static and dynamic characteristics of instruments. 

When two or more components are interconnected, the behavior of individual 
components in the overall system can deviate ~ignificantly from their behavior when 
each component operates independently. MatL:hing of component~ in a multicompo­
ncnt system, particularly with respect to their impedance characteristics, should be 
done l:arefully in order to improve system performance and accuracy. In this chap­
ter, we shall also ~tudy basic concepts of impedance and component matching. AI-
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though the discussion is primarily limited to <:omponents in a measurement system, 
the ideas are applicable to many other types of components in a control system. Di~­
cussions and developments in this chapter are quite general; they do not address 
specific designs or hardware components. Specific instruments, their operating de­
tails, and physical hardware will be discussed in subsequent chapters. 

2.2 SENSORS AND TRANSDUCERS 

The output variable (or response) that is being measured is termed the measurand. 
Examples are accelcratinn and velocity of a vehicle, temperature and pressure of a 
pro<:ess plant, and current through an electric circuit. A measuring device passes 
through two stages while measuring a signal. First, the measurand is sensed. Then, 
the measured signal is transduced (or converted) into a form that is particularly suit­
able for transmitting, signal conditioning, pro<:essing, or driving a controller or actu­
ator. For this reason, output of the transducer stage is often an electrical signal. The 
measurand is usually an analog signal, because it represents the output of a dynamic 
system in feedback control applications. Transducer output is discrete in direct digital 
transducers. This f<~cilitates the direct interface of a transducer with a digital proces­
sor. Since the majority of transducers used in control system appli<:ations are still 
ana log devices, we shall consider such devices first (in chapters 3 and 4). Digital 
transducers will be discussed subsequently (in chapter 5). 

The sensor and tmnsducer stages of a typical measuring device are represented 
schematically in figure 2.3a. As an example, consider the operation of a piezoelec­
tric accelerometer (figure 2.3b). In this case, acceleration is the measurand. It is first 
converted into an inertia force through a mass element and is exerted on a piezoelec­
tric crystal within which a strain (stress) is generated. This is considered the sensing 
stage. The stress generates a charge inside the crystal, which appears as an electric 
signal at the output of the accelerometer. This stress-to-charge conversion or stress­
to-voltage conversion can be interpreted as the transducer stage. 

Measuring Oevice 
,---------------------, 
I I 
I 

Measurand 1 \ H ! {Typically ---+--- Signal Transducer f---+
1 

--t"'- Transmittable Variable 
Analog Signal) . Sensor . _ . {Typically Electrical) 

I L-----~ I 
I I 
L .. ···-······----··· .... --1 

(aJ 

Acceleration - Electrical Signal 

Sec. 2.2 

(b) 

Figure 2.3. (a) Schematic representation of a measuring device. (b) Operation of 
a piezoelectric accelerometer. 
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A complex measuring device can have more than one scns1ng stage. More of­
ten, the measurand goes through several transducer stages before it is available for 
control and actuating purpo~es. Sensor and transducer stages are functional stages, 
and sometimes it is not easy or even feasible to identify physical elements associated 
with them. Furthermore, this separation is not very important io using existing 
devices. Proper separation of sensor and transducer stages (physically as well as 
functionally) can be crucial, however, when designing new measuring instruments. 

ln some books, signal-condition'mg devices such as electronic amplifiers are 
also classified as transducers. Since we are treating signal-conditioning and 
modification devices separately from measuring devices, this unified classification is 
avoided whenever possible in this book. Instead, the term transducer is used primar­
ily in relation to measuring instruments. Following the common practice, however, 
the terms sensor and transducer will be used interchangeably to denote measuring 
instruments. 

2.3 TRANSFER FUNCTION MODELS FOR TRANSDUCERS 

Pure transducers depend on nondissipative coupling in the transduction stage. Pas· 
sive transducers (sometimes called self-Kenerating transducers) depend on their 
power transfer characteristics for operation. It follows that pure transducers are es­
sentially passive devices. Some examples are electromagnetic, thermoelectric, ra­
dioactive, piezoelectric, and photovoltaic transducers. Active transducers, on the 
other hand, do not depend on power conversion characteristics for their operation. A 
good example is a resistive transducer, such as a potentiometer, that depends on its 
power dissipation to generate the output signaL Note that an active transducer re­
quires a separate power source (power supply) for operation, whereas a passive trans­
ducer derives its power from a measured signal (measurand). ln this classification of 
transducers, we are dealing with power in the immediate transducer stage associated 
with the measurand, not the power used in subsequent sigoal conditioning. For ex­
ample, a piezoelectric charge generation is a passive process. But in order to condi­
tion the generated charge, a charge amplifier that uses an auxiliary power source 
would be needed. 

There are advantages aod disadvantages in both types of transducers. In partic­
ular, since passive transducers derive their energy almost entirely from the measur­
and, they gener<~lly tend to distort (or load) the measured signal to a greater extent 
than an active transducer would. Precautions can be taken to reduce such loading ef­
fects, as will be discussed in a future section. On the other hand, passive transducers 
are generally simple in design, more reliable, and less costly. 

A majority of sensors-transducers can be interpreted as two-port elements in 
which, under steady conditions, energy (or power) transfer into the device takes 
place at the inpat port and energy (or power) transfer out of the device takes place at 
the output port. Each port of a two-port transducer has a throuKh variable, such as 
force or current, and an acro~·s variable, such as velocity or voltage, associated with 
it. Through variables are sometimes called flux variables, and across variables are 
called potential variables. Through variables are not always the same as flow vari-
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abies, which are used exclusively in bond graph models. Similarly, across variables 
are not th.e same as effort variables, which are used in bond graph terminology. For 
example, force is an effort variable, but it is also a through variable. Similarly, ve­
locity is a flow variable and is also an across variable. The concept of effort and flow 
chanical impedance, but in analysis, mechanical impedance is not analogous to elec­
trical impedance. 

A two-port device can be modeled hy the transfer relation 

G[V'] [Vo] 
.f. }o 

(2.1) 

where G is a 2 x 2 transfer function matrix, v; and fi denote the across and through 
variables at the input port, and Vo and j;, denote the corresponding variables at the 
output port (figure 2.4 ). This representation essentially assumes a linear model for 
transducer, so that the associated transfer functions (elements in matrix G) are 
defined and valid. Such transducers are known as ideal transducers. Note that at a 
given port, if one variable is considered the input variable to the system, the other 
automatically becnmes the output variable of that system. 

Input Port V; .,. GJG 1---vo--J~ · ~ 0 utput Port 
f; f 0 

l<'igurc 2.4. Two-port representation nf 
a pas~ive transducer. 

Matrix tran~fer-function models are particularly suitable for transducers whose 
overall transduction process can be broken down into two or more simpler trans­
ducer stages. For example, consider a pressure transducer consisting of a bellows 
mechanism and a linear variable differential transformer (LVDT). In this device, the 
pressure signal is converted into a displacement by the pneumatic bellows mecha­
nism. The displacement is converted, in turn, into a voltage signal by the LVDT. 
(The operation of an LVDT will be discussed in chapter 3.) If the transfer-function 
matrix for each transducer stage is known, the combined model is obtained by sim­
ply multiplying the two matrices in the proper order. To illustrate the method fur­
ther, consider the generalized series element (electrical impedance or mechanical 
mobility) and the generalized parallel element (electrical admitta11ce or mechanical 
impedance), which are denoted by Z andY, respectively. The 4-:orresponding circuit 
representations are shown in figure 2.5. The model for the series-element transducer 
is 

(2.2) 

and the model for the parallel-element transducer is 

[;;] [~ ~][;:] or [ ~y ~][;·] = [;:'] (2.3) 

These relations can be easily verified. The expressions for Z and Y for the three basic 
(ideal) electrical elemcnts~resistance, inductance, and capacitance-are summa­
rized in table 2.1. Note that s is the Laplace variable. In the frequency domain, s 
should be replaced by jw, where w is the frequency (radians/second) andj = -v=l'. 
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z 
~ + + + 

(a) (b) 

Figure 2, 5 , (a) Generalized ser ics 
element (electrical impedance or 
mechanical mobility). (b) Generalized 
parallel element (electrical admittance or 
mechanical impedance). 

TABLE 2.1 IMPEDENCE AND ADMITIANCE 
EXPRESSIONS FOR THE THREE IDEAL ELECTRIC 
ELEMENTS 

Impedance Admittance 
Element z y 

Resistance R R 
R 

l 
Inductance L Ls 

Ls 

Capacitance C C.! 
Cs 

A disadvantage of using through variables and across variables in the definition 
of impedance transfer functions is apparent when comparing electrical impedance 
with mechanical impedance. The definition of mechanical impedance is force/veloc­
ity in the frequency domain. This is a ratio of (through variable)/(across variable), 
whereas electrical impedance, defined as voltage/current in the frequency domain, is 
a ratio of (across variable)/(through variable). Since both force and voltage are 
"effort" variables and velocity and current are "flow" variables, it is convenient to 
use bond graph notation in defining impedance. Specifically, 

. d ( I . 1 h . l) effort 1mpe ance e ectnca or mec amca = -fl--
ow 

In other words, impedance mea:mres how much effort is needed to drive a system at 
unity flow. 

Caution must be exercised in analyzing interconnected systems with mechani­
cal impedance, because mechanical impedance cannot be manipulated using the 
rules for electrical impedance. For example, if two electric components are con­
nected in series, the current (flow variable is the through variable) will be the same 
for both components, and voltage (effort variable is the across variable) will be ad­
ditive. Accordingly, impedance of the series-connected electric system is just the 
sum of the impedances of the individual components. Now consider two mechanical 
components connected in series. Here the force (effort variable is the through var:­
able) will be the same for both components, and velocity will be additive. Hence, it 
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is mobility, not impedance, that is additive in the case of series-connected mechani­
cal components. It can be concluded that, analytically, mobility behaves like electri­
cal impedance and mechanical impedance behaves like electrical admittance. 
Hence, in Figure 2.Sa, the generalized series element Z could be electrical 
impedance or mechanical mobility, and in figure 2.Sb, the generalized parallel ele­
ment Y could be electrical admittance or mechanical impedance. Definitions of some 
mechanical transfer functions are given in table 2.2. 

TABLE 2.2 DEFINITIONS OF SOME MECHANICAL TRANSFER FUNCTIONS 

Transfer function 

Dynamic ~tiffncss 

Dynamic llcxibility, compliance, 
or receptance 

hnpedancc 

Mobility 

Dynamic inertia 

Accclera nee 

Force transmissibility 

Velocity transmi~sibility 

Example 2.1 

Definition 
(in the frequency domain) 

Fun.;e/displacement 

Displacement/force 

l'orce/velocity 

Velocity/force 

Forcc/accclcratiun 

Acceleration/force 

Magnitude [output force/input force I 

Magnitude )output velocity/input velocity] 

Consider a transducer modeled as in figure 2.6. Obtain a transfer-function relationship. 

Figure 2.6. An example of a transfer 
model combination. 

Solution This device has a transfer model given by 

[v:] rl zl][ 1 o][c"] 
.f, 0 l Y2 1 fo 

. [ 1 ()] [.1 
or y 0 - -z 1 

which results in the overall model: 

Notice that when Y2 = 0, equation 2.2 is obtained; and when Z1 = 0, equation 2.3 re­

sults. 
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The tachometer is a velocity-measuring device (passive) that uses the principle of elec­
tromagnetic generation. A DC tachometer is shown schematically in figure 2.7 a. The 
field windings are powered by DC voltage rf. The across variable at the .input port is 
the measured angular speed w,. The corresponding torque T; is the through variable at 
the input port. The output voltage Vo of the armature circuit is the across variable at the 
output port. The corresponding current io is the through variable at the output port. Ob­
tain a transfer-function model for this dcvic:c. 

;, 

TJ,Wj 

(Input Port) 

(a) 

Inertia 
J 

Damping b 

(b) 

(Output Port) 

~' 0 

Jigure 2.7. A DC tachometer example: (a) equivalent circuit; (b) urmature 
free-body diagram. 

Solution The generated voltage v, at the armature (rotor) is proportional to the mag­
netic field strength of field windings (which, in turn, is proportional to the field current 
i1) and the speed of the armature w1• Hence, 

Assuming constant field current, we have 

v, = Kw1 (i) 

The rotor magnetic torque T~ that resists the applied torque T, is proportional to the 
magnetic field strengths of field windings and armature windings. Consequently, 

Since iris assumed cnnstant, we get 

(ii) 
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Note that the same constant K is used in both equations (i) and (ii). This is valid when 
the same units are used to measure mechanical power and electrical power and no in· 
ternal dissipation mechanisms are significant in the associated internal coupling. The 
equation for the armature circuit i~ 

(iii) 

where R" is the armature resistance and L. is the leakafie inductance in the armature 
circuit. With reference to Figure 2.7b, Newton's second Jaw for a tachometer armature 
having inertia J and damping constant b is expressed as 

dw1 
J~ = T- T - /;w 

dt ' 8 
' 

(iv) 

Now equation (i) is substituted into (iii) in order to eliminate v,. Similarly, equation (ii) 
is substituted into (iv) in order to eliminate~· Next, the time derivatives are replaced 
by the Laplace variable s. This results in the two algebraic relations: 

u" - Kw; - (R. + sLa)io 

(b + sJ)w; = T, - Kio 

(v) 

(vi) 

Note that the variables v., i., w1, and T, in equations (v) and (vi) arc actually Laplace 
transforms (functions of s), not functions oft, as in equations (i) through (iv). Finally, 
io in equation (v) is eliminated using (vi). This gives the matrix transfer function rela­
tion 

[
VoJ. = [K + (R" + sL.)(b + sf)/ K -(R" + sL.)/ K] [w'] (vii) 
io -(b + sJ)/K 1/K T; 

The corresponding frequency domain relations are obtained by replacing Y with jw, 
where w represents the angular frequency (radians/second) in the frequency spectrum 
of a signal. 

Even though transducers are more accurately modeled as two-port clements 
that have two variables associated with each port, it is useful and often essential, for 
practical reasons, to relate just one input variable and one output variable .~o that 
only one transfer function relating these two variables need be specified. This as­
sumes some torm of decoupling in the true model. If this assumption does not hold 
in the range of operation of the transducer, a measurement error would result. For 
instance, in the tachometer example, we like to express the output voltage Vo in 
term~ of the measured speed w1• In this case, the uti-diagonal term -(R, + sLa)/ K 
in equation (vii) of example 2.2 ha~ to be neglected. This is valid when the tachome­
ter gain parameter K is large and the armature resistance R, is negligible, since the 
leakage inductance L~ is negligible in any ca,~e for most practical purposes. Note 
from equations (i) and (ii) that the tachometer gain K can be increased by increasing 
the field current ir. This will not be feasible if the field windings are already satu­
rated, however. Furthermore, K can be increased by increasing K 1

• Now K 
1 

de­
pends on parameters such as number of turns and dimensions of the stator windings 
and magnetic properties of the stator core. Since there is a limitation on the physical 
size of the tachometer and the types of materials used in the ~;onstruction, it follows 
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that K cannot be increased arbitrarily. The instrument designer should take such fac­
tors into collSideration in developing a design that is optimal in many respects. In 
practical transducers, the operating range is specified in order to minimize the effect 
of coupling terms, and the residual errors are accounted for by using correction 
curves. This approach is more convenient than using a coupled model, which intro­
duces three more transfer functions (in general) into the model. 

Another desirable feature for practical transducers is to have a static 
(nondynamic) input/output relationship so that the output instantly reaches the input 
value (or the measured variable). fn this case, the transducer transfer function is a 
pure gain. This happens when the transducer time constants arc small (i.e., the 
transducer bandwidth is high). Returning to example 2.2 again, it is clear from equa­
tion (vii) that static (frequency-independent) transfer-function relations are obtained 
when the electrical time constant 

(2.4) 

and the mechanical time constant 

(2.5) 

are both negligibly small. The electrical time constant is usually an order of magni­
tude smaller than the mechanical time constant. Hence, one must first concentrate 
on the mechanical time constant. Note from equation 2.5 that Tm can be reduced by 
decreasing rotor inertia and increasing rotor damping. Unfortunately, rotor inertia 
depends on rotor dimensions, and this determines the gain parameter K, as we saw 
earlier. Hence, we f&ce some constraint in reducing K. Next, turning to damping, it 
is intuitively clear that if we increase b, it will require a larger torque T1 to drive the 
tachometer, and this will lo1:1d the system that generates the measurand w1, possibly 
1:1ffecting the mcasurand itself. Hence, increasing b also has to be done cautiously. 
Now, going hack to equation (vii), we note that the dynamic terms in the transfer 
function between w, and Vo decrease as K is increased. So we sec that increasing K 
has two benefits: reduction of coupling and reduction of dynamic effects (i.e., in­
creasing the useful frequency range and bandwidth or speed of response). 

2.4 PARAMETERS FOR PERFORMANCE SPECIFICATION 

A perfect measuring device can he defined as one that possesses the following char­
acteristics: 

1. Output instantly reaches the measured value (fast response). 

2. Tr1:1nsducer output is sut1iciently large (high gain or low output impedance). 
3. Output remains at the measured value (without drifting or being affected by 

environmental effects and other undesirable disturbances and noise) unless the 
measurand itself changes (stability). 
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4. The output signal level of the transducer varies in proportion to the signal level 
of the measurand (static linearity). 

5. Cpnnection of measuring device does not distort the measurand itself (loading 
effects are absent and impedances are matched). 

6. Power consumption is small (high input impedance). 

All of these properties are based on dynamic characteristics and therefore can 
be explained in terms of the dynamic behavior of the measuring device. In particu­
lar, items 1 through 4 can be specified in terms of the device (response), either in 
the time domain or in the frequency domain. I terns 2, 5, and 6 can be specified using 
the impedance chamcteristics of device. In this section, we shall discuss response 
chamcteristics, leaving the discussion of impedance characteristics to section 2.5. 

Time Domain Specifications 

Figure 2.8 shows a typical step re~ponve in the dominant mode of a device. Note 
that the curve is normalized with respect to the steady-state value. We have 
identified several parameters that are useful for the time domain performance 
specification of the device. Definitions of these parameters are as follows: 

Rise time. This is the time taken to pass the steady-stare value of the re· 
sponse for the first time. In overdamped ~)'stems, the response is nonoscillatory; 
consequently, there is no overshoot. So that the definition is valid for all systems, 
rise time is often defined as the time taken to pass 90 percent of the steady-state 
value. Rise time is often measured from 10 percent of the steady-state value in order 

ill 
<:: 
0 

~ 09 
a: 
"0 

"' .!:! 

"' E 
0 
2 0.5 

0.1 

T, = Rise Time 
T,d = Modified Rise Time 
T0 ~ Delay Time 
T, =Settling Time 

MP ~Peak Value 

T, 

Figure 2.8. Respon~e parameters for the time domain specification of performance. 

Sec. 2.4 Parameters for Performance Specification 27 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 34



to leave out start-up irregularities and time lags that might be pre..<;ent in a system. A 
modified rise time (tra) may be defined in this manner (see 1igure 2.8). An alterna­
tive definition of rise time, parti\.:ularly suitable for nonoscillatory responses, is the 
reciprocal slope of the step response curve at 50 percent of the steady-state value, 
multiplied by the steady-state value. In process control terminology, this is in f.:tct 
the cycle time. Note that no matter what definition is used, rise time represents the 
speed of response of a device: a small rise time indicates a fast response. 

Delay time. This is usually defined as the time taken to reach 50 percent of 
the steady-state value for the first time. This parameter is also a measure of speed of 
response. 

Peak time. This is the time at the first peak. This parameter also represents 
the speed of response of the device. 

Settling time. This is the time taken for the device response to settle down 
within a certain percentage (e.g., ±. 2 percent) of the steady-state value. This 
parameter is related to the degree of damping present in the device as well as degree 
of stability. 

Percentage overshoot {P.O.). This is defined as 

P.O. == 100 (Mp - 1) % (2.6) 

using the normalized-to-unity step response curve, where Mp is the peak value. Per­
centage overshoot is a measure of damping or relative stability in the device. 

Steady-state error. This is the deviation of the actual steady-state value 
from the desired value. Steady-state error may be expressed as a percentage with re­
spect to the. (desired) steady-state value. In a measuring device, steady-state error 
manifests itself as an offset. Thi!i is a systematic (deterministic) error that normally 
can be corrected by recalibmtion. In servo-controlled devices, steady-state error can 
be reduced by increasing loop gain or by introducing lag compensation. Steady-state 
error can be completely eliminated using integral control (reset) action. 

For the be~t performance of a measuring device, we wish to have the values of 
all the foregoing parameters as small as possible. In actual practice, however, it 
might be difficult to meet all specifications, particularly for conflicting requirements. 
For instance, Tr can be decreased by increasing the dominant natural frequency w" of 
the device. This, however, increases the P.O. and sometimes the T,,. On the other 
hand, the P.O. and T, can be decreased by increasing device damping, but it has the 
undesirable effect of increasing T,. 

Frequency Domain Specifications 

Figure 2.9 shows a representative frequency transfer function (often termed fre­
quency response function) of a device. This constitutes gain and phase angle plots, 
using frequency as the independent variable. This pair of plots is commonly known 
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Figure 2.9. Response parameters for the frequency domain specification of performance. 

as the Bode diagram, particularly when the magnitude axis is calibrated in decibels 
(dB) and the frequency axis in a log scale such as octaves or decades. Experimental 
determination of these curves can be accomplished either by applying a harmonic ex­
citation and noting amplitude gain and phase lead in the response signal at steady 
state or by Fourier analysis of excitation and response signals for either transient or 
mndom excitations. Experimental determination of transfer functions is known as 
system identification in the frequency domain. Note that transfer functions provide 
complete information concerning system re~'Ponse to a sinusoidal excitation. Since 
any time signal can be decomposed into sinusoidal components through Fourier 
transform, it is clear that the response of a system to an arbitrary input excitation 
also can be determined using transfer-function information for that system. In this 
sense, transfer functions are frequency domain models that can completely describe 
linear systems. For this reason, one could argue that it is redundant to use both time 
domain specifications and frequency domain specifications, as they carry tbe same 
information. Often, however, both specifications are used simultaneously, because 
this can provide a better picture of the system performance. Frequency domain 
parameters are more suitable in representing some characteristics of a system under 
some types of excitation. 
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In the frequency domain, several system parameters have special significance 
for a measuring instrument: 

Useful frequency range. This corresponds to the flat region (static region) 
in the gain curve and the zero-phase-lead region in the phase curve. It is determined 
by the dominant rewnant frequency j~ of the instrument. The maximum frequency 

!max in the useful frequency range is several times smaller than j; for a typical mea­
suring imtrument (e.g., /.nnx = 0.25 fr). Useful frequency range may also be deter­
mined by specifying the flatness of the static portion of the frequency response 
curve. For example, since a single pole or a single zero introduces a slope on the or­
der of + 20 dB/decade, a slope within 5 percent of this value (i.e., ± l dB/ 
decade) may be considered flat for most practical purposes. Operation in the useful 
frequency range of a measuring device implies measurement of a signal whose 
significant frequency content is limited to this band. In that case, faithful measure­
ment and fast response are guaranteed, because measuring device dynamics do not 
corrupt the measurement. 

Instrument bandwidth. This is a measure of the useful frequency range of 
an in~trument. Furthermore, the larger the bandwidth, the taster the speed of re­
sponse of the device will be. Unfortunately, the larger the bandwidth, the more sus­
ceptible the instrument will be to high-frequency noise as well as stability problems. 
Filtering will be needed to eliminate unwanted noise. Stability can be improved by 
dynamic compensation. There are many definitions for bandwidth. Common 
definitions include the frequency range over which the transfer-function magnitude is 
flat, the resonant frequency, and the fre4uency at which the transfer-function magni­
tude drops to 1/\12 (or 70.7 percent) of the zero-frequency (or static) level. The last 
definition corresponds to the hal/power bandwidth, because a reduction of am­
plitude level by a f<LCtor of V2 corresponds to a power drop by a factor of 2. 

Control bandwidth. This is used to specify speed of control. It is an ·Im­
portant specification in both analog control and digital control. In digital control, 
the data sampling rate (in samples/second) has to be at least double the control band­
width (in hertz) so that the control action can be generated at the full speed. This 
follows from Shannon's sampling theorem. Control bandwidth should be addressed 
from two points of view. For a system to respond faithfully to a control actlon 
(input), the control bandwidth has to be sufficiently small (i.e., input has to be slow 
enough) in comparison to the dominant (smallest) resonant frequency of the system. 
This is simil;u to the bandwidth requirement for measuring devices, mentioned pre­
viously. On the other hand, if a certain mode of response in a system is to be insen­
sitive to control action, the control action has to be several times larger than the fre­
quency of that mode. For example, if the bending natural frequency (in the 
fundamental mode) of a robotic manipulator is 10 Hz, control bandwidth ha~ to be 
30 Hz or more so that the robot actuators would not seriously excite that bending 
mode of the manipulator structure. In digital control, this will require a sampling 
rate of 60 samples/second or more. In other words, each control cycle in real-time 
control has to be limited to 1160 s (approximately 17 ms) or less. Data acquisition 
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and processing, including control computations, have to be done within this time. 
This calls for fast control processors, possibly hardware implementations, and 
efficient control algorithms. 

Static gain. This is the gain (transfer function magnitude) of a measuring 
instrument within the useful range (or at low frequencies) of the instrument. It is 
also termed DC gain. A high value for static gain results in a high-sensitivity mea­
suring device, which is a desirable characteristic. 

Example 2.3 

A mechanical device for measuring angular velocity is shown in figure 2.10. The main 
clement of the tachometer is a rotary viscous damper (damping constant b) consisting 
of two cylinders. The outer cylinder carries a viscous fluid within which the inner 
cylinder rotates. The inner cylinder is connected to the shaft whose speed w; is to be 
measured. The outer cylinder is resisted by a linear torsional spring of stiffness k. The 
rotation fJ,, of the outer cylinder is indicated by a pointer on a suitably calibrated scale. 
Neglecting the inertia of moving parts, perform a bandwidth analysis on this device. 

Shaft Speed 
w, 

Torsional 
spring (kl Fib'llre 2.10. A mechanical tachometer. 

Solution The damping torque is proportional to the rclt~.tive velocity of the two cylin­
ders and is resisted by the spring torque. The equation of motion is given by 

b(w; - 9.) = k(J, 

or (i) 
• 

b8o + k(Jo = bwi 

The transfer function is determined by first replacing the time derivative by the Laplace 
operator s; thus, 

(}, b b/k 
w1 [bs + k] [(b/k)s + 1] [rs +I] 

Note that the static gain or DC gain (transfer-function magnitude with s = o) is 

b 
k8 = k 

and the time constant is 

b 
r=-

k 
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We tace conflicting design requirement~ in this case. On the one hand, we like to have 
a large static gain so that a sufficiently large reading is available. On the other hand, the 
time constant must be small in order to obtain a quick reading that faithfully follows 
the measured speed. A compromise must be reached here, depending on the specific 
de,ign requirements. Alternatively, a signal-conditioning device ctruld be employed to 
amplify the sensor output. 

Also, let us examine the half-power bandwidth nf the device. The frequency 
transfer function is 

( 
k8 G jw) = ----"-­

[rjw +I] 

By Jeflnition, the half-power bandwidth Wb is given by 

kR _ k8 

lrJrvb + I I - vZ 
Hence 

Since bnth rand wh are positive, we have 

or 

(v) 

(vi) 

Note th·olt the bandwidth is inversely proportional to the time constant. This confirms 
our earlier statement that bandwidth is a measure of the speed of response. 

Two other ~ystem parameters in the frequency domain that play crucial roles in 
interconnected devices are input impedance and output impedance. Impedance char­
acter-istics will be discussed in section 2.5. 

Linearity 

A device is considered linear if it can be modeled hy linear differrential equations, 
w'ith time t as the independent variable. Nonlinear devices are often analyzed using 
linear techniques by considering small excursions about an nperating point. This lin­
earization is accomplished by introducing incremental variables for inputs and out­
puts. If one increment can cover the entire operating range of a device with 
sufficient accuracy, it is an indication that the device is linear. If the input/output re­
lations are nonlinear algebraic equations, it represents a static nonlinearity. Such a 
situation can be handled simply by using nonlinear calibration curves, which lin­
earize the device without introducing nonlinearity errors. If, on the other hand, the 
input/output relations are nonlinear differential equations, analysis usually becomes 
quite complex. This situation represents a dynamic nonlinearity. 

Transfer-function repre~entation of an instrument implicitly assumes linearity. 
According to industrial terminology, a linear measuring instrument provides a mea-

32 Performance Specification and Component Matching Chap. 2 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 39



: like to have 
her hand, the 
1fully follows 
n the specific 
· employed to 

he frequency 

(v) 

(vi) 

This confirms 
te. 

ucial roles in 
edance char-

a! equations, 
1alyzed using 
int. This lin­
puts and out-
device with 

)Ut/output re­
:.~rity. Such a 
s, which lin­
her hand, the 
ally becomes 

nes linearity. 
)Vides a mea-

1g Chap.2 

Saturation 
Level 

sured value that varies linearly with the value of the measurand. This is consistent 
with the defmition of static linearity. All physical devices are nonlinear to some de­
gree." This results from any deviation from the ideal hehavior due to causes such as 
saturation, deviation from Hooke's law in elastic clements, coulomb friction, creep 
at joints, aerodynamic damping, backlash in gears and other loose components, and 
component wearout. 

Nonlinearities in devices are often manifested as some peculiar characteristics. 
In particular, the following properties are important in detecting nonlinear behavior 
in dynamic systems: 

Saturation. Nonlinear devices may exhibit saturation (see ligure 2.lla). 
This may result from such causes as magnetic saturation, which is common in trans­
former devices such as differential transformers (see chapter 3), plasticity in me­
chanical components, or nonlinear deformation in springs. 

Sec. 2.4 

(b) 

Saturation 
Level 

-------·-r 

Figure 2.11. Common manifco;tations 
of nonlinearity in dynamic ;-y.~tems: 
(a) saturation; (b) hysteresis; (c) the jump 
phenomenon; (d) limit cycle response. 
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Hardening Nonlinearity 
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{d) 

Frequency 

Limit Cycle 
{Stable) 

Displacement 

Figure 2.11. (cominued) 

Hysteresis. Nonlinear devices may produce hysteresis. ln this case, the in­
put/output curve changes, depending on the direction of motion (as indicated in 
figure 2.11b), resulting in a hysteresis loop. This is common in loose components 
such as gears, which have backlash; in components with nonlinear damping, such as 
coulomb friction; and in magnetic devices with ferromagnetic media and various 
dissipative mechanisms (e.g., eddy current dissipation). For example, consider a coil 
wrapped around a ferromagnetic core. If a DC current is passed through the coil, a 
magnetic field is generated. As the current is increased from zero, the lield strength 
will also increase. Now, if the current is decreased back to zero, the field strength 
will not return to zero because of residual magnetism in the ferromagnetic core. A 
negative current has to be applied to demagnetize the core. It follows that the cur­
rent-Held strength curve looks somewhat like 11gure 2.11 b. This is magnetic hys­
teresis. Note that linear viscous damping also exhibits a hysteresis loop in the force­
displacement curve; this is a property of any mechanical component that dissipates 
energy. (Area within the hysteresis loop gives the energy dissipated in one cycle of 
motion.) In general, if force depends on both displacement (as in the case of a 
spring) and velocity (as in the case of a damping element), the value of force for a 
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given value of displacement will change with velocity. In particular, the force when 
the component is moving in one direction (say, positive velocity) will be different 
from the force at the same location when the component is moving in the opposite 
direction (negative velocity), thereby giving a hysteresis loop in the force-displace­
ment plane. If the relationship of displacement and velocity to force is linear (as in 
viscous damping), the hysteresis effect is linear. If the relationship is nonlinear (as in 
coulomb damping and aerodynamic damping), however, hysteresis i~ nonlinear. 

The jump phenomenon. Some nonlinear devices exhibit an instability 
know as the jump phenomenon (or .fold catastrophe) in the frequency response 
(transfer) function curve. This is ~hown in figure 2. 11 c for both hardening devices 
and softening devices. With increasing frequency, jump occurs from A to B; and 
with decreasing frequency, it occurs from C to D. Furthermore, the transfer func­
tion itself may change with the level of input excitation in the case of nonlinear 
devices. 

Limit cycles. Nonlinear devices may produce limit cycles. An example is 
given in figure 2.1ld on the phase plane of displacement and velocity. A limit cycle 
is a closed trajectory in the state space that corresponds to sustained oscillations 
without decay or growth. Amplitude of these o~cillations is independent of the initial 
location from which the response started. In the case of a stable Limit cycle, the re­
sponse will move onto the limit cycle irre~'Pective of the location in the neighbor­
hood of the limit cycle from which the response was initiated (see figure 2.lld). In 
the case of an unstable limit cycle, the response will move away from it with the 
slightest disturbance. 

Frequency creation. At steady state, nonlinear devices can create frequen­
cies that are not present in the excitation signals. These frequencies might be har­
monics (interger multiples of the excitation frequency), subhannonics (integer frac­
tions of the excitation frequency), nr nonharmonics (usually rational fractions of the 
excitation frequency). 

Example 2.4 

Con~idcr a nonlinear device modeled by the differential equation 

{
dy}\12 
dt = u(t) 

in which u(t) is the input andy is the output. Show that this device creates frequency 
components that are different from the excitation frequencies. 

Solution First, note that the steady-state response is given by 

y = L u2(t)dt + y(O) 

Now, for an input given by 
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I b) 

Figure 2.12. (a) Schematic representation of input impedance and output 
impedance. (b) The influence of cascade connection of devices on the overall 
impedance characteristics. 

Now consider two devices connected in cascade, as shown in figure 2.12b. It 
can be easily verified that the following relations apply: 

t/o1 = GJV; (2.8) 

Zn 
(2.9) V;z = Vol 

Zol + Z,-z 

V0 = G2t/i2 (2.10) 

The~e relations can be combined to give the overall input/output relation: 

Z;z G G 
VQ = 2 1V; 

Zcl + Zn 
(2.11) 

We see from equation 2.11 that the overall frequency tr.msfer function differs from 
the ideally expected product ( G2 G 1) by the factor 

Za 

Zo, + Z,7. ZQJ/Z1 + 
(2.12) 

Note that cascading has "distorted" the fre4uency response characeristics of the two 
devices. If Za1/Z,7. << 1, this deviation becomes insignificant. From this observa­
tion, it can be concluded that when frequency response characteristics (i.e., dynamic 
characteristics) are important in a cascaded device, cascading should be done such 
that the output impedance of the first device is much smaller than the input 
impedance of the second device. 
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Example 2.5 

A lag network used as the compensatory clement of a control system is shown in figure 
2.13a. Show that its transfer function is given by 

~=~ 
V; Rl + Z;t 

where 

What is the input impedance and what is the output impedance for this circuit? Also, if 
two such lag circuits are cascaded as shown in figure 2.13b, what is the overall transfer 
function? How would you make this transfer function close to the ideal result: 

R, 

(al 

(bl 

(cl 

Sec. 2.5 Impedance Characteristics 

Figure 2.13. (a) Single circuit module. 
(b) Cascade connection of twu modules. 
(c) Equivalent circuit for (b). 
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Solution To solve this problem, first note that in figure 2.13a, voltage drop across the 
element R2 + 1/(Cs) is 

c.,= (R2 + C:s)j{R, + R2 + ~Jil, 
= Z2/(R, + Zz)c, 

Hence, 

t;, z2 
v, R 1 + ~ 

Now, input impedance z, is derived by 

. . Vi 
mput current 1 = --­

R, + z2 

and output impcdam;c Z, is derived by 

short-circuit cwTcnt i., 

(i) 

Next, consider the equivalent circuit shown in Figure 2.13c. Since Z is formed by con­
necting Z1 and (R, + Z2) in parallel, we have 

Voltage drop across Z is 

I 1 l -=-+--­z Zz R, + Z2 

I z 
Vv = R, + ZV; 

(ii) 

(iii) 

Now apply the single-circuit module result (i) to the second eircuit stage in figure 
2.l3b; thus, 

Substituting equation (iii), we get 

The overall transfer function for the cascaded circuit is 

z, l 

(R, + R2) (R 1/Z + 1) 
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Now substituting equation (ii), we get 

G = --- --------,-,-----:-:: [ 
22 ]

2 

R, + Z2_ I + R,Z2/(R, + Z2) 2 

We observe that the ideal transfer function i~ approached by making R, Z2/(R1 + Z2f 
small compared to unity. 

Impedance-Matching Amplifiers 

From the analysis given in the preceding section, it is clear that the signal-condition­
ing drcuitry should have a considerably large input impedance in comparison to the 
output impedance of the sensor-transducer unit in order to reduce loading errors. 
The problem is quite serious in measuring devices such as piezoelectric sensors, 
which have very high output impedances. In such cases, the input impedance of the 
signal-conditioning unit might be inadequate to reduce loading etJccts; also, the out­
put .signal level of these high-impedance sensors is quite low for signal transmission, 
processing, and control. The solution for this problem is to int.rodm:e several stages 
of amplifier circuitry between the sensor output and the data acquisition unit input. 
The first stage is typically an impedance-matchint? amplifier that has very high ioput 
impedance, very low output impedance, and almost unity gain. The last stage is typ­
ically a stable high-gain amplifier stage to step up the signal level. Impedance-match­
ing amplifiers are, in fact, operational amplifiers with feedback. 

Operational amplifiers. Operational amplifiers (opamps) are voltage am­
plifiers with very high gain K (typically 105 to 109

), high input impedance Zt 
(typically greater than IMD.), and low output impedance Za (typically smaller than 
100 fi). Thanks to the advances in integrated circuit technology, opamps-origi­
nally made with conventional transistors, diodes, and resistors-are now available 
as miniature units with integrated circuit elements. Because of their small size, the 
recent trend is to make signal-conditioning hardware an integral part of the sensor­
transducer unit. 

A schematic diagram for an opamp is showo in figure 2.14a. Supply vnltage v .• 
is essential to power the opamp. This may be omitted, however, in schematic dia­
grams and equivalent circuits within the scope of present considerations. In the stan­
dard design of opamps, there are two input leads, denoted by l and 2 in figure 
2.14a. If one of the two input leads is grounded, it is a single-ended amplifier. If 
neither lead is grounded, it is a differential amplifier that requires two input signals. 
The latter arrangement rejects noise common to the two ioputs (e.g., line ·noise, 
thermal noise, magnetic noise) because signal 2 (at the - terminal of the opamp) is 
subtracted from signal 1 (at the + terminal) and amplified to give the output signal. 
Figure 2.I4a is analogous to figure 2.l3a, except that the amplifier gain K has re­
placed the transfer function G(jw). Strictly speaking, K is a transfer function, and it 
depends on the frequency variable w of the input signal. Typically, however, the 
bandwidth of an opamp is on the order of 10kHz; consequently, K may be assumed 
frequency-independent in that frequency range. This assumption is satisfactory for 
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Figure 2.14. Impedance-matching 
amplifiers: (a) schematic representation 
of an operational amplifier; (b) schematic 
representation of a voltage follower; (c) 
equivalent circuit for the voltage 
follower; (d) Simplilied equivalent circuit 
for the voltage follower; (c) charge 
ampliller. 
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+ 

Voltage drop across Z0 = 0 

(e) 

Figure 2.14. (continued) 

most practical applications. Nevertheless, an operational amplifier in its basic form 
has poor stability characteristics; hence, the amplifier output can drift while the input 
is maintained steady. Furthermore, its gain is too high for direct voltage am­
plification of practical signals. For these reasons, additional passive elements, such 
as feedback resistors, are used in conjunction with opamps in practical applications. 

Voltage followers. Voltage followers are impedance-matching amplifiers 
(or impedance transformers) with very high input impedance, very low output 
impedance, and almost-unity gain. For these reasons, they are suitable for use with 
high output impedance sensors such as piezoelectric devices. A schematic diagram 
for a voltage follower is shown in figure 2. l4b. It consists of a standard (differential) 
opamp with a feedback resistor R1 connected between the output lead and the nega­
tive input lead. The sensor output, which is the amplifier input~;,, is connected to the 
positive input lead of the opamp with a series resistor R.,. The amplifier output is v.,, 
as shown. By combining figures 2.14a and 2.14b, the equivalent circuit for the 
voltage follower is drawn in figure 2.14c. Since the input impedance Z; of the opamp 
is much larger than the other impedances (Zc, R,, and R1) in the circuit, the sim­
plified equivalent circuit shown in figure 2.14d is obtained. Note that 1)/ is the 
voltage drop across Z;. 

To obtain an expression for gain k of the voltage follower, examine figure 
2.14d. It is clear that 

v, =vi + Kv; = (l + K)u;' 

and 

Vc = Kv;' 
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The gain K is given by 

K 

v; (1 + K)v,' 1 + K 

or 

- K 
K=--

1 + K 
(2.13) 

which is almost unity for large K. 
To determine input impedam;e Z, of the voltage follower, first note that the in­

put current i, is given by 

. u: Vi 
J;=-= 

Z, (l + K)Z, 

It follows that the input impedance Z, is given by 

~ = (1 + K)Z, 
/; 

or 

i, = (1 + K)Z; 

Since both Z, ami K are very large, it follows that a voltage follower clearly provides 
a high input impedance. Accordingly, it is able to reduce loading effects of sensors 
that have high uutput impedances. 

To determine the output impedance Zo of a voltage follower, note that V 0 = 0 
when the output leads are shorted. Then, from figure 2.l4c, the short-circuit output 
current is found to be (by current summation at the output node) 

. vi Kvi 
l =-+-
sc Z; Zu 

Note that the value of v,' under short-circuit conditiuns is different from that under 
open-circuit conditions. But v1 would not be affected by output shorting. When the 
output leads are shorted, it is clear from figure 2. !4d that vi ~ v;. Hence, 

The output impedance is 

Now, since Z; > > Zo/ K, we can neglect 1/Z; in comparison to K/ Zo. Consequently, 

;- Zo z =--
0 1 + K 
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Since z~ is small to begin with and K is very large, it is clear that the output 
impedance of a vnltage follnwer is very small, as desired. Accordingly, the voltage 
follower has a unity gain, a very high input impedance, and a very low output 
impedance; it can be used as an impedance transformer. By connecting a voltage fol­
lower to a high-impedance measuring device (sensor-transducer), a low-impedance 
output signal is obtained. Signal amplification might be necessary befure this signal 
is transmitted or prncessed, hnwever. 

In many data acquisition systems, output impedance of the output amplifier is 
made equal to the transmission line impedance. When maximum power am­
plification is desired, conjugate matching is recommended. In this case, input 
impedance and output impedance of the matching amplifier are made equal to the 
cnmplex conjugates of the source impedance and the load impedan<:e, respectively. 

Charge amplifiers. The principle of capacitance feedback is uitilized in 
charge amplifiers. They are commonly used tor conditioning output signals from 
piezoelectric transducers. A schematic diagram for this device is shown in figure 
2.14e. The feedback capacitance is denoted by C1 and the connecting cable capaci­
tance by C... The charge amplifier views the sensnr as a charge source (q), even 
though there is an associated vnltage. Using the fact that charge = 
voltage X capacitance, a charge balance equation can be written: 

Vo ( V 0
) q + -c + v +- C1· = o K ' o K 

From this, we get 

K 
(2.16) 

If the feedback capacitance is large in comparison with the cable capacitance, the 
latter can be neglected. This is desirable in practice. In any event, for large values of 
gain K, we have the approximate relationship 

(2.17) 

Note that the output voltage is proportional to the charge generated at the sensor and 
depends only on the feedback parameter C1. This parameter can be appropriately 
chosen in order to obtain the required output impedance characteristics. Practical 
charge amplitiers also have a feedback resistor R, in parallel with the feedback capac­
itor C1. Then the relationship corresponding to equation 2.16 becomes a first-order 
ordinary differential equation, which in turn determines the time constant of the 
charge amplifier. This time constant shnuld be high. If it is low, the charge gener­
ated by the piezoelectric sensor will leak out quickly, giving erroneous results at low 
frequencies (see problem 2 .11). 
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Example 2.6 

Suppose that the output signal from a sensor with output impedance Z, is directly con­
nel:ted to an operational amplifier with gain K, input impedance z,, and output 
impedance Z,. The resulting signal is read directly into a digital enntroller using an 
analog-tn-digital conversinn (ADC) board with an equivalent load impedance z, .. Pick 
parameters so as to reduce possible distortion of the digitized Signal due to loading. 

Solution A schematic representation nf this arrangement of data acquisitinn is shnwn 
in figure 2. 15. Straightforward analysis provides the following input/output relation­
ship: 

( Z1 
)( Z1

. ) v = K ----- ----- v " z, + zi z, + zL ' 

If the input impedance z, of the opamp is very high in comparison with the sensor 
impedance Zs. then Z./(Z, + z,) will approach unity. Furthermnre, if the load 
impedance ZL is very high in comparison with the output impedance of the opamp, 
then Zd(Zo + ZT.) will also approach unity. In that case, the input/output relation re­
duces to 

which corresponds to a simple amplification of measured voltage by the gain factor K. 
In practit.:c, however, the parameter K may drift because of such reasons as bandwidth 
limitations and stability problems in the opamp. Hence, using an opamp is not the best 
way to achieve signal amplification. 

Sensor 

.--~-~-+---. v; 

Operational 
Amplif;er 
(Gain~ Kf 

ADC Board 

Figure 2.15. A. data acquisition system example. 

+ 

Measurement of Across Variables and Through Variables 

Impedance concepts are very useful in selecting (and designing) instruments to mea­
sure across variables (voltage, velocity, pressure, temperature) and through variables 
(current, force, fluid flow rate, heat transfer mte). To develop some general concepts 
relating to the measurement of across variables and through variables, consider a 
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device (an electronic device such as an amplilier, filter, or control circuit or a me­
chanical, fluid, or thermal device) that has input impedance z, and output impedance 
Z". It is wnnected to a load of impedance ZL. This device is shown schematically in 
figure 2. 16a. Variable v" across the load and variable i,. through the load are to be 
measured. It is seen that 

or 

z, 

G 

z, 

G 

z, 

G 

Sec. 2.5 

System 

z. i. 

(a) 

zo 
+ 

MeteG Dz, 

(b) 

ZA 

zo j~ L::'i ,., 

\;;; 
Meter 

(c) 

Impedance Characteristics 

G 
(2.18) 

Figure 2.16. Impedance of measuring 
instruments; (a) system representation; 
(b) mcasnl"cmcnt of an across variable; 
(c) measurement of a through variable. 
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and 

(2.19) 

where G is the system (frequency) transfer function. In writing these relationships, 
we must remember that in the case of mechanical devices, the generalized 
impedance Z should be interpreted as mechanical mobility (velocity/torce), not me­
chanical impedance (force/velocity). Otherwise, the combination rules used in get­
ting these relationships (i.e., impedances additive in series and admittances additive 
in parallel) would not be valid. 

Suppose that a meter of impedance Zv is connected across the load tn measure 
v,, as shown in figure 2.16b. Since z~. and ZL are in parallel' their equivalent 
impedance Z is given by 

1 1 1 -=-+­z Zv Z1. 
(2.20) 

Again, for this relationship to be generally valid, impedance should be interpreted as 
(across variable)/(through variable), not as (effort variable)/( flow variable). This in­
terpretation, however, contradicts the commonly used definition of mechanical 
impedance-force/velocity in the frequency domain. Alternatively, Z should be in­
terpreted as "mobility" in mechanical systems. No such ambiguity exists in electri­
cal, fluid, and thermal systems. 

Due to loading effects from the meter, across variable v., changes to v:,, and 

Z Gv; 
v' = Gv·--- = -.,.--...:...._-

" I Z,. + z Z,./Z + 1 

In view of equation 2.20, we have 

(2.21) 

By comparing equation 2.21 with equation 2.18, we observe that for high accuracy 
of measurement (i.e., v~ nearly equal to v,), we must have either Zo/Zv < < 1 or 
Zo/Zv << Zo/ZL. In other words, we must have Zv >> Zo or Zv >> ZL. Hence, in 
general, a measruing instrument for an across variable must have a high impedance. 

Now suppose that a meter of impedance ZA is connected in series with the load 
to measure i,, as shown in figure 2. 16c. Because of instrument loading, the through 
variable io changes to i~ , and 

., Gv; 
1
" = Z, + Z1. + Z,1 

(2.22) 

By comparing equation 2.22 with equation 2.19, we note that tor high accuracy 
(i.e., i~ almost equal to io), we must have either ZA << Z, or ZA << ZL. It follows 
that, in general, an instrument measuring a through variable has to be a low­
impedance device. 
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Ground Loop Noise 

In devices that handle low-level signals (e.g., accelerometers arid strain gage bridge 
circuitry), electrical noise can create excessive error. One form of noise is caused by 
fluctuating magnetic fields due to nearby AC lines. This can be avoided either by 
taking precautions not to have strong magnetic fields and fluctuating currents near 
delicate instruments or by using fiber optic (optically coupled) signal transmission 
(see chapter 3). Furthermore, if the two signal leads (positive and negative) are 
twisted or if shielded cables are used, the induced noise voltages become equal in 
the two leads, -which cancel each other. Another cause of electrical noise is ground 
loop,o;. 

If two interconnected devices are grounded at two separate locations, ground 
loop noise can enter the signal leads because of the possible potential difference be­
tween the two ground points. The reason is that ground itself is not generally a uni­
form potential medium, and a nonzero (and finite) impedance may exist from point 
to point within the ground medium. This is, in f<1ct, the case with typical ground 
media, such as instrument housings and common ground wire. An example is shown 
schematically in figure 2.l7a. In this example, the two leads of a sensor are directly 

Sensor 

Positive Lead 

Negative Lead 

--
0undloop 

---~---

lbl 

Signal-Conditioning 
Device 

Output 
INoisvl 

Output 
(Less Noi$y) 

Sec. 2.5 Impedance Characteristics 

Figure 2.17. (a) Illustration of a 
ground loop. (b) Device isolation to 
eliminate ground loops (an example of 
internal isolation). 
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connected to a signal-conditioning device such as an amplifier. Because of nonuni­
form ground potentials, the two ground points A and B are subjected to a potential 
differem:e v~. This will create a ground loop with the common negative lead of the 
two interconnected devices. The solution to this problem is to isolate (i.e., provide 
an infinite impedance to) either one of the two devices. Figure 2.17b shows internal 
isolation of the sensor. External isolation, by insulating the casing, is also accept­
able. Floating off the power supply ground will also help eliminate ground loops. 

2.6 INSTRUMENT RATINGS 

Instrument manufacturers do not usually provide complete dynamic information for 
their products. In most cases, it is unrealistic to expect complete dynamic models (in 
the time domain or the frequency domain) and associated parameter values for com­
plex instruments. Performance characteristics provided by manufacturers and ven­
dors are primarily static parameters. Known as instrument ratings, these are avail­
able as parameter values, tables, charts, calibration curves, and empirical equations. 
Dynamic chamcteristics such as transfer functions (e.g., transmissibility curves ex­
pressed with respect to excitation frequency) might also be provided for more so­
phisticated instruments, but the available dynamic information is never complete. 
Furthermore, detinitions of rating parameters used by manufacturers and vendors of 
instruments are in some cases not the same as analytical defmitions used in text­
books on dynamic systems and control. This is particularly true in relation to the 
term linearity. Nevertheless, instrument ratings provided by manufacturers and ven­
dors are very useful in the selection, installation, operation, and maintenance of in­
struments. In this section, we shall examine some of these performance parameters. 

Rating Parameters 

Typical rating parameters supplied hy instrument manufacturers are 

1. Sensitivity 
2. Dynamic range 
3. Resolution 
4. Linearity 
5. Zero drift and full-scale drift 
6. Useful frequency range 
7. Bandwidth 
8. Input and output impedances 

We have already discussed the meaning and significance of some of these terms with 
respect to dynamic behavior of instruments. In this section, we shall look at the con­
ventional definitions given by instrument manufacturers and vendors. 
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Sensitivity of a transducer is measured by the magnitude (peak, rms value, 
et<;.) of the output signal corresponding to a unit input of the measurand. This may 
be expressed as the ratio of (incremental output)/ (incremental input) or, analyti­
cally, as the corresponding partial derivative. In the case of vectorial or tensorial 
signals (e.g., displacement, velocity, acceleration, strain, force), the direction of 
sensitivity should be specified. Cross-sensitivity is the sensitivity along directions 
that are orthogonal to the direction of sensitivity; it is expressed as a percentage of 
direct sensitivity. High sensitivity and low cross-sensitivity are desirable for measur­
ing instruments. Sensitivity to parameter changes and noise has to be small in any 
device, however. On the other hand, in adaptive control, system sensitivity to con­
trol parameters has to be sufficiently high. Often, sensitivity and robustness are 
conflicting requirements. 

Dynamic range of an instrument is determined by the allowed lower and upper 
limits of its input or output (response) so as to maintain a required level of measure­
ment accuracy. This range is usually expressed as a ratio, in decibels. In many situa­
tions, the lower limit of dynamic range is equal to the resolution of the device. 
Hence, the dynamic range ratio is usually expressed as (range of operation)/ 
(resolution). 

Resolution is the smallest change in a signal that can be detected and accurately 
indicated by a transducer, a display unit, or any pertinent instrument. It is usually 
expressed as a percentage of the maximum range of the instrument or as the inverse 
of the dynamic range mtio. It follows that dynamic range and resolution are very 
closely related. 

Example 2.7 

The meaning of dynamic mngc (and resolution) can easily be extended to cover digital 
instruments. For example, consillcr an instrument that has a 12-bit analog-to-digital 
converter (ADC). Estimate the dynamic range of the instrument. 

Solution In this example, dynamic range is determined (primarily) by the word size 
of the ADC. Each bit can take the binary value 0 or l. Since the resolution is given by 
the smallest possible increment, a change by the least significant bit (LSB), 

digital resolution = I 

The largest value represented by a 12-bit word corresponds to the case when all 
twelve bits are unity. This value is decimal 2' 2 

- 1. The smallest value (when all 
twelve bits arc zero) is zero. Hence, using the definition 

. [range of operation] dynamic range = 20 logw 
1 

. 
reso utwn 

(2.23) 

the dynamic range of the instrument is given by 

[

212 - l] 
20 log10 -

1
-__ = 72 dB 

Another (perhaps more correct) way of looking at this problem is to consider the reso­
lution to be some value 8y, rather than unity, depending on the particular application. 
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For example, oy may represent an output signal increment of 0.0025 V. Next, we note 
that a 12-bit word can represent a combination of 212 values (i.e., 4,096 values), the 
smallest value being Ym;n and the largest value being 

)'um = )'.nin + (212 
- l) 6y 

Note that Ym;n can be zero, positive, or negative. The smallest increment between val­
ues is oy, which is, by definition, the resolution. There are 212 values within y,;. and 
y"'""' the two end values inclusive. Then 

. Ymaa- Ymtn (2 11 
- 1)0y 

dynamic ranuc = = = 1212 - l = 4 095 = 72 dB 
b ~ ~ , 

So we end up with the same result for dynamic range, but the interpretation of resolu­
tion is different. 

Linearity is determined by the calibration cuTVe of an instrument. The cuTVe uf 
output amplitude (peak nr rms value) versus input amplitude under static conditions 
within the dynamic range of an instrument i.s known as the static calibration curve. 
Its closeness to a straight line measures the degree of linearity. Manufacturers 
provide this information either as the maximum deviation of the calibration curve 
from the least squares straight-line fit of the calibration cuTVe or from some other ref­
erence straight line. If the least squares fit is used as the reference ~traight line, the 
maximum deviation is called independent linearity (more correctly, independent 
nonlinearity, because the larger the deviation, the greater the nonlinearity). Nonlin­
earity may be expressed as a percentage of either the actual reading at an operating 
point or the full-scale reading. 

Zero drift is dclined as the drift from the null reading of the instrument when 
the measurand is maintained steady for a long period. Note that in this case, the 
measurand is kept at zero or any other level that corresponds to null reading of the 
instrument. Similarly, .full-scale drift is defined with respect to the full-1\cale reading 
(the measurand is maintained at the full-scale value). Usual causes of drift include 
instrument instability (e.g., instability in amplifiers), ambient changes (e.g., 
changes in temperature, pressure, humidity, and vibration level), changes in power 
supply (e.g., changes in reference DC voltage or AC line voltage), and parameter 
changes in an instrument (due to aging, wearout, nonlinearities, etc.). Drift due to 
parameter changes that are caused by instrument nonlinearities is known as paramet­
ric drift, sensitivity drift, or scale-factor drift. For example, a change in spring stiff­
ness or electrical resistance due to changes in ambient temperature results in a para­
metric drift. Note that parametric drift depends on the measurand level. Zeru drift, 
however, is asi\umed to be the same at any measurand level if the other conditions 
are kept constant. For example, a change in reading caused by thermal expansion of 
the readout mechanism due to changes in ambient temperature is considered a zero 
drift. In electronic devices, drift can be reduced by using alternating <.:urrent (AC) 
circuitry rather than direct current (DC) circuitry. For example, AC-coupled am­
plifiers have fewer drift problems than DC amplifiers. Intermittent checking for in­
strument response level with zero input is a popular way to calibrate for zero drift. In 
digital devices, for example, this can be done automatically from time to time he-
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tween sample points, when the input signal can be bypassed without affecting the 
system operation. 

u~eful frequency range corresponds to a fiat gain curve and a zero phase curve 
in the frequency response characteristics of an instrument. The maximum frequency 
in this band is typically less than half (say, one-fifth) of the dominant resonant fre­
quency of the instrument. This is a measure of instrument bandwidth. 

Bandwidth of an instrument determines the maximum speed or frequency at 
which the instrument is capable of operating. High bandwidth implies faster speed of 
response. Bandwidth is determined by the dominant natural frequency w, or the 
dominant resonant frequency w, of the transducer. (Note: For low damping, w,. is 
approximately equal to w,.) It is inversely proportional to rise time and the domi­
nant time constant. Half-power bandwidth (defined earlier) is also a useful parame­
ter. Instrument bandwidth has to be several times greater than the maximum fre­
quency of interest in the measured signal. Bandwidth of a measuring device is 
important, particularly when measuring tran.~ient signals. Note that bandwidth is di­
rectly related to the useful frequency range. 

Accuracy and Precision 

The instrument ratings mentioned in the preceding section affect the overall accu­
racy of an instrument. Accuracy can be assigned either to a particular reading or to 
an instrument. Note that instrument accuracy depends not only nn the physical hard­
ware of the instrument but also on the operating environment, including arbitrary 
factors such as the practices of a particular user. Usually, instrument accuracy is 
given with respect to a standard set of operating conditions (e.g., design conditions 
that are the normal steady operating conditions or extreme and transient conditions, 
such as emergency start-up and shutdown). Meusurement accuracy determines the 
closeness of the measured value to true value. Instrument uccuracy is related to the 
worst accuracy obtainable within the dynamic range of the instrument in a specific 
operating environment. Measurement error is defined as 

error = (measured value) - (true value) 

Correction, which is the negative of error, is defined as 

correction "" (true value) - (measured value) 

Each of these can also be expressed as a percentage of the true value. Accuracy of 
an instrument may be determined by measuring a parameter whose true value is 
known, near the extremes of the dynamic range of instrument, under certain operat­
ing conditions. For this purpose, standard parameters or signals that can be gener­
ated at very high levels of accuracy would be needed. The National Bureau of Stan­
dards (NBS) is usually responsible for generation of these standards. Nevertheless, 
accuracy and error values cannot be determined to 100 percent exactness in typical 
applications, because the true value is not known to begin with. In a given situation, 
we can only make estimates for accuracy, by using ratings provided by the instru­
ment manufacturer or by analyzing data from previous measurements and models. 
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Causes of error include instrument instability, external noise (disturbances), 
poor calibration, inaccurate information (e.g., poor analytical models, inaccurate 
control laws and digital control algorithms), parameter changes (e.g., due to envi­
ronmental changes, aging, and wearout), unknown nonlinearities, and improper use 
of instrument. 

Errors can be classified as deterministic (or systematic) and random (or 
stochastic). Deterministic errors are those caused by well-defined factors, including 
nonlinearities and offsets in readings. These usually can be accounted for by proper 
calibration and analysis practices. Error ratings and calibration charts are used to re­
move systematic errors from instrument readings. Random errors are caused by un­
certain fdcton entering into instrument response. These include device noise, line 
noise, and effects of unknown random variations in the operating environment. A 
statistical analysis using sufficiently large amounts of data is necessary to estimate 
random errors. The results are usually expressed as a mean error, which is the sys­
tematic part of random error, and a standard deviation or confidence interval for in­
strument response. These concepts will be addressed in section 2.7. 

Precision is not synonymous with accuracy. Reproducibility (or repeatability) 
of an instrument reading determines the precision of an instrument. Two or more 
identical instruments that have the same high offset error might be able to generate 
responses at high precision, even though these readings are clearly inaccurate. For 
example, consider a timing device (clock) that very accurately indicates time incre­
ments (say, up to the nearest microsecond). If the reference time (starting time) is 
set incorrectly, the time readings will be in error, even though the clock has very 
high precision. 

Instrument error may be represented by a random variable that has a mean 
value 1-L· and a standard deviation a •. If the standard deviation is zero, the variable i~ 
deterministic. In that case, the error is said to be deterministic or repeatable. Other­
wise, the error is said to be random. The precision of an instrument is determined 
by the standard deviation of error in the instrument response. Readings of an instru­
ment may have a large mean value of error (e.g., large offset), but if the standard 
deviation is small, the instrument has high precision. Hence, a quantitative 
definition for precision would be 

precision = (measurement range)/ tre (2.24) 

Lack of precision originates from random causes and poor construction prac­
tices. It cannot be compensated for by recalibration, just as precision of a clock can­
not be improved by resetting the time. On the other hand, accuracy can be improved 
by recalibration. Repeatable (deterministic) accuracy is inversely proportional to the 
magnitude of the mean error lk· 

In selecting imtruments for a particular application, in addition to matching in­
strument ratings with specifications, several additional considerations should be 
looked into. These incude geometric limitations (size, shape, etc.), environmental 
conditions (e.g., chemical reactions including corrosion, extreme tempemtures, 
light, dirt accumulation, electromagnetic fields, mdioactive environments, and 
shock and vibration), power requirements, operational simplicity, availability, past 
record and reputation of the manufacturer and of the particular instrument, and cost 

54 Performance Specification and Component Matching Chap. 2 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 59



sturbances), 
, inaccurate 
lue to envi-
nproper use 

random (or 
s, including 
>r by proper 
:used tore-
used by un-
' noise, line 
ronment. A 
to estimate 

n is the ~ys-
erval for in-

~pcatability) 
wo or more 
to generate 

:curate. For 
time incre-

:ing time) is 
ck has very 

has a mean 
e variable is 
1hle. Other-
determined 
)f an instru-
.be standard 
quantitative 

(2.24) 

uction prac-
a clock can-
le improved 
tional to the 

natching in-
; should be 
vironmental 
:mperatures, 
ments, and 
ability, past 
'nt, and cost 

Chap.2 , . 
..... 

and related economic aspects (initial cost, maintenance cost, cost of supplementary 
components such as signal-conditioning and processing devices, design life and as­
sociated frequency of replacement, and cost of disposal and replacement). Often, 
these considerations becnme the ultimate deciding factors in the selection process. 

2.7 ERROR ANALYSIS 

Analysis of error is a very challenging task. Difficulties arise for many reasons, par­
ticularly the following: 

1. True value is usually unknown. 
2. The instrument reading may contain random error that cannot be determined 

exactly. 
3. The error may be a complex (not simple) function of many variables (input 

variables and state variables or response variables). 
4. The instrument may be made up of many components that have complex inter­

relations (dynamic coupling, multiple degree-of-freedom responses, nonlinear­
ities, etc.), and each component may contribute to the overall error. 

The first item is a philosophical issue that would lead to an argument similar to 
the chicken-and-egg controversy. For instance, if the true value is known, there is 
no need to measure it; and if the true value is unknown, it is impossible to determine 
exactly how inaccurate a particular reading is. In fact, this situation can be addressed 
to some extent by using statistical representations of error, which takes us to the 
second item listed. The third and fourth items may be addressed by error combina­
tion in multivariable systems and by error propagation in complex multicomponent 
.'>)'Stems. It is not feasible here to provide a full treatment of all these topics. Only an 
introduction to available analytical techniques will be given, using illustrative exam­
ples. 

The concepts discussed in this section are useful not only in statistical error 
analysis but also in the field of statistical process control (SPC)-the use of statisti­
cal signals to improve performance of a process. Performing statistical analysi~ of a 
response signal and drawing its control chart, along with an upper control line and a 
lower control line, are key procedures in statistical proces~ control. 

Statistical Representation 

We have noted that, in general, error is a random variable. It is defined as 

error = (instrument reading) - (true value). 

Randomness associated with a measurand can be interpreted in two ways. 
First, since the true value of the measurand is a fixed quantity, randomness can be 
interpreted as the randomness in error that is usually originating from the random 
factors in instrument response. Second, looking at the issue in a more practical man-
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ner, error analysis can be interpreted as an "estimation problem" in which the objec­
tive is to estimate the true value of a measurand from a known set of readings. In 
this latter point of view, "estimated" true value itself becomes a random variable. No 
matter what approach is used, however, the same statistical concepts may be used in 
representing error. First, let us review some ·Important concepts in probability and 
statistics. 

Cumulative probability distribution function. Consider a random vari­
able X. The probability that the random variable takes a value equal to or less than a 
specific value xis a function of x. This function, denoted by F(x), is termed cumu­
lative probability distribution function, or simply distribution functon. Speciilcally, 

F(x) = PlX ~ x] (2.25) 

Note that F(oo) = 1 and F(-rx) = 0, because the value of X is always less 
than infinity and can never be less than negative infinity. Furthermore, F(x) has to 
be a monotonically increasing function, as shown in figure 2.1 8a, because negative 
probabilities are oot defined. 

Distribution 
Function 

Fix) 

0 Variable Value x 

Ia) 

Prot>ability 
Density 

flxl 

I of 

X 
Figure 2.18. (a) A cumulative 
probability distribution function. (b) A 
probability density function. 

Probability density function. A~~uming that random variable X is a con­
tinuous variable and, hence, F(x) is a continuous function of x, probability density 
functionf(x) is given by the slope of F(x), as shown in figure 2.18b. Thus, 

f(x) = dF(x) (2.26) 
dx 
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Hence, 

F(x) = ff(x)cb: (2.27) 

Note that the area under the density curve is unity. Furthermore, the probability that 
the random variable falls within two values is given by the area under the density 
curve within these two limits. This can be easily shown using the definitions of F(x) 
andf(x): 

P[a <X :5 b] = F(b) - F(a) 

fb fa Ib 
= f(x)dx - f(x)dx = j(x)dx 

-x -()j a 

(2.28) 

Mean value (expected value). If a random variable X is measured repeat­
edly a very large (infinite) number of times, the average of these measurements is 
the mean value J.J.. or expected value E(X). It should be easy to see that this may be 
expressed as the weighted sum nf all possible vdlues of the random variable, each 
value being weighted by the associated probability of its occurrence. Since the prob­
ability that X takes the value x is given by f(x) ox, with ox approaching zero, we 
have 

J.J.. = E(X) = lim .2: xf(x)ox 
/4--.() 

Since the right-hand-side summation becomes an integral in the limit, we get 

J.J.. = E(X) = f_~ xf(x)dx (2.29) 

Root-mean-square (rms) value. 'fhe mean square value of a random vari­
able X is given by 

(2.30) 

The root-mean-square (rms) value is the square root of the mean square value. 

Variance and standard deviation. Variance of a random variable is the 
mean square value nf the deviation from mean. This is denoted by Yar(X) or u 2 and 
is given by 

(2.31) 

By expanding equation 2.31, we can show that 

CT2 = E(Xz) _ J.J..z (2.32) 
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Standard deviation a is the square root of variance. Note that standard deviation is a 
measure of statistical "spread" of a random variable. A random variable with smaller 
a is less random and its density curve exhibits a sharper peak, as shown in figure 
2.19. 

Probability 
Density 

fix) 

Figure 2.19. Etlect of standard 
deviation on the shape of a probability 

0 Random Variable Value x density curve. 

Some thinking should convince you that if the probability density function of 
random variable X is f(x), then the probability density function of any (well-be­
haved) function of X is also f (x). In particular, for constants a and b, the probability 
density function of (aX + b) is alsof(x). Note, further, that the mean of (aX + b) is 
(a~J. + b). Hence, from equation 2.3 I, it follows that the variance of aX is 

Var(aX) = f~ (ax - a~J-)2f(x)dx 

= a 2 J~ (x - ~J.FJ(x)dx 
Hence, 

Var(aX) = a 2 Var(X) (2.33) 

Independent random variables. Two random variables, X1 and X2, are 
said to be independent if the event "X1 assumes a certain value" is <.:ompletely inde­
pendent of the event "X2 asswnes a certain value." In other words, the processes 
that generate the responses X1 and X2 are completely independent. Furthermore, 
probability distributions of X1 and Xz will also be completely independent. Hence, it 
can be shown that for independent random variables X1 and X2, the mean value of 
the product is equal to the product of the mean values. Thus, 

(2.34) 

for independent random variables X1 and X2. 
Now, using the definition of variance and equation 2.34, it can be shown that 

Var(X1 + X2) = Var(Xt) + Var(X2) 

for independent XI and x2. 
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Sample mean and sample variance. Consider N measurements {Xt, X2, 
. , XN} of random variable X. This set of data is termed a data sample. It generally 

is not possible to extract all information about the probability distribution of X from 
this data sample. We are able, however, to make some useful estimates. One would 
expect that the larger the data sample, the more accurate these statistical estimates 
would be. 

An estimate for the mean value of X would be the sample mean X, which is 
defined as 

1 N x = -L;x,. 
N;=t 

An estimate for variance would be the sample variance S2 , given by 

1 N 

S2 = --2: (X; - X) 2 

N- l;=t 

(2.36) 

(2.37) 

An estimate for standard deviation would be the sample standard deviation, S, which 
is the square root of the sample variance. 

One might be puzzled by the denominator N - 1 on the right-hand side of 
equation 2. 37. Since we are computing an "average" deviation, the denominator 
should have been N. But in that case, with just one reading (N = 1), we get a finite 
value for S, which is not correct because one cannot talk about a sample standard de­
viation when only one measurement is available. Since, according to equation 2.37, 
S is not defined (0/0) when N = 1, this definition of S2 is more realistic. Another 
advantage of equation 2.37 is that this equation gives an unbiased estimate of vari­
ance. This concept will be discussed next. Note that if we use N instead of N - 1 in 
equation 2.37, the computed variance is called population variance. Its square root 
is population standard deviation. When N > 30, the difference between sample 
variance and population variance becomes negligible. 

Unbiased estimates. Note that each term X1 in the sample data set 
{Xt. X2, ... , XN} is itself a random variable just like X, because the measured value 
of X1 contains some randomness and is subjected to chance. In other words, if N 
measurements were taken at one time and then the same measurements were re­
peated, the values would be different from the first set, since X was random to begin 
with. It follows that X and Sin equations 2.36 and 2.37 are also random variables. 
Note that the mean value of X is 

Hence, 

E(X) = 1-L (2.38) 

We know that X is an estimate for f.L· Also, from equation 2. 38, we observe that the 
mean value of X is 1-L· Hence, the sample mean X is an unbiased estimate of mean 
value f.L· Similarly, from equation 2.37, we can show that the mean value of S2 is 

(2.39) 
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assuming that X; are independent measurements. Thus, the sample variance S2 is an 
unbiased estimate of variance CI

2
• In general, if the mean value of an estimate is 

equal to the exact value of the parameter that is being estimated, the estimate is said 
to be unbiased. Otherwise, it is a biased estimate. 

Example 2.8 

An instrument has a response X that is random, with standard deviation cr. A set of N 
independent measurements {X1, X2, ... , XN} is made and the sample mean X is com­

puted. Show that the standard deviation of X is cr/'VN. 
Also, a measuring instrument produces a random error whose standard deviation 

is l percent. How many measurements should be averaged in order to reduce the stan­
dard deviation of error to less than 0.05 percent'/ 

Solution To solve the first part of the problem, start with equation 2.36 and usc the 
properties of variance given by equations 2.33 and 2.35: 

Var(X) = Var [~ (X1 + X2 + · · · + XN) J 
1 

= N 2 Var(X, + X2 + + Xv) 

1 
= N 2 [Var(X1 + VarX2 + · · · + VarX,v)J 

Ncr2 

=fi2 
Here we used the fact that X; arc indpendcnt. 

Hence, 

Accordingly, 

- 0'2 
Var(X) =­

N 
(2.40) 

- (T 

Std(X) = vN (2.41) 

For the second part of the problem, 0' = I percent and (JI'IN < 0.05 percent. Then, 

I vN < 0.05 

or 

N > 400 

Thus, we should average more than 400 measurements to obtain the specified accu­
racy. 

Gaussian distribution. Gaussian distribution, or normal distribution, is 
probably the most extensively used probability distribution in engineering applica­
tions. Apart from its ease of use, another justification for its widespread usc is pro­
vided by the central limit theorem. This theorem states that a random variable that is 
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formed by summing a very large number of independent random variables takes 
Gaussian distribution in the limit. Since many engineering phenomena are conse­
quences of numerous independent random causes, the assumption of normal distri­
bution is justified in many cases. The validity of Gaussian assumption can he 
checked by plotting data on probability graph paper or by using various tests such as 
the chi-square test. 

The Gaussian probability density function is given by 

1 [ (x - f.L)
2
] 

f(x) = vT-iru exp 2u2 (2.42) 

Note that only two parameters, mean f.L and standard deviation a, are necessary to 
determine a Gaussian distribution completely. 

A closed algebraic expression cannot be given for the cumulative probability 
distribution function F(x) of Gaussian distribution. It should be evaluated by numer­
ical integration. Numerical values for the normal distribution cunre are available io 
tabulated form, with the random variable X being normalized with respect to f.L and 
u according to 

X-f.L 
Z=-­

u 

Note that the mean value of this normalized variable Z is 

or 

E(Z) = E[(X- J.L)Iul = [E(X) - f.L]I(r 

""' (J.L - f.L) I u 

E(Z) = 0 

and the variance of Z is 

or 

Var(Z) = Varf(X - f.L)Iffl = Var(X - f.L)/(r 2 

= Var(X) I uz = a2 I uz 

Var(Z) == l 

Furthermore, the probability density function of Z is 

f(z) = ~ ~exp(-z 2l2) 
v 2'71 

(2.43) 

(2.44) 

(2.45) 

(2.46) 

What is usually tabulated is the area under the density curve f(z) of the normalized 
random variable Z for different values of z. A convenient form is presented in table 
2.3, where the area under thef(z) curve from 0 to z is tabulated up to four decimal 
places for different po~itive values of z up to two decimal places. Since the density 
curve is symmetric about the mean value (zero for the normalized case), values for 
negative z do not have to be tabulated. Furthermore, when z~ oo, area A in table 2.3 
approaches 0.5. The value for z = 3.09 is already 0.4990. Hence, for most practical 
purposes, area A may be taken as 0.5 for z values greater than 3.0. Since Z is nor-
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~traightforward integration using properties of trigonometric functions results in the 
following response: 

a 1 a2 . ( ) a, a2 . + ) sm WI - w2 t - ( ) sm(w, + w2)t + y (0) 
2(wl - W2 2 w, + W2 

Note that the discrete frequency components 2w1, 2w2, (w, - w2), and (w, + w1) are 
created. Also, there is a continuous spectrum that is contributed by the linear function 
oft present in the response. 

The fact that nonlinear systems create new frequency components is the hasis 
oJ well-known describing function analysis of nonlinear control systems. ln this 
case, the response of a nonlinear component to a sinusoidal (harmonic) input is rep­
resented by a Fourier series, with frequency cnmponents that are multiples of the in­
put frequency. Details of the describing function approach can be found in textbooks 
on nonlinear control theory. 

Several methods are available to reduce or eliminate nonlinear behavior in sys­
tems. They include calibrJtion (in the static case), u!'le of linearizing elements, such 
as resistors and amplifiers to neutralize the nonlinear etJects, and the use of nonlin­
ear feedback. It is alsn a good practice to take the following precautions: 

1. Avoid operating the device over a wide range of signal levels. 
2. Avoid operation over a wide frequency band. 
3. Use devices that do not generate large mechanical motions. 

4. Minimize coulomb friction. 
5. Avoid loose joints and gear coupling (i.e., use direct drive mechanisms). 

2.5 IMPEDANCE CHARACTERISTICS 

When components such as measuring instruments, control board~, process (plant) 
hardware, and signal-conditioning equipment are interconnected, it is necessary to 
match impedances properly at ea<.:h interface in order to realize their rat~d perfor­
man<.:e level. One adverse et1'ect of improper impedance matching is the loading el 
feet. For example, in a measuring system, the measuring instrument can distort the 
signal that is being measured. The resulting error can far exceed other types of mea­
surement error. Loading errors result from connecting measuring devices with low 
input impedance to a signal source. 

Impedance can be interpreted either in the traditional electrical sense or in the 
mechanical sense, depending on the signal being measured. For example, a heavy 
accelerometer can introduce an additional dynamic load that will modify the actual 
ac<.:eleration at the monitoring location. Similarly, a vnltmeter can modify the cur­
rents (and voltages) in a circuit, and a thermocouple junction can modify the tem­
perature that is being measured. In mechanical and electrical systems, loading errors 
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can appear as phase distortions as well. Digital hardware also can produce loading 
errors. For example, an analog-to-digital conversion (ADC) board can load the am­
plifier output from a strain gage bridge circuit, thereby significantly affecting digi~ 
tized data (see chapter 4). · 

Another adverse effect of improper impedance consideration is inadequate out­
put signal I evels, which make signal processing and transmission very difficult. 
Many types of tmnsducers (e.g., piezoelectric accelerometers, impedance heads, 
and microphones) have high output impedances on the order of a thousand 
megohms. These devices generate low output signals, and they would require condi­
tioning to step up the ~ignal level. Impedance-matching amplifiers, which have high 
input impedances and low output impedances (a few ohms), are used for this purpose 
(e.g., charge amplifiers are used in conjunction with piezoelectric sensors). A device 
with a high input impedance has the further advantage that it usually consumes less 
power (c 2/R is low) for a given input voltage. The fact that a low input impedance 
device extracts a high level of power from the preceding output device may be inter­
preted as the reason for loading error. 

Cascade Connection of Devices 

Consider a standard two-port electrical device. The output impedance Z, of ~uch a 
device is defined as the ratio of the open-circuit (i.e., no-load) voltage at the output 
port to the short-cin:uit current at the output port. 

Open~circuit voltage at output is the output voltage present when there is no 
current flowing at the output port. This is the case if the output port is not connected 
to a load (impedance). As soon as a load is connected at the output of the device, a 
current will flow through it, and the output voltage will drop to a value less than that 
of the open~t:in:uit voltage. To measure open-circuit voltage, the rated input voltage 
is applied at the input port and maintained constant, and the output voltage is mea­
SlJTed using a voltmeter that has a very high (input) impedance. To measure short­
circuit ~urrent, a very low-impedance ammeter is connected at the output port. 

The input impedance Z; is defined as the ratio of the rated input voltage to the 
corresponding current through the input terminals while the output terminals are 
maintained as an open ~ircuit. 

Note that these definitions are associated with electrical devices. A generaliza­
tion is possible by interpreting voltage and velocity as across variables, and current 
and force as through variables. Then mechanical mobility should be used in place of 
electrical impedance. 

Using these definitions, input impedance z, and output impedance Z" can be 
represented schematically as in Jigure 2. 12a. Note that Co i~ the open-circuit output 
voltage. When a load is connected at the output port, the voltage across the load will 
be different from V 0 • This is caused by the presence of a current through Z 0 • In the 
frequency domain, v, and V 0 are represented hy their respective Fourier spectra. The 
corresponding transfer relation can be expressed in terms of the complex frequency 
response (transfer) function G(jw) under open-circuit (no-load) conditions: 

v., = Gv; (2.7) 
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TABLE 2.3 A TABLE OF GAUSSIAN PROBABILITY DISTRIBUTION 

~ 
f(z) = ~ exp(-z2/2) 

27T 

A = l'f(z)dz ----------~--~-A-r~--aA 
0 l' 

Area A 

.00 .01 .02 .03 .04 .05 .06 .07 .0& .09 

0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.0319 0.0359 
0.1 0.0398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0 0753 
0.2 0.0793 0.0832 0.0871 00910 0.0948 0.0987 0.1026 0.1064 0.1103 0.1141 
0.3 O.ll79 0.1217 0.1255 0.1293 0.1331 0.1368 0.1406 0.1443 0.1480 0.1517 
0.4 0.1554 0.1591 0.1628 0.1664 0.!700 0.1736 0.1772 0. !808 0.1844 0.1879 
0.5 0.1915 0.!950 0.19&5 0.2019 0.2054 0.208g 0.2123 0.2157 0.2190 0.2224 
0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517 0.2549 
0.7 0.2580 0.26!1 0.2642 0.2673 0.2704 0.2734 0.2764 0.2794 0.2823 0.2852 
0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3233 
09 0.3159 0.3186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389 
1.0 0.3413 0.343g 0.3461 0.~485 o.35og 0.3531 0.3554 0.3577 0.3599 0.3621 
1.1 0.3643 0.3665 0.3686 0.3708 0.3729 o::~749 0.3770 0.3790 0.3810 0.3830 
1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015 
1.3 0.4032 0.4049 0.4()66 0.4082 0.4099 0.4! 15 0.4131 0.4147 0.4162 0.4177 
1.4 0.4192 0.4207 0.4222 0.4236 0.4251 0.4265 0.4279 0.4292 0.4306 0.4319 
1.5 0.4332 0.4345 0.4357 0.4370 0.4382 0.4394 0.4406 0.4418 0.4429 0.4441 
1.6 0.4452 0.4463 0.4474 0.4484 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545 
1.7 0.4554 0.4564 0.4573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4625 0.4633 
1.8 0.4641 0.4649 0.4656 0.4664 0,4671 0.467& 0.4686 0.4693 0.4699 0.4706 
1.9 0.4713 0.4719 0.4726 0.4732 0.4738 0.4744 0.4750 0.4758 0.4761 0.4767 
2,0 0.4772 0.4778 0.4783 0.4788 0.4793 0.4799 0.4803 0.4808 0.4812 0.4817 
2.1 0.4821 0.4826 0.4830 0.4834 0.4838 0.4842 0.4846 0.4850 0.4854 0.4857 
2.2 0.4861 0.4864 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890 
2.3 0.4893 0.4896 0.4898 0.4901 0.4904 0.4906 0.4909 0.4911 0.4913 0.4916 
2.4 0.4918 0.4920 0.4922 0.4925 0.4927 0.4929 0.4931 0.4932 0.4934 0.4936 
2.5 0.4938 0.4940 0.4941 0.4943 0.4945 0.4946 0.4948 0.4949 0.4951 0.4952 
2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964 
2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974 
2.8 0.4974 0.4975 0.4976 0.4977 0.4977 0.4978 0.4979 0.4979 0.4980 0.4981 
2.9 0.4981 0.4982 0.4982 0.49R3 0.4984 0.49B4 0.4985 0.4985 0.4986 0.4986 

3.0 0.4987 0.4987 0.4987 0.4988 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990 

mali zed with respect to u, z = 3 actually corresponds to three times the standard 
deviation of the original random variable X. It follows that for a Gaussian random 
variable, most of the values will fall within ± 3u about the mean value. It can be 
stated that approximately 

• 68 percent of the values will fall within ± 0' about 1-t 
• 95 percent of the values will fall within ± 2a about J.t 
• 99.7 percent of the values will fdll within ± 3u about 1-t 

These can be easily verified using table 2. 3. 

62 Performance Specification and Component Matching 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 69



.09 

19 0.0359 
14 0.0753 
03 0.114! 
80 0.1517 
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65 0.33S9 
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10 0.3830 
rn 0.4015 
62 0.4177 
06 0.4319 

29 0.4441 
35 0.4545 
25 0.4633 
99 0.4706 
61 0.4767 

12 0.4817 
54 0.4857 
87 0.4890 
13 0.4916 
34 0.4936 
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63 0.4964 
73 0.4974 
~0 0.49gl 
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. Statistical process control. In statistical process control (SPC), statistical 
analysis of process responses is used to generate control actions. This method of 
control is applicable in many situations of process control, including manufacturing 
quality control, control of chemical process plants, computerized office manage­
ment systems, inventory control systems, and urban transit control systems. A major 
step in statistical process control is to compute control limits (or action lines) on the 
basis of measured data from the process. 

Control Limits or Action Lines. Since a very high percentage of readings 
from an instrument should lie within ± 3u about the mean value, according to the 
normal distribution, these boundaries (-3u and + 3u) drawn about the mean value 
may be considered control limit~· or action lines in statistical process control. If any 
measurements full outside the action lines, corrective measures such as recalibration, 
controller adjustment, or redesign should be carried out. 

Steps of SPC. The main steps of statistical process control are as follows: 

1. Collect measurements of appropriate response variables of the process. 
2. Compute the mean value of the data, the upper control limit, and the lower 

control limit. 
3. Plot the measured data and the two control limits on a control chart. 

4, If measurements fall outside the control limits, take corrective action and re­
peat the control cycle (go to step 1). 

If the measurements always fdll within the control limits, the process is said to be in 
statistical control. 

Example 2.9 

Error in a satellite tracking system was monitored on-line for a period of one hour to 
determine whether recalibration or gain adjustment of the tracking controller would be 
necessary. Four measurerrents of the tracking deviation were taken in a period of five 
minutes, and twelve such data groups were acquired during the one-hour period. Sam· 
ple means and sample variances of the twelve groups of data were computed. The re­
sults are tabulated as follows: 

Period 
2 4 5 6 7 8 9 !0 JJ 12 

Sample 
mean !.34 1.10 1.20 1.15 1.30 1.12 1.26 1.10 !.15 1.32 J 35 I.IR 

X; 

Sample 
variance 0.11 0.02 0.08 0.10 0.09 0.02 0.06 0.05 O.OR 0.\2 0.03 0.07 

s~ 

!?raw a control chart for the error process, with control limits (action lines) at 
X ± 3u. Establish whether the tracking controller is in statistical control or needs ad­
justment. 

Sec. 2,7 Error Analysis 63 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 70



l'. 

I. 

Solution The overall mean tracking deviation, 

- 1 l;­
X= 122:X; 

.; 1 

is computed to be X = 1.214. The average sample variance, 

S2 =__!_~Sf 
12 i~l 

is computed to be S2 = 0.069. Since there are four readings within each period, the 
standard deviaton cr of group mean .X, can be estimated, using equation 2.41, as 

S-"' S =v'Q.069=0.13! 
V4 V4 

The upper control limit (action line) is at (approximately) 

X= X + 3S = 1.214 + 3 X 0.131 1.607 

The lower control limit (action line) is at 

X.= X - 3S = 0.821 

These two lines arc shown on the control chart in figure 2.20. Since the sample means 
lie within the two action lines, the process i~ considered to be in statistical control, and 
controller adjustments would not be necessary. Note that if better resolution is required 
in making this decision, individual readings, rather than group means, should be plot­
ted in figure 2.20. 

Sample Mean of 
Tracking Error 

X; 

2.0 

1.0 

0 

Upper Control Limit 
- - - - - - -- ... -- - - - - - - - - - - - - - -- --- (Upper Action Line) 

------ --· --------------------(Lower Action Line) 
Lower Control Limit 

Measurement Period i 

Figure 2.20. Control chart for the satellite tracking errur example. 

Confidence intervals. The probability that the value of a random variable 
would fall within a specified interval is called a confidence level. As an example, 
consider a Gaussian random variable X that has mean f.L and standard deviation u. 
This is denoted by 

X = N(f.L, u) (2.47) 

Suppose that N measurements {X~, X2, ... , XN} are made. The sample mean X is an 
unbiased estimate for J.t. We also know that the standard deviation of X is cr/N. Now 
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consider the normalized random variable 

X-p., 
Z=--

afvN 
(2.48) 

This is a Gaussian mndom variable with zero mean and unity standard deviation. 
The probability p that the values of Z fall within ±z0 : 

P(-z, < Z :5 z,,) = p (2.49) 

can be determined from table 2.3 for a specified value of z,. Now substituting equa­
tion 2.48 in 2.49, we get 

or 

P(x- ~ :5 }J- < x + ~) = p (2.50) 

Nnte that the lower limit has the :5 sign and the upper limit has the < sign within 
the parenthe.~es. These have been used for mathematical precision, but for practical 
purposes, either :5 or < may be used in each limit. Now, from equation 2.50, it 
follows that the confidence level is p that the actual mean vctlue p.. would fall within 
±z" rr/VN of the estimated (sample) mean value X. 
Example 2.10 

The angular resolution of a resolver (a rotary displacement sensnr-see chapter 3) was 
tested sixteen times, independently, and recorded in degrees as follows: 

0.11, 0.12, 0.09, 0.10, 0.10, 0.14, 0.08, 0.08 

0.13, 0.10, 0.10, 0.12, 0.08, 0.09, 0.11, 0.15 
If the standard deviation of the angular resolution of this brand of resolvers is known 

tn be 0.01°, what are the odds that the mean resolution would fall within 5 percent of 

the sample mean? 

Solution To solve this problem, we assume that resolution is normally distributed. 
The sample mean is computed as 

- 1 
X= 

16
(0.11 + 0.12 + · · · + 0.11 + 0.15) = 0.10625 

In view of equation 2.50, we must have 

z,CT = 5% of X 
v'i6 

Hence, 

z~ X O.Ql = ~ X 0.10625 
Vi6 100 
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or 

Z0 = 2.125 

Now, from table 2.3, 

P(-2.125 < Z < 2.125) = 2 X (0.4!130: 0.4B34) = 0.9664 

Sign test and binomial distribution. Sign test is useful in comparing ac­
curacies of two ~imilar instruments. First, measurements should be made on the 
same measurand (input signal to instrument) using the two devices. Next, the read­
ings of one instrument are subtracted from the corresponding readings of the second 
instrument, and the results are tabulated. Finally, the probability of getting the 
number of negative signs (or positive signs) equal to what is present in the tabulated 
results is computed using binomial distribution. 

Before discu.~sing binomial distribution, let u.~ introduce some new terminol­
ogy. First, factorial r (denoted by r!) of an integer r is defined as the product 

r! "" r X (r - 1) X (r - 2) X • • • X 2 X 1 (2.51) 

Now, suppose that there are n distinct articles that are distinguishable from one an­
other. The number of ways in which r articles could be picked from the batch of n, 
giving proper consideration to the order in which the r articles are picked (or ar­
ranged), is called the number of permutations of r from n. This is denoted by "P" 
which is given by 

"P,. = n X (n - 1) X (n - 2) X · • • X (n - r + 2) x (n - r + 1) 

n! 
(2.52) 

(n - r)! 

This can be easily verified, since the 1irst article can be chosen in n ways and the 
second article can be chosen from the remaining (n - 1) articles in (n - I) ways 
and kept next to the first article, and so on. 

If we disregard the order in which the r articles are picked (and arranged), the 
number of possible choices of r articles is termed the number of combinations of r 
from n. This is denoted by "C. Now, since each combination can be arranged in r! 
different ways (if the order of arrangement is considered), we have 

"C.- X r! = •p, (2.53) 

Hence, using equation 2.52, we get 

n X (n - 1) x (n - 2) X · X (n - r + 2) X (n - r + 1) "Cr = __ ,__ _ __!__ _ _c__ _ __:__ ____ ~---_:_-'----------'-

r! 

n! 
(2.54) 

(n - r)! r! 

With the foregoing notation, we can introduce binomial distribution in the 
context of sign test. Suppose that n pairs of readings are taken from the two instru-
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ments. If the probability that a difference in reading would be positive is p, then the 
probability that the difference wnuld be negative is I - p. Note that if the system­
atic error in the two instruments is the .~arne and if the random error is purely ran­
dom, then p = 0.5. 

The probability of getting exactly r positive signs among the 11 entries in the 
table is 

p(r) = "C,p'(l - p)n-r (2.55) 

To verify equation 2.55, note that this event is similar to picking exactly r items 
from n items and constraining each picked item to be po.~itive (having probability p) 
and also constraining the remaining (n - r) items to be negative (having probability 
I - p). Note that r is a discrete variable that takes values r = l, 2, ... , n. Further­
more, it can be easily verified that 

" n 

2,p(r) = 2: "C,p''(1 - p)"-' = (p + 1 - p)" = 1 (2.56) 
r=l r-' 1 

Hence, p (r ), r = 1, 2, ... , n, is a discrete function that resembles a continuous 
probability density functionf(x). In fu.ct,p(r) given by equation 2.55 represents bi­
nomial probability distribution. Using equation 2.55, we can perform the sign test. 
The details of the test are conveniently explained by means of an example. 

Example 2.11 

To compare the accuracies of two brands of differential transformers (DTs, which arc 
displacement sensors-see chapter 3), the same rotation (in degrees) of a robot arm 
joint was measured using both brands, DTJ and DT2, The following ten measurement 
pairs were taken: 

DTI 
on 

t0.3 
9.8 

5.6 
5.8 

20.1 
20.0 

15.2 

16.0 
2.0 7.6 
1.9 7.R 

12.1 

12.2 
18.9 22.1 25.2 
18.7 22.0 25.0 

Assuming that both devices arc used simultaneously (so that backlash and other types 
of repeatability errors in manipulators do not enter into our problem), determine 
whether the two brands are equally accurate at the 70 percent level of significance. 

Solution First, we form the sign table by biking the differences of corresponding 
measurements; 

Dil- DT2 0.5 -0.2 0.1 -O.R 0.1 -0.2 -0.1 0.2 0.1 0.2 

Note that there arc six positive signs and four negative signs. If we had tabulated 
DT2- DTl, however, we would get four positive signs and six negative signs. Both 
these cases should be taken into account in the sign test. Furthermore, more than six 
positive signs or tewer than four positive signs would make the two devices less similar 
(in accuracy) than what is indicated by the data. Hence, the probability of getting six or 
more positive signs or four or fewer positive signs should be computed in this example 
in order to estimate the possible match (in accuracy) of the two devices. 
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If the error in buth tran~tluccrs is the same, we should have 

P (positive difference) = p = 0.5 

This is the hypothesis that we are going to test. Using equation 2.55, the probability of 
getting six or more positive signs or four or fewer negative signs is calculated as 

- probability of getting exactly 5 positive signs 

J - 10(,'~ (0.5) 5 X (0.5)5 = 
10' - _· X (0.5)10 

5\5! . 

I - 0.246 = 0.754 

Note that the hypothesis of two brands being equally accurate is supported by the test 
data at a level of signilkance over 75 percent, which is better than the specified value 
of 70 percent. 

Least squares fit. We have mentioned that instrument linearity may be 
measured by the largest deviation of the input/output data (or calibration curve) from 
the least squares straight-line fit of data. Since many algebmic expressions become 
linear when plotted to a logarithmic scale, linear (stmight-line) fit is generally more 
accurate if log-log axes are used. Linear least squares fit can he thought of as an esti­
mation method because it "estimates" the two parameters of an input/output model, 
the straight line, that fits a given set of data such that the squared error is a mini­
mum. The estimated straight line is also known as the linear regression line or mean 
calibration curve. 

Consider N pairs of data {(X~, Y1), (X2, Yz), . .. , (XN, YN)} in which X denotes 
the independent variable (input variable) and Y denotes the dependent variable 
(output variable). 

Suppose that the estimated linear regression is given by 

Y=mX+a 

For the independent variable value Xi, the dependent variable value on the regression 
line is (mX, + a), but the actual (measured) value of the dependent variable is Y;. 
Hence, the sum of squared error for all data points is 

N 

e "" L (Yi - mX; - a) 2 (2.58) 
i"""I 

We have to minimize e with respect to the two parameters m and a. The required 
conditions are 

ae ae - = 0 and - = 0 am aa 
By carrying out these differentiations in equation 2.58, we get 

N 

LX;(Y, - mX;- a) ""'0 
i-1 
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2: (Y, - mX; - a) = 0 
i-\ 

Dividing the two equations by Nand using the definition of sample mean, we get 

1 2: mL·, -- x Y: - -- x? - aX = o N I I N ' (i) 

Y-mX-a =0 (ii) 

Solving these two simultaneous equations form, we obtain 

m = - 2: X, Y, - XY - 2: X} - X 2 

( 
l N --)I ( 1 N - ) 

N,~J N .-1 
(2.59) 

The parameter a does not have to be explicitly expressed, because from equations 
2.57 and (ii), we can eliminate a and express the linear regression line as 

Y - Y == m (X - X) (2.60) 

Note from equation 2.57 that a is the Y-axis intercept (i.e., the value of Y when 
X = 0) and i~ given by 

a=Y-mX (2.61) 

Example 2.12 

Consider the capacitor circuit shown in figure 2.21. Fir.~t, the capacitor is charged to 
voltage V0 using a constant DC voltage source (switch in position l); then it is dis­
charged through a known resistance R (switch in position 2). Voltage decay during dis­
charge is measured at known time increments. Three separate tests are carried out. The 
measured data art.> as fnllows: 

Time I (sec) 0.1 0.2 0.3 0.4 0.5 

Voltag~ v 
(volts) 
Test 1 7.3 2.8 1.0 0.4 0.1 
Test 2 7.4 2.7 1.1 0.3 0.2 
1cst 3 7.3 2.6 1.0 0.4 0.1 

If the resistance is accurately known to be 1,000 n, estimate the capacitance C in mi­
crofarads (p.F) and the source voltage v. in volts. 

Sec. 2.7 Error Analysis 

Figure 2.21. A circuit for the least 
squares estimation of capacitance. 
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Solution To solve this problem, we assume the well-known expression for the free 
decay of voltage across a capacitor: 

v(t) = e~exp[-r/(RC)] 

Take the natural logarithm of equation (i): 

t 
In t; = - RC + ln V 0 

WithY = ln v and X = t, equation (ii) represents a straight line with slope 

m= 
RC 

and theY-axis intercept 

a= lnv, 

Using all the data, the overall ~ample means can be computed. Thus, 

X = 0.3 and Y = -0.01335 

l 1 '\' 
;y2:X;Yi = -0.2067 and N~Xr = O.ll 

Now substitute these values in equations 2.59 and 2.61. We get 

m=-10.13 and a=3.02565 

Next, from equation (iii), with R = 1,000, we have 

I 
c = 10.13 X JOOOF = 98 '72 p.F 

From equation (iv), 

Va = 20.61 volts 

(i) 

(ii) 

(iii) 

(iv) 

Note that in this problem, the estimation error would be tremendous if we did 
not use log scaling for the linear fit. 

Least squares curve fitting is not limited to linear (i.e., straight-line) tit. The 
method can be extended to a polynomial fit of any order. For example, in quadratic 
fit, the data are fitted to a second-order (i.e., quadratic) polynomial. In that case, 
there are three unknown parameters, which would be determined by minimizing the 
quadratic error. 

Error Combination 

Error in a response variable of an instrument or in an estimated system parameter 
would depend on errors present in measured variables and parameter values that are 
used to determine the unknown variable or parameter. Knowing how component er­
rors are propagated within a multicomponent system and how individual errors in 
system variables and parameters contribute toward the overall error in a particular 
response variable or parameter would be important in estimating error limits in com-
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plex instruments. For example, if the output power in a gas turbine is computed by 
measuring torque and speed at the output shaft, error margins in the two measured 
"response variables" (torque and speed) would be directly combined into the error in 
the power computation. Similarly, if the natural frequency of a simple suspension 
system is determined by measuring mass and spring stiffness "parameters" of the 
suspension, the natural frequency estimate would be directly allected by possible er­
rors in mass and stiffness measurements. Extending this idea further, the overall er­
ror in a control system depends on individual error levels in various components 
(sensors, actuators, controller hardware, filters, amplifiers, etc.) of the system and 
on the manner in which these components are physically interconnected and physi­
cally interrelated. For example, in a robotic manipulator, the accuracy of the actual 
trajectory of the end effector will depend on the accuracy of sensors and actuators at 
manipulator joints and on the accuracy of the robot controller. Note that we are 
dealing with a generalized idea of error propagation that considers errors in system 
variables (e.g., input and output signals, such as velocities, forces, voltages, cur­
rents, temperatures, heat transfer rates, pressures, and fluid flow rates), system 
parameters (e.g., mass, stiffness, damping, capacitance, inductance, and resistance), 
and system components (e.g., sensors, actuators, filters, amplifiers, and control cir­
cuits). 

For the analytical development of a basic result in error combination, we will 
~tart with a functional relationship of the form 

(2.62) 

Here, x; are the independent system variables or parameter values whose error is 
propagated into a dependent variable (or parameter value) y. Determination of this 
functional relationship is not always simple, and the relationship itself may be in er­
ror. Since our intention is to make a reasonable estimate for possible error in y due 
to the combined effect of errors from x1, an approximate functional relationship 
would be adequate in most cases. Let us denote error in a variable by the differential 
of that variable. Taking the differential of equation 2.62, we get 

(2.63) 

For those who are not familiar with ditlerential calculus, equation 2.63 should be in­
terpreted as the first-order terms in a Taylor series expansion of equation 2 .62. Now, 
rewriting equation 2.63 in the fractional form, we get 

(2.64) 

Here, Syjy represents the overall error and ox;/x; represents the component error, 
expressed as fractions. We shall consider two types of estimates for overall error. 

Absolute error. Since error ox,. could be either positive or negative, an up­
per bound for the overall error is obtained by summing the absolute value of each 
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right-hand-side term in equation 2.64. This estimate eABs, which is termed absolute 
error, is given by 

CABS = L - - C; r I X, ()j I 
i-1 )' dXi 

(2.65) 

Note that component error ei and absolute error eABs in equation 2.65 are always 
positive quantities; when specifying error, however, both positive and negative lim­
its should be indicated or implied. (e.g., ±eAHs, ±e,). 

SRSS error. Equation 2.65 provides a conservative (upper bound) estimate 
for overall error. Since the estimate itself is not precise, it is often wasteful to intro­
duce such a high conservatism. A nonconservative error estimate that is frequently 
used in practice is the square root ofsum of squares (SRSS) error. As the name im­
plies, this is given by 

esR.~s = L - -ei [ 
r, (x' aj )2]1'2 

i-1 y ax, 
(2.66) 

Note that this is not an upper bound estimate for error and that esa~s < eAil:; when 
more than one nonzero error contribution is present. The SRSS error relation is par­
ticularly suitable when component error is represented by the standard deviation of 
the associated variable or parameter value and when the corresponding error sources 
are independent. 

We shall conclude this chapter by giving several examples of error eombina-
tion. 

Example 2.13 

Using the absolute value method for error combination, determine the fractional error 
in each item x, so that the contribution from each item to the overall error eAos is the 
same. 

Solution For equal contribution, we must have 

Hence, 

Thus, 

r ~~ iJ.f / e; = CABS 
y ilx, 

(2.67) 

Example 2.14 

72 

The result obtained in example 2.13 is useful in the design of multicomponcnt sy~tems 
and in the cost-effective selection of instrumentation for a particular application. Using 
equation 2.67, arrange the items X; in their order of significance. 
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Solution Note that equation 2.67 may be written as 

(2.68) 

where K is a quantity that does not vary with x1• It fnllows that for equal error contribu­
tion from all items, error in x, should be inversely proportional to I X; (il f / ih,) /. In par­
ticular, the item with the largest /x(af/ilx)/ should be made most accurate. In this 
manner, allowable relative accuracy for various components can be estimated. Since, in 
general, the most accumte device is also the most costly one, instrumentation cost can 
be optimized if components are selected according to the required overall accuracy, us­
ing a criterion such as that implied by cquatinn 2.68. 

Example 2.15 

Tension Tat point P in a cable can be computed with the knowledge of cable sag y, 
cable lengths, cable weight w per unit length, and the minimum tension T" at point 0 
(see figure 2.22). The applicable relationship is 

r-----
w ~ w2 l + -y = I+ -s2 

T" T2 

For a particular arrangement, it is given that T, = 100 lbf. The following parameter 
values were measured: 

w = 1 lb/ft, 

Calculate the tension T. 

y 

s = lOft, y = 0.412 ft 

Tension 
T 

Figure 2.22. Cable tension example of error combination. 

In addition, if the measurements y and s each have 1 percent error and the mea­
surement w has 2 percent error in this example, estimate the percentage error in T. 

Now suppose that equal contributions to error in T are made by y, s, and w. 
What are the corresponding percentage error values for y, s, and w so that the overall 
error in Tis equal to the value computed in the previous part of the problem'? Which of 
the three quantities y, s, and w should be measured most accurately. according to the 
equal contribution criterion? 

Solution To make the analysis simpler, let us first square the given relationship: 

(i) 
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74 

Substituting numerical values, 

(
,1 +I X0.412)

2 
= 1 + 1 X 10

2 

100 T 2 

Hence, 

T = 110 lbf 

Next, we differentiate equation (i) to get the differential relationship 

( 
w )[y w ] 2ws

2 
2w"s 2w 2s 2 

2 I+ -y -ow+ -oy =--ow+ --a~- --fir 
Tc To T., T 2 T2 

' T-' 
(ii) 

Note that To is treated as a constant. The implication is that Ta is known with 100 per­
cent accuracy. On rearranging the terms in equation (ii) and after straightforward alge­
braic manipulation, we get 

where 

fir aw as oy 
-=(I- z)- +-- z-
T w s y 

(iii) 

(iv) 

Using the absolute value method for error combination, we can express the error level 
in T as 

CABS = It - zl ew + e., + ze, 

Substituting the given numerical values, 

I = 110
2 

X 0.412 (1 + I X 0.412) = 0. 
102 X 1 X 100 100 

5 

Hence, 

eAn.~ = 0.5 e.,+ e, + 0.5e, 

Also, it is given that 

ew = 2%, ~. = e, = 1% 

Hence, 

CABS= {1 - 0.5) X 2 + 1 + 0.5 X J% = 2.5% 

For equal contribution of error, in view of equation {vi), we have 

Hence, 

2.5 
0.5e,.. = e, = O.Se, = 3% 

e, ~ 1.7%, e, = 0.8%, e, = 1.7% 

(v) 

{vi) 

Note that the variable s should be measured most accurately according to the equal con­
tribution criterion, because the tolerable level of error is the smallest for this variable. 
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PROBLEMS 

2.1. Discuss a type of device that could serve as a clock for a digital control system. Iden­
tify the main functions of such a clock in real-time control. 

2.2. Explain the operation of two measuring devices of your choice, one to measure voltage 
and the other to measure temperature. Clearly identify the sensor stage and the trans­
ducer stage (or stages) in each of these devices. 

2.3. Compare and contrast the following pairs of terms, giving suitable examples: 
(a) Measurand and measured value 
(b) Active transducers and passive transducers 
(c) Through variables and across variables 
(d) Effort variables and flow variables 
(e) Impedance and admittance 

2.4. Obtain transfer relations in the second-order vector-matrix form for the following two­
port devices, clearly identifying the through and !ICross variables at the input port and 
the output port. 
(a) Gyroscope (or spinning top) 
(b) Cam-follower mechanism 
(c) Loudspeaker 
(d) Viscous damper 
(e) Thermocouple 

2.5. What are pure transducers and what arc ideal transducers? Discuss the five devices 
listed in problem 2.4 from this point of view. 

2.6. The simple oscillator equation is given by 

ji + 2(w.y + w~y = w~u(t) 

Obtain the response y of this system for a unit step input u(t) under zero initial condi­
tions. In terms of the two parameters (and w,, obtain expressions for damping ratio, 
undamped natural frequency, damped natural frequency, rise time, percentage over­
shoot, and 2 percent settling time. Di1;cuss the significance of each of these parameters 
with reference to the performance of a sensor-transducer device. 

2.7. For the simple oscillator given in problem 2.6, what is the transfer function"! Obtain an 
expression for its resonant frequency in terms of' and w •. lf a sinusoidal excitation of 
frequency w" is applied to this system, what is the amplitude gain and phase lead in its 
response at steady state'? 

2.8. What do you consider a perfect measuring device? Suppose that you are asked to de­
velop an analog device for measuring angular po~ition in an application related to con­
trol of a kinematic linkage system (a robotic manipulator, for example). What instru­
ment ratings (or specifications) would you consider crucial in this application? Discuss 
their significance. 

2.9. Define electrical impedance and mechanical impedance. Identify a defect in these 
definitions in relation to the force-current analogy. What improvements would you 
suggest? What roles do input impedance and output impedance play in relation to the 
accuracy of a measuring device? 

2.10. Discuss and contrast the following terms: 
(a) Measurement accuracy 
(b) Instrument accuracy 
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(c) Measurement error 
(d) Precision 
Also, for an analog sensor-transducer unit of your choice, identify and discuss various 
sources of errnr and ways to minimize or account for their influence. 

2.11. A schematic diagram for a charge amplifier (with resistive feedback) is shown in figure 
P2.11. Obtain the differential equation governing the response of the charge amplifier. 
Identify the time constant of the device and discuss its significance. Would you prefer a 
charge amplifier to a voltage follower for conditioning signals from a piezoelectric ac­
celerometer? Explain. 

Charge 
Source 

Feedback 
c, Elements 

Output 
v. 

Figure P2.11. Schematic diagram for a 
charge ampli!ler. 

2.12. List several response characteristics of nonlinear dynamic systems that arc not exhib­
ited by linear systems in geneml. Also, determine the rcspunsc y of the nonlinear sys­
tem 

[
dy] 1/J 

dt. = u(t) 

when excited by the input u(t) = a 1 sin w1t + az sin w2 t. What characteristic of nun­
linear systems dnes this result show? 

2.13. What is meant by "loading error" in a signal measurement? Also, suppose that a 
piezoelectric sensor of output impedance Z, is connected to a voltage-follower amplifier 
of input impedance Z1• The sensor signal is v,. volts and the amplifier output is Vo volts. 
The amplifier output is connected to a device with very high input impedance. Plot to 
scale the signal ratio v,,fv, against the impedance ratio Z;/Z. for values of the 
impedance ratio in the range 0.1 to 10. 

2.14. Discuss how the accuracy of a digital controller may be affected by 
(a) Stability and bandwidth of amplifier circuitry 
(b) Load impedance of the analog-to-digital conversion circuitry. 
Also, what methods do you suggest to minimize problems associated with these 
parameters? 

2.15. From the point of view of loading, discuss why an active tmnsducer is generally supe­
rior to a passive transducer. Also, discuss why impedance matching amplifiers are gen. 
erally active devices. 

2.16. Suppose that v; and f; arc the across variable and the through variable at the input port 
of a two-port device and that V 0 and j. arc the corresponding variables at the output 
port. A valid form tor representing transfer characteristics of the device is 
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What are the advantages and disadvantages of this representation compared to that 
given by equation 2.1? Also, express transfer relations for a DC tachometer (example 
2.2) in the foregoing form. 

2.17. Thevenin's theorem states that with respect to the characteristics at an output port, an 
unknown subsystem consisting of linear passive elements and ideal source clements 
may be represented by a single across-variable (voltage) source V,q connected in series 
with a single impedance Z,4 . This is illustrated in figures P2. 17a and P2.l7b. Note that 
v.q is equal to the open-circuit across variable va,. at the output port, because the cur~ 
rent through Z,4 is zero. Consider the network shown in figure P2.17c. Determine the 
equivalent voltage source o,q and the equivalent series impedance Z,q, in the frequency 
domain, for this circuit. 

Unknown 
Linear 

Subsystem 

z •• 
+ 

Ia) 

,........------()+ 

Equivalent 
Impedance 

Equivalent 
(Voltage] 
Source 

(I:>) 

(c) 

Figure P2. 17. lllustration of 
Thevcniu's theorem: (11) unknown llnear 
subsystem; (b) equivalent representation; 
(c) example. 

2.18. Using suitable impedance circuits, explain why a voltmeter ~hould have a high rcsb~ 
tance and an ammeter should have a very low resistance. What are some of the design 
implications of these general requirements for the two types of measuring instruments, 
particularly with respect to instmment sensitivity, speed of response, and robustness?··­
Use a cla.~sical moving~coil meter as the model for your discussinn. 

2.19. A two·port nonlinear device is shown schematically in figure P2.19. The transfer rcla~ 
tions under static equilibrium conditions are given by 

Chap. 2 Problems 

V 0 = F1 (fo, /;) 

c, = F2(f,,, f;) 

77 

BNA/Brose Exhibit 1065 
IPR2014-00417 

Page 84



~ i 

-

t Port lnpu 
(v, . , f;l 

Nonlinear System 

v
0 

= F1 (f0
, f1) 

v1 = F2 (f
0

, f1) 

Output 
(v •• 

Figure P2.19. Impedance 
characteristics of a nonlinear system. 

where v denotes an across variable, f denotes a through variable, and the subscripts o 
and i represent the output port and the input port, respectively. Obtain expressions for 
input impedance and output impedance of the system in the neighborhood of an operat­
ing point, under static conditions, in terms of partial derivatives of the functions F1 and 
F2. Explain how these impedances could be determined experimentally. 

2.20. The damping constant b of the mounting structure of a machine is determined experi­
mentally. First, the spring stiffness k is determined by applying a static load and mea­
suring the resulting displacement. Next, mass m of the structure is directly measured. 
Finally, damping ratio tis determined using the logarithmic decrement method, by 
conducting an impact test and measuring the free response of the structure. A model 
for the structure is shown in figure P2.20. Show that the damping constant is given by 

b = 2?Th 
If the allowable levels of error in the measurements of k, m, and tare ±2 percent, ±I 
percent, and ±6 percent, respectively, estimate a percentage absolute error limit for b. 

Machine 

m 

k Support 
Structure 

Figure P2.20. A model for the 
?0?0:~~?0:~~~~~~?0:~~~~?0:~0 mounting structure of a machine. 

2.21. In example 2.13 in the text, suppose that the square root of sum of squares (SRSS) 
method is used for error combination. What are the corresponding component error 
limits? 

2.22. In example 2.15 in the text, suppose that the percentage error values specified are in 
fact standard deviations in the measurements of y, s, and w. Estimate the standard de­
viation in the estimated value of tension T. 

2.23. The quality control system in a steel rolling mill uses a proximity sensor to measure 
the thickness of rolled steel (steel gage) at every two feet along the sheet, and the mill 
controller adjustments are made on the basis of the last twenty measurements. 
Specifically, the controller is adjusted unless the probability that the mean thickness 
lies within ±I percent of the sample mean exceeds 0.99. 

78 

A typical set of twenty measurements (in millimeters) is as follows: 

5.10, 

4.99, 

5.05, 

4.97, 

4.94, 

5.00, 

4.98, 

5.08, 

5.10, 

5.10, 

5.12, 5.07, 4.96, 4.99, 

5.11, 4.99, 4.96, 4.90, 

4.95, 

4.10, 

Check whether adjustments would be made in the gage controller on the basis of these 
measurements. 
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2.24. Consider a mechanical component whose response x is governed by the relationship 

f = f(x, i) 

where f denotes applied (input) force and i denotes velocity. Three special cases are 
(a) Linear spring: 

f = kx 

(b) Linear spring with a viscous (linear) damper: 

.f = kx + bx 
(c) Linear spring with coulomb frictinn: 

f = k.x + .f~ sgn(i) 

Suppose that a harmonic excitation of the form 

f = f,sinu;t 

is applied in each case. Sketch the force-displacement curves for the three cases at 
steady state. Which components exhibit hysteresis? Which components are nonlinear? 
Discuss your answers . 

2.25, A tactile (distributed touch) sensor of a robotic manipulator gripper consists of a matrix 
of piezoelectric sensor clements placed 2 mm apart. Each element generates an electric 
charge when it is strained by an external load. Sensor elements are multiplexed at very 
high speed in order to avoid charge leakage and to read all data channels using a single 
hlgh·performance charge amplifier. Load distribution on the surfuce of the tactile sen­
sor is determined rrom the charge amplifier readings, since the multiplexing sequence 
is known. Each sensor element can read a maximum load of 50 N and can detect load 
changes on the order of 0.01 N. 
(a) What is the spatial resolution of the tactile sensor? 
(b) What is the load resolution (in N/m2

) of the tactile sensor'! 
(c) What is the dynamic range'/ 

2.26. Four sets of measurements were taken on the same response variahlc of a prm;css us­
ing four different sensors. The true value of the response was known to be constant. 
Suppose that the four sets of data arc as shown in figure P2.26a-d. Classify these data 
sets, and hence the corresponding sensors, with respect to precision and deterministic 
(repcatab lc) accuracy. 

2.27. Dynamics and control of inherently unstable systems, such as rockets, can be studied 
experimentally using simple scaled-dnwn physical models of the prototype systems. 
One such study is the classic inverted pendulum problem. An experimental setup for 
\he inverted pendulum is shown in figure P2.27. The inverted pendulum is supported 
on a trolley that is driven on a tabletop in a straight line, using a chain-and-sprocket 
transmission operated hy a DC motor. The motor is turned by eonunand~ from a mi­
croprocessor that is interfaced with the control circuitry of the motor. The angular po­
sition of the pendulum rod is measured using a resolver and is transmitted to the mi­
croprocessor. A strategy of statistical process control is used to balance the pendulum 
rod. Specifically, control limits are established from an initial set of measurement 
samples of the pendulum angle. Subsequently, if the angle exceeds one control limit, 
the trolley is accelerated in the opposite direction, using an automatic command to the 
motm. The control limits are also updated regularly. Suppose that the following 
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.. Figure P2.26. Four sets of 
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variable using different sensors. 

Time 

(d) 

twenty readings of the pendulum angle were mca~urcd (in degrees) after the system 
had operated for a few minutes: 

0.5, -0.5, 0.4, -0.3, 0.3, 0.1' -0.3, 0.3, 4.0, 0.0, 

0.4, -0.4, 0.5, -0.5, -5.0, 0.4, -0.4, 0.3, -0.3, -0.1 

Establish whether the system was in statistical control during the period in which the 
readings were taken. Comment on this method of control. 

2.28. (a) What is a two-pnrt element? Discuss how dynamic coupling in a two-port device 
affects it~ accuracy when the device is used a8 a measuring device. 

80 

(b) What is the signifkance of bandwidth in a measuring device'! Discus8 methods to 
improve bandwidth. 

(c) Using a two-port model for a DC tachometer, discuss methods of decreasing dy­
namic coupling and improving the useful frequency range. 
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Figure P2.27. A microproces~or-controlled inverted pendulum-an application of statis­
tical process control. 

2.29. (a) Explain why mechanical loading error due to tachometer inertia can be 
significantly higher when measuring transient speeds than when measuring con· 
slant speeds. 

(b) A DC tachometer h~s an equivalent resistance Ra = 20 [!in its rotor windings. In 
a position plu~ velocity servo system, the tachometer signal is connected to a teed­
back control circuit with equivalent resistance 2 kfi. Estimate the percentage error 
due to electrical loading of the tachometer at steady ~t-.tc. 

(c) If the conditions were not steady, how would the electrical loading he affected in 
this application"? 

2.30. A single-degree-uf-freedom model of a mechanical manipulator is shown in figure 
P2.30a. The joint motor has rotor inertial,.. ft drives an inertial load that has moment 
of inertia Je through a speed reducer ot gear ratio 1 : r (Note: r < 1). The cnntrol 
scheme u~ed in this system is the so-called fccdforward control (strictly, computed­
torque control) methnd. Specifically, the motor torque T, that is required to accelerate 
or decelerate the load is computed using a suitable dynamic model and a desired mo­
tion trajectory for the manipulator, and the mntor windings are excited so as to gener­
ate that torque. A typical trajectory would consi~t of a constant angular acceleration 
segment followed by a constant angular velocity segment, and finally a constant decel­
eration segment, as ~hown in figure P2.30b . 
(a) Neglecting friction (particularly bearing friction) and inertia of the speed reducer, 

show that a dynamic model for torque computation during accelerating and decel­
erating segments of the motion trajectory would be 

T,. = (lm + r2 fe)Oe/r 

where Oe is the angular acceleration of the load, hereafter denoted by at. Show 
that the overall sy.stem can be modeled as a single inertia rotating at the motor 
speed. Using thi~ result, discuss the effect of gearing on a mechanical drive. 

(b) Given that r = 0.1, lm = 0.\ kg m\ Je = l.O kg m\ and ar = 5.0 rad/s2, esti­
mate the allowable error for these four quantities so that the combined error in the 
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Figure P2.30. (a) A single-degree­
of-freedom model of a mechanical 
manipulator. (b) A typical reference 
(desired) speed trajectory for 
computed-torque control. 

computed torque is limited to ± 1 percent and so that each of the four quantities 
contributes equally toward this error in computed Tm. Use the absolute value 
method for error combination. 

(c) Arrange the four quantities r, lm, le, and ae in the descending order of required 
accuracy for the numerical values given in the problem. 

(d) Suppose that lm = r 2 le. Discuss the effect of error in r on the error in Tm. 
2.31. A useful rating parameter for a mechanical tool is dexterity. Though not complete, an 

appropriate analytical definition for dexterity of a device is 

. number of degrees of freedom 
dextenty = . 

motion resolutiOn 

where the number of degrees of freedom is equal to the number of independent vari­
ables that is required to completely define an arbitrary position increment of the tool 
(i.e., for an arbitrary change in its kinematic configuration). 
(a) Explain the physical significance of dexterity and give an example of a device for 

which the specification of dexterity would be very important. 
(b) The power rating of a tool may be defined as the product of maximum force that 

can be applied by it in a controlled manner and the corresponding maximum 
speed. Discuss why the power rating of a manipulating device is usually related to 
the dexterity of the device. Sketch a typical curve of power versus dexterity. 

2.32. Resolution of a feedback sensor (or resolution of a response measurement used in feed­
back) has a direct effect on the accuracy that is achievable in a control system. This is 
true because the controller cannot correct a deviation of the response from the desired 
value (set point) unless the response sensor can detect that change. It follows that the 
resolution of a feedback sensor will govern the minimum (best) possible deviation band 
of system response under feedback control. An angular position servo uses a resolver 
as its feedback sensor. If peak-to-peak oscillations of the servo load under steady-state 
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conditions have to be limited to no more than two degrees, what is the worst tolerable 
resolution of the resolver? Note that, in practice, the feedback sensor should have a 
resolution better (smaller) than this worst value. 

2.33. An actuator (e.g., electric motor, hydraulic piston-cylinder) is used to drive a terminal 
device (e.g., gripper, hand, wrist with active remote center compliance) of a robotic 
manipulator. The terminal device functions as a force generator. A schematic diagram 

1---Fo...;r.:..ce~~ f(x) Figure P2.33. Block diagram for a 
terminal device of a robotic manipulator. 

for the system is shown in figure P2. 33. Show that the displacement error ex is related 
to the force error e1 through 

X df 
e! = ]" dx e, 

The actuator is known to be 100 percent accurate for practical purposes, but there is an 
initial position error 8x. (at x = X0 ). Obtain a suitable transfer relation.f(x) for the ter­
minal device so that the force error e1 remains constant throughout the dynamic range 
of the device. 

2.34. Consider, again, the mechanical tachometer shown in figure 2.10 (example 2. 3). Write 
expressions for sensitivy and b1:1ndwidth for the device. Using the example, show that 
the two performance ratings, sensitivity and bandwidth, generally conflict. Discuss 
ways to improve the sensitivity of this mechanical tachometer. 
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5 
Digital Transducers 

5.1 INTRODUCTION 

Any transducer that presents information as discrete samples and that does not intro­
duce a quantization error when the reading is represented in the digital form may be 
classified as a digital transducer. A digital processor plays the role of controller in a 
digital control system. This facilitates complex processing of measured signals and 
other known quantities in order to obtain control signals for the actuators that drive 
the plant of the control system. If the measured signals are in analog form, an 
analog-to-digital conversion (ADC) stage is necessary prior to digital processing. 
There are several other shortcomings of analog signals in comparison to digital sig­
nals, as outlined in chapter 1. These considerations help build a case in favor of di­
rect digital measuring devices for digital control systems. 

Digital measuring devices (or digital transducers, as they are commonly 
known) generate discrete output signals such as pulse trains or encoded data that can 
be directly read by a control processor. Nevertheless, the sensor stage of digital 
measuring devices is usually quite similar to that of their analog counterparts. There 
are digital measuring devices that incorporate microprocessors to perform numerical 
manipulations and conditioning locally and provide output signals in either digital or 
analog form. These measuring systems are particularly useful when the required 
variable is not directly measurable but could be computed using one or more mea­
sured outputs (e.g., power = force X .speed). Although a microprocessor is an inte­
gral part of the measuring device in this case, it performs not a measuring task but, 
rather, a conditioning task. For our purposes, we shall consider the two tasks sepa­
rately. 

The objective of this chapter is to study the operation and utilization of several 
types of direct digital transducers. Our discussion will be limited to motion transduc­
ers. Note, however, that by using a suitable auxiliary front-end sensor, other mea­
surands-such as force, torque, and pressure-may be converted into a motion and 
subsequently measured using a motion transducer. For example, altitude (or pres-
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sure) measurements in aircraft and aerospace applications are made using a pressure­
sensing front end, such as a bellows or diaphragm device, in conjunction with an op­
tical encoder to measure the resulting displacement. Motion, as manifested in 
physical systems, is typically continuous in time. Therefore, we cannot speak of dig­
ital motion sensors in general. Actually, it is the transd\Jcer stage that generates the 
discrete output signal in a digital motion measuring device. Commercially available 
direct digital transducers are not as numerous as analog sensors, but what is avail­
able has found extensive application. 

When the output of a digital trans~cer is a pulse signal, a counter is used ei­
ther to count the pulses or to count clock cycles over one pulse duration. The count 
is first represented as a digital word according to some code; then it is read by a data 
acquisition and control computer. If, on the other hand, the output of digital trans­
ducer is automatically available in a coded form (e.g., binary, hinary-coded deci­
mal, ASCII), it can be directly read by a computer. In the latter case, the coded sig­
nal is normally generated by a parallel set of pulse signals; the word depends on the 
pattern of the generated pulses. 

5.2 SHAFT ENCODERS 

Any transducer that generates a coded reading of a measurem\'nt can be termed an 
encoder. Shaft encoders are digital transducers that are used for measuring angular 
displacements and angular velocities. Applications of these devices include motion 
measurement in performance monitoring and control of robotic manipulators, ma­
chine tools, digital tape-transport mechanisms, servo plotters and printers, satellite 
mirror positioning systems, and rotating machinery such as motors, pumps, com­
pressors, turbines, and generators. High resolution (depending on the word size of 
the encoder output and the number of pulses per revolution of the encoder), high ac­
curacy (particularly due to noise immunity of digital signals and superior t.:onstruc­
tion), and relative ease of adaption in digital control systems (because transducer 
output is digital), with associated reduction in system cost and improvement of sys­
tem reliability, are some of the relative advantages of digital transducers over their 
analog counterparts. 

Encoder Types 

Shaft encnders can be classified into two t:ategories, depending on the nature and the 
method of interpretation of the tmnsducer output: (1) incremental encoders and (2) 
absolute encoders. The output of an incremental encoder is a pulse ~ignal that is gen­
erated when the transducer disk rotates as a result of the motion that is being mea­
sured. By counting the pulses or by timing the pulse width using a clock signal, both 
angular displacement and angular velocity can be determined. Displacement, how­
ever, is obtained with respect to some reference point on the disk, as indicated by a 
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reference pulse (index pulse) generated at that location on the disk. The index pulse 
count determines the number of full revolutions. 

An absolute encoder (or whole-word encoder) has many pulse tracks on its 
transducer disk. When the disk of an absolute encoder rotates, several pulse trains­
equal in number to the tracks on the disk-are generated simultaneously. At a given 
instant, the magnitude of each pulse signal will have one of two signal levels (i.e., a 
binary state), as determined by a level detector. This signal level corresponds to a 
binary digit (0 or l). Hence, the set of pulse trains gives an encoded binary number 
at any instant. The pulse windows on the tracks can be organized into some pattern 
(code) so that each of these binary numbers corresponds to the angular position of 
the encoder disk at the time when the particular binary number is detected. Further­
more, pulse voltage can be made compatible with some form of digital logic (e.g., 
transistor-to-transistor logic, or TTL). Consequently, the direct digital readout of an 
angular position is possible, thereby expediting digital data acquisition and process­
ing. Absolute encoders are commonly used to measure fractions of a revolution. 
However, complete revolutions can be measured using an additional track that gen­
erates an index pulse, as in the case of incremental encoder. 

The same signal generation (and pick-off) mechanism may be used in both 
types of transducers. Four techniques of transducer signal generation can be 
identified: 

1. Optical (photosensor) method 

2. Sliding contact (electrical conducting) method 
3. Magnetic saturation (reluctance) method 
4. Proximity sensor method 

For a given type of encoder (incremental or absolute), the method of signal interpre­
tation is identical for all four types of signal generation. Thus, we shall describe the 
principle of signal generation for all four mechanisms, but we will consider only the 
optical encoder in the context of signal interpretation and processing. 

The optical encoder uses an opaque disk (code disk) that has one or more circu­
lar tracks, with some arrangement of identical transparent windows (slits) in each 
track. A parallel beam of light (e.g., from a set of light-emitting diodes or a tungsten 
lamp) is projected to all tracks from one side of the disk. The transmitted light is 
picked off using a bank of photosensors on the other side of the disk that typically 
has one sensor for each track. This arrangement is shown in figure 5.la, which indi­
cates just one track and one pick-off sensor. The light sensor could be a silicon 
photodiode, a phototransistor, or a photovoltaic cell. Since the light from the source 
is interrupted by the opaque areas of the track, the output signal from the probe is a 
series of voltage pulses. This signal can be interpreted to obtain the angular position 
and angular velocity of the disk. Note that in the standard terminology, the sensor 
element of such a measuring device is the encoder disk that is coupled to the rotating 
object (directly or through a gear mechanism). The transducer stage is the conver­
sion of disk motion into the pulse signals. The opaque background of transparent 
windows (the window pattern) on an encoder disk is produced by contact printing 
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Figure S.l. (a) Schematic representation of an optical encoder. (b) Components 
of an incremental optical encoder (courtesy of Hewlett-Packard Conmpany). 
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techniques. The precision of this production procedure is a major tiJctor that deter­
mines the accuracy of optical encoders. Note that a transparent di~k with opaque 
spots will work equally well as the encoder di&k of an optical encoder. The code 
disk, housing, and signal/power cable of a commercially available incremental opti­
cal encoder are shown in figure 5.lb. 

In a sliding contact encoder, the transducer disk is made of an electrically insu­
lating material (see figure 5. 2). Circular tracks on the disk are formed by implanting 
a pattern of conducting areas. These conducting regions correspond to the transpar­
ent windows on an optical e.n,()der disk. All conducting areas are connected to a 
~ommon slip ring on the encoder shaft. A constant voltage v,.r is applied to the slip 
ring using a brush mechanism. A sliding contact such as a brush touches each track, 
and as the disk rotates, a voltage pulse signal is picked off by it (see figure 5.2). The 
pulse pattern depends on the conducting-nonconducting pattern on each tmck as 
well as the nature of rotation of the disk. The signal interpretation is done as it is for 
optical encoders. The advantages of sliding contact encoders include high sensitivity 
(depending on the supply voltage) and simplicity of construction (low cost). The dis­
advantages include the familiar drawbacks of contacting and commutating devices 
(e.g., friction, wear, brush bounce due to vibration, and signal glitches and metal 
oxidation due to electrical arcing). A transducer's accuracy is very much dependent 
upon the precision of the conducting patterns of the encoder disk. One method of 
generating the conducting pattern on the disk is electroplating. 

Magnetic encoders have high-strength magnetic areas imprinted on the en­
coder disk using techniques such as etching, stamping, or recording (similar to tape 
recording). These magnetic areas correspond to the transparent windows on an opti-

222 

Sliding 
Contact 
Brush 

Areas 

~VOL 
Output 
Signal_ 

Coda Disk 

Figure 5.2. Schematic representation of a sliding contact encoder. 
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cal encoder disk. The signal pick-oil device is a microtransformer that has primary 
and secondary windings on a circular ferromagnetic core. This pick-off sensor re­
sembles a core storage element in older mainframe computers. The encoder arrange­
ment is illustrated schematically in figure 5.3. A high-frequency (typically 100kHz) 
primary voltage induces a vnltage in the secondary winding of the sensing element 
at the same frequency, operating as a transformer. A magnetic Held of sufficient 
strength can saturate the core, however, thereby signilkantly increasing the reluc­
tance and dropping the induced voltage. By demodulating the induced voltage, a 
pulse signal is obtained. This signal can be interpreted in the usual manner. Note 
that a pulse peak corresponds to a nonmagnetic area and a pulse valley corresponds 
to a magnetic area on each track. Magnetic encoders have noncontacting pick-off 
sensors, which is an advantage. They are more costly than the contacting devices, 
however, primarily because of the cost of transformer elements and demodulating 
circuitry for generating the output signal. 

Proximity sensor encoders use a proximity sensor as the signal pick-off ele­
ment. Any type of proximity sensor may be used-for example, a magnetic induc­
tion probe or an eddy current probe, as discussed in chapter 3. In the magnetic in­
duction probe, for example, the disk is made of ferromagnetic material. The encoder 
tracks have raised spots of the same material (see ligure 5.4), serving a purpose 
analogous to that of the windows on an optical encoder disk. As a raised spot ap­
proaches the probe, the flux linkage increases as a result of the associated decrease 
in reluctance, thereby raising the induced voltage level. The output voltage is a 
pulse-modulated signal at the frequency of the supply (primary) voltage of the prox­
imity sensor. This is then demodulated, and the resulting pulse signal is interpreted. 
ln principle, this device operates like a conventional digital tachometer. If an eddy 
current probe is used, pulse areas in the track are plated with a conducting material. 
A flat plate may be used in this case, because the nonconducting areas on the disk do 
not generate eddy currents. 
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Figure 5.3. Schematic rcprc~entation of a magnetic encoder. 
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Fi~orure 5.4. Schematic representation of a proximity probe encoder, 

Note that an incremental encoder disk requires only one primary track that has 
equally spaced and identical window (pick-off) areas. The window area is equal to 
the area of the interwindow gap. Usually, a reference track that has just one window 
is also present in order to generate a pulse (known as the index pulse) to initiate 
puhe counting for angular position measurement and to detect complete revolutions. 
In contrast, absolute encoder disks have several rows of tracks, equal in number to 
the bit size of the output data word. Furthermore, the tmck windows are not equally 
spaced but are arranged in a specific pattern on each track so as to obtain a binary 
code (or a gray code) for the output data from the transducer. It follows that absolute 
encoders need at least as many signal pick-off sensors as there are tracks, whereas 
incremental encoders need one pick-off sensor to detect the magnitude of rotation 
and an additional sensor at a quarter-pitch separation (pitch = center-to-center dis­
tance between adjacent window~) to identify the direction of rotation. Some designs 
of incremental encoders have two identical tracks, one a quarter-pitch offset from 
the other, and the two pick-off sensors are placed ractially without offset. A pick-off 
sensor for receiving a reference pulse is also used in some designs of incremental en­
coders (three-tmck incremental encoders). 

In many control applications, encoders are built into the plant itself, rather 
than being externally fitted onto a rotating shaft. For instance, in a robot arm, the 
encoder might be an integral part of the joint motor and may be located within its 
housing. This reduces coupling errors (e.g., errors due to backlash, shaft flexibility, 
and resonances added by the transducer and fixtures), installation errors (e.g., ec­
centricity), and overall cost. 

Since the signal interpretation techniques are quite similar for the various types 
of encoder signal generation techniques, we shall limit further discussion to optical 
encoders. These are the predominantly employed types of shaft encoders in practical 
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applications. Signal interpretation depends on whether the particular optical encoder 
is an incremental device or an absolute device. 

5.3 INCREMENTAL OPTICAL ENCODERS 

There are two possible configumtions for an incremental encoder disk: (1) the offset 
sensor configuration and (2) the offset track configuration. The first conliguration is 
shown schematically in ligure 5. 5. The disk has a single circular track with identical 
and equally spaced transparent windows. The area of the opaque region between ad­
jacent windows is equal to the window area. TWo photodiode sensors (pick-offs 1 
and 2 in figure 5.5) are positioned facing the track a quarter-pitch (half the window 
length) apart. The ideal forms of their output signals (v1 and v2) after passing them 
through pulse-shaping circuitry are shown in figure 5.6a and 5.6b for the two direc­
tions of rotation. 

In the second configuration of incremental encoders, two identical tracks are 
used, one offset from the other by a quarter-pitch. In this case, one pick-off sensor 
is positioned iacing each track-on a radial line, without any circumferential off­
set-unlike the previous configuration. The output signals from the two sensors are 
the same as before, however (figure 5.6). 

In hoth configurations, an additional track with a lone window and associated 
sensor is also usually available. This track generates a reference pulse (index pulse) 
per revolution of the disk (see figure 5.6c). This pulse is used to initiate the counting 
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Figure 5.5. An incremental encoder disk (offset sensor conliguration). 
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operation. Furthermore, the index pulse count gives the number of complete revolu­
tions, which is required in absolute angular rotation measurements. Note that the 
pulse width and pulse-to-pulse period (encoder cycle) are constant in each sensor 
output when the disk rotates at constant angular velocity. When the disk accelerates, 
the pulse width decreases continuously; when the disk decelerates, the pulse width 
increases. 

Direction of Rotation 

The quarter-pitch offset in sensor location or track position is used to determine the 
direction of rotation of the disk. For example, figure 5.6a shows idealized sensor 
output~ (v, and v2) when the disk rotates in the clockwise direction; and figure 5.6b 
shows the sensor outputs when the disk rotates in the counterclnckwise direction. It 
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is clear from these two figures that in clockwise rotation, v1 lags V2 by a quarter of a 
cycle (i.e., a phase lag of 90°); and in counterclockwise rotation, v, leads llz by a 
quarter of a cycle. Hence, the direction of rotation is obtained by determining the 
phase difference of the two output signals, using phase-detection circuitry. 

One method for determining the phase difference is to time the pulses using a 
high-frequency clock sign<IL For example, if the counting (timing) operation is ini­
tiated when the v1 signal begins to rise, and if n1 = number of clock cycles (time) 
until V2 begins to rise and n2 = number of clock cycles until v 1 begins to rise again, 
then n, > n2 - n1 corresponds to clockwise rotation and n1 < n2 - n1 corresponds 
to counterclockwise rotation. This should be clear from figures 5.6a and 5.6b. 

Construction Features 

The actual internal hardware of commercial encoders is not as simple as what is sug­
gested by figure 5.5. (see figure 5.lb). A more detailed schematic diagram of the 
signal generation mechanism of an optical incremental encoder is shown in figure 
5.7. The light generated by the light-emitting diode (LED) is collimated (forming 
parallel rays) using a lens. This pencil of parallel light passes through a window of 
the rotating code disk. The grating (masking) disk is stationary and has a track of 
windows identical to that in the code disk. A significant amount of light passes 
through the grating window only if it is aligned with a window of the code disk. Be­
cause of the presence of the grating disk, more than one window of the code disk 
may he illuminated by the same LED, thereby improving the intensity of light re­
ceived by the photo~ensor but not introducing any error caused by the diameter of 
the pencil of light heing larger than the window length. When the windows of the 
code disk fdce the opaque areas of the grating disk, virtually no light is received by 
the photosemor. Hence, as the code disk moves, alternating light and dark spots (a 
moire pattern) are seen by the photosensor. Note that the grating disk helps increase 
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Figure 5. 7. Inlernal hardware of an optical incremenlal encoder (for a single output pulse 
signal). 
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the output signal level significantly. But the supply voltage fluctuations also directly 
influence the light level received by the photosensor. If the sensitivity of the photo­
sensor is not high enough, a low light level might be interpreted as no light, which 
would result in measurement error. Such errors due to instabilities and changes in 
the supply voltage can be eliminated by using two photosensors, one placed half a 
pitch away from the other along the window track. This arrangement should not be 
confused with the quarter-of-a-pitch offset arrangement that is required for direction 
detection. This arrangement is for contrast detection. The sensor facing the opaque 
region of the masking disk will always read a low signal. The other sensor will read 
either a high signal or a low signal, depending on whether it fuces a window or an 
opaque region of the code disk. The two signals from these two sensors are am­
plified separately and fed into a differential amplifier. If the output is high, we have a 
pulse. In this manner, a stable and accurate output pulse signal can be obtained even 
under unstable voltage supply conditions. The signal amplifiers are integrated circuit 
devices and are housed within the encoder itself. Additional pulse-shaping circuitry 
may also be present. The power supply has to be provided separately as an external 
component. The voltage level and pulse width of the output pulse signal are logic­
compatible (e.g., transistor-to-transistor logic, or TTL) so that they may be read di­
rectly using a digital board. The schematic diagram in figure 5. 7 shows the genera­
tion of only one (v1) of the two quadrature pulse signals. The other pulse signal (Vz) 
is generated using identical hardware but at a quarter of a pitch offset. The index 
pulse (reference pulse) signal is also generated in a similar manner. The cable of the 
encoder (usually a ribbon cable) has a multipin connector (see figure S.lh). Three of 
the pins provide the three output pulse signals. Another pin carries the DC supply 
voltage (typically 5 V) from the power supply into the encoder. Note that the only 
moving part in the system shown in figure 5.7 is the code disk. 

Displacement and Velocity Computation 

A digital processor computes angular displacements and velocities using the digital 
data read into it from encoders, alung with other pertinent parameters. To compute 
the angular position 8, suppose that the maximum count possible isM pulses and the 
range of the encoder is :!:8m•x· Then the angle corresponding to a count of n pulses is 

Note that if the data size is r bits, allowing for a sign bit, 

M = 2r-1 

where zero count i~ also included. Strictly speaking, 

M = 2'- 1 - i 

(5.1) 

(5.2) 

if zero count is not included. Note that if flmax is 27r and Om;n = 0, for example, then 
Bm•• and Omin will correspund to the same positiun of the code disk. To avoid this 
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Then equation 5.2 leads to the conventional definition for digital resolution: 

(Omax - Clmin) 
(2r-1 _ I) 

Two methods are available for determining velocities using an incremental en­
coder: (1) the pulse-counting method and (2) the pulse-timing methnd. In the first 
method, the pulse count over the sampling period of the digital processor is mea­
sured and is used to calculate the angular velocity. For a given sampling period, 
there is a lower speed limit below which this method is not very accurate. In the sec­
ond method, the time for one encoder cycle is measured using a high-frequency 
clock signal. This method is particularly suitable for measuring low speeds accu­
rately. 

To compute the angular velocity w using the first method, suppose that the 
count during a sampling period Tis n pulses. Hence, the average time for one pulse 
is T /n. If there are N windows on the disk, the average time for one revolution is 
NT/n. Hence, 

21Tn 
w=--

NT 
(5.3) 

For the second method of velocity computation, suppose that the clock fre­
quency isjHz. If m cycles nf the clock signal are counted during an encoder period 
(interval between two adjacent windows), the time for that encoder cycle (i.e., the 
time to rntate through one encoder pitch) is given by m/ f. With a total of N win­
dows on the track, the average time for one revolution of the disk is Nmjf. Hence, 

21'1'/ 
w=-

Nm 
(5.4) 

Note that a single incremental encoder can serve as both position sensor and 
speed sensor. Hence, a position loop and a speed loop in a control system can be 
closed using a single encoder, without having to use a conventional (analog) speed 
sensor such as a tachometer. The speed resolution of the encoder (depending on the 
methnd of speed computation-pulse counting or pulse timing) can be chosen to 
meet the accuracy requirements for the speed control loop. A further advantage of 
using an encoder rather than a conventional (analog) motion sensor is that an 
analog-to-digital converter (ADC) would be unnecessary. For example, the pulses 
generated by the encoder could be u~ed as interrupts for the control computer. 
These interrupts are then directly counted (by an up/down counter or indexer) and 
timed (by a clock) within the control computer, thereby providing position and 
speed readings. Another way of interfdcing an encoder to the control computer 
(without the need fnr an ADC) will be explained next. 
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Data Acquisition Hardware 

A method for interfacing an incremental encoder to a digital processor (digital con­
troller) is shown schematically in figure 5.8. The pulse signals are fed into an up/ 
down counter that has circuitry to detect pulses (for example, by rising-edge detec­
tion or by level detection) and logic circuitry to determine the direction and to code 
the count. A pulse in one direction (say, clockwise will increment the count by one 
(an upcount), and a pulse in the opposite direction will decrement the count by one 
(a downcount). The coded count may be directly read by the processor through its 
input/output (1/0) board without the need for an ADC. The count is transferred to a 
latch buffer so that the measurement is read from the buffer rather than from the 
counter itself. This arrangement provides an efficient means of data acquisition be­
cause the counting process can continue without interruption while the count is be­
ing read by the processor from the latch buffer. The processor identifies various 
components in the measurement system using addresses, and this information is 
communicated to the individual components through the address bus. The start, 
end, and nature of an action (e.g., data read, clear the counter, clear the buffer) are 
communicated to various devices by the processor through the control bus. The pro­
cessor can command an action to a component in one direction of the bus, and the 
component can respond with a message (e.g., job completed) in the opposite direc­
tion. The data (e.g., the count) are transmitted through the data bus. While the pro­
cessor reads (samples) data from the buffer, the control signals guarantee that no 
data are transferred to that buffer from the counter. It is clear that the data acquisi­
tion consists of handshake operations between the processor and the auxiliary com­
ponents. More than one encoder may be addressed, controlled, and read by the 

Address Bus 

Control Bus 

Data Bus 

230 

II 
II II 

Analog 
Reading 

II 
II II 
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Digital Control 
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Figure 5.8. A data acquisition system for an incremental encoder. 
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same three buses. The buses are typically multicore cables carrying signals in paral­
lel logic. Slower communication in serial logic is also common. 

In measuring position using an incremental encoder, the counter may be con­
tinuously monitored through a digital-to-analog converter (DAC in figure 5.8). 
However, the count is read by the processor only at every sampling instant. Since a 
cumulative count is required in displacement measurement, the butfer is not cleared 
once the count is read in by the processor. 

For velocity measurement by the pulse-counting method, the buffer is read at 
interval~ ofT, which is also the counting-cycle time. The counter is cleared every 
time a count is transferred to the buffer, so that a new cnunt can begin. With this 
method, a new reading is available at every sampling period. 

In the pulse-timing method of velocity computation, the counter is actually a 
timer. The encoder cycle is timed using a clock (internal or external), and the count 
is passed on to the buffer. The counter is then cleared and the next timing cycle is 
started. The buffer is read by the processor periodically. With this method, a new 
reading is available at every encoder cycle. Note that under transient velocities, the 
encoder-cycle time is variable and is not directly related to the sampling period. 
Nevertheless, it is desirable to make the sampling period smaller than the encoder­
cycle time, in general, so that no count is missed by the processor. 

More efficient use of the digital processor may be achieved by using an inter­
rupt routine. With this method, the counter (or buffer) sends an interrupt request to 
the processor when a new count is ready. The processor then temporarily suspends 
the current operation and reads in the new data. Note that the processor does not 
continuously wait for a reading in this case. 

Displacement Resolution 

The resolution of an encoder represents the smallest change in measurement that can 
be measured realistically. Since an encoder can be used to measure both displace­
ment and velocity, we can identify a resolution for each case. Displacement resolu­
tion is governed by the number of windows N in the code disk and the digital size 
(number of bits) r of the butler (counter output). The physical resolution is deter­
mined hy N. If only one pulse signal is used (i.e., no direction sensing), and if the 
rising edges of the pulses are detected (i.e., full cycles of the encoder are counted), 
the physical resolution is given by (360/ Nt. But if both pulse signals (quadrature 
signals) are available and the capability to detect rising and falling edges of a pulse is 
also present, four counts can be made per encoder cycle, thereby improving the res­
olution by a factor of four. Hence,. the physical resolution is given by 

/:1(} = 360° 
p 4N (5.5) 

To understand this, note in figure 5.6a (or figure 5.6b) that when the two sig­
nals v, and v2 are added, the resulting signal has a transition at every quarter of the 
encoder cycle. This is illustrated in figure 5.9. By detecting each transition (through 
edge detection or level detection), four pulses can be counted within every main cy-
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Figure 5.9. Quadrature signal addition to improve physical resolution. 

de. It should be mentioned that each signal (v1 or v2) separately has a resolution of 
half a pitch, provided that transition.~ (rising edges and falling edges) are detected 
and counted instead of pulses being counted. Accordingly a disk with 10,000 win­
dows has a resolution of0.018o if only one pulse signal is used (and both transition~, 
rise and fall, are detected). When both signals (with a phase shift of a quarter of a 
cycle) are used, the resolution improves to 0.009°. This resolution is achieved di­
rectly from the mechanics of the transducer; no interpolation is involved. It assumes, 
however, that the pulses are nearly ideal and, in particular, that the transitions are 
perfect. In practice, this cannot be achieved if the pulse signals are noisy; pulse 
shaping might be necessary. 

Assuming that the maximum angle measured is 360° (or ± 180°), the digital 
resolution is given by (see equations 5. 1 and 5.2) 

(5.6) 

This should be clear, because a digital word containing r bits can represent 2' differ­
ent values (unsigned). As mentioned earlier, we have used 360° /2' instead of 360° I 
(2' - 1) in equation 5.6 for digital resolution, and this is further supported by the 
fact that 0° and 360° represent the same position of the code disk. An ambiguity 
does not arise if we take the minimum value of 8 to be 360°/2', not zero. Then, by 
definition, the digital resolution is given by 

(360° - 360°/2'') 
(2' - l) 

This result is exactly the same as what is given by equation 5.6. 
The larger of the two resolutions in equations 5.5. and 5.6 governs the dis­

placement resolution of the encoder. 

Example 5.1 

232 

For an ideal design of an incremental encoder, obtain an equation relating the parame­
ters d, w, and r, where 

d = diameter of encoder disk 
w = number of windows per unit diameter of disk 
r = word size (bits) of angle measurements 
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Assume that quadrature signals arc available. If r = 12 and w = I ,000/in., determine 
a suitable disk diameter. 

Solution In this problem, we arc required to assign a word size for the resolution 
available from the number of windows. The pusition resolution by physical constraint 
(as~uming that quadrature signals arc available) is 

C. = I(360)0 

Ov 4 wd 

The resolution available from the digital word size of the buffer is 

(360)0 

Mt= 2: 

Note that C.Op = C.Oa provides an ideal design. Hence, 

1 360 360 

4 wd 2' 

Simplifying, we have 

with r = 12 and w = 1 ,000/in., 

( 212-2) . . 
d = -- m. = 1.024 m. 

1,000 

The physical resolution of an encoder can be improved by using step-up gear­
ing so that one rotation of the moving object that is being monitored corresponds to 
several rotations of the code disk of the encoder. This improvement is directly pro­
portional to the gear ratio. Backlash in the gearing mechanism introduces a new er­
ror, however. For best results, thi$ backlash error should be several times smaller 
than the resolution with no backlash. Note that the digital resolution is not improved 
by gearing, because the maximum angle of rotation of the moving object (say, 360°) 
still corresponds to the buffer size, and the change in the least significant bit (LSB) 
of the buffer corresponds to the same change in the angle of rotation of the moving 
object. In fact, the overall displacement resolution can be harmed in this case if ex­
cessive backlash is present. 

Example 5.2 

By using high-precision techniqu(:.s to imprint window tracks on the code disk, it is pos­
sible to attain the window density of 1,000 windows/in. of diameter. Consider a 3,000-
window disk. Suppose that step-up gearing is used to improve resolution and the gear 
ratio is lO. If the word size of the output buffer is 16 bits, examine the displacement 
resolution of this device. 

Solution First consider the case in which gearing is not present. With quadrature sig­
nals, the physical resolution is 

Sec. 5.3 

Mr = 360o = 0.03o 
4 X 3,000 
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Now, for a range of measurement given by ± 180°, a 16-bit output provides a digital 
resolution of 

Hence, in the absence of gearing, the overall displacement resolution is 0.03°. On the 
other hand, with a gear ratio of 10, and neglecting gear backlash, the physical resolu­
tion improves to 0.003°, but the digital resolution remains unchanged at best. Hence, 
the overall displacement resolution has improved to 0.005° as a result of gearing. 

In summary, the displacement resolution of an incremental encoder depends 
on the following factors: 

1. Number of windows on the code track (or disk diameter) 

2. Gear ratio 
3. Word size of the measurement buffer 

The angular resolution of an encoder can be further improved, through inter­
polation, by adding equally spaced pulses in between every pair of pulses generated 
by the encoder circuit. These auxiliary pulses are not true measurements, and they 
can be interpreted as a linear interpolation scheme between true pulses. One method 
of accomplishing this interpolation is by using the two pick-off signals that are gen­
erated by the encoder (quadrature signals). These signals are nearly sinusoidal prior 
to shaping (say, by level detection). They can be filtered to obtain two sine signals 
that are 90° out of phase (i.e., a sine signal and a cosine signal). By weighted combi­
nation of these two signals, a series of sine signals can be generated such that each 
signal lags the preceding signal by any integer fraction of 360°. By level detection or 
edge detection (rising and falling edges), these sine signals can be converted into 
square wave signals. Then, by logical combination of the square waves, an integer 
number of pulses can be generated within each encoder cycle. These are the interpo­
lation pulses that are added to improve the encoder resolution. In practice, about 
twenty interpolation pulses can be added between adjacent main pulses by this 
method. 

Velocity Resolution 

An incremental encoder is also a velocity-measuring device. The velocity resolution 
of an incremental encoder depends on the method that is employed to determine ve­
locity. Since the pulse-counting method and the pulse-timing method are both based 
on counting, the resolution corresponds to the change in angular velocity that results 
from changing (incrementing or decrementing) the count by one. If the pulse-count­
ing method is employed, it is clear from equation 5.3 that a unity change in the 
count n corresponds to a speed change of 

(5.7) 
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where N is the number of windows in the code track and Tis the sampling period. 
Equation 5. 7 gives the velocity resolution by this method. Note that this resolution is 
independent of the angular velocity itself. The resolution improves, however, with 
the number of windows and the sampling period. But under transient conditions, the 
accuracy of a velocity reading decreases with increasing T (the sampling frequency 
has to be at least double the highe~t frequency of interest in the velocity signal) . 
Hence, the sampling period ~hould not be increased indiscriminately. 

If the pulse-timing method is employed, the velocity resolution is given by (see 
equation 5.4) 

/j,w, = 2Trf _ 2rrf 
Nm N(m + J) 

2rrf 
Nm(m + l) 

(5.8) 

where f is the clock frequency. For large m, (m + l) can be approximated by m. 
Then, by substituting equation 5.4 in 5.8, we get 

Nw 2 

Aw, = 27rf (5.9) 

Note that in this case, the resolution degrades quadratically with speed. This obser­
vation confirms the previnus suggestion that the pul.~e-timing method is appropriate 
for low speeds. For a given speed, the resolution degrades with increasing N. The 
resolution can be improved, however, by increasing the clock frequency. Gearing up 
has a detrimental effect on the speed resolution in the pulse-timing method, but it 
has a f,lVorable effect in the pulse-cnunting method (see problem 5. 6). In summary, 
the speed resolution of an incremental encoder depends on the following factors: 

1. Number of windows N 
2. Sampling period T 
3. Clock frequency f 
4. Speed w 
S. Gear ratio 

5.4 ABSOLUTE OPTICAL ENCODERS 

Absolute encoders directly generate coded data to represent angular positions using a 
series of pulse signals. No pulse counting is involved in this case. A simplified c.ode 
pattern on an absolute encoder disk that utilizes the direct binary code is shown in 
figure 5.10a. The number of tracks (n) in this case is 4, but in practice n is on the 
order of 14. The disk is divided into 2n sectors. Each partitioned area of the matrix 
thus formed corresponds to a hit of data. For example, a transparent area may corre­
spond to binary 1 and an opaque area to binary 0. Each track has a pick-off sensor 
similar to those used in incremental encoders. The set of n pick-off sensors is ar­
ranged on a radial line and facing the tracks on one side of the disk. A light source 
(e.g., light-emitting diode or LED) illuminates the other side of the disk. As the disk 
rotates, the bank of pick-off sensors generates a set of pulse signals. At a given in-
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Figure 5.10. Schematic diagram of an 
absolute encoder disk pattern: (a) binary 
code; (b) gray code. 

stant, the combination of signal levels will provide a coded data word that uniquely 
determines the position of the disk at that time, with a resolution given by the sector 
angle. In figure 5.10a, the word size of the data is 4 bits. This can represent decimal 
numbers from 0 to 15, as given by the sixteen sectors of the disk. In each sector, the 
outermost element is the least significant bit (LSB) and the innermost element is the 
most significant bit (MSB). The direct binary representation of the disk sectors (po· 
sition) is given in table 5.1. The angular resolution for this simplified example is 
(360/24t, or 22.5°. If n = 14, the angular resolution improves to (360/214

)
0

, or 
0.022°. 
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TABLE 5.1 SECTOR CODING FOR THE 
ABSOLUTE ENCODER EXAMPLE 

Sector Straight binary code 
number (MSB--> LSB) Gray code 

0 0 0 0 0 0 1 I l 

1 0 0 0 1 0 1 1 0 

2 0 0 1 0 0 I 0 0 

3 0 0 1 1 0 I 0 1 

4 0 I 0 0 0001 

5 0 I 0 I 0 0 0 0 
6 0 I 1 0 0 0 I 0 
7 0 I 1 I 0 0 I 1 
8 I 0 0 0 1 0 I 1 

9 1 0 0 I I 0 1 0 

10 I 0 1 0 1 0 0 0 

II I 0 I 1 1 0 0 J 

12 I I 0 0 I 1 0 I 

13 I 1 0 I 1 0 0 
14 1 0 I 0 

15 I 1 1 I 1 I 1 

Gray Coding 

There is a data interpretation problem associated with the straight binary code in ab­
solute encoders. Notice in table 5. 1 that in stmight binary, the transition from one 
sector to the adjacent sector may need more than one switching of bits of the binary 
data. For example, the transition from 0011 to 0100 or from 1011 to 1100 requires 
three bit switchings, and the transition from 0111 to 1000 or from 1111 to 0000 re­
quires four bit switchings. If the pick-off sensors are not properly aligned along a ra­
dius of the encoder disk, or if excessive manufucturing error tolemnces were allowed 
in imprinting the code pattern on the disk, or if environmental effects have resulted 
in large irregularities in the sector matrix, then bit switching will not take place 
simultaneously. This results in ambiguous readings during the transition period. For 
example, in changing from 0011 to 0100, if the LSB switches first, the reading be­
comes 0010. In decimal form, this incorrectly indicates that the rotation was from 
angle 3 to angle 2, whereas, it wa~ actually a rotation from angle 3 to angle 4. Such 
ambiguities can be avoided by using a gray code, as shown in figure 5.1 Ob for this 
example. The coded representation of the sectors is given in table 5.1. Note that in 
this case, each adjacent transition involves only one bit switching. A disadvantage of 
utilizing a gray code is that it requires additional logic to convert the gray-coded 
number to the corresponding binary number. 

As with incremental encoders, the resolution of an absolute encoder can be 
improved by interpolation using auxiliary pulses. This requires an interpolation 
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track and two pick-off sensors placed a quarter-pitch apart. This is equivalent to hav­
ing an incremental encoder and an absolute encoder in the same unit. The resolutiun 
is limited by the word size of the output data. Step-up gear mechanisms can also be 
employed to improve encoder resolution. 

Absolute encoders can be used for angular velocity measurement as well. For 
this, either the pulse-timing method or the angle-measurement method may be used. 
With the first method, the interval between two consecutive readings is strobed (or 
timed) using a high-frequency strobe (clo;,;;k) signal, as in the case of an incremental 
encoder. Typical strobing frequency is 1 MHz. The start and stop of strobing are 
triggered by the coded data from the encoder. The clock cycles are counted by a 
counter, as in the case of an incremental encoder, and the count is reset (cleared) af­
ter each counting cycle. The angular speed can be computed using these data, as 
shown earlier for an incremental encoder. With the second method, the change in 
angle is measured from one sample to the next, and the angular speed is computed as 
the ratio (angle change)/(sampling period). 

Because the code matrix on the disk is more complex in an absolute encoder, 
and because more light ~ensors are required, an absolute encoder can be nearly twice 
as expensive as an incremental encoder. An absolute encoder does not require digi­
tal counters and buffers, however, unless data interpolation is done using an auxil­
iary track or pulse-timing is used for velocity calculation. Also, an absolute encoder 
has the advantage that if a reading is missed, it will not affect the next reading, 
whereas, a missed pulse in an incremental encoder would carry an error to the sub­
sequent readings until the counter is cleared. Furthermore, incremental encoders 
have to be powered throughout operation of the system. Thus, a power failure can 
introduce an error unless the reading is reinitializcd (calibrated). An absolute en­
coder must be powered and monitored only when a reading is taken. 

5.5 ENCODER ERROR 

Errors in shaft encoder readings can come from several factors. The primary sources 
of these errors are as follows: 

1. Quantization error (due to digital word size limitations) 

2. Assembly error (eccentricity, etc.)~. 
3. Coupling error (gear backlash, belt slippage, loo~e fit, etc.) 

4. Structural limitations (disk deformation and shaft deformation due to loading) 
5. Manufacturing tolerances (errors from inaccurately imprinted code patterns, 

inexact positioning of the pick-off sensors, limitations and irregularities in sig­
nal generation and sensing components, etc.) 

6. Ambient effects (vibration, temperature, light noise, humidity, dirt, smoke, 
etc.) 

These factors can result in erroneous displacement and velocity readings and inexact 
direction detection. 
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One form of error in an encoder reading is the hysteresis. For a given position 
of the moving object, if the encoder reading depends on the direction of motion, the 
measurement has a hysteresis error. In that case, if the object rotates from position A 
to position B and back to position A, for example, the initial and the final readings of 
the encoder will not match. The causes of hysteresis include backlash in gear cou­
plings, loose fits, mechanical deformCJtion in the code disk and shaft, delays in elec­
tronic circuitry (electrical time constants), and noisy pulse signals that make the de­
tection of pulses (say, by level detection or edge detection) Jess accurate. 

The raw pulse signal from an optical encoder is somewhat irregular, primarily 
because of noise in the signal generation circuitry, including the noise created by 
imperfect light sources and photosensors. Noisy pulses have imperfect edges. As a 
result, pulse detection tlrrough edge detection can result in errors such as multiple 
triggering for the same edge of a pulse. This can be avoided by including a Schmitt 
trigger (a logic circuit with electronic hysteresis) in the edge-detection circuit, so 
that slight irregularities in the pulse edges will not cCJuse erroneous triggering, pro­
vided that the noise level is within the hysteresis band of the trigger. A disadvantage 
of this method, however, is thCJt hysteresis will be present even when the encoder it­
self is perfect. Virtually noise-free pulses can be generated if two photosensors are 
used to detect adjacent transparent and opaque areas on a track simultaneously and a 
separate circuit (a comparator) is used to create a pulse that depends on the sign of 
the voltage diiTerence of the two sensor signals. (We described thi~ method earlier. 
A schematic diagram of this arrangement is given in figure 5.7.) 

Eccentricity Error 

Eccentricity (denoted by e) of an encoder is defined as the distance between the cen­
ter of rotCJtion C of the code disk and the geometric center G of the circular code 
track. Nonzero eccentricity causes a measurement error known as the eccentricity 
error. The primary contributions to eccentricity are 

1. Shaft eccentricity (e,) 
2. Assembly eccentricity (e,) 

3. Track ecoontridty (e,) 
4. Radial play (ep) 

Shaft eccentricity results if the rotating shaft on which the code disk is 
mouoted is imperfect, ~o thCJt its axis of rotation does not coincide with its geomet­
ric axis. Assembly eccentricity is caused if the code disk is improperly mounted on 
the shaft, so that the center of the code disk dnes not fall on the shaft axis. Track 
eccentricity comes from irregularities in the code track imprinting process, so thCJt 
the center of the track circle does not coim::ide with the nominal geometric center of 
the disk. Radial play is caused by any looseness in the assembly in the radial direc­
tion. All four of these parameters are random variables that have mean values /ks, 
!J.u, /k1, and fLr, respectively, and standard deviations a,, a,, a, and ap, respectively. 
A very conservative upper bound for the mean value of the overall eccentricity is 
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given by the sum of the individual mean values, each value being considered posi­
tive. A more reasonable estimate is provided by the root-mean-square (rms) value, 
as given by 

(5.10) 

Furthermore, assuming that the individual eccentricities are independent random 
variables, the standard deviation of the overall eccentricity is given by 

O" = V IT~ + cr~ + cri + cr~ (5. II) 

Knowing the mean value p, and the standard deviation cr of the overall eccentricity, 
it is possible to obtain a reasonable estimate for the maximum eccentricity that can 
occur. It is reasonable to assume that the eccentricity has a Gaussian (or normal) 
distribution, as shown in figure 5.11. The probability that the eccentricity lies be­
tween two given values is obtained by the area under the probability density curve 
within these two values (points) on the x-axis (also see chapter 2). In particular, for 
the normal distribution, the probability that the eccentricity lies within J.L - 2cr and 
p, + 2cr is 95.5 percent, and the probability that the eccentricity falls within 
f.L- 3crand J.L + 3cr is 99.7 percent. We can say, for example, that at a confidence 
level of 99.7 percent, the net eccentricity will not exceed J.L + 30". 

Example 5.3 

240 

The mean values and the standard deviations of the four primary contributions to ec­
centricity in a shaft encoder are as follows (in millimeters): 

Shaft eccentricity = (O.l, 0.01) 

Assembly eccentricity = (0.2, 0.05) 
Track eccentricity = (0.05, 0.001) 

Radial play = (0.1, 0.02) 

p.- 3a fl- 2" 

Probability 
Density 

fl+2cJ.l+3a 

1..---.--·~ .. ··95.5%···~-~----~ 

f-+-------99.7% -----*'"! 

Variable x 
value 

Figure 5.11. Gaussian (normal) probability density function. 
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Estimate the overall eccentricity at a confidence level of 96 percent. 

Solution The mean value of the overall eccentricity may be estimated as the rms 
value of the individual means; thus, frnm equation 5. 10, 

p.. = VO.I 2 + 0.22 + o.o:F + 0.11 = 0.25 mm 

Using equation 5.11, the standard deviation of the overall eccentricity is estimated as 

a= YO.Ol 2 + 0.052 + 0.001 2 + 0.022 = 0.055 mm 

Now, assuming Gaussian distribution, an estimate for the overall eccentricity at a 
confidence level of 96 percent is given by 

e = 0.25 + 2 x 0.055 = 0.36 nun 

Once the overall eccentricity is estimated in the foregoing manner, the corre­
sponding measurement error can be determined. Suppose that the true angle of rota­
tion is 0 and the corresponding measurement is (),. The eccentricity error is given 
by 

(5 .12) 

The maximum error can be shown to exist when the line of eccentricity (CG) is 
~;ymmetrically located within the angle of rotation, as shown in figure 5. 12. For this 
configuration, the sine rule fnr triangles gives 

sin (M/2) = sin (fJ/2) 
e r 

where r denotes the code track radius, which can be taken as the disk radius for most 
practical purposes. Hence, the eccentricity error is given by 

c 

Sec. 5.5 Encoder Error 

il.(J = 2 sin- 1 (;sin~) (5.13) 

Figure 5.12. Nomenclature for 
eccentricity error (C = center of 
rotation, G = geometric center of the 
code track). 
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Example 5.4 

Show analytically that the eccentricity error of an encoder disk does not enter measure. 
ments of complete revolutions of the disk. 

Solution It is intuitively clear that the eccentricity error should not enter measure­
ments of complete revolutions, and this can be shown analytically by using equation 
5.13.ln this case, 0 = 2'71". Accordingly, !!.8 = 0. For multiple revolutions, the cccen­
tricit y error is periodic with period 2'71". 

For small angles, the sine of an angle is approximately equal to the angle itself, 
in radians. Hence, for small !::.{), the eccentricity error may be expressed as 

2e e 
MJ = -;sin 2 (5. 14) 

Furthermore, for small angles of rotation, the fractional eccentricity error is given 
by 

tlB e 
-~-

(J r 
(5 .15) 

which is, in fuct, the worst fractional error. As the angle of rotation increases, the 
fractional error decreases (as shown in figure 5.13), reaching the zero value for a 
full revolution. From the point of view of gross error, the worst value occurs when 
8 -= 7r, which corresponds to half a revolution. from equation 5.13, it is clear that 
the maximum gross error due to eccentricity is given by 

All _ 2 · -r e 
LlVnla'X ~ Sl n ~ 

r 
(5.16) 

If this value is less than half the resolution of the encoder, the eccentricity error be­
comes inconsequential. For all practical purposes, since e is much less than r, we 
may tJse the following expre~sion for the maximum eccentricity error: 

242 

Normalized Fractional 
Eccentricity Error 

(18/!!.. 
8 f 

0 

2e 
1::./:Jwax = -

r 

2rr Angle of Rotation 
9 (Radians) 

Figure 5.13. Fractional eccentricity errur variation with the angle of rotatiun. 
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Example 5.5 

Suppose that in example 5.3, the radius of the code disk is 5 em. Estimate the maxi­
mum error due to eccentricity. If each track has 1,000 windows, determine whether the 
eccentricity error is significant. 

Sulution With the given level of confidence, we have calculated the overall eccen­
tricity to be 0.36 mm. Now, from equation 5.16 or 5.17, the maximum angular error is 

2 X 0.36 o 
110,.,,. = 

50 
= 0.014 rad = 0.83 

Assuming that quadrature signals arc used to improve the encoder resolution, we have 

I 
. 360° 0 

reso utmn = = 0. 09 
4 X 1,000 

Note that the maximum error due to eccentricity is more than ten times the encoder 
resolution. Hence, eccentricity will significantly affect the accuracy of the encoder. 

Eccentricity also atfects the phase angle between the quadrature ~ignals of an 
incremental encoder if a single track and two pick-off sensors (with circumferential 
off~et) are used. This error can be reduced using the two-track arrangement, with 
the two sensors positioned along a radial line, so that eccentricity atl'ects the two 
outputs equally . 

5.6 DIGITAL RESOLVERS 

Digital resolvers, or mutual induction encoders, operate ~omewhat like analog re­
solvers, using the principle of mutual induction. They are known commercially as 
Inductosyns (Ferrand Contrnls, Valhalla, N.Y.). A digital resolver has two disks fac­
ing each other (but not touching), one (the stator) ~tationary and the other (the rotor) 
coupled to the rotating object. The rotor has a fine electric conductor foil imprinted 
on it, as shown schematically in figure 5.14. The printed pattern is a closely spaced 
set of radial pulses, all of which are connected to a high-frequency AC supply of 
voltage Vrcf· The stator disk has two separate printed patterns that are identical to the 
rntor pattern, but one pattern on the stator is shifted by a quarter-pitch from the 
other pattern. The primary voltage in the rotor circuit induces voltage!i in the two 
secondary (stator) foils at the same frequency. As the rotor turns, the Level of the in­
duced voltage changes, depending on the relative position of the foil patterns on the 
two disks. When the foil pulse patterns coincide, the induced voltage is maximum 
(positive or negative), and when the rntor foil pattern has a half-pitch offset from the 
stator foil pattern, the induced voltage in adjacent parts cancel each other, producing 
a zero output. If the speed of rotation is constant, the output voltages c 1 and V2 in the 
two foils of the stator become signals that have a carrier frequency (supply fre­
quency) component modulated by periodic and nearly sinusoidal signals with a 
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Figure 5.14. Schematic diagram of a digital resolver. 

phase shift of 90°. The modulation signals can be extracted by demodulation and 
converted into pulse signals. When the speed is not constant, pulse width will vary 
with time. As in the case of an incremental encoder, angular displacement and an­
gular velocity are determined by counting or timing the pulses. The direction of ro­
tation is determined by the phase difference in the two modulating output signals. (In 
one direction, the phase shift is 90°; in the other direction, it is -90° .) Very fine res­
olutions are obtainable from a digital resolver; it is usually not necessary to use step· 
up gear systems or other techniques to improve resolution. Resolutions up to 0.0005° 
can be obtained from these transducers, but they are usually more expensive than 
optical encoders. 

5.7 DIGITAL TACHOMETERS 

Since shaft encoders are also used for measuring angular velocities, they can be con­
sidered tachometers. In classic terminology, a digital tachometer is a device that em­
ploys a toothed wheel to measure angular velocities. A schematic diagram of one 
such device is shown in figure 5.15. This is a magnetic induction tachometer of the 
variable-reluctance type. The teeth on the wheel are made of ferromagnetic mate­
rial. The two magnetic induction (and variable-reluctance) proximity probes are 
placed fdcing the teeth r.Idially, a quarter-pitch apart. When the toothed wheel ro­
tates, the two probes generate output signals that are 90° out of phase. One signal 
lead!S the other in one direction of rotation and lags the other in the opposite direc­
tion of rotation. In this manner, directional readings are obtained. The speed is 
computed either by counting pulses over a sampling period or by timing the pulse 
width, as in the case of an incremental encoder. 

Alternative types of digital tachometers W'ie eddy current proximity probes or 
capacitive proximity probes (see chapter 3). In the case of an eddy current tachome-
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Figure 5.15. Schematic diagram 0f a pulse tachometer. 

ter, the teeth of the pulsing wheel are made of or plated with electricity-conducting 
material, and the probe emits a radio-frequency magnetic field. [n the case of a ca­
pacitive tachometer, the toothed wheel forms one plate of the capacitor; the other 
plate is the probe and is kept stationary. As the wheel turns, the capacitor gap width 
fluctuates. If the capacitor is excited by an AC voltage of high frequency (typically 1 
MHz), a near-pulse-modulated signal at that carrier frequency is obtained. This can 
be detected by a suitable capacitance bridge circuit. By demodulating the output sig­
nal, the modulating-pulse signal can be extracted. This pulse signal is used in the an­
gular velocity computation. 

The advantages of these digital (pulse) tachometers over optical encoders in­
clude simplicity, robustness, and low cost. The disadvantages include poor resolu­
tion (determined by the numberofteeth, the speed of rotatitm, and the word size 
used for data transmission), and mechanical errors due to loading, hysteresis, and 
manufucturing irregularities. 

5.8 HALL EFFECT SENSORS 

Consider a semiconductor element subject to a DC voltage v,.r. If a magnetic field is 
applied perpendicular to the direction of this voltage, a voltage vo will be generated 
in the third orthogonal direction within the semiconductor element. This is known 
as the Hall effect (observed by E. H. Hall in 1879). A ~chematic representation of a 
Hall effect sensor is shown in figure 5.16. 

A HaH effect sensor may be used for motion sensing in many ways-for exam­
ple, as an analog proximity sensor, a digital limit switch, or a digital shaft encoder. 
Since the output voltage v" increases as the distance from the magnetic source to the 
semiconductor element decreases, the output signal v. can be used as a measure of 
proximity. Alternatively, a certain threshold level of output voltage v, can be used 
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N 
Magnetic 
Source 

'-----Jill-------' 
Supply Figure 5.16. Schematic representation 

of a Hall effect sensor. 

to activate a digital switch or to create a digital output, hence forming a digital limit 
switch. 

A more practical arrangement would be to have the semiconductor element 
and the magnetic source fixed relative to one another in a single package. By mov­
ing a ferromagnetic member into the air gap between the magnetic source and the 
semiconductor element, the flux linkage can be altered. This changes v •. This ar­
rangement is suitable both a<> an analog proximity sensor and as a limit switch. Fur­
thermore, if a toothed ferromagnetic wheel is used to change v., we have a shaft en­
coder or a digital tachometer (see figure 5.17). 

The longitudinal arrangement of a proximity sensor, in which the moving ele­
ment approaches head-on toward the sensor, is not suitable when there is a danger of 
overshooting the target, since it will damage the sensor. A more desirable 
configuration is the lateral arrangement, in which the moving member slides by the 

Fixed r----. 
Magnetic J 
Source '-----' 

246 

+ Output .------o v. 

Fixed 

Toothed Wheel 
(Ferromagnetic) 

Figure 5.17. Schematic diagram of a 
Hall effect shaft encoder or digital 
tachometer. 
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sensing face of the sensor. The sensitivity will be lower, however, with this lateral 
arrangement. 

The relationship between the output voltage v., and the distance x of a Hall ef­
fect sensor measured from the moving member is nonlinear. Linear Hall effect sen­
sors use calibration to linearize their output. 

5.9 MEASUREMENT OF TRANSLATORY MOTIONS 

Digital rectilinear transducers are useful in many applications. Typical applications 
include x-y positioning tables, machine tools, valve actuators, read-write heads in 
disk drive systems, and robotic manipulators (e.g., at prismatic joints) and robot 
hands. The principles used in angular motion transducers described so far in this 
book can be used in measuring rectilinear motions as well. In rectilinear encoders, 
for example, rectangular flat plates moving rectilinearly, instead of rotating disks, 
are used with the same types of signal generation and interpretation mechanisms. 

Cable Extension Sensors 

In many applications, rectilinear motion is produced from a rotary motion (say, of a 
motor} through a suitable transmission device, such as rack and pinion or lead screw 
and nut. In these cases, rectilinear motion can be determined by measuring the asso­
ciated rotary motion, assuming that errors due to backlash, flexibility, and so forth, 
in the transmission device can be neglected. Another way to measure rectilinear mo­
tions using a rotary sensor is to use a modified sensor that has the capability to con­
vert a rectilinear motion into a rotary motion within the sensor itself. An example 
would be the cable extension metlwd of sensing rectilinear motions. This method is 
particularly suitable for measuring motions that have large excursions. The cable ex­
tension method uses an angular motion sensor with a spool rigidly coupled to the ro­
tating part of the sensor (e.g., the encoder disk) and a cable that wraps around the 
spool. The other end of the cable is attached to the object whose rectilinear motion 
is to be sensed. The housing of the rotary sensor is firmly mounted on a stationary 
platform, so that the cable can extend in the direction of motion. When the object 
moves, the cable extends, causing the spool to rotate. This angular motion is mea­
sured by the rotary sensor. With proper calibration, this device can give rectilinear 
measurements directly. As the object moves toward the sensor, the cable has to re­
tract without slack. This is guaranteed by using a device such as a spring motor to 
wind the cable back. The disadvantages of the cable extension method include me­
chanical loading of the moving object, time delay in measurements, and errors 
caused by the cable, including irregularities, slack, and tensile deformation. 

Moire Fringe Displacement Sensors 

Another device for measuring rectilinear motions employs the moire fringe tech­
nique. The operation of this motion sensor is somewhat analogous to that of a digital 
resolver, and the signal generation method is similar to that in an optical encoder. 
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Thus, this device can be viewed as an optical encoder with improved sensitivity and 
resolution. A transparent plate with a series of opaque lines arranged in parallel in 
the transverse direction forms the stationary plate (grating plate) of the transducer. 
This is called the mask plate. A second transparent plate, with an identical set of 
ruled lines, forms the moving plate. The lines on both plates are evenly spaced, and 
the line width is equal to the spacing between adjacent lines. A light source is placed 
on the moving plate side, and light transmitted through the common area of the two 
plates is detected on the other side using one or more photosensors. When the lines 
on the two plates coincide, the maximum amount of light will pass through the com­
mon area of the two plates. When the lines on one plate fall on the transparent 
spaces of the other plate, virtually no light will pass through the plates. Accordingly, 
as one plate moves relative to the other, a pulse train is generated by the photosen­
sor, and it can be used to determine rectilinear displacement and velocity, as in the 
case of an incremental encoder. Moire fringes are the shadow patterns formed in 
this manner. They can also be detected and observed by photographic means. With 
this technique, very small resolutions (e.g., 0.0002 in.) can be realized. Note that 
the method provides improved sensitivity over a basic optical encoder because light 
passing through many gratings is received by the same photosensor. Also, finer line 
spacing (in conjunction with wider light sensors) can be used in this method, thereby 
providing increased resolution. 

The moire device is used to measure rigid-body movements of one plate of the 
sensor with respect to the other, and it can be used to detect deformations (e.g., 
elastic deformations) of one plate with respect to the other in the direction orthogo­
nal to the grating lines. In this case, depending on the nature of the plate deforma­
tion, some transparent lines of one plate will be completely covered by the opaque 
lines of the other plate, and some other transparent lines of the first plate will have 
coinciding transparent lines on the second plate. Thus, the observed image will have 
dark lines (moire fringes) corresponding to the regions with clear/opaque overlaps of 
the two plates and bright lines corresponding to the regions with clear/clear overlaps 
of the two plates. Hence, the moire fringe pattern will provide the deformation pat­
tern of one plate with respect to the other. 

Example 5.6 

Suppose that each plate of a moire fringe deformation sensor has a line pitch of 0.01 
mm. A tensile load is applied to one plate in the direction perpendicular to the lines. 
Five moire fringes are observed in 10 em of the moire image under tension. What is 
the tensile strain in the plate? 

Solution There is one moire fringe in every 10/5 = 2 em of the plate. Hence, exten­
sion of a 2 em portion of the plate = 0.01 mm, and 

. . 0.01 mm 
0 000 tensile stram = = . 5E = 500J.LE 

2 x 10 mm 

In the foregoing example, we have assumed that the strain distribution (or deforma­
tion) of the plate is uniform. Under nonuniform strain distributions, the observed 
moire fringe pattern generally will not be parallel straight lines. 
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5.10 LIMIT SWITCHES 

Limit switches are sen~ors used in detecting limits of mechanical motions. A limit of 
a movement can be detected by using a simple contact mechanism to close a circuit 
or trigger a pulse. Hence, the information provided by a limit switch takes only two 
states (on/off, present/absent, go/no-go, etc.); it can be represented by one bit. In 
this sense, a limit switch is considered a digital transducer. Additional logic is 
needed if the direction of contact is also needed. Limit switches are available for 
both rectilinear and angular motions. 

A microswitch is a solid-state switch that can be used as a limit switch. Mi­
croswitches are commonly used in counting operations-for example, to keep a 
count of completed products in a fdctory warehouse. 

Although a purely mechanical device consisting of linkages, gears, ratchet 
wheels and pawls, and so forth, can serve as a limit switch, electrical and solid-state 
switches arc usually preferred for such reasons as accuracy, durability, a low activat­
ing force (practically zero) requirement, low cost, and small size. Any proximity 
sensor could serve as the sensing element of a limit switch. The proximity sensor 
signal is then used in the required manner-for example, to activate a counter, a 
mechanical switch, or a relay circuit, or simply as an input to a control computer. 

PROBLEMS 

5.1. Identify active transducers among the following types of shaft encoders, and justify 
your claims. Also, discuss the relative merits and drawbacks of the four types of en­
coders. 
(a) Optical encoders 
(b) Sliding contact encoders 
(c) Magnetic encoders 
(d) Proximity sensor encoders 

5.2. Explain why the speed resolution of a shaft encoder depends on the speed itself. What 
are some of the other factors that affect speed resolution? The speed of a DC motor 
was increased from 50 rpm tn 500 rpm. How would the speed resolution change if the 
speed was 1reasured using an incremental encoder 
(a) By the pulse-counting method? 
(b) By the puL~e-timing method'! 

5.3. Discuss construction features and operation of an optical encoder for measuring recti­
linear displacements and velocities. 

5.4. What is hysteresis in an optical encoder? List several causes of hysteresis and discuss 
ways to minimize hysteresis. 

5.5. Describe methods of improving resolution in an encnder. An incremental encoder disk 
has 5,000 windows. The word size of the output data is 12 bits. What is the angular 
resolution of the device? Assume that quadrature signals are available but that no inter­
polation is used. 

5.6. A shaft encoder that has N window per track is connected to a shaft through a gear sys­
tem with gear ratio p. Derive formulas for calculating angular velocity of the shaft by 
(a) The pulse-counting method 
(b) The pulse-timing method 
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What is the speed resolution in each case? What effect docs step-up gearing have on the 
speed resolution? 

5. 7. An optical encoder has n windows/inch diameter (in each tr.1ck). What is the eccen­
tricity tolerance e below which readings are not affected by eccentricity error? 

5.8. Show that in the single-track, two-sensor design of an incremental encoder, the phase 
angle error (in quadrature signals) due to eccentricity is inversely proportional to the 
second power of the radius of the code disk for a given window density. Suggest a way 
to reduce this error. 

5.9. Encoders that can provide 50,000 counts/turn with ::tl count accuracy are commer­
cially available. What is the resolution of such an encoder? Describe the physical con­
struction of an encoder that has this resolution. 

5.10. A particular type of multiplexer can handle ninety-six sensors. Each sensor generates a 
pulse signal with variable pulse width. The multiplexer scans the incoming pulse se­
quences, one at a time, and passes the information onto a control computer. 
(a) What is the main objective of using a multiplexer? 
(b) What type of sensors could be used with this multiplexer? 

5.11. Suppose that a feedback control sytcm is expected to provide an accuracy within ::!:: fly 
in a response variable y. Explain why the sensor that measures y should have a resolu­
tion of ::!: (fly /2) or better for this accuracy to be possible. An X-:Y table has a tmvel of 2 
m. The feedback control system is expected to provide an accuracy of ±I mm. An op­
tical enwdcr is used to measure po.~ition for feedback in each direction (x andy). What 
is the minimum bit size that is required for each encoder output buffer? If the motion 
sensor used is an absolute encoder, how many tracks and how many sectors should be 
present on the encoder disk? 

5.12. Discuss the advantages of solid-state limit switches over rrechanical limit switches. 
Solid-state limit switches arc used in many applications, particularly in the aircraft and 
aerospace industries. One such application is in landing gear control, to detect up, 
down, and locked conditions of the landing gear. High rcliahility is of utmost impor­
tance in such applications. Mean time between f.1ilure (MTBF) of over 100,000 hours 
is possible with solid-state limit switches. Using your engineering judgment, give an 
MTBF value for a mechanical limit switch. 

5.13. Explain how resolution of a shaft encuctcr could be improved by pulse interpolation. 
Suppose that a pulse generated from. an incremental encoder can be approximated by 

( 
. 27TfJ) 

V = V 1 + Sill --
" tJ.(J 

where (J denotes the angular position ot the encoder window with respect to the photo­
sensor position. Let us consider rotations of a half-pitch or smaller (i.e., 
0 ~ fJ $ tJ.fJ/2, where tJ.(J is the window pitch angle). By using this sinusoidal approx­
imation for a pulse, show that we can improve the re~olution of an encoder indefinitely 
simply by measuring the shape of each pulse at clock cycle intervals using a high-fre­
quency clock signal. 

5.14. What is a Hall effect tachometer? Discuss the advantages and disadvantages of a Hall 
effect motion sensor in comparison to an optical motion sensor (e.g., 11n opticlll en- , · 
coder). 

5.15. The pulses generated by the coding disk of an incremental optical encoder arc approxi­
mately triangular in shape. Explain the reason for this. Describe a method for convert­
ing these triangular pulses into sharp rectangular pulses. 
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5.16, A brand of autofocusing camera uses a microprocessor-based feedback control system 
consisting of a charge-coupled device (CCD) imaging system, a microprocessor, a 
drive motor, and an optical encoder. The purpose of the control system is to focus the 
camera automatically, based on the image of the subject as sensed by a matrix of 
CCDs (a set of metal oxide semiconductor field-effect transistors, or MOSFETs). The 
light rays from the subject that pass through the lens will fall onto the CCD matrix. 
This will generate a matrix of charge signals, which arc shifted one at a time, row by 
row, into an output buffer and passed on to the microprocessor after conditioning the 
resulting video signal. The CCD image obtained by sampling the video signal is ana­
lyzed by the microprocessor to determine whether the camera is focused properly. 1f 
not, the lens is moved by the motor so as to achieve focusing. Draw a schematic dia­
gram for the autofocusing control system and explain the function of each component 
in the control system, including the encoder . 

5.17. A Schmitt trigger is a semiconductor device that can function as a level detector or a 
switching element with hysteresis. The presence of hysteresis can be used, for exam­
ple, to eliminate chattering during switching caused by noise in the switching signal. 
The input/output characteristic of a Schmitt trigger is shown in figure P5.17a. If the in­
put signal is as shown in figure P5.17b, determine the output signal. 

Input 
{volts) 

4.0 

0 1.0 

Output 
(vults) 

3.5 

0 

3.0 

1.0 1.5 Input (volts) 

(a) 

5.0 6.0 8.0 10.0 11.0 13.0 15.0 

Time r {secunds) 

(b) 

Figure P5.17. (a) The i11put/output characteristic of a Schmitt trigger. (b) A 
triangular input signal. 
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5.18. Displacement sensing and speed ~cnslng arc essential for a position servo. If a digital 
controller is employed to generate the servo signal, one option would be to use an 
analog displacement sensor and an analog speed sensor, along with analog-to-digital 
converters (ADCs) to produce the necessary digital feedback signals. Alternatively, an 
incremental encoder could be used to provide both displacement and speed feedbacks. 
In this case, ADCs arc not needed. Encoder pulses will provide interrupts to the digital 
controller. Displacement is obtained by counting the interrupts. The speed is obtained 
by timing the interrupts. In some applications, analog speed signals are needed. Ex­
plain how an incremental encoder and a frequency-to-voltage converter (FVC) may be 
used to generate an analog speed signal. 

5.19. Consider the two quadrature pulse signals (say, A and B) from an incremental encoder. 
Using sketches of these signals, show that in one direction of rotation, signal B is at a 
high level during the up-transition of signal A, and in the opposite direction of rota­
tion, signal B is at a low level during the up-transition of signal A. Note that the direc­
tion of motion can be determined in this manner by using level detection of one signal 
during the up-transition of the other signal. 
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-_ Suitable for both <In undergraduate course in control systeminstrw:nentatiorutnd a 
'graduate course in sensors and actuators for feed pack control' this tel<t is also a '-­
useful reference tool for practicing control system engineers. The_ text's seven 
chapters compris.e a thorough f()undalion in control system in$1rumentation. 
Background information is proviqed in chapter 1. Component modeling, rating, 
matching, and error analysis ;aspects are discussed early, in chapter· 2, so thatthe 
relevance and significance of these considerations can be explored in subsequent 
chapters. Chapters 3, 4, and 5 are devoted to sensors and transducers (e.g., digital 
and analog motion sensors; torque, force, .and tactile sensors), and Chapters 6 and 
7 consider stepper motors (permanent-magnet, variable reluctance, and hybrid 
types). and continuous-drive actuators such as DC motors, inductiqn motors, syn~ 
chronous AC motors, and hydraulic actuators. · - -

The aut hoi tre_ats the_ basic types of control sensors and actuators in separate · 
chapters wi_thout 1osing sight of the fact that various components in a control 
system function interdependently in accomplishing the specific control objective. 
In-depth discussions of some types of sensors and actuators include operating 
principles, modeling, design considerations, ratings, specifications, and applica­
tions. While other compon!;!nts are covered in less detail, the student will have 
gained the background needed to extend concepts c;lnd approaches to components 
that are functjpnally or physically similar. - -

Component integration and design considerations are addressed primarily through 
numerous worked end-of-chapter examples and problems. These_ are drawn from 
application systems such as robotic manipulatorS, machine tools, ground transit 
vehicles, aircraft, ther_rnal and fluid process plants, and digital-computer com­
ponents. Beyond their traditional role, the problems serve as a valuable source of­
information in addition to the main text. Answers to the numerical problems only 
are given at the l:!fld.of the book to encourage independent thinking. -
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