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algorithm 470 for Node A. If a problem is identified,
the Network Monitor reports that there is a medium
probability that node A is causing a TCP problem when
operating as a sink node and it reports the results of

5 the investigation performed by algorithm-470 (step 420).

Finally, if node A does not appear to be
experiencing a TCP problem when acting as a sink node,
diagnostic analyzer 322 reports that it was not able to
isolate the cause of a TCP problem (step 422).

10 The algorithms which are called from within the

above-described diagnostic algorithm will now be

described. Referring to Fig. 27, source node analyzer

algorithm 450 checks whether a particular node is causing

a TCP problem when operating as a source node. The
15 strateqy is as follows. To determine whether ··a TCP

problem exists at this node which is the source node for

the TCP connection, look at other connections for Which

this node is a source. If other TCP connections are

okay, then there is probably not a prob~em with this
20 node. This is an easy check with a high probability of

being correct. If no other good connections exist, then
look at the lower layers for possible reasons. start at

DLL and work up as problems at lower layers are more

fundamental, i.e., they cause problems at higher layers

25 whereas the reverse is not true.

In accordance with this approach, algorithm 450

first determines whether the node is acting as a source
node in any other TCP connection and, if so, whether the
other connection is okay (step 452). If the node is

30 performing satisfactorily as a source node in another TCP

connection, algorithm 450 reports that there is no

problem at the source node and returns to diagnostic

algorithm 400 (step 454). If algorithm 450 cannot

identify any other TCP connections involving this node
35 that are ~kay, it moves up through the protocol stack
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checking each level for a problem. In this case, it then
checks for DLL problems at the node when it is acting as

a source node by calling an DLL problem checking routine

510 (see Fig. 30) (step 456). If a DLL problem is found,
9 that fact is reported (step 458). If no DLL problems are

found, algorithm 450 checks for an IP problem at the node

when it is acting as a source by calling an IP problem
checking routine 490 (see Fig. 31) (step 460). If an IP

problem is found, that ~act is reported (step 462). If

10 no IP problems are found, algorithm 450 checks whether

any other TCP connection in which the node participates
as a source is not okay (step 464). If another TCP

connection involving the node exists and it is not okay,

algorithm 450 reports a TCP problem at the node (step

15 466). If no other TCP connections where the node is

acting as a source node can be found, algorithm 450
exits.

Referring to Fig. 28, sink node analyzer algorithm
470 checks whether a particular node is causing a TCP

20 problem when operating as a sink node. It first

determines whether the node is acting as a sink node in

any other TCP connection and, if so, whether the other

connection is okay (step 472). If the node is performing

satisfactorily as a sink node in another TCP connection,

25 algorithm 470 reports that there is no problem at the

source node and returns to diagnostic algorithm 400 (step

474). If algorithm 470 cannot identify any other TCP

connections involving this node that are okay, it then

checks for DLL problems at the node when it is A~tir.q ~s

30 a sink node by calling DLL problem checking routine 510

(step 476). If a DLL problem is found', that fact 'is

reported (step 478). If no DLL problems are found,

algorithm 470 checks for an IP problem at the node when

it is acting as a sink by calling IP problem checking

35 routine 490 (step 480). If an IP problem is found, that
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fact is reported (step 482). If no IP problems are
found, algorithm 470 checks whether any other TCP
connection in which the node participates as a sink is
not okay (step 484). If another TCP connection involving

5 the node as a sink exists and it is not okay, algorithm

470 reports a TCP.problem at the node (step 486). If no

other TCP connections where the node is acting as a sink

node can be found, algorithm 470 exits.

Referring to Fig•. 31, IP problem checking routine

10 490 checks for IP problems at a node. It does this by

comparing the IP performance statistics for the node to

the reference model (steps 492 and 494). If it detects

any significant deviations from the reference model, it

reports that there is an IP problem at the node (step

15 496). If no significant deviations are noted,· it reports

that there is no IP problem at the node (step 498).

As revealed by examining Fig. 30, DLL problem

checking routine 510 operates in a similar manner to IP

problem checking routine 490, with the exception that it
,

20 examines a different set of parameters (i.e., DLL

parameters) for significant deviations.

Referring the Fig. 29, link analysis, logic 550

first determines whether any other TCP connection for the

link is operating properly (step 552). If a properly

25 operating TCP connection exists on the link, indicating ,

that there is no link problem, link analysis logic 550

reports that the link is okay (step 554). If a properly

operating TCP connection cannot be found, the link is

decomposed into its constituent components and an IP link

30 component problem checking routine 570 (see Fig. 32) is

invoked for each of the link components (step 556). IP

link component problem routine 570 evaluates the link

component by checking the IP layer statistics for the

relevant link component.
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The decomposition of the 1ink into its components
arranges them in order of their distance from the source
node and the analysis of the components proceeds in that

order. Thus, for example, the link components which make
5 up the link between nodes A and B include in order:

segment S1, router R1, segment S2, router R2, and segment

53. The IP data for these various components are
analyzed in the following order:

IP data for segment 81

10 IP data for address R1

IP data for source node to R1
IP data for 51 to 52
IP data for 52

IP data for address R2
15 IP data for 83

IP ~ata for S2 to 83
IP data for 51 to 53

As shown in Fiq. 32, IP link component p~pblem

checking routine ~70 compares IP statistics for the link

20 component to the reference model (step 572) to determine

whether network performance deviates significantly from
that specified by the model (step 574). If significant
deviations are detected, routine 570 reports that there

is an IP problem at the link component (step 576).

25 otherwise, it reports that it found no IP problem (step

578).

Referring back to Fig. 29, after completing the IP
problem analysis for all of the link components, logic

550 then invokes a DLL link component problem checking

30 routine 580 (see Fig. 33) for each link component to

check its DLL statistics (step 558).
DLL link problem routine 580 is similar to IP link

problem routine 570. As shown in Fig. 33, DLL link

problem checking routine 580 compares DLL statistics for

35 the link to the reference model (step 582) to determine
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whether network performance at the DLL deviates
significantly from that specified by the model (step

584). If significant deviations are detected, routine

580 reports that there is a DLL problem at the link

5 component (step 58-6). otherwise, ·it reports that no DLL

problems were found (step 588).

Referring back to Fig. 29, after completing the

DLL problem analysis for all of the link components,

lO9'ic 550 checks whether· there is any other TCP on the
10 link (step 560). If another TCP exists on the link

(which implies that the other TCP is also not operating

properly), lO9'ic 550 reports that there is a TCP problem

on the link (step 562). Otherwise, loqic 550 reports

that there was not enough information from the existing

15 packet traffic to determine whether there was a link

problem (step 564)

If the analysis of the link components does not

isolate the source of the problem and if there were

components for which sufficient informa~ion was not

20 available (due possibly to lack of traffic over through

that component), the user may send test messages to those

components to generate the information needed to evaluate

its performance.

The reference model against which comparisons

25 are made to detect and isolate malfunctions may be

generated by examining the behavior of the network over

an extended period of operation or over mUltiple periods

ofoperati~n. During those periods of operation, average

values and maximum excursions (or standard deviations)

30 for observed statistics are computed. These values

provide an initial estimate of a model of a properly

functioning system. As more experience with the network

is obtained and as more historical data on the various

statistics is accumulated the thresholds for detecting

35 actual malfunctions or imminent malfunctions and the
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