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3_1 ORNI Protocol Layer And Upcall Interfaces

This section was generated from (status by CDOC on Sun Jan 29 17:00:50 1995.

ORM A pplication Co ntext

Application Server Capsules may serve different kind of requests and therefor may have
multiple tionnnns of objects to be managed listening on multiple ports. Following the
ORM model. this may result in multiple parallel independent trees.

The ORM parser supports this by maintaining an application context, which has to be
passed to the protocol layer to handle a request (there is also an opaque call-context,
which may be passed to the protocol layer. but this isn't interpreted by the ssl).

The application context contains beside (an opaque pointer} to the {virtual} root at the
virtual tree. mainly a list of tree/a pplication specific function pointers. Before the first
request can be passed on to the ORM protocol layer, this context has to be established
with the ORV SSL via .1 call to ORM_Contextlnitialize.

Accordingly there exists a iurictnm to inform ORM that this application context is not
needed anymore (release).

The following lists the function prototype definitions for actual functions to be provided,
when establishing a context.

Note: Some functions are defined to return pointers to character strings lOR.M_String). If
the ORM protocol handler is used it_ is guaranteed. that the same function will not be
called. before the string is copied or otherwise not needed anymore. This allows the use
of 3 single prl\‘.'Il:' string buffers per function, it necessary.

3.1.1 Authentication

The following list of functions are included to enable an application to maintain its own
authenticated context. The ORM protocol fust allows to forward some authentication

related information from the client to the server (WHO...'.I. This is passed on to the appli-
cation layer as is. if encountered by the parser. The actual meaning of this data is applica-
tion and user interface dependant. .

3.1.2 Function Type ORM_Authenticale!-‘uric

Perlorms any necessary authentication or preparation of authentication structures. Usu-
ally, the authentication information is used to setup some context in the callocontext,

which is passed to the node/handle layer upcalls. It is up to the application layer to
freefclear such context after return from the protocol layer.
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Dectaration:

'.)'_r=c\'.':t.'t '.'.=.-t_.‘::a: .-s {"\'.‘Rl"'I__.-‘\‘4'..".t.'l".‘.' i.:a:el-‘i.:::cJ I
:RM_AppCs;:f:::ezcDe: csL1c:n:exc.r' in’!
:in_£rri:q auchstrinq 2- in °r

Fields’

£."a'l“I..'OlIh‘.I.'i* An opaque pointer to any kind of context, the caller has estab-
lishecl.This passed to the node and handle layer.

authstring The string. the client passed in his request. if any. Usually
uid:passwd

status ORM_E.'\.‘oErrnr: if successful}, ORM_EPerrnissionDenied, if
authentication unknown.

3.1.3 OR.‘\'I_Aut|1FuncDef

This structure I5 used In pass the Authentication function to ORM_Contextlnitiali.ze

Declaration:

 

3.1.4 Virtual Node & Tree Function Types

The following list of fun-:tinns (iu nction types) are used to access the virtual tree of com-

ponents. attributes and linked ntajects. They usuaiiy don’t deal with application specificdata.

3.1.5 Function Type 0RM__Node!.ookUpFunc

This is the central function for the traversal of the tree .

Returns an opaque pointer to at virtual node. which may subsequently be called to
retrieve properties or chilclren at specific types.

Dectaratiun;

tgpedei ‘:5:-I4_5:a-.-:9 t’GR.H___:t:a:le'_ooh:i.;‘pE'un: I I
':P."-1__A_ap.2aJ..‘.Ccnce:<tDe:' :a.‘..Lc=rt:e.Itt..!" in 'r'
c‘:-L‘-._ri:.-.;:Nc-cieoc.-I ::-o:. 3" in '.v‘

CR:-1_5tr.inq ;.-at-.i-.:-.a:ne, N in °.*
-2:-‘.'~1__.-‘-.3.-_:.:t-.r.'eDe£ -node. .'- out =1

2?N_n:ueT;peDe£ -nd_cype I‘ out -II.‘

HekH'
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IS an opaque pointer to the application specific call context pro-
vided with the Do_Request function.

callcon text

rout Opaque Pointer to root of virtual tree. This may be NULL, and is
ta ken from the application context.

IS a i‘ separated list of Component names optionally preceded by
the name of the object {e.g. ifthe first component matches the roots
object narne. strip it. else take the first component to be a child
under the applications root}. Support for mt‘: style directory moi.
gation . and .. is highly recommended! required. A pathnai-rte of .,
applied to the root with request type Object should return the root
name and the actual servers link address (NOR)

pfi'l.l:rlflllI€

node The opaque node pointer. if found

nJ_typt' The OR.'Vl_.\'0deType of the node found

r.-tum ORM_E.\.‘oError in case of success. or any other ORM error in case
of failure.

3.1.6 Fttnct ion Type ORM_NodeChildNextFunc

Used to subsequently scan the children of a single parent. Returns the next child of type
type of parent parent. which logically follows the child returned by the previous call to
NodeCln'ldNe.rr(J, now passed in as litstcltild. E.g. lllastchiid is set 10 NULL the logically first
child of this parent is requested. If there are no children (of the requested type), then
NULL must he retu rm.-ti with 0R.Vl_Status set to ORM_NoError.

Declaration:

cy;-2-:te£ :.‘:i.~t_:‘u:a:'_-2 I'-;F¢1__:a::*:¢;-Chi.Ld.‘Je:ct:£'un: l t
-295: .=t=;:-.:e.;;.‘.'.::nt:.e:<t.£\e: :.-tE..l.con';exc.!' in -if
-'3.’-L*1__a_=pN~:-.14‘.-L‘4.% S 3.‘: cent: . .’ ' i. ."I '- '
CR.‘-'._e.;ptIc::eD-:1 2.359.-ch’-.J.d. J‘ ' in '3
-_‘iI.\1_N::¢:-“."y§:e3-2:" type. a" in ' I
2P.‘-l__.-"-;:pN 3 1q':t—e t" ' :r.i 1:1. ' out ' 9'
'_’§-I.=4___s‘c ::.!'l-'1' -name - ' o.tc
1:

Fields:

citllcanlext is an opaque pointer to the application specific call context pro-
vided with the Do__Request function.

parent Opaque pointer to the virtual parent node.

lnstchild Opaque pointer to the last child returned by a call to this function
(in this request}. or NULL to request the first child.

type The type of etttity, which is requested (DRM_ObjectType,
OR !Vl_Curup-.mentType, ORM__AttributeType or ORM_AnyTypel.
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mutt Pointer where to store the reference to the node found

name Pointer to name of node found.

returns status value. Fossiblestatus values. see below!

3.1.7 Function Type ORM_NodeChiIdByNameFunc

The little sister of OR.\»t_NodeLookL’p. Looks for a child with name cixildname directly
under the given parent parmt. This function is prtmariiy used within the processing of
Set- Attribute requests. it there [S no child with this name. return NULL and an error sta-
tus (see below)

Declaration:

:3,-pedcf CR:«I_$:a:-4: s"GR.~t_?:cdeCt:ildsytlamefunc .\ (
~:P.V!_.'-.-_.-4:25;;’:;:.:e:c::-5E :.a;1«::n:ex:-../° in ‘I
..',:'—'.~1__.\c§r..‘t::¢."o.-!’n:t' pa rent. /° 1:: °/
‘=0 childname. :‘~ in ~/
"-"4. ':hi id. I‘ out '4 °:nx'.:1_:y;:e /° cut '3

Fields.

parent Opaque pointer to the virtual parent node.

chiidname .\'ame of the child (attribute), ie. every printable char except '/'

child Pointer where to store the reference to the node found

chr'1.l__typc' Pointer to type of node found.

OR.\-t_E\'nError ifchild was found. else ORM_ENoSuchNode_
rt‘! urns

. 3.1.8 Function Type ORM_NodeTypeGetE-‘unc

A returns the type (enurn ORM_;\'odeTypeDeD of the given node.

Declaration:

r. ypede f cR.‘t_N - :¢.~T-gpes-3 f t‘ c:‘d~'.._t-'cde‘-.'ypeGe cfunc ) t
s:.‘L'~4_;.t:g:~tI.*-:e De : 7.;-ze I ° in <' Ii .‘

Fietds‘

node .1 pointer to a virtual node

re! ums
a s’-alicttype or ORM_NodeTypeUnknown.
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3.1.9 Function Type OR_M_NodeNameCelF|-ll'I€

returns the name (ORM_Stn'ng) (if the given node.

Declaration:

:y;:e-.:et' .'..'—.."l_3P.':t ::q t--‘.‘P.~!_:£:;‘.o.\'arne'Cic:!-‘unc I t

Z.‘-L‘-'!_F-.;:;?::dECI.=f _-.;:.e -' ' in ' -‘
l :

Fields:

nuilr a pointer to a virtual node

retttms a valid null terrnirtated string of characters or NULL

3.1.10 Functi-on Type ORM_NodeNotPoundTrapFunc

This function is kind of special by providing the appiication layer a chance. ifthe lookup
of a node fail:-d,to create that node.

Normally. reterenctng a non-existent node in the pathnarne of an ORM request is treated
as an erreIr.c>.ceptt|1I5 is an internal ORM restore request. Reloading an ORM tree into an

application may encounter subtrees. which where dynamically created by the application
during a previous nan (usually no it Nat‘ subtreei.

This function is totally application dependant and is not covered by the ORM-SSL other
than via this hook.

 

Dectaration;

'.,r=-Ede: ---‘ .-‘:5'.'J's (‘Ci-‘."'.'Tl::LeN':2?C\:22dT£a$?l.lI1Cl t‘
‘.'-' - .- '..'-..'-T-!'!:.. -" '..‘i '3
" ' 339-‘: . ." ‘ 1.".

:e::_..--:.s:.. ." ‘.."I ‘I
'.’.e'.:.'t:'--::e : ' out ‘I

.' .

Fteids:

parent Reference to parent node

name Name of node not found under this parent.

~'t‘t]ltt‘S|' Kind NORM request (get/set/dump/restore! causing this lockup
Iniiure.

nrt.t.':trutc \_\!here to store the reference to the new node, if one was created.

rettmrs. ORM__ENoError. if a node with the given name was Created else
ORM_ENoSuchNode.
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3.1.11 Structure ORM_NodeFttncDef

This structure bundles the virtual tree related functions for passing to Contextlnitialize

Note: The OR.Vl_.\3odeNotFnundTrapFunc is not included in this function array, because
it is application special anyway and must be passed explicitly, see Contextlnltialiset)

Declaration:

rypedef st. rue: ‘.‘.P.H_.*lc<.*.eE'-.tn.:'.'a9 l
CR)! Mode L::::.r.U_:-Fun: lockup:

- childnext :
:.-;-_' childzyaa:-..e:

z ypeqec .-
nameqe: :

  
3.1.12 Application Handles

The following two function types are used to link the virtual nodes in the tree to (parts of)
actual application data instances. visible to the ORM support layer as opaque handles.
when an application handle is requested from the application layer, real things happen to_
start and it is assumed. that the instances are valid and available. until explicitly released

by the ORM In yet. The handles together with the aspect (identifying the type of handle to
the application: will be passed to the application specific functions, when actual values
have to be .1«:ce-sse-ti ten her for get or set). If these functions are not set in the ORM context.

.\‘L' LL will be passed into those calls forboth. the handle and the handleclass.

3.1.13 Function Type ORM_HandieGelFux'tc

Request (and lack) an actual handle {pointer to an application level instance) and a han-

dleclass based on the current virtual none and the current principal.

 
 

Declaration:

:-_.-,->e:.c—: .-.-z .- r. -.1...‘ :' I.-.'-l -..'.:‘.J."te'a‘acE?.':'.: ; :

:..'-:‘_-'-., ; ‘-. . . ‘,-.- ,—...-I 2.2: ca‘.1:;n:e.v.t;, .' ° in °.-
13.“ A;-g-r: -:‘ .-.::'.‘e, »" in ‘I

' 2?:-:_.=.e.::_ .'-E.-T2 _ _ ace: op. ' in - I
‘:-!t'-1__A;p.*-‘..1r.'.:1e;?ef ‘' handle, .’ ° out "1' -
:.!Lv._:-.;.* p.=.s:.~et:'.:e:‘ aspect I = out *' I
3 : ‘

Fields:

CnUf0Il1t’.\l' is an opaque pointer to the application specific call context pro-

\ lded Wllh the Do_Request function.

mulv Pointer to current Node.

up Operation Code. e.g. ORM_Request

handle Pointer, where to store the handle reference
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aspect Pointer. where to store the aspect reference

returns ORM_ENoError if no error occured or any of the ORM error coc|e5_

3.1.1-t Function Type ORM_HandleRe_leaseFunc

Returns a given handle back to the application layer. This should be more understood as
an unlock operation than a free! -

Declaration:

cypedef '.'.-.:.': t'c.='.V.__:4.en=1eRe;ease!'unc I t
:R.~1_Ag.-apcatlzoncc-scoei cailccncexc. I‘ in ‘I
CF-'_V1_.\_opl-:ar.:i1e5-ef handle. I " in ' I
’.‘!L~t__‘:-.;>pA33.~ec: Def aspect . .-’ ' in - I
1:73‘. 3-=.'_..x':.-:"‘T_.-‘:+.'.‘(-.1" ::;:t a" in '.'
J .'

Fieicts.

t'm'ls.'.sr.-ti-_\'t is an opaque pointer to the application specific call context pro-
vided w'IIh the Do_Re-quest function.

handle a handle obtained via a call to HandleGet

aspect Aspect as returned from HandleCet

op Operation Code. e.g. 0RM_Rt.-quest

3.1.15 Function Type 0RM_0bjectLinkGetFttnc

Retrieve the Obgect Link from a node of type Object given the node. the handle and the
aspect. The standartt Handle Layer functions just return the link stored in the corre

sponding field in the node struct.

 

Declaration:

type-:9: t':!1.V!__;:t.a:'43 t'OFH_I-tandlez-t:je;r.;i::kGe:Fun: I t
.-.-.--.:e. .'- =.:-. -:

C-3..‘‘.__F_'..pE-'.3n'..‘:l.4.3-3:‘ .-;ar...".le. :' - tr. - I
-V‘ -t ”‘ «Ir-F.".r. .-"' 1:1 '-'

T.‘ -_..'.K ." J."-‘J1’. 'f

Fields:

and: ' Reference to node of Object Type

hartdlr Reference to application defined handle as returned from Han-
dleCet

rtsm-ct. Reference to application defined aspect as returned from Han-

35
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link Location where to store the reference to the stnngified link infor—
rnation

returns ORM_E.\'nError if successfull. etse ORM_tnvatidOperation. if the
node is not of type Object

3.1.16 Function Type ORM_AttributeDescrGetFunc

Retrieve the opaque referenceumque to a node of type Attribute (usually the attribute
descriptor). given the node. the handle and the aspect. The standard Handle Layer func-
tions just return the pointer stored in the corresponding field in the node stmct.

 

Declaration:

-_.e -c.*:-.-‘ ‘-' I ‘-Inr..:.I4ehcc:it:~u:eDesc:Ge:?un<: l i
_‘.‘'c'-' -.::*.e, -' gr. '.'

=.\--r es.--.;1t«e. r‘ in ‘I

:.-'-.~- :5:-ect. «" in ‘ -’
*'-"vi-r.; t .-- ‘~:- '::::'.t:>:1esc /' :‘.'P. ° ’

Fields:

node Reference to node of Object Type

hmnllit Reference to application defined handle as returned from Han-
dleCet

.13».-ct ‘ Reference to application defined aspect as returned from Han-
dleGet

aflribdesc Location where to store the reference to the attribute information

returns ORM_E.\!oError if successfull. else ORM_lnvalidOperatton. if the

node is not of type Object

3.1.17 Structure ORM__HandleFuncDe§

This structure bundles the handle related functions for passing to Contextlnitiatize

36
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Declaration:

1;}'pr_-dc[ _".f'\..'.’.'Z .;a!v.__.*:'ari-.=1..~.='-.-:.¢.-Ta:-:; I
=:I".“l__.‘.Jl'2fil.-':3eE.§-I.:.".".‘ '39?--'
£RH_san:£ePoluaseFuLc :eLease:
c-9.“. .-E-intlile-Utujfict§.iI‘1K*3ET.5'1:1'5= Link-'
33:: :—..ir.:-'.'.c-.'.::::b::t.eDerccC-er!‘-.inc at:r..-its:

I ‘Ira:-:__l-ls.-.:i'.e:‘uncD-.ef:

3.1.18 Accessing Application Data: Aspects

the following group of functions (function types) hasto be provided to access actual val-
ues of the application either for retrieval or for updating. All functions in this group are
rnanclatory. if the OILM protocol layer is used.

3.1.19 Function Type ORM_AspectCallGetFunc

This function retrieves an :.-spec! from the application layer. e.g. a reference to a blob of

native application data (a pointer to a (part 00 an application data structure. or a
response buffer __.l. The OR.-‘vi protocol layer calls this function once for every unique
handle/aspect combination (and not per Attribute) within a single Attributefiet Request.“
[f the Hamttgcgt Fu nctmn returns a different pair or there are no more attribute nodes to

process. the current aspect is released!

Declaration:

:'_.‘;-e-Je :‘ '.‘34:4.____~‘.-_ -3'. .-5 1' at-'.-1._fi.:;e::.'..‘a£.lt.‘iet:Funcl I
-:t*:4_.=.;g:taer.;?.ee:--.-.-: r-.ai-..-:1-2. I‘ in '1'
.'.'-E-‘..“.__.=t;_oA_=;r4sv:r.'.tef aspect. I‘ in * I
:.R.‘-»!_.-'-.c-i-::»==.t_a?‘-..--:.‘.'e:' ':ur:en=: I‘ out ‘II .'

Fields:

handle Handle as retrieved from HanclleCet

aspect Aspect Reference. as retrieved from Handleflet

ctirrt-at W here to store the reference to the current value (opaque)

3.1.20 Function Type ORM_AspeciCa!llnitFt.t.nc

This function requests an «nip:-ct container from the application layer. e.g. a reference to a
blob. where new attribute values can be selectivly written to to perform Attribute5e!
requests. in addition hte application layer may return a reference to the current aspects
values (cnip C'.allCetl. which is passed unchanged to the Callset routine. The ORM proto-
col layer calls this function once {or every unique handle/aspect combination (and not
per Attribute! within a single Attributeset Request. it the Handlefiet Function returns a

different pair for a node or there are no more attribute nodes to process. the CallSet func-
tion 15 called (Note: Aspectflelease is only called for aspects retrieved via CallCet!l The

37
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ORM SSL Implementation of these functions copies the current values and returns a ref-
erence to this copy in new and a reference to the current values in current.

   
Declaration;

s . “—‘.". _.\.-tp-t-::Ca; 2 :ni:.-‘..:-:3) t
:.;—_' '.-‘rile. J‘ an -I

2:‘:-.' .t-_-;_.-=.-.'.‘:. 1" 1.-. ‘E
r'.“=_f ‘flew. 1" out ‘I
531:: ':;:.-:.:n: .~" our. '1

httrntle Handle as retrieved from I-landleCet

tI:£'J|'l.‘f jtsptxt Reference. as retrieved from Hat'tdleCet

n.-rr where to store the reference to the native blob to update with new
attribute values {opaque}

cum-nt where to store the reference to the current aspect (opaque)

3.1.21 Function Type ORM_AspectCallSetFunc

This function is called to actually apply the new attribute values for the current aspect by

the applicattott layer. It is up to the aspect/application layer, to check the values in the
request structure for valiu:lit_v and consistency and to determine which attributes got new
values (by cuntparison with the currt-at values). In addition it is the responsibility of the

aspect/application layer to cleallocate any structures allocated by AspectCalllnit. Only if
the Set-Function is not called, the call to Aspectkelease is performed.

The ORM protocol layer calls Set-function once for every unique handlefaspect combina-
tion (and not per Attribute} within a single Attributeset Request. it the I-landleCet Func-
tion retunu a different pair for a node or there are no more attribute nodes to process. the

Callset function is called (Note: Aspect Release is only called for aspects retrieved via
Call(3et!) The ORM SSL implementation of these functions copies the current values and
returns a reterence to this copy in may and a reference to the current values in current.

Declaration.-

.'.‘_lpt.'n’.1u?:.‘ .‘.a-'-:~1_!':‘~::.-as " "<.=':4__.'.anec:caEtsecrunet I
1

2:-‘.'*._.=».;_:.c-2-Lat.-:Le'.'-'=: '.-.sr..'.l1e. :'° in 4!
.LF.\t__.‘-.;r-!-.s;at.-t:r..'Z-=:r' -t:.p-e.-ctz, J” in '1'
-‘.‘P.V.__.%§:§:'.‘a:a:-‘-::t:~e£ '.".EH'. 3' in -1'
‘La:-._.-‘t;:p1'.e-2 s?:rt’;e.' -.-urrent. !' 1:1‘ *1
\::"h'.‘.__:‘-I'..I".f'lQ_ -:2-.1et.ai1 -" out Mr
I.‘
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aspect _ Aspect Reference. as retrieved from Handlecet

re.-nu-st Where to store the reference to the nativeblob to update with new
attribute values {opaque}

current Where to store the reierence to the current aspect {Opaque}

rsdetaif Where to store a textual hint, why the call failed, if any.

returns ORM_E.‘~'nError if new values could be applied successfully, else
ORM_ERange.

3.1.22 Function Type 0RM_AspectReteaseFunc

Used to tell the application layer. that the reference retrieved via an AspectCet or Aspec.
tlnit call is no longer needed anymore by the ORM layer. This function is calied, when
CetHandle returns a new handle aspect call within a Attr'tbt.tteGet processing or a COl'lVe|--
sion in an Atn-ibuteset processing failed.

  

Declaration:

:,-,-e&.=e:' _ = ! -.-.:=;'_'heLea:eFur.cJ t

-53- - ...-_. I ".0
‘.=*f4_l -1 -::'._ .- rt’-.-‘r;:, ." '..-t '3

.Z'‘‘‘'_ -6:--e5r.T,r;:. Se: .=.::y_:e -a" 1:’: -I1

Fields

handle Handle as retrieved from Hand1eGet

:I$j7£'L'l Aspect Reference, as retrieved from Handte-C-et

cum-nr Reference to data as returned from Aspectcalllnit or Aspect-
C.1ItCet.

reqtype ORM_RequestCet or 0RM_Request5et depending whether this
dataptr resulted from an Asp:-ctGet or Aspectlnit call.

3.1.23 ORM__AspectFt.tncDef

This function groups the function painters of the aspect iayer

39
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Declaration:

typedef s~r:c: :Rx_AspcctFuncTag l
CPx_Aspec:ts;;5ecFu:: :a;lqe::
TR! Aspe:tCa.2Z::tF;:: rallinit:

:&\1_:-.sp-'a:::a1L$e:F:..*.: .‘..1‘;l8€-.
:RM_Arpcc:ReteaseF;n? release:
I :?x =::e::?4n::ef

BNSDDCID: <WO__9802B31 A1_l_>

3.1.24 Attribute Functions

The following group of functions is called to actually perform the the single attribute
Ce!/Set and the corresponding conversions between the applications native and the
ORM (ascii) presentation.

3.1.25 Data Structure: ORlVl_AttributeIn§oDef

This structure is used to return the all the meta information and the actual value ofan
attribute. it is passed by reference to the application/attribute layer to be filled. Note: The
string pointers do no! point to valid buffers. when passed to the attribute layer!

STRING. HEXC T. 
;u—; ;n -'.-.s ascis presencaciar.

.... :a::e s::ing
;'.r.a'.: _:‘.s. ;;:-.-.: string

i  
II

3n
5. I

n «
I A L.It-

kt :')I IIing
{D ‘O

--:;., *5:
‘IE? A::t.au:eIn£3:e£:

3.1.26 Function Type ORM_AttributeNativeToStringE-‘um:

This function converts the applications native value of an attribute, specified by handle,
aspect and the attribute descriptor to a C-string (ORM_Strlng).

40
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Declaration:

:5-rpedef Cm-i__S'.a'.u: I'c|'11~t__A:1zibuzetear.r.'eTo£::inqE'unt:It
".1:-N. .-\._:1:.i*.a-.nr.:1e!:'.-er‘ handle. 3" an ‘I

if’:-t'__.=tj.:pA.-.pe.::Ze£ aspect. ." in ‘I
_:?,M_;\g.ap.\:nri.t;:ca:rfI‘o£ attrihdescr, «'° "an '!
::'=..*-i_o‘«,-.-_.::>.ar.aPI:r3e:' datapcr. I‘ in '3'
.;.=.*1_:‘.: r;.::q ‘ sI:rva';'.'e 3' ' our. * II :

Fields:

handle Handle as obtained from the last can to HandieC.‘et or NULL.

aspect Aspect as returned from the last call to Handtefiet or NULL

ortrit-«it-s..'r Attr-rbutur Descrtptor as returned for-In Art:-t'bD:scrGer call.

Jrttnptr Opaque Pointer as returned from AspectGetCall.

str-value where to store the reference to the convened value.

mums OR.\.1_Et\'-o Error (Nun) if conversion was successfull, else a valid
ORM Error return code.

3.1.27 Function Type ORM_AttrihuteNativeTolnfo

This functinn performs the same as the previous function ORM_Attribu!:NativeTaString.
except that :1 also prm.-tdus the additional meta inforrnation to this attribute. as far as availa-
ble.

Declaration:

2-,-pectef -‘.‘P.'4__3:.a-.u.-1 i'C?¢1_At.1sibutettativefoin£cFun-:3t

 

‘.‘RM_.'.,-;pl-:an-:J.-:32 £ handle. I ' in ' I
I'.?¢'.‘_P._a.'.!'.'.‘-.5_:'Ntt'.‘tSe:' aspect‘.-. I’ in '.'
:?-M .-\_:r.a:-. ri!:--’_'-escrcef at: tic:-:'.esc:.'. I - in 0 I

"-"-'_.-‘.5-7 ‘ 1- t'- -14: .'n§.H‘.l'.. -"' in 'o'
.'-.v- 51:: .::-;: info .'- 1:1. 1.':'a¢i£'E‘L". out ‘.4’
1 .' . "'

Fields:

handle Handle as obtained from the last call to Hand|eC.et or NULL

aspect Aspect as returned from the Last call to Handtecet or NULL

altribtimzrr .-turitmtr Di-scriplor as returned form Altrt'bDest:rCet call.

Jamprr _ Uprtqtte Putnter as returned from Aspe-ctGetCali.

extra; Pointer to structure, where to store the string references.

4]
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returns O1'tM_Ef\'oError (Null) if conversion was successfult. else a valid
ORM Error return code.

3.1.28 Function Type ORM_AttributeStringTaNativeFunc

This}-unction converts an ORM_Strtng value tor an attribute into the applications native
presentation. The conversion should be done into the structure (dataptr) obtained by a
call to AspectCatlInit(}.

 

Declaration:

: -,-pt-:-:to£ ':.=t:4___3: at : us -"t'.:'«.'~1__.=.-.-. :i::i.:I: es: ting?-':t:a: i. ve!"ur.c) t
' - ' :*..1r::l.'Le. 2'' tr: ‘.-

espect , 4' ° 31:: -= r‘

:;-:.e:' £tcI7ib':'.B:Ct.‘,"‘ 1.": -r

' ..1a:a;'::c. -" -.3. i.::t.1i rec: cu: 0:
Stt."J'aL1='§ ." .t..'I_ '/

Fields: _

handle Handle as obtained from the last cat! to Handle-Get or NULL

a.~:;trt'.' Aspect as returned from the last call to HandleGet or NULL

attrttidrscr Anni-nit’ Descriptor as returned form Attrt'bDescrGct call.

ttataptr Opaque Pointer as returned from Aspet:tCetCall.

strmtut» .\.‘ew value as a C-String (ascii).

returns ORM_E;N'oErrnr (Null) if conversion was successfutl, else a valid
ORM Error return code.

3.1.29 Structure ORM_AttributeFI.tncDef

This stmcture bundtes the attribute related fiutclions for passing to Contetttlnitialize
Declaration:

zypedet‘ st:--.::.-r. I22-’.‘-1_At:r.r;:.;:eE‘uncTag t

Cit.‘-t_.-\r.::i.2.n::e5::ui:;:'-3::3::~reFunc st'_cingconat..i.ve.-
-2P.~1_A:::r:.:u:eNa:ive‘r:.-::::.i.ngFuni: nazivecoatrinq:
‘:7-'..'4_Iic: ::r'.':t.'1‘I'-(I:i'.'-%T:2::f-3FI.Il'.C .i.l'|'fC.t3S‘Z:'il"tq.‘'IF."'! .-'-.!.:l'..'..‘t.u'=."J.'1::&.§:

3.1.30 Structure ORM_ContextDef

This is an internal structure to ORM and opaque to the application layer. It stores the
function pointers and the information of the root node.

Note: This‘ structure and the re1'ated'DI'ocedure definitions change

42
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authfurtcs Pointer to list of authentication related functions or NULL. if no
application specific authentication is needed.

rtotfound No description

3.1.32 ORM_ContextReiease

Release on App-iicattun Cunt:-.'\t.

Prototype:
v;;n

CRM_3:n:ex:5e;eo:ei CPM_C:::ex::ef contztl:

Parameters:

contxr Pointer to application context as obtained from
OR.'vl_Contextinitiali.ze

3.1.33 OR.\1_DoRequest

This function calls the protocol ia_ver to parse an ORM request received and act on it
accordingly via upcalis to functions in the application context. i.e. this is the function to
be dispatched, when ORM requests are received on a server port.

Prototype:

'-' -IF :.' -'-c I a - '.
?' F °_—: ;:::cx:.

-..;!f:t:.

'.—‘_ -.—-..t.‘ ":3 :-.--..é3T.u
i._ .: : ::tL-an.

:=M_1ez;::se:et :e3:;nse.
long -ratresp

Parameters:

np;a:t.rt The application context reference as returned from
ORM_Cuntextim't'talize.

atH.:t_rt An .1r|:-ttrary call context (reference) maintained by the appiication
layer and passed to the authentication. node and handle upcalis.

rt-quest Pointer to received ORM request

reqien Length of request buffer in bytes

'L‘-"JInns.r Pointer to allocated response buffer

43
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mm-resp Reference to maximum resporue buffer length in bytes. on rem;-“I
- points In number of bytes used in response. buffer

BNSDGCID: «wo_9ao2a31m_e_>
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3.2 ORM Node Layer

This section was generated from <stdirt> by_‘CDOC on Fri Jan 27 19:59:34 ‘I995.

The ORM .\'o«:le layer adds another level of ORM application/server support. as it actu.
ail_i- niaintmns a tree structure to access the application level datastrucrures.

This level is accessed from the application/server level via the ORM_Nade... functions to
actually build /destroy the tree of objects. components and attributes.

On the other side it is called from the protocol level and frees up the application to pro.
vide the appropriate functions for navigation and name space/entity management itself. .

3.2.1 Application Handles

The nodes of the node layer provide a tree structured view to application/server level
data. but H113} iu;eti.ill,t-lilo not contain the actual data. A link to the actual instances of

application i|:\':'lL1i‘|la is maintained by handles and aspects- Both are opaque to the ORM-
Nocle level but .1 re tiiterpretecl at the layer on top of ORM-Node. Typically the handle is a-

pointer to some application level instance. and the aspect is a pointer. index. or type iden-
tifier. which identifies the type oi the instance

3.2.2 The ORM_Node Structure

Instances of this structure maintain the tree of virtual components. objects and attributes

Ei.'er_i- node has :1 iiameand a type, identifying the three dilferent entity types: Object.

C0'I'I1.pL'|'l‘lt.'lIl or .-\ttrtbulv. Obit:-Cl arid Attribute nodes are leaf nodes, e.g. they can’t have
children.

_In addition. every node has a parent and a next pointer. to link the actual tree structure.
Only component nodes havea pointer to the list of children.

Object Nodes have an additional attribute. called the Link (or Link-info which usually is
a stringitied NOR}.

Attribute Nodes reference a single attribute by. which is characterize by additional infor-
mation like

- a value type. \\-llltfh describes the kind of value e.g. integer (different sizesl. real
tsizesll. string, :ii'ii_t:ie-sclcctt'oit or multiple choice

- a \’.‘llLIE mode. specifying this attribute as read-only read-write. wt-ite—only or persist—ant.

- hints section, which contains additional information for use by the user-interface crea-
tor. i.-.3. valid ranges for this value and a unit string. Both values are optional.

The nodes provide a tree striicturecl view to application! server level data, but they (usu-
allyl do not contain the actual data.

45
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3.2.3 Struck NodeDet'

 

Declaration:

-_ 3,-preduf 5'. r°.'.-ct. .‘.R-.\'.-_.‘li'.'.t.:i.-'1'-it-1 i
:FM_N::eTy;eZe£ type:
snrr: flag:
ch‘: ‘name:

scr.-.:r. :2.‘-tr._N:ideTeg -_e.-.i-eat:
:1". t'.;.:'_ c?.“:_N:de':‘eg '.-.ex::
"JR:-l__A;'.1>!-ieneiieilef _r.e-.':-.:le:
:3.‘-._J'-t,-:;.:.h5::e':::e.f asp-=1-n:
'..'n L ..'c.'‘. 2

- -_:- _- -_-:, _'.". ' .'3‘_’_'(2.-J} ' ‘.'‘.r:.|t.;
:- - . . '.:. :.’«.'-t___:.'. ‘.-e‘.’s:_i ' 115::. FT.‘

.3 ‘. : .22

. '.' -31 ' 3553 :
I azzrib:

.' 7. ''.'.CC 5
: r. is . ‘ . ..:‘.!-t
i ' 1’. ‘(£1.22

' ..=-'\.‘-'-_.°i:.:t.:4.--'_..» .‘ .-

Fields.

t_i,-pi‘ indentilies the type ‘of entity. this node describes. i.e.
ORM_Noc1eTypelOb]ect. Component Attribute. Unknown]

flag internal use

name The name of the node (object. component or attributelnarne

parent pointer to the parent in the tree. NUL for the root of the tree. ‘

llt'.'|.'l pointer to next sibbling in chain. This defines the order in which
nodes of a given type appear in the response

hrimflr an opaque pointer for use by the upper layers

aspect another opaque identifier for use by the upper layers

tt.:t'.-mp union variant for component nods

u.i:iini;:._fir_i: pointer to first child of this component node

i...-nrup.i.i_.-at puinterm last child or this component node.- .. .- - .-

ununlr union variant for attribute nodes

U .1’?! fflvll .|f&'5|.’f

ENSKEID: dNO_9KQ‘B3'IA1_|_:v

opaque pointer for use by upper layers
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fiointer to stringified lint-«address of this obiect (NOR), e.g. the
hyperlink -

It .0bjt.'Ct Jmk

3.2.4 ORM_NodeCreate

Creates a new unlinked node. Usually only_ used by convenience functions and to create
the root node.

Prototype:
C?3'.‘£ fl; :13 C-1‘: I‘.

CF.‘-I alt-.-.r_-::c_-av.-en’ :7‘! S':ri..".q name. -” in ‘F
/' in -I

.:?.*-!__.\’c:'.-'_- Type:-ex‘ type

Parameters:

name The name of this node (for navigation!

type The type of this node. This type also determines which functions-
can be applied to this node later on.

3.2.5 ORM_NocleDelete

Deletes the given node and all its children 2.3. returns the space allocated Note: if the
nodes parent pointer is not NULL, the node will not be deleted.

Prototype:
i .-.:

:.'v'-'.Vt_.'I -.."s-E-e- ezet '_'."s.'*._:£.; 2e I--"= : .'..:.:e .- - .-._-_ '

Parameters:

node The node (and the subtree) to delete

3.2.6 ORM__NodeAltach

Attaches a node {and its subtree) into an existing tree as a new subtree. Every node {sub-
tree) is in at most 1 tree!

Prototype:

-2F.~:_,_.\-‘ 1' zest : J :.-.1 -.‘i'~.\'.__.=<e ‘.2: : :.>r.'.':e£ =e';atiar.. I ' in ' I
':.°:*._'.\'c:e'.)-ef :e.l.aI:ive. I‘ in '1
:.'.:-1.:-1___.‘l:..-'.eDe E sub: use I ' in ' IJ .'

Parameters:

47
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relation : Flag either ORM_NodeSibbling or ORM_NodeChi1d, specifying
the role of the relative node, e.g. its a sibbting or its the parent of the
subtree to attach. If its a parent. the new node will be attached at
the end of all children‘. if its a sibbling. it will be placed right before
this child.

n-Ian:-e : an existing node. either parent of sibbling

subtree No description

3.2.7 ORM_NodeDetach

Detaches a subtree from the current root tree. This ; ways has to be called, before a sub.
tree is actually deauocated. The subtree may also be reattached in the same tree again
after this call

Prototype:

.93 x ew.;-:;v .?M V‘€e:ci sunzreu " tn ‘I

No parameter descriptions are available.

3.2.8 ORM_NodeE-iandleset

Sets the handle in the given node (see also ORM_Node<convenience functions»

Prototype:

' -;'€.\t___.V: :-.-'='.-.-2.*.:‘.‘.e:‘=.: I 1‘-:&vt_:.‘:::eDe:' nude, in =1
CF.‘1_.=.I_;~pi4.3n’.".leD-if handle _»‘ v in = II .‘

Parameters:

node Reference to node structure of any type.

mm.u.- Reference to opaque handle.

3.2.9 0RM_NodeHamdleCet

Retrieves the handle from a given node

Prototype:
in:

vSP_‘-!_.‘::‘.::e‘:.vS-’:r.«:x‘.a3e2:: t €.':'¢*._th.:'eLef node. ; ' i n - I
~:P.“. .-\r..-pHen:ileZ>eE ‘' handle 1 ° out ° .’
‘A.

- No parameter descriptions are available.
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3.2.10 ORM_NodeAspect$et

Sets the aspect in the given node {see also ORM_Node-tconvenience ftlnctionsb-)_

Prototype:
raid

-:B.v._.~Icc.*.eAspecr.£e:i :.‘tL*-1__.'-‘:..:eDet node, I- in U
:F<.\I_.=\1_.:p.¢-.s;:ect:3eE aspect - .0" in ‘I1.‘

Parameters:

31.151!‘ Reference to node structure of any valid node type.

::.<pm'.r R:fere'nce to opaque aspect description.

3.2.11 0RM_NodeAspectGet

Retrieves the aspect from a given node

Prototype:
-3...’.

"9?-2 ::-- -,—- =.~-; '=-r .~:v:-.=:.-:':..-r .-.-.-.::e. r- 1.1 -1

‘.;'-.V._.'-.-,:.-,'.'A.-=‘ce:-.:e£ ‘aspect: 3* our. -1

No parameter ttescnptmns are available.

3.2.12 ORM__NodeAttributeDescrSet

Sets the attribute description of an attribute node

I’mtot}'pe:

..£~_\-._:.' :¢-.=..: -. - .: .: .:.',.:.-. .-; .‘-e-. l :«R.“._N-.1-;i.'=De:' node, I! * in ' .'
1'-F-l."".‘_4'-.','.:j.‘.F\’."l'.!ihC£'5C:3Bf act til: .' ' in ' =‘

i .-

Parameters:

nade Reterence to node structure of type Attribute.

am-ib Reterence to opaque attribute description

3.2.13 0RM_NodeAttributeDescrGet

Gets the attribute description at an attribute node

49

ausoocstx ¢WD___9BO2B31A1_i_:.

Petitioners Twitter, Inc. and Yelp Inc. - Exhibit 1008 - Page 231



W0 98102831 ‘ PCT!US97f1 1885

Prototype:
LII:

Ca.V:_::;;eA::.'::cu:e:e::r’3e:I .32-u-!__NodeDet node. 1- in -/
:FH_App£:c:ibDe:c:§ef 'a:trib I‘ cu: -/I :

No parameter descriptions are available.

3.2.1-I 0R.M_Node0biectLinkSet

Sets the link of an object node

Prototype:

CF-.".__?l-'“'.!€-C.':.'.‘f'.' .'v. '..: :.-:31.»-. { ;-‘-..*!__N-f~-.ieCcf n-see. .' " I-n ' .’
::‘-.".___3r.n..‘.q link .I- Ln -.r

Parameters:

n.:.i'.- Reference to node structure of type Obiect.

hnk Strmgitied version of the address/nor to call this obiect.

3.2.15 ORM_NodeObiectLinkGeI

Gets the Iinkaddress of an ubiect node

Prolntype:
1. -.

'.. '1. ‘:2: :.--2: ' .".-.':-2-1 2 2??’ '::::':i-eD¢t' ncae. :0 in 0;
1';~‘.:-I. :i::;:': ''.‘.:‘.Z-. r'- cu: '4'

No pararneler descriptions are available.

32.15 0RM_NodeOb§ectAdd

for an explanations of paramters, see above. Return created node if operation succeeded
else .\’L.'LL. -

SD
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Prototype: .

.":fl'.:4_ri'-.-r.‘t.-1‘;-3 r
:'.‘t..-!__.*:.-._~.eC-..='_-.-_v::i=..-tot :11.-1_P.eLar.io:-.De£

:Pt.‘1_m.-de£_)e£
-:F.~l_Sr. rinq

¢RH_AppEand1c2e£
CRM*Appnsp¢cc3e£
caH_$t:inq

I:

No parameter descriptions are available.

3.2.17 ORM_NodeComponentAdd

Prototype:

:HM_H::u:e!
:3x_fi;ieC:=po:e::A:dt cRM_Relaci:nDe£

' :RM_NodeD¢f
cPx_5::i:q

TRx_A;pEand1eDcf
:Rx_A;pA5pec:2et
I-'

No parameter descriptmns are available.

3.2.18 ORM___NodeAltributeAdd

Prototype:

G9M_fl:§eDe!
:aMwn::eAn: :Hx_§eia:;once£

I .=.‘*!_?: '.-4«'-.-€-e !
-;.'~;~:_ :7 : nnq

2P3_AppEand1e&e£
$RM_AppA:peccDe£

:;:::eA:i:

PCl"1'US9'7!1 I885

relation,
:e1ative.
name.
handle.
aspect.
linkaddr

:e1a€ion.
:e1ative.
name.

handle.
aspect

zeiacien.
:¢-a:;ve.
name.
handle.

aspect.

cRn_App£:c:inS¢:c:De£ actzibdescr
I.‘

No parameter descriptions are available.

Si

in
in

"in
in
in
in

in
in
in
in
in

in
in

:3

in
in

Petitioners Twitter, Inc. and Yelp Inc. - Exhibit 1008 - Page 233

-r
-1

ug



“'0 “W233! PC'I‘flJS9‘7Il 1885

3.3 ORM Aspect Layer

This section was generated from <std:'ri> by-CDOC on Sun Jan 29 17:00:51 1995. .

The ORM aspect layer adds another level of ORM application] server support on top of
the ORM Node! Handle layer. and supports the retrieval and modification oi aspects, Le,
groups of attributes-front or into application data structures. once those have been rests.
tereti with this layer. - ‘ .

This level has no additional {down-call) I’-unctions but defines data structures to be pm.
videcl by the application layer. These are then accessed/used by the aspect upcall rung-
tions. if those have been registered with the ORM protocol layer.

The Aspect layer implementation of the ORM-SSL works as follows:

On AspectCailCet requests. just a pointer is returned which points at offset byte (as set

in the aspect descripiorl ll'(‘|fl‘l the beginning of the handle. On :upectCallInit calls, a copy
of the aspect. e._e, size bytes from the area pointed to by handle. starting from offset. is

' taken into .1 private rnemory area. This copy is then passed to the Attribute conversion
routines to write the new values into. On AspectCallSet calls. the application level set

function as denoted by the aspect descriptor is called and the private copy trequst stfuc-
turel is released afterward.

3.3.1 Function Type ORM_AspectSetFunc

This functioii is called from the aspect layer to actually apply the new attribute values to

the application layer and/or initiate the requested state changes. This function usually
should not ‘lilock. e.g. siioultl not wa"tt"i.tntil the initiaiefl state‘ Elia'”n‘g“e' ‘is cornple’t'ed. Any
kind oi" ll'llt:rI'Ilr.'Lli:'\h: state should instead be visible to a client on request (Le. not
STOPPED -s STARTED. but STOPPED —> STARTING '-> STARTED, if starting implies a
heavier operation.

Declaration:

C-R."'.__$?.3'.‘.t:r
:ypedef i'5iH_Aspcz:S¢t?un:l{

 
sax Aopkanosecaf handle. I‘ in -r

i-:2 .‘«ot-::.-r.:'.i_-.5 'rl.i:.‘:.l'.n-E -espea:r.. : " in '.v'
" zequeaz. I‘ in ‘I

:uccent. 3- in '!
'ertortezt r' out ‘I

liartdle the handle as returned from I-landleCet

aspect Relerence to the aspectclescr.

rrifirr-.~'l Copy tit-the aspect as‘descr-‘ibed l:iy'the‘aspectdescl"updated with
new values.

52
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Reference to aspect within handle

ilthere to store a pointer to a short textual description if the
requested values could NOT be applied.

ORM__ENoErt-or if all new values could be applied, or
ORM_El’a rat-neterLtst if pa retnter set is inconsistent or
ORM_EMissingAttribute if a rnandatory attribute is NULL.

3.3.2 The ORM_AspectDescrDef

This descriptor maintains information about the application data structure (usually refer.
ences by the ORM__App!-landie) or parts of it. It describes the binary size. the offset

within the handle. and contains pointers to functions to actually retrieve or modify this
aspect of the application instance.

Note: it is Currently open. whether there should be a procedural interface to set up the
aspect descriptor instead of providing a structure type definition to be passed initjaliged
by the application code.

Declaration:

Fields:

ill] flit‘

tlffsdf

siec

flax

set ;

appext

apptd

BNSDDOII1 -.wo__9eoeaam1_i_-.

-:i=.~1 Asp-': ::3e~..-‘e.—.c '

2:11

aL:es:tTaq
'a5me:
csfsec:
s;2e:

iiaq:
aecf:

appid:
'appexc:

I &RH_Aspe::Deec:}e£:

Pointer to name string, for identification mainly.

The offset in bytes within the instance. where this aspect stars.
This usually is the offset of at sub structure in the instance.

The size in bytes of the instance. the application handle pointer
points to. For set-requests, the container for the new value is cre-

ated by copying the handle. and inserting the new values in it.

If set to ORM_AspectGetlndirect. the offset indicates the offset to a

pointer. pointing to another structure of the above size.

Pointer to function. which iscalled to apply (a set of‘) new values to
an application instance.

any value of pointer size the application wants to store with the
aspect. This rnay be used to store a create_aspect function pointer.

Opaque identifier, which may be used by the applications layer
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3.4 ORM Attribute Layer

This section was generated from <Sldlrt> by CDOC on Fri Jan 27 19:59:34 1995.

The ORM Attribute layer adds another level" of ORM application/server support on top
0! the ORM nude layer. by providing (list of) attribute descriptors. which simply initial-
ized by the application code. allowe automatic conversion and generation of the attribute
meta information. requested by the ORM protocol layer.

The implementation of the attribute layer in the ORM SSL assumes. that it is convening
to and from a binary blob of data. identified by the {lower level) aspect descriptor. The

goal of this layer is to reduce the coding effort needed by the application writer at this
layer. just to provide some initialized descriptors and pass them to the ORM SSL via sin-
gle calls per every instance created.

3.4.} The OR;\l_Attribute Dt.-scriptot'Def

Thi.-'- data stntcture ti-.-.~:.-ril-ms .1 single attribute. e.g. its native type and mode, its size.
pointers In cum-er.~:it-it futictions in addition it maintains hooks for preset meta-info like —
Um! and R:lrt_\'t'_

Declaration:

-_-,rpe;le:‘ :1: :‘.;:c :?..".__A:: :-.:-.-: eDe:tc:".'a-3 l
.‘.F.“1__:‘it'.ci.":g name.-
-:1-!.~t_,_.-\t:r.:‘.':'.'-_.-r-at‘:-;-E dacatype:
‘.P_‘-I_-.~‘.e. ': ; LL :-E; :Ie£e: accessrnode.-:
‘.‘:¢:-!.a".::-.-: :anc_Ie:
1.3."! '7' . .'.:; ~_;:‘li'.:

3 -:0 ' ‘ O E I" 32.’. :
=.r-.-_‘ size;

C’. - ;.'.-'I;- :- - — : ‘-4: .'.-—. '. L 5: t'in:;:“'.an: nativetost :i.'.q.-
S.’-x.‘-l_'.' -..-.-.-e : ' is: '3'. :' .:qT-attaciverunc strinqtonacive:
.:F-.\t__.\pp-‘::.'.-rezI:e:h:;E.-ei ccnva :9:

I ‘.‘.*?.M_a:r. cit:-.it.eDes.: :92 E

Fields:

rtil.I'm.' - The name of the attribute.

.l.tlttt_wai' I he i_\ pe of data o! this attribute (ORM_.AttribuleTypeDeD. This is

.1 superset of the data types. the ORM protocol defines and used to
tieterntine implicit conversion routines.

mode The allowed access modes of the. attribute out of

ORM_AttribMode values, e.g. read-only, write- only. read-write.

range A string describing the allowed ranges for new values for read-
write or write-only attributes only. This is a ORM hint, and as such
optional

mm A unit string (usually rrts. Mb, etc.) which may be used by obiect
_-apestttic user interface generators in any way, and by default if
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present is placed behind the attribute value. This is also an ORM
hint and as such optional.

canversitm ,furit.1iun A function pointer to an application specific conversion function,
to convert between native and ORM presentations. Note: This is
not to be confused with the sirniiar functions of the ORM_Context
structure. For the <:conversion—tunction::- to be called. the

ORM_Node conversions functions have to be setup in the
ORM__Context. —

An opaque pointer to any argument. the conversion function mayCotltserstott-tlrg
' need to convert this attribute.

3.4.2 0 R M_AttributeCreate

This functmn cnrnhmes several actions required to register an attribute of a (new)

instance with the OR.\l SSL, i.e. it creates an attribute node underthe given parent (which
must be of OR.\rt_.\’oc1eType-Compotienti and attaches the attribute description and the
handle information to it.

Prototype:
in".

_.P.\‘.__.'-\-. '. : ;':::e~‘I :=.-rztel
.'.E-t.“._T."_ ice:-1:: :-:;.at.ive. 2" in '3'
v.'.=.\t_ .¢e‘.a:-.:.r..'.;e:' ::e2.ar.iar-.. .* " in -I
'.'F'fv!_Af. :, : .-' i: t.".P..'.'E3".'.' :'I..i.sr.t.‘.-e 1 accrib-descr . 1 I in - I
'.':'-‘E-.__.=.:;~e:::'e'::::.iscDef aspectdescr. I ' in ' I
:.F~..‘-t_at_:p§1‘anc;e:¢'s:' handle, I‘ in '1
:.=.'*'. N:":".=.-2et' ' 9.2-: I ' out ' 3'

Parameters:

m‘.m:-r pointer to relative node. if relation is set ORM_NodelsParent. then
this has to be a node of 0RM_NodeTypeCornponent. ll’ relation is

set to OR.\d_.'\’0delsSibbling, then this node can be of any valid
node type.

relation Either ORM__NodelsParent. if the node relative should be the par-
ent of the new attribute node. or ORM_NodelsSibbling, if the new
attribute node should be inserted after the relative node as a sib-

blirtg.

attrtlttlt-scr No description

.t_-apt-t'r.lt'.<t'r No dl:".'iIl."l'ipl'll.‘II'l

hmi.llt- Pointer to the application instance this attribute belongs to or
ORM_Hand|elrtherit (-1). if the handle should be taken from the

parent (or its parent and so on).

new Pointer to new attribute node or NULL on failure.
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3.4.3 0RM_Attribt.tteDestroy

This function detaches the attribute node from the tree of nodes if any, deletes the node

structure and deletes any depending structures. i.e. the attribute descriptor.

In the current implementation this function‘ maps directly to 0RM_NodeDest1-oy. but
nevertheless this function should be called tor attribute nodes created with functions of

this layer to be able to dealiocate any dynamic memory.

Prototype:
int

cil.\-‘._At'. ‘. : '.".;-.-:e:-2: : coy: -2?-'.\1__.\lr_~deDe E atccncdel :

Parameters:

aitrrmih’ Pointer to attrbute node.

3.-1.4 0RM__AttributeListCreate

This is another convenience functions to add a list of attributes to a component. The
given node must be a of cotnponent type and is used as the parent for the new list of

attributes ( which is appended to the end of the list of child-nodes). The pointer to the
attribute descriptor now points to an array of those descriptors. where the end of the
array is marked by a descriptor whose name pointer is NULL

Prototype:

iht

CR.\t_.=.:: ; i:-*.e:..'. .= :-:2: e-ar.—;-t
..;-.'-°._,~.-' - ~.-=,--'.:«.-5 parent. I-' in -1
:?."._.=.;o:-tar-.:;le:ef handle. /' in - r
"-:2. .=-.u;:c :'::‘r.--.:'.°:;'.a.=:' esper.-r..1'es::. -.-" in -I

.;.=_'s_.'-.t: -. .-..-...';-e3¢.=: ; :..i.-.r_l:>-er‘. attzrde.-.c:1:‘..sr. . r - in * I
'.'_‘:::_: a|:t'.r¢:cl.:r:\'. -" 1.31 *2‘

Paranteters:

parent Pointer to an existing component node, who is the parent node or
all newly created attribute nodes.

handle Pointer to the application instance. all attribute belongs to or
0RM_Handlelnherit (-1). which indicats. that the actual handle is

determined by the parent (which again may have its handle set to
ORM_Handleirther1't!l

a:=p¢'s:idt's‘r:r .\.'o description

nttnft-scrlist Pointer to an array of ORM__Attn'bt.tteDescr. with narne=N'ULL in
the iast element if nttrcaurtt is < 0.
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aHn.‘mm.' The number of attribute descriptors in the lm or the number of im.
Ital attributes from this list to attach to this node or -1, if the end of

the list tarray) shoutd be determined by a NULL nodeinfo pointer.
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3.5 ORM Attribute Conversion Support

This section was generated from <sta't'rt> by CDOC on Sun Jan 29 13:13:38 1995.

This part or the ORM Server Support Layer provides functions for convening generic
ORM data types between their native (binary) and the ORM (ASCII) presentation. The

interface between the attribute and the conversion layer is defined by to function types,
one for converting application native data into an ORM representation, one to convert
ORM attribute value strings into the applications native presentation. Beside the conver.

sion functions provided by the ORM-SSL. every application may provide its own special
converters as long as their interfaces conform these function types.

3.5.1 Function Type ORM_ConverterNativeToStri.ng

This function is called to convert a single native value into its string representation. in

addition to the value string it may generate the range and unit strings. it the pointer val-
ues passed are non-null. If the converter function returns NULL in these pointers. the
lower (attribute) layer t'na_v provide default strings if any.

Memory Allocation: The nieniory to hold the converted string valueisl has to be provided
by the converter function. It is reasonable to use static memory for this purpose, because‘
before the converter function is called again. the ORM protocol layer will copy the stririgsreturned.

Declaration:

-_i,-_:.-=_--:-;-: -1213: ;‘.:;::.;:s 1* .2-rs.-4._'_':.-.-rerzecfler.ivetostcingrunciI
‘.'.3-'.'-i_.-'t_::;:i5.-II’. IE‘: (fat?! put‘. I ' in -2‘
s:.:e_: size. r" in -it
3R."'l__i-‘U2:?i.Et:C‘.'.33vE5£2Li5lI.DEf dacacype. .-"' 1:1 '/
-:9:-t__.8tpp-“.‘c.r.-.-e : ce cheque t conva :9, I - in - I
cR.~I_Scz'tn:; ‘st:-iraiue. 1- out Mr
C!L‘1_:2t.ri:'.c_t 's::':ange. /' out. ' I
-C.'F-.‘I__S|'.ri..'.q ‘ac:-.iri:'.t 3" our. '9'
I :

Fields‘

ptr Address of native data element (e.g. attribute value) ‘

size Byte-size of data element

datatypc One of the ORM_Attribute'l‘ypes identifying the type of the native
data element and its mapping to an ORM Protocol data type (??is
this overloaded ??)

tcmimrg Any kind of argument (pointer) for this converter (as provided
with the attribute descriptor for ex.)

srr1.tiiiii- where to store the pointer to the convened value string.

strrrtrtge -- ' - " Where to store thereference to the optional range string.

.58
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strum‘: where to store the reference to the optional unit string.

3.5.2 Function Type ORM_Convertet-StringToNative

This function is called to Convert a single ORM string value into its native presentation,

The pointer for the result usually points into a set of different attributes. e.g. an aspect,
which usually-is a (partial) copy of some application data instance.

Memory Allocation: The destination pointer provided references some valid rnernory (e.g.
an aspect). but for references (the native value is a C-string for ex.l. there is usually not
enough space for the referenced value. This space must be allocated]provided by the

converter itself. it is legal. to reference the original string as passedin to the converter
function. but then the Aspectcallfiet function should make a copy. if the string is needed
beyond this call.

Declaration;

'_ypc.:le:' 2?.‘-.___5:e*.-.;s t' :i=L**.__:."c-:'u.-erI:erS:ri::g':.‘c.Nar.iveFuncIi
.‘_r~.~' .\g:_r'.-I.'."+.caF". roe: dest. ." in -z‘

:-.r.e__-_ _ size. I‘ in -I
".3."-6 .-'v.t:::.‘:T",‘;:I:i'2-t.'f dasscvpe, 1' in ‘I 

 :.'3=.‘. '. .. ct.-rtvecq, :" in ‘I
3-" .-T.-_ r:.::q scrvalue I * in ' I

, _.

Fields:

ties: Address/destination of native data element (e.g. attribute value)

mnxsize Maximum byte-size of data element

Jritntypv One of the ORM_AttributeTypes identifying the type of the native
data element

cam,-m-_¢ Any kind of data (pointer) for this converter as provided with the
attribute descriptor

st:-value The new attribute value in its ascii presentation.

returns ORM__ENoErn:r if conversion was successftzll and the resulting
attribute value is valid or 0R.M_ERangeError.

3.5.3 ORM Built In Conversion Functions

The lolltitwtng luncttons are provided to convert generic C datatypes between their ORM
and their native presentation. in addition sub functions are provided to support the spe-
cial ORM SELECT and MCHOICE types. which are called by the generic converters.
Along with these sets two new data structure {types} are introdu . -
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3.5.4 Function ORM__GenericNativeToStl'ing

This function converts standard C-data types into their ASCII presentation. It return;
only the converted value. but does not suppon the range and unit parts (e.g. returns
NULL [or those. if requested). In case of SELECT or MCHOICE functions. this function
calls the related ORM_Select.. or 0RM_MChoice functions.

Note: It is currently open. whether the conversion argument cartwtrg may be used to spec.
ily a format string a la prirrtf. Furthermore it is currently open. whether a NULL conver.
sion function in the attribute descriptor should be directed to this (default) function.

Arguments as for ORM __ConverIer.\.'ativeToStr'ing!

Prototype:

CRM_3ts:;s :Fx_Eene:-:ns:;veT;S::in;t
-.‘I'-.-t_.=.t-t:L>.:c.‘t-.'--_r‘.‘-:-.‘.' pr r. 3" in "1'
£-z6_L maxsize. _r- in '3
.':I-L‘-s__J-.1: : -.-‘.::‘:'-_.vpe:)e:‘ syp-a. I ' in - 1
.'.‘.t=..*1_.=.;r:Conve:t.t'-.:A:g-Def convacq, I‘ in ‘F
-.':P.\-l_S':ct..'.q 'scrvait.:e. .“ out ‘I
:P.'4_.1r_:-.:-; *t:anqeI.raluu‘=. !' our. ‘I
CHM itrzng rstrunss !' out ‘I
I :

No paraineter descriptions are available.

3.5.5 Function ORM_GenericStringToNative

This function converts ASCII C-strings into standard C-datatypes. In case of SELECT or
MCHOICE functions.-trhis function calls the related--0RM_Setect.. or ORM_MChoice
functions.

Note: it is currently open, whether the conversion argument cortuarg t-nay be used to spec-
ify a format string a la sscanf. Furthermore it is currently open. whether a NULL conver-
sion function in the attribute descriptor should be directed to this (default) function.

Arguments as for ORM_CorwerterStringToNati.ve!

Prototype:

cR.*1__3t'. n: u 5 c.=-'.".___.T-I.-ne : LC5 : :- S nc_t't‘oNa c 1'-rel
ca.~t__Aj:pDscaPc r'..'>e:' pct. 3' in - I
stzu_t maxsize. !' in ‘E
2 .~I_.%tcc:‘.r.!'yt:el:e: type. I‘ in ‘I
‘:.=*:-_ r.;:;r.T :-.-.'.'e.-:t.-:.-\.:;I:*r.~E ._--:~I-we rq, :" in M’
.'.'.'*:-e ;;'.-.-.:-..;t acrvelise .‘- i.-. W
J

No parameter descriptions are available.
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3.5.6 Structure ORM_StringMapDef

This type of structure is used to map strings to binary valua and vice versa. It may be
used to convert internal flags and states to friendly names. Stringlvtaps must be termi-
nated by an entry with mime set to .\.'UI.L. -

Declaration:

:y_I.'-ecu.-f .--. r~.:ct 53.‘-!_St::-.3-.:;.~:sp'l'aq I
:P.\l_‘;':.:‘..'.g .’.5!1'.E.‘
1?! *2y key:

- ' '.'-‘.“t_E.~ 1. : - :. ;:-'.sp:-e : .-

Fields:

name Friendly name for this key.

key The binary native value of the key

3.5.7 ORM_StringMapToStrirtg

This l"unt:‘tiun inn pa: .1 value key to a string using the given Stringtvlap. It returns the string
0! that map e-t\ll'_\. \\ |\u:3I.' |u.'_\' I5 equal to the given key. else it returns the string passed in
notfnttrtil.

Prototype;

t2P:*I__S 1; t ; :-. 9
l'.'.'-1.,‘-!_‘_5: :1 .*_;.*-!::_I::': 3 : :"'.:'.<; I '.‘!~L*!_:3r. ring:-tep.'..“e 5 map.

SP.’-t__E-Icy key.
'. 9.. 5: rs.-.g :*.-;~*.£ciun:1t.-

Parameters.

map Pointer to a sequence of map entries

key Binary key value. r

notfounti string to give back. if none of the keys in the map matched.

3.5.3 ORM_StringMapToKey

This function maps a string value to a binary key using the given StringMap. It returns
the key of that map entry. whnse string is equal to the given key. else it returns the key
passed in mtutIi.lkt'y.

Prototype:

ctL~t___ir.e-,v
CF|:."‘l_E r. r I. .':q.“.ap S":-I-Ti.»-,rt r:a'-*.M_.‘s I: H nq!-tapbe f tttop ,

»29.."._.‘.t :i.:1c_i name,
.'.F<.\‘.__=<-2-y invalicikeyt :

Parameters:

6!
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map Pointer to a sequence of map entries

name No description

mt-ttlidlcey No description

3.5.9 Structure Ol'{M__StateMap Def

This structure is used to map stares into strings. where a state is assumed to have a distinct

set of possible next states. depending on the current value. E.g. this structure can be used
to derive the set of possible new values i.e. it can provide the range value for a state
attribute. '

Otherwise it is used similar to the simpler StringMap structure. Statelvlaps must be termi-
nated by an entry with mm-re set to NULL.

Declaratimr

:-,_::=.-tet .-": -2: ?.‘«.V; .-.‘:=.'_e.*-.a;i'_‘eq I -‘- r..:: or :.'le U.S.A. 1! ‘.3
'.'-r___- : '. ; ' ; ".¢'t.'.'ll.‘.'

IZL‘!_?.*;',' .:t.a:-e:
;F~.‘!_E°_ ::_:it',' '.ra.'-'.i.c'.:ic:I.t 3:

Fields

nmue Friendly name for this key.

Shift’ The binary native value of this state

t-nlillni-Its String of cnrnnia separated names of next valid states which may
follow this state.

3.5.10 ORM_StateMa'pToString

Convert an encoding of a state into a friendly name using the given staternap. if the state
could not be found. the string passed in natfotmd is returned.

Prototype:

'.?!4'. _i:.:- ;

..‘H.:'I__ .'.:’. -rue:-:_1_c.: '..'.a: : int; 1 -'.':-I:-1*5t.a:eI'.a;:::e£ map.
'2?-.'4_I-Fey s:.a 1-5.

(‘I-I."-!___.':'it ring 5:: found! .'

Parameters:

map Pointer to a (name=NULL) terminated state I-nap.

state the binary state

ti-!h'i'mI-I string to return. if none of the entries in the map had exactly the
given state key.
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3.5.11 ORM_StateMapToKcy

Convert a string representation at a state into a native encoding of a state using the given
smremap. It the string could not be found. the state passed to tntufidstate is returned.

Prototype:

-:!=_--. 02,

CF¢t__£':1:t.-.“..«tp‘.':'-i-zey t C31.‘-!_5:a:e.‘€-.1pDeE map.
GR.'“._5 : t't..-ag narne.
..':Fs'.''1_.Key :. n-ml ictstatel :

Parameters:

amp Pointer to a (nnrne=NULL) terminated stale rnap.

name No description

r':t:-ttintstntr No description

3.5.12 ORM_StateM.'tpNextByKey

Return the cornma separated list of valid next states given the current state.

Prototype:

G:-E.‘-'.__‘.:it :'..-.3
C.a.‘1__.-St 1!.§:.“'.apfi—'.'.'-'_'..:'_"';Kt‘!‘f( 3%..‘-t_;'.r.a:ee'.apD«e£ map.

;‘.'4.‘4!__‘.5r_rt.":'_: ::a:eJ .-

Parameters;

map Pointer to a (narne=N'ULI.) terminated state map.

state the binary state
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3.6 ORM Dump 6: Restore Support

This section was generated from Gtdt'ri> by CDOC on Fri [an 27 19:59:34 1995.

This module of ‘the ORM Server Support Library supports the dump and restore of com-

plete subtrees. and therefore can be used to save the current configuration to a petsistant
storage media tie. the MSF Warehouse) and reload it from there. The actual 10 functions
are currently not supported by this layer or the support library at all!

Dump and Restore are functions of the ORM SSL and not of the ORM protocol (i.e. there
is no DUMP or RESTORE request defined in the protocol). -

This implies. that these Functions have to be dispatched out of the application layer
explicitly. One {intended} way to dispatch those functions intetactiveiy is to provide
pseudo components in every su btree. which should be independent storable./reloadable.
These contain the required parameters like Warehouse location or version name as
attributes. An Attribute-Set request to this subtree then results in the execution of the cor-

responding I‘-unctmn_

Under the layered view of the ORM SSL. these two functions belong to the protocol layer.
as they use (nearly) the sante functionality of the higher layers via upcalls.

3.6.1 General Model:

Starting from a given node. which is used as the root of the relevant subtree to dump. all
components. ubiect links and writable attributes with their rneta intorrnatiort are recur-

sit-ly t-.'Itll'at.'l.LK'l relative to the current subtree root. The extended/tneta information on

the persistent ntettia can be used to interprete the stored attributes and apply changes to
the stored version without the ORM server/application alive but through special clients
(by an ORM/Warehouse gateu.-a_v for example).

The dumped QRM tree can be used to reload the whole subtree at any time. by providing
the node and call the restore function of the ORM SSL (which is a special kind ofSet-
Request).

This special kind of SET request creates a new situation. as components (or any new sub-
tree) may have been created dvnantically by the ORM server application on request. On
the next cold start of the application. these subtrees do not exist.

This results in failed looltup requests by the OHM protocol layer, which usually is treated
as an error lremernber: ORM-P has no direct support for object/component creation. but
this is emulated by sets of writt.-only attributes in separate subtrees. i.e. Ncttr..). To handle
this case. the application can provide a special function during application context setup
to create new instances including the ORM subtree (0RM_NodeNotFoundTtapFunc0.‘i.

A parameter is passed to this creation function, which indicates. whether this situation

was caused by .1 regular ORM protocol request or by an internally generated restore
request. so the .1 ppllt‘t'llll.‘|l't code can still decide to refuse the creation.
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3.6.2 0RM__Durnp

This function extracts the ORM entities in the subtree pointed to by sttbtrer into the char-
acter buffer. so it can be used by .1 later ORM_Restore function (or can be used a.s'a subro-
quest in at regular ORM protocol request).

It is the responsibility of the caiier to provide a sufficient buffer. which can hold the sub-
tree information of the given depth!

Prototype:

Jflflflitntzs
.:_:I_\-E :-J::.p( C. .‘.‘‘‘E A$pHI.‘.‘{"!.eD'1-5 .1Ul'J.'. :%I‘:: .

1:3; depth.
.. '..'_; '-i!'is:...

Jfifiustcinq euifer.
Lnng 'maxlen
I .'

Paranieters:

mi-tr.-c The root of the subtree to dump. All navigation information is
saved relative to this node.

depth The depth. up to which entities in this subtree should be extracted.
.-‘(depth of 0 means. direct chiids of the given sub-root only, i.e. if
the subtree points to a component node with an attribute node as
one of its direct chiidren. the name of the attribute would be
extracted. but not the value or other extended attribute infon-na-

tion. it depth=O. A depth of -I extracts the whole subtree, inde
pendent of its depth.

rt-hm is a tiitmask. defining what kind of entities should be extracted:
ORM_DuntpSetObjects ORM__Durnp5etCotnponents -
ORM_Du nipSetAtti-ibutes OR.M_DuinpSetWi-itable
ORM_Dt.trnp5etDefault = Obiectsl Cornponentsl Wtitable
ORM_DuntpSetEveryThirtg = Obiectsi Cornponenui Attributes

buffer The address of a character buffer, where to store the extraiited

entity in formation '

maxim Pointer to the rnaxirnurn length of this buffer. On return, tnaxlen
will contain the number of bytes used in this butler including the
C-String '\t}' terminator.

3.6.3 ORM_R.estore

Function to reload the saved ORM information into an existing subtree. where at least the
root of the given subtree has to exist. Note: Because the restore request may fail with some
attribute modifications already performed. an application may want to call ORM_Di.ttnp
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(into a ternpomry buffer) before actually calling ORM_Restote. to be able to undo the par-
tial operations.

Prototype:

.:.’~.\'. Sr. 1:-.:s

23*.‘-:_.‘-eztzte. .‘:"."l___.:._:;_-2.-._--=1-5.: sat‘:-:tee.
‘.=!.'*-!__.'>:..'.:.'.',I nutter.
'. :*:'-.-; ' length
I .'

Parameters:

suture: Node of the subtree to load the management information into.

buffer pointer to ORM subrequest sequence.

Imypui pointer to length of the request. On return. this will contain the
ntunber of bytes processed from this request.
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3.7 ORM SSL Generic Datatypes
I 1 trade E __DR.H_‘."YPE__H
me c 1 no ___OR.I"'|__‘l'YP£__H

J! u _ .

' some qene:;: definitions. may become obsolete‘I

typeief emu:
?a;:e.
T::e

I c:clean:

lifndef NULL

ldefine NULL (vol: '30
lenalt

naeflne :5, ?::: case. :££:e:i l?Oid ‘JlIal:e_t.1tbaae}+tsize_titotfsetii

-amailactxi

 

‘(I

* How requests and responses are passed to the OHM protocol layer
-I

cypeaet ::a: '3RM_Reques:ae£:

typefiei ::a: 'ZRM_3esp::seDef:

- tne p:;n:;;a1 zype at evezy ORH ptotocol entity. e.g. names and values.
' but also .52: most C-szrzags.
-r

cypedet char 'ORH_Strinq:

' Used 5:: Ezazeaaps and 3::ing Maps as the lookup Key

:y;e:ef :25; :a!_Key:

* The following are various opaque handles. Opaque mainly to the protocol
' layer out also for the lower of two stacked layers.-1

cypedet void 'CflH_AppHodeDeE:
typedef void 'CRH_AppHand1eDe£:
tyoedef v:;: ':RH_AppAspectDe£:
:ype:e£ r;;; -:aH_App:a:c§t:Oe£:

6'7
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:_ypede[ -,-3;; °.T,fl_|I|_fippA?'.=Il.DDESClDEt.‘
typedet rota -:Rn_AppCa;:con:ex:De£:
typedef rzxa °3AM_AppC::ve::e:ArgDe£:

If

- valad azzess scces far an attribute0 I

typedef e:::
?aM_A:::;:a:cenone.
CRH_A::::cncdeRW.
:32 A:::;:M::eRG.

GI-1.,"-l:Ac : : : '::s-Ioc'eHO.
CRH_ :::;cHoceRNP
| :RH_A:::;bHoceDe£;

/' -

* Known (native! cazazypes. which are aupporzed by the Genetic converter
‘I

tycecef e:;:
Z?! A:::;:?y;eH"e.
GEM A:::;cTy;eZ

2Ex:A:::;cTy;eU:::l. 
CaH_A:::i:Ty;e::c4.
DRH_A:t:lc?yceUIn:¢.
:R2_A:::;:?yce_::a.
5RH_A 'cType:!n:3.

  

ORH_A:::l:Ty;eReal32.
DRH_At:::c?ypeReal64.
ORH_At:: * ':;: .
Z3.~I_-‘~‘.‘:: __ :~'.S‘.‘.:.
:in_A:::;:?yce£elect. I‘ 1 out of many *!
:EM_A:::;:?y§e£:ace. I‘ 1 cut of many. but Hith dynamic range '1
3!n_A:::;cTypeGptLcn. f‘ blnaty switch ON/OFF YES/ND ‘I
oRM_A:::;oTy;eHCnoice. :- n out of many -/
ORH_Att:lbTypcUnkncun
I GRH_£:::ibTypeDe£:

’I

* can Ettcr Ccccs. used as well by the protocol as by the ORH SSL‘I

typeuef en;m
:RH_EN¢£::::. :' zperation succeasfull! ‘I
ORH_EPe:m;:::::, 3- None or wrong autn.in£ormation '/
ORH_£HoSuchNo:e, I‘ some name in pathname could not be found *!
DRH_ENoSucnAc:r;buLe. r- attribute in Set-Request doesn't exist '!
oRH_£Ncsuccobje::. :- object/Manager could not be found ‘I
ORH_E:nvaiidOpe:a:ian. /' Operation not applicable to node type ‘I
ORH_£P:oco:ol. /- OEH protocol violation “I
oRH_EC:mmu:;:a:;:n. x- lone: level comm error *!
3RH_ERacge. ' 1- new attribute value out of range ‘I
ORH_E95:ame:erL;s:. ' :' set of attributes not applicable ‘I
GRfl_EM::s;:;A:::;:ute. 1- mandatory attzib. missing or NULL '1
DRH_SficSpd:e. I‘ internal allocation '1
2RH_E:.E-££e:. -- ceaponse buffet -I
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oaH_E:nte:na1. 1' ORH Internal error -> buq ‘I
CRH_EApp1ica:;cn, 3‘ app1ica:;:n Level error -> buq '1
I CRH_Stacus:

Note. that only nodes of type 
typedef enum I

cRH_NodeTypeUnknoun.
CRM_NodeType0bjecc.
:RH_Ncde?y;eC=mponen:.
DRM_NcaeType zttzhute.
:RM_H::eTy9eAny

:RH_3:3eTy:e:ef:

 
zypedef enum {

c.=t.'-I__nequest.cb:e::Ge'. .
caH_RequescCompcnen:Get.

icutecet.

 
cFu:aeduescDump.
CRM_Re::es:aescare
I C.-:"c-!_Reques:‘:ypece£;

oendxf
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5 WHAT IS CLAWIED IS:

1. A system for managing objects, including a first server, comprising:

a first receiver portion configured to receive a request in a

hypermedia format: _

"a first translator portion configured to convert the hypermedia

0 request to an object request:

a sender portion configured to send the object request to an object

manager;

a second receiver portion configured to receive a response from

the object manager; and

5 a second translator portion configured to convert the object

manager response to the hypermedia format.

2._ The system of claim 1, further comprising a second server, including:

a third receiver portion configured to receive a request in a

hypermedia format;

0 a third translator portion configured to convert the hypermedia

request to an object request;

a second sender portion configured to send the object request to

an object manager;

a fourth receiver portion configured to receive a response from the

5 object manager; and

a fourth translator portion configured to convert the object

manager response to the hypermedia format.

3. The system of claim 1, further comprising:

a second sending portion configured to send the hypermedia

0 format data from the sender portion to a browser to be displayed.

4. The system of claim 1', where the object manager manages a self-

describing object.

5. The system of claim 1, where the object manager manages a non—self..

describing object.
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6. The system of claim 5, where the object manager performs a "worm"

function.

7. A method for browsing objects, where a browser" communicates with

a server, comprising the steps, performed by the browser, of;

sendingan initial URL to the server;

receiving first data from the server, where the first data specifies

an object corresponding to the URL; _

sending user-entered data associated with the object to the server:

and

receiving second data from the server, where the second data

specifies a second object corresponding to the user-entered data.

8. The method of claim 7,

wherein the step of sending an initial URL to the server comprises

the step of sending an initial URL known to the browser. where the URL is the

URL of the server.

9. The method of claim 7,

wherein the step of sending an initial URL to the server comprises

the step of sending an initial URL entered by the user, where the URL is the URL

of the server.

10. The method of claim 7,

wherein the step of sending user-entered data associated with the

object to the server includes the step of indicating a "set" operation in the user-

entered data.

11. The method of claim 7,

wherein the step of sending user-entered data associated with the

objectto the server includes the step of indicating a "get" operation in the user-

entered data.

12. The method of claim ?, wherein the step of receiving second data

from the server includes the step of receiving data corresponding to an attribute

value of the object.
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5 13. The method of claim 7, wherein the step of receiving second data

from the server includes the step of receiving data corresponding to a second

object linked to the first object via an object-link.

14- A computer program product comprising:

a computer usable medium having computer readable code

0 embodied therein for managing objects, the computer program product

comprising:

cornputer'readable program code devices configured to cause a

computer to effect receiving a request in a hypermedia format: -

computer readable program code devices configured to cause a

5 computer to effect converting the hypermedia request to an object request:

computer readable program code devices configured to cause a

computer to effect sending the object request to an object manager;

computer readable program code devices configured to cause a

computer to effect receiving a response from the object manager: and

0 computer readable program code devices configured to cause a

computer to effect converting -the object manager response to a second

hypermedia format.

1 5. The computer program product of claim 14, further comprising:

computer readabie program code devices configured to cause a

5 computer to effect sending the second hypermedia format data to a browser to

be displayed.
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This Page is Inserted by IFW Indexing and Scanning

Operations and is not part of the Official Record

BEST AVAILABLE IMAGES

. A Defective images within this document are accurate representations Of the oiiginal
"documents submitted by the applicant.

Defects in the images include but are not limited to the items checked:

D BLACK BORDERS

CI IMAGE CUT OFF AT TOP, BOTTOM OR sIDEs

El FADED TEXT OR DRAWING

\|;l/B’LURRED OR ILLEGIBLE TEXT OR DRAWING

Cl SKEWED/SLANTED IMAGES

CI COLOR OR BLACK AND WHITE PHOTOGRAPHS

A [II GRAY SCALE DOCUMENTS

El LINES OR MARKS ON ORIGINAL DOCUMENT

D REFERENCE(S) OR EXIIIBIT(S) SUBMITTED ARE POOR QUALITY

CI OTHER:

IMAGES ARE BEST AVAILABLE COPY.

As rescanning these documents will not correct the image

problems checked, please do not report these problems to

the IFW Image Problem Mailbox.
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TRANSHVHIITTAL lF©)Rllll

(to be used for all correspondence during pendency of
filed application)

 

 
 
D Fee Transmittal Form (in duplicate)

E] Check Enclosed

Return Receipt Postcard

Response to Notice to File Missing Parts

Assignment & Recordation Cover Sheet
Declaration

Small Entity Statement
Information Disclosure Statement & PTO-1449

E] Copies of IDS Cited References
Request for Corrected Filing Receipt

Request for Correction of Recorded Assignment

Amendment/Response: [ ]Page(s)

El

 
  

 

 
 

IZI

 

     
 

 

ElDIECICJCICID
 C] After Final

[:| Status Request

|:| Revocation and Power of Attorney 
 

 

l:ll:1l:ii:JEEDEIElEJUEJ
 

 

  the Express Mail Mailing Number is filled in v
Mail Post Office to Addresses” servi = _.,r‘ uant to 37 CFR 1.10

7’ ~ 
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PTO/SBl21 (modified)

.» Approved for use through xxlxxlxx. OMB 0651-0031
Patent and Trademark Oftice: US. DEPARTMENT OF COMMERCE

Application Number ' 09/234,113

Filing Date April 7, 1999 -

First Named inventor Michael De Angelo

---I

‘ 6...

o e
. . . . N

Total Number of Pages in This Submission Attorney Docket Number 3726 .4 cn- no

ENCLOSURES (check all that apply) '
Issue Fee Transmittal

Letter to Chief Draftsperson

Fon'na| Drawing(s):

[ ]Sheet(s) of Figure(s) [ ]

Appeal Communication to Board of Appeals and
interferences

Appeal Communication to Group
(Appeal Notice, Brief, Reply Brief)

Certified Copy of Priority Document(s)

After Allowance Communication to Group

Copy of Official Filing Receipt

Copy of executed Verified Statement Claiming
Small Entity Status

c3
ca

REMARKS:

IGNATURE i- -ATTORNEY OR AGENT i
I

4.4 ,..«_ t , ,
Attomey/Reg. No.: reg T. Sueokal eg. No.: 33,800 May 8,2000

CERTIFICATE OF MAILING

I hereby certify that this correspondence. including the enclosures identified above, is being deposited with the United States Postal Service as
first class mail in an envelope addressed to: The Assistant Commissner for Patents. Washington. D.C. 20231 on the date shown below. If

law, then this oorrendence is being deposited with the United States Postal Service "Express

._
Typed or Printed Na . Greg T. Sueoka May a, mo
Express Ma" Malina Number <°v"W>= 

  

 

 

U3/\l333éi



 
1,.‘

I’ u . ‘0 ~ ' '.

IN THE UNITED STATES

 

-1
rn

‘-7 30
5 ¢.—- rm

PATENT AND TRADEMARK OFFICE 0 '§ 0
":2 N m
—--l 0‘ 2

APPLICANT: Michael De Angelo ‘:3 3» (SN a

SERIAL NO.: 09/284,113 ‘E3; '3' '
FILING DATE: April 7, 1999

TITLE: System And Method For Creating And Manipulating Information

Containers With Dynamic Registers

EXAMINER: not yet known

GROUP ART UNIT: 2771

ATTY. DKT. NO.: 3726

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the United St te ostal Service

envelope addressed to: Assistant Commissioner For Patents, Washington, 20231, on the d e shown below:

We
Dated: 3 I7 Z0!-9°

ASSISTANT COMMISSIONER FOR PATENTS

APPLICATION PROCESSING DIVISION

CUSTOMER CORRECTION BRANCH ‘

WASHINGTON, DC. 20231

 
i Sueoka, R g. No.: 33,800

REQUEST FOR CORRECTED FILING RECEIPT

SIR:

Enclosed is a copy of the Official Filing Receipt. It contains the following error:

1. The filing receipt does not indicate small entity status, as evidenced by the

executed Verified Statement Claiming Small Entity Status (37 CFR 1.9(f) & 1.27(c))-—Small

Business Concern, a copy of which is enclosed.

Please issue a corrected Filing Receipt rectifying this error.

I2! The correction is not due to any error by the Applicant and therefore no

fee is due.
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PATENT

cant's error, payment in the

F‘:

"=3 <-..—:-2 3%
Respectfully submitted, Cr?‘ 2 C‘)
MICHAEL DE ANGELO at ‘$1 CI‘.

'* «c
'33 3;; m
'22. ‘«‘~‘-=”=» ‘~‘-"

<7 wufl 3
Dated: 4’ By:

. Greg T. Sueoka, Reg. No.: 33,800
Fenwick & West LLP

Two Palo Alto Square

Palo Alto, CA 94306

Te1.: (650) 858-7194

Fax.: (650)494-1417

21114/03726/DOCS/lO42815.1

2
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fr1e:r'!/c:/APPSI'preexan'u'correspondcnce/ l .htrn

 
     

C
I“ UNITED STATES DEPART T OF

FILING RECEIPT (P-70tMIIItIER§$ d arko O3 En an ra em I

Illlllllllllllllllllllllllflllll mi ,Wm,sEc,.E,,.R.,mD P
'OC 154' - CDIWHISSIONER OF PIITENT AND TRADEMARK 

Washington. DC. 2_D231

 
o9r2s4,113.— o4ro7n999« 2771 524« 372s—us-- so 35$)‘ 2;‘; 53

3'3 '3’: -9
GREG ‘r SUEOKA __ - r“ “_
FENWlCK&WEST Recfilvfip ‘,3 75: ‘J
TWO PALO ALTO SQUARE APR ' ' .4 ‘=’PALO ALTO, CA 94306 1 3 353% g

FENWICK 3. westLu; Date Mailed: D4:'13f2000

Receipt is acknowledged of this nonprovisional Patent Application. itlwill be considered in its order and you will
be notified as to the results of the examination. Be sure to provide the U.S. APPLICATION NUMBER. FILING ' '
DATE. NAME OF APPLICANT," and TITLE -OF INVENTION when inquiring about this application. Fees 2

transmitted by check or draft are subject to collection. Please verilythe accuracy of the data presented on this‘
receipt. if an error is noted on this Filing Receipt, please write to the Office of Initial Patent Examination's

Customer Service Center. Please provide a copy of this Filing Receipt with thejchanges noted thereon. if
you received a "Notice to File"Missing' Parts" for this application, please submit any conections to this‘
Filing Receipt with your reply to the Notice. When the PTO processes the reply to the Notice. -the PTO-'
will generate another Filing Receipt incorporating the requesteiztcomections (if appropriate)‘; '

Applicant(s) _

MICHAEL DE ANGELO. S_i‘_\NTA BARBARA. CA UNITED STATES; ’

F ‘i9:>iI«all Exit’-Ix;Continuing Data as Claimed byApplicant

THIS APPLICATION IS A 371 OF PCT}US99r‘D1988 O1i‘28I‘I 999 3'

WHICH CLAIMS BENEFl'I"’OF 60.-"073.209 01i'3D:‘1998 '

Foreign Applications

If Required, Foreign Filing License Granted omzrzooo

it

Title

SYSTEM AND METHOD FOR CREATING AND MANIPULATING INFORMATION

CONTAINERS WITH DYNAMIC REGISTERS -'

Preliminary Class

' 707

Data entry by : BARRETO, NGA Team : OIPE Date: O4i'13f2D0O

IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIEIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIHIIIIIIIIIIIIIIIIIIIIIIIIIIII

4n2roo 6:58 PM
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tr“‘er:tequ-

 
a Patent and Trademark Office: U.S. DEPARTMENT OF C

 

 
 

 

. . T“
Applicant or Patentee: ('3

Application or Patent No.: C: U1
' Filing Date or Issue Date: 7“ to

Title: ‘t‘u;I|U’|.||. I '-!!.‘6L‘U:!'._t|' |,'ILl';9'|_ ||.‘-.J.’I\'A I 311:1: .i‘i.~
:0 c, S

I hereby declare that I am ml '3 U

[ ] the owner of the small business concern identified below: 3
[X] an official of the small business concern empowered to act on behalf of the concern identified below: C3

NAME OF SMALL BUSINESS CONCERN 
ADDRESS OF SMALL BUSINESS CONCERN t« W it -_ - ’»-''l» o .

E I : I. E . ,

I hereby declare that the above identified small business concern qualifies as a small business concern as defined in
13 CFR 121.12, and reproduced in 37 CFR 1.9(d), for purposes of paying reduced fees to the United States Patent and
Trademark Office, in that the number of employees of the concern, including those of its affiliates, does not exceed 500 persons.

For purposes of this statement, (1) the number of employees of the business concern is the average over the previous fiscal year
of the concern of the persons employed on a full-time, part-time or temporary basis during each of the pay periods of the fiscal
year, and (2) concerns are affiliates of each other when either, directly or indirectly, one concern controls or has the power to

control the other, or a third party or panics controls or has the power to control both. .

I hereby declare that rights under contract or law have been conveyed to and remain with the small business concern
identified above wifirregard to the invention described in: ‘ ‘

[X] the specification filed herewith with title as listed above.
[ ] the application identified above.

[ ] the patent identified above.

If the rights held by the above identified small business concern are not exclusive, each individual, concern or .

organization having rights in the invention must file separate verified statements averting to their status as small entities, and no

rights to the invention are held by any person, other than the inventor, who would not qualify as an independent inventor under
37CFR l.9(c) if that person made the invention, or by any concern which would not qualify as a small business concern under
37 CPR l.9(d), or a nonprofit organization under 37 CFR l.9(e).

Each such person, concern or organization having any rights in the invention is listed below:

[X] No such person, concern, or organization exists.

[ ] Each such person, concern or organization is listed below: 
 

Separate verified statements are required from each named person, concern or organization having rights to the t
invention averting to their status as small entities. (37 CFR 1.27) ’

I acknowledge the duty to file, in this application or patent, notification of any change in status resulting in loss of
entitlement to small entity status prior to paying, or at the time of paying, the earliest of the issue fee or any maintenance fee due
after the date on which status as a small entity is no longer appropriate. (37 CFR 11802))

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful false

statements and the like so made are punishable by fine or imprisonment, or both, under section 1001 of Title 18 of the United
States Code, and that such willful false statements may jeopardize the validity of the application. any patent issuing thereon, or
any patent to which this verified statement is directed.

NAME OF PERSON SIGNING  __:_¢_:__

TITLE OF PERSON IF OTHER THAN OWNER__Qm 

ADDRESS OF PERSONSIGNATURE I f A2 ~
 

 .,//ff} e/-* '/f- ’’Ione 1

Rev. 04/or/99
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UNITED STATES DE.(_?§I'MIINI' OF COMMERCE
Patent and Trademark Office
Address: ASSIEMNT COMMISSIONER FOR PATENTS

Waihinglrat. D.C. 10331 
0 9 / 2 8 4 1 1 3 v‘
mjxmcantx

I39/12E‘-4,_11:3 DE ANGEL!) M 33 26 L193’

| 5611 | F'I'.‘.T/US9'9!IIIl.'-1'83GREG I :'ii.I'EIIIi<it3t

  "'5”"”‘3*: 3‘ “E57THU PQLO ALTIII SISILIRRE
PHLCI QLTCI CIR 94386 01/28/99 01/T301913

' o.n't1:'LutI1.l.-‘II [1 1 / 13/1] [1
NOTIFICATION OF ACCEPTANCE OF APPLICATION UNDER 35 U.S.C. 371

AND 37 CFR 1.494 OR 1.495

1. The applicant is hereby advised that the United States Patent and Trademark Office in its capacity as Ea
Designated Office (37 CFR 1.494). D an Elected Office (3? CFR 1.495}. has determined that the above
identified international application has met the requirements of 35 U.S.C. 371. and is ACCEPTED for
national patentability examination in the United States Patent and Trademark Office.

2. The United States Application Number assigned to the-application is shown above and the relevant dates
are.

35 lI.S.C. l02{e) DATE OATE OF RECEIPT OF
35 U.S.C. 37] REQUIREMENTS

A Filing Receipt (PTO-lD3X) will be issued for the present application in due course. THE DATE
APPEARING ON 'I'HJE FILING RECEIPT AS THE "FILING DATE" IS THE DATE ON WHICH

THIE LAST OF Tl-IE 35 U.S.C. 37l(C) REQUIREMENTS HAS BEEN RECEIVED IN TI-[E OFFICE.
THIS DATE IS SHOWN ABOVE. Thefiling date of the above identified application it the irtrernational
filing date of the iriternotionof application (Article Hi3) and 35 U. S. C. 363}. Once the Filing Receipt has
been received. send all correspondence to the Group Art Urtit designated thereon.

3. A request for immediate examirtation under 35 U.S.C. 3"l’1(l) was received on Q jgytj ,
and c application will be examined in turn.

4. The following items have been received:

E'U.S. Basic National Fee.
|E”Copy of the international application in:

E] a non-English language.
[Z’EI1glish.

Translation of the international application into English.

[a’Oath or Declaration of in\rentors(s) for D0r'E0.-‘US.
D Copy of Article 19 amendments. E] Translation of Article 19 amendments into English.

The Article I9 amendments D have C] have not been entered.
The International Preliminary Examination Report in English and its Annexes, if any.

[:1 Copy of the Anneites to the International Preliminary Exarnination Report {IPER}.
U Translation of Annexes to the IPER into English.

The Annexes [3 have have not been entered.
E] Preliminary arI'tendment(s) led and
D Inforrnation Disclosure Statementfs} filed and

Assignment document.

IE4’-"ower of Attorney and.-‘or Change of Address.
Substittlte specification filed
Statement Claiming Small Entity Status.
Priority Document.

Copy of the International Search Report E] and copies of the references cited therein.Other:

 

Applicant is reminded that any communication to the United States Patent and Trademark Office must be
mailed to the address given in the heading and include the US. application no. shown above. (3? CFR L5)

. fltrmacttrltpltall

 gTelephone: (T03) 395-3531
FORM PCTr'DO:'EOf903 (December I99?)
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PATENT " . I I RECEWED

2% ‘at IN THE UNITED STATES 1 9 ‘W’
Wflsovr PATENT AND TRADEMARK OFFICE Group 3700

APPLICANT: .,Michael De Angelo MA YFFSCELVED
SERIAL NO.: 09/284,113 Gm“ 0
FILING DATE: April 7, 1999 p 2 0

TITLE: System And Method For Creating And Manipulating Information \

Containers With Dynamic Registers D W
EXAMINER: Unknown 7% ‘
GROUP ART UNIT: Unknown

ATTY. DKT. NO.: 3726

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the United S
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form PTO-1449 listing references for consideration by the Examiner. A copy is enclosed

herewith of each listed reference which may be material to the examination of this application,

and with respect to which there may be a duty to disclose.

The filing of this Information Disclosure Statement shall not be construed as a

representation regarding the completeness of the list of references, or that inclusion of a reference

in this list is an admission that it is prior art or is pertinent to this application, or that a search has

been made, or as an admission that the information listed is, or may be considered to be, material
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admission against interest in any manner.
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C] This application relies, under 35 U.S.C. § 120, on the earlier filing date ofprior
application Serial No. [SERIAL NUMBER], filed on [FILING DATE], and the

references cited therein are hereby referenced, but are not required to be provided

in this application under 37 CFR § 1.98(d).

The Information Disclosure Statement submitted herewith is being filed:

El within three months of the filing date of the application, or date of entry

into the national stage of an international application, or before the mailing

date of a first official action on the merits, whichever event last occurred;

OR

after three months of the filing date of this national application or the date

of entry of the national stage in an international application, or afier the

mailing date of the first official action on the merits, whichever event last

occurred, but before the mailing date of the first to occur of either:

(1) afinal action under 37 CFR §l.113; OR

(2) a notice of allowance under 37 CFR §l.311; AND

C] attached hereto is the fee of $240, as set forth under 37 CFR

§1.17(p), for submission of this Information Disclosure Statement

under 37 CFR.§ 1.97(c); OR

[21 Applicant certifies pursuant to 37 CFR§ 1.97(e) that:

IZI each item of information contained in this Information

Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application not

more than three months prior to the filing of this Statement;

OR

C] no item of information contained in this Information

Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application or,

to the knowledge of the person signing this certification

afier makmg reasonable inquiry, was known to any

individual designated under 37 CFR § 1.56(c) more than

three months prior to the filing of this Statement.

OR

before the payment of the issue fee but after the mailing date of the first to

occur of either:
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a final action under 37 CFR § 1.113; on

[2] a notice of allowance under 37 CFR § 1.311; AND

in accordance with the requirements of 37 CFR § l.97(d):

CI Applicant certifies pursuant to 37 CFR. § 1.97(e) that:

U each item of information contained in this Information

Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application not

more than three months prior to the filing of this Statement;

OR

El no item of infonnation contained in this Information

Disclosure Statement was cited in a communication from a

foreign patent office in a counterpart foreign application or,

to the knowledge of the person signing this certification

after making reasonable inquiry, was known to any

individual designated under 37 CFR § 1.56(c) more than

three months prior to the filing of this Statement; AND

U Applicant hereby respectfiilly petitions for the consideration of

the accompanying Information Disclosure Statement under 37 CFR

§ 1.97(d)(2); AND

CI Applicant submits the petition fee of $130 as set forth in 37 CFR §

1.17(i). '

IZI Applicant submits that no fee is required for the consideration of the

accompanying Information Disclosure Statement.

Dated:

Consideration of the listed references and favorable action are solicited.

Respectfully submitted,
MICHAEL DE AN ELO

  7 77 By:
Greg T. Sueoka, Reg.
Fenwick & West LLP

Two Palo Alto Square

Palo Alto, CA 94306

Te1.: (650) 858-7194

Fax.: (650) 494-1417

 0.: 33,800
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FORM PTO-I 390 US. DEPARTMENT OF COMMERCE. PATENT AND TRADEMARK OFFICE ATTORNEYS DOCKET NUMBER
(R5,, 133) 3726 US

TRANSMITTAL LETTER. TO THE UNITED STATES US’ APPHCATION N0’ a“‘“°“'“’ See

DESIGNATED/ELECTED OFFICE(D0lE0/US) 37 CFR1'5O9/ 2 1 ]_ 3
CONCERNING A FILING UNDER 35 U.S.C. 371 Not Yet Known

INTERNATIONAL APPLICATION NO. INTERNATIONAL PRIORITY DATE CLAIMED
- FILING DATE

PCT/US99/01988 28 January 1999 30 January 1998
TITLE OF INVENTION

System And Method For Creating And Manipulating information Containers With Dynamic Registers

APPLlCANT(S) FOR DO/E0/US
Michael De Angelo

Applicant herewith submits to the United States Designatedr'Elected Office (DO/EOXUS) the following items and otherinformation:

This is a FIRST submission of items concerning a filing under 35 U.S.C. 371.

This is a SECOND or SUBSEQUENT submission of items concerning a filing under 35 U. SC. 371.

This express request to begin national examination procedures (35 U.S.C. 371 (1)) at any time rather than delay
examination until the expiration of the applicable time limit set in 35 U.S.C. 37l(b) and PCT Articles 22 and 39(1).

A proper Demand for International Preliminary Examination was made by the 19th month from the earliest claimed
priority date.

A copy of the International Application as filed (35 U.S.C. 371(c)(2)).

a. {:1 is transmitted herewith (required only if not transmitted by the International Bureau).

b. E] has been transmitted by the International Bureau.

c. IZI is not required, as the application was filed in the United States Receiving Office (R0/US).

A translation of the International Application into English (35 U.S.C. 371(c)(2)).

Amendments to the claims of the International Application under PCT Article 19 (35 U.S.C. 371(c)(3)).

C] are transmitted herewith (required only if not transmitted by the International Bureau).

Q have been transmitted by the International Bureau.

E have not been made; however, the time limit for making such amendments has NOT expired.

[:1 have not been made and will not be made.

A translation of the amendments to the claims under PCT Article 19 (35 U.S.C. 371(c)(3)).

An oath or declaration of the inventor(s) (35 U.S.C. 371(c)(4)).

A translation of the annexes of the International Preliminary Examination Report under PCT Article 36
(35 U.S.C. 371(c)(5)).

Items 11. to l6. below concern document(s) or information included:

An Information Disclosure Statement under 37 CFR [.97 and 1.9

An assignment document for recording. A separate cover sheet in compliance with 37 CFR 3.2.8 and 3.31 is included.

A FIRST preliminary amendment.

A SECOND or SUBSEQUENT preliminary amendment.

A substitute specification.

A change of power of attorney andfor address letter.

Other items or information: A Verified Statement Ciaiming Small Entity Status

Page I of 2
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U.S. APPLICATION NO. (if known. see 37 CFR 1.5) INTERNATIONAL APPLICATION NO. ATTORNEYS DOCKET NUMBER
Not Yet Known PCT1US99/01988 3726 US

17. [Z The following fees are submitted: CALCULATIONS PTO USE ONLY

BASIC NATIONAL FEB (37 CFR 1.492(a)(l)-(5)):

Neither international preliminary examination fee (37 CFR 1.482)
nor international Search fee (37 CFR l.445(a)(2)) paid to USPTO
and International Search Report not prepared by the EPO or JPO....... ..$970.00

International preliminary examination fee (37 CFR 1.482) not paid to
USPTO but International Search Report prepared by the EPO or .IPO..$840.00

International preliminary examination fee (37 CFR 1.482) not paid to USPTO
but international Search fee (37 CFR 1.4-45(a)(2)) paid to USPTO...... ..$760.00

International preliminary examination fee (37 CFR 1.482) paid to USPTO
but all claims did not satisfy provisions of PCT Article 33(2)-(4).... ..$670.00

International preliminary examination fee (37 CFR 1.482) paid to USPTO
and all claims satisfied provisions of PCT Article 33(2)-(4).............$96.00

ENTER APPROPRIATE BASIC FEE AMOUNT = $760.00 _
Surcharge of $130.00 for furnishing the oath or declaration later than D 20
{:1 30 months from the earliest claimed priority date (37 CFR 1.492(e}).

CLAIMS NUMBER FILED NUMBER RATE
_ EXTRA

36-2°= X318-00
_X $78-00

MULTIPLE DEPENDENT CLAIM(S) (if applicable) + $260.00
TOTAL OF ABOVE CALCULATIONS = $1048.00

Reduction of 1/2 for filing by small entity, if applicable. A Small Entity $524.00
Statement must also be filed (Note 37 CFR 1.9, 1.27, 1.28).

SUBTOTAL = $524.00

Processing fee of $ 1 30.00 for furnishing the English translation later than E] 80

 
$288.00

$0

 

20 [l 30 months from the earliest claimed priority date (37 CFR 1.492(1)).

. TOTAL NATIONAL FEE = $524.00

  
Fee for recording the enclosed assignment (37 CFR 1.21(h)). The assignment
must be accompanied by an appropriate cover sheet (37 CFR 3.28, 3.31).
$40.00 per property

 

  

340.00

+

TOTAL FEES ENCLOSED = $564.00 —
Amount to be $564 00
rendered:

°“‘*“g‘""“
A check in the amount of $ 564.00 to cover the above fees is enclosed.

  
Please charge my Deposit Account No. in the amount of $ to cover the above fees.
A duplicate copy of this sheet is enclosed.

The Commissioner is hereby authorized to charge any additional fees which may be required, or credit any
overpayment to Deposit Account No. 19-2555. A duplicate copy of this sheet is enclosed.

o reviv (37 CFR 1.137 (a)
or 03)) must be filed and granted to restore the application to pending statu
SEND ALL CORRESPONDENCE TO:

SIGNATURE

Greg T. Sueolca Greg T. Sueoka
FENWICK & WEST LLP NAME

Two Palo Alto Square 33.800
Palo Alto, CA 94306 REGISTRATION NUMBER

FORM I"f0—l390 (REV 1-98) PAGE 2 of 2
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U.S. APPLICATION NO. (if known. see 37 CFR 15) INTERNATIONAL APPLICATION NO. ATTORNEYS DOCKET NUMBER
Not Yet Known PCTIUS99/01988 3726 US

17. B The following fees are submitted:

BASIC NATIONAL FEB (37 CFR 1.492(a)(1)-(5)):

CALCULATIONS PTO USE ONLY

Neither international preliminary examination fee (37 CFR 1.482)
nor international search fee (37 CFR 1.445(a}(2)) paid to USPTO
and International Search Report not prepared by the EPO or JPO....... ..$970.00

International preliminary examination fee (37 CFR 1.482) not paid to
USPTO but International Search Report prepared by the EPO or JPO..$840.00

International preliminary examination fee (37 CFR 1.482) not paid to USPTO
but international Search fee (37 CFR l.445(a)(2)) paid to USPTO...... ..$760.00

International preliminary examination fee (37 CFR 1.482) paid to USPTO
but all claims did not satisfy provisions of PCT Article 33(2)—(4).... ..$670.00

International preliminary examination fee (37 CFR 1.482) paid to USPTO
and all claims satisfied provisions ofPCT Article 33(2)-(4)............ ..$96.00

ENTER APPROPRIATE BASIC FEE AMOUNT = $760.00

Surcharge of $ 1 30.00 for furnishing the oath or declaration later than E] 20 50
E] 30 months from the earliest claimed priority date (37 CFR l.492(e)).

CLAIMS NUIMBER FILED NUMBER RATE
EXTRA

X$18-00 5288-00 —
Independent claims 3 - 3 = x $78_00

MULTIPLE DEPENDENT CLAIM(S) (if applicable) + $260.00_
TOTAL OF ABOVE CALCULATIONS = $1048.00

Reduction of 1/2 for filing by small entity, if applicable. A Small Entity $524.00
Statement must also be filed (Note 37 CFR 1.9, 1.27, L28). +

S”B‘"°““‘ =
Processing fee of $130.00 for furnishing the English translation later than [1
20 [3 30 months from the earliest claimed priority date (37 CFR 1.492(1)).

TOTAL NATIONAL FEE = $524.00

 
Fee for recording the enclosed assignment (37 CFR l.21(h)). The assignment $40.00
must be accompanied by an appropriate cover sheet (37 CFR 3.28, 3.31).
$40.00 per property +

TOTAL FEES ENCLOSED $564.00

Amount to be $564.00
rendered:

charged:

A check in the amount of $ 564.00 to cover the above fees is enclosed.

Please charge my Deposit Account No. in the amount of$ to cover the above fees.
A duplicate copy ofthis sheet is enclosed.

The Commissioner is hereby authorized to charge any additional fees which may be required, or credit any
overpayment to Deposit Account No. 19-2555. A duplicate copy of this sheet is enclosed.

or (33)) must be filed and granted to restore the application to pending statu
SEND ALL CORRESPONDENCE TO:

Greg '1‘. Sueoka
FENWICK & WEST LLP

Two Palo Alto Square
Palo Alto, CA 94306

FORM PTO—l39O (REV L98) PAGE 2 of2

Greg T. Sueoka
NAME
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VERIFIED STATE 1 ‘NT CLAIMING SMALL ENTITY STATUS
(37 CFR 1.9(f) & 1.27(c))--SMALL BUSINESS CONCERN

 

  
 

 

 

  
  

 

  
  
  
  
  
  
  
  

  
  

  
  
  
  
  
  
  

  
  
  

 
 

Applicant or Patentee: Michael De An elo 

Application or Patent N70,:

Filing Date or Issue Date:

 

 I hereby declare that I am

[ ] the owner of the small business concern identified below:

[X] an official of the small business concern empowered to act on behalf of the concern identified below: 1

NAME OF SMALL BUSINESS CONCERN Egnatrix Corporation

ADDRESS OF SMALL BUSINESS CONCERN 104 W . Anaamu ui e ,

Santa Barbara, California 23 ml

I hereby declare that the above identified small business concern qualifies as a small business concern as defined in

13 CFR 121.12, and reproduced in 37 CFR l.9(d), for purposes of paying reduced fees to the United States Patent and
Trademark Office, in that the number of employees of the concern, including those of its affiliates, does not exceed 500 persons.
For purposes of this statement, (1) the number of employees of the business concern is the average over the previous fiscal year

of the concern of the persons employed on a full-time, part-time or temporary basis during each of the pay periods of the fiscal
year, and (2) concerns are affiliates of each other when either, directly or indirectly, one concern controls or has the power to

control the other, or a third party or parties controls or has the power to control both.

I hereby declare that rights under contract or law have been conveyed to and remain with the small business concern
identified above with regard to the invention described in:

[X] the specification filed herewith with title as listed above.

[ ] the application identified above.

[ ] the patent identified above.

If the rights held by the above identified small business concern are not exclusive, each individual, concern or

organization having rights in the invention must file separate verified statements averting to their status as small entities, and no
rights to the invention are held by any person, other than the inventor, who would not qualify as an independent inventor under
37CFR 1.9(c) if that person made the invention, or by any concern which would not qualify as a small business concern under
37 CFR l.9(d), or a nonprofit organization under 37 CFR 1.9(e).

Each such person, concern or organization having any rights in the invention is listed below:

[X] No such person, concern, or organization exists.

[ ] Each such person, concern or organization is listed below:

Separate verified statements are required from each named person, concern or organization having rights to the
invention averring to their status as small entities. (37 CFR 1.27)

I acknowledge the duty to tile, in this application or patent, notification of any change in status resulting in loss of
entitlement to small entity status prior to paying, or at the time of paying, the earliest of the issue fee or any maintenance fee due
after the date on which status as a small entity is no longer appropriate. (37 CFR 1.28(b))

Ihereby declare that all statements made herein of my own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the lmowledge that willful false

statements and the like so made are punishable by fine or imprisonment, or both, under section 1001 of Title 18 of the United
States Code, and that such willful false statements may jeopardize the validity of the application, any patent issuing thereon, or
any patent to which this verified statement is directed. V

NAME OF PERSON SIGNINGm 

TITLE OF PERSON IF OTHER THAN OWNER 

  
  
  

  
  

  

  

  
   

ADDRESSOFPERSONSIG IN 104 - .-..,. uite . ...-......r 01
’ x: . r -1 .2;

SIGNATURE r ’ DATE / 5 K A  

Rev. 04/01/99

+
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_SYSTEM AND MET O ULAZI‘.IlS,,G.

INFORMATIQE COS lAINERS VVITH DY,EAM.I_C_REQl§_;_I3;R,_§,

U1

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to computer systems in a multi-user mainfiame or

mini computer system, a client server network, or in local, wide area or public networks, and in
10 particular, to computer networks for creating and manipulating information containers with

dynamic interactive registers in a computer, media or publishing network, in order to

manufacture information on, upgrade the utility of, and develop intelligence in, a computer
network by offering the means to create and manipulate information containers with dynamic
registers.

2. Description ofthe Related Art

In the present day, querying and usage of information resources on a computer network is

accomplished by individuals directing a search effort by submitting key words or phrases to be

compared to those key words or phrases contained in the content or description of that

 
information resource, with indices and contents residing in a fixed location unchanging except

20 by human input. Similarly, the class of storage medium upon ‘which information resides, it class
and subclass organizational structures, and its routes of access all remain fundamentally
unaltered by ongoing user queries and usage. Only the direct and intended intervention of the

owner of the information content or computer hosting site changes these parameters, normally
accomplished manually by programmers or systems operators at their own discretion or the

25 discretion ofthe site owner.

information available on computer networks such as the world wide web. Primarily, these

means are search engines. Search engines query thousands or tens of thousands of index pages
per second to suggest the location of information while the user waits. While factual

30 information can be accessed, the more complex, particular or subtle the inquiry, the more
branches and sub-branches need to be explored in a time consuming fashion in order to have

any chance of success. Further, there are no such automatic devices that reconstruct the

information into more useful groupings or makes it more accessible according to factors
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- determined to be successful, or system-constructed according to analyses of Search strategies
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attached to the content by the content creator such as the space or time relevancy of its content5

or factors attached to the content by the system’s compilation and analysis of the accumulated
biography ofthat specific content’s readership.

The utility ofWide area and public computer networks is thus greatly limited by the static
5 information model and infrastructure upon which those networks operate.

One problem is that on a wide area or public network, specific content such as a

document remains inert, except by the direct intervention of users, and is modified neither by
patterns or history ofusage on the network, or the existence of other content on the network.

systems. Neither the intelligence of other information users nor the expert intelligence of an

observant network computer system can be utilized in constructing, or re-constructing
information resources. Where content resides in a fixed location and structure, “information”

becomes something defined by the mind of the information provider rather than the mind of the

information user, where the actual construction and utility of information exists. Information
remains, like raw ore, in an unrefined state.

Another problem is that the class of storage medium upon which data resides cannot be

system or user managed and altered according to the actual recorded and analyzed hierarchically

 
graded usage of any given information resource residing on that storage medium except by

20 statistical analysis of universal, undefined “hits” or visits to that page or site.

according to the actual recorded and analyzed hierarchically graded usage of that given
. information resource. Content itself remains inert, with no possibility of evolution.

25 A further problem with the prior art is that neither the search templates generated by
those more knowledgeable in a given field of inquiry, nor the search strategies historically

historically determined to be successfiil, are available to inquiring users. A search template is
here defined as one or more text phrases, graphics, video or audio bits, alone or in any defined

30 outline or relational format designed to accomplish an inquiry. Internet or wide area network

search may return dozens of briefs to a keyword or key phrase inquiry sometimes requiring the
2
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time—consuming examination of multiple information resources or locations, with no historical

relation to the success ofany given search strategy.

A fiirther problem is that there is limited means to add to, subtract from, or alter the

. information content of documents, databases, or sites without communicating with the owners

5 or operators of those information resources, e.g., contacting, obtaining permission, negotiating
and manually altering, adding or subtracting content. Additionally, once so altered, there is not a

means to derive a proportionate value, and thereby a proportionate royalty as the information is
used.

A final problem is that the physical residence of a body of data or its cyberspace location

may not serve its largest body of users in the most expedient manner of access. Neither the

expert intelligence of other information users nor the expert intelligence of an observant

computer system is presently utilized by inherent network intelligence to analyze, re-design and

construct access routes to information medium except by statistical analysis of universal,

undefined “hits” or visits to that page or site.

information about contained content in a computer, media or publishing network, in order to

manufacture information on, upgrade the utility of, and develop intelligence in, a computer

 
network by providing a searching user the means to utilize the searches of other users or the

20 historically determined and compiled searches of the system, a means to containerize

information with multiple registers governing the interaction of that container, a means to re-

classify the storage medium and location of information resources resident on the network, a

means to allow the reconstruction of content into more useful formations, and a means to

reconstruct the access routes to that information.

25

SUMMARY OF THE INVENTION

The present invention is a system and methods for manufacturing information on,

upgrading the utility of, and developing intelligence in, a computer or digital network, local,

wide area, public, corporate, or digital-based, supported, or enhanced physical media form or

30 public or published media, or other by offering the means to create and manipulate information
containers with dynamic registers.
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s according to the requirements of highest and best use.

_- Containers and registers, upon creation, may be universal or class—specific. The editor

0 it
WO 99/39285 PCT1'US99/OI 988

The system of the present invention comprises an input device, an output device, a

processor, a memory unit, a data storage device, and a means of communicating with other

computers, network of computers, or digital—based, supported or enhanced physical media forms

or public or published media. These components are preferably coupled by a bus and

5 configured for multi-media presentation, but may also be distributed throughout a network

The memory unit advantageously includes an information container made interactive

with dynamic registers, a container editor, a search interface, a search engine, a search engine
editor, systern—wide hierarchical container gateways interacting with dynamic container

registers, a gateway editor, a register editor, a data collection means with editor, a data reporting

means with editor, an analysis engine with editor, an executing engine with editor databases,

a distributed fashion in any configuration on multiple computer systems or networks.

The present invention advantageously provides a container editor for creating

containers, containerizing storing information in containers and defining and altering container

registers. A container is an interactive nestable logical domain configurable as both subset and

superset, including a minimum set of attributes coded into dynamic interactive evolving

registers, containing any information component, digital code, file, search string, set, database,

 
network, event or process, and maintaining a unique network-wide lifelong identity.

20 The container editor allows the authoring user to create containers and encapsulate any
information component in a container with registers, establishing a unique network lifelong
identity, characteristics, and parameters and rules of interaction. The authoring user defines and

sets the register with a starting counter and/or mathematical description by utilizing menus and

simple graphing tools or other tools appropriate to that particular register. The registers

25 determine the interaction of that container with other containers, system components, system
gateways, events and processes on the computer network.

provides the means to create system—defined registers as well as the means to create other

registers. The editor enables the register values to be set by the user or by the system, in which

30 case the register value may be fixed or alterable by the user upon creation. Register values are
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evolving or non-evolving for the duration of the life of the container on the system. Evolving
registers may change through time, space, interaction, system history and other means.

System—defined registers comprise: (1) an historical container register, logging the

history of the interaction of that container with other containers, events and processes on the

5 network, (2) an historical system register, logging the history of pertinent critical and processes

3 on the network, (3) a point register accumulating points based upon a hierarchically rated
history of usage, (4) an identity register maintaining a unique network Wide identification and

access location for a given container, (5) a brokerage register maintaining a record of ownership
percentage and economic values, and others.

The present invention also includes user-defined registers. User defined registers may be

created wholly by the user and assigned a starting value, or simply assigned value by the user

when that register is pre-existent in the system or acquired from another user, and then

appended to any information container, or detached from any container.

Exemplary user-defined registers comprise (1) a report register, setting trigger levels for

report sequences, content determination and delivery target, (2) a triple time register, consisting

of a range, map, graph, list, curve or other representation designating time relevance, actively,
assigning the time characteristics by which that container will act upon another container or

process, passively, assigning the time characteristics by which that container be acted upon by

another container or process, and neutraily, assigning the time characteristics by which that

 
container will interact with another container or process, (3) a triple space register, consisting of
a range, map, graph, list, curve or other representation designating the domain and determinants

of space relevance, actively, assigning the space characteristics by which that content will act

upon another container or process, passively, assigning the space, characteristics by which that

content will be acted upon by another container or process, and neutrally, assigning the space

25 characteristics by which that container will interact with another container or process, (4) a
domain of influence register, determining the set, class and range of containers upon which that

_. container will act, (5) a domain of receptivity register, determining the set, class and range of

containers allowed to act upon that container, (6) a domain of neutrality register, determining
the set, class and range of containers with which that container will interact, (7) a domain of

30 containment register, determining the set, class and range of containers which that container ‘

may logically encompass, (8) a domain of inclusion register, determining the set, class and
5
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range of containers by which that container might be encompassed, (9) an ownership register,

recording the original ownership of that containers, (10) a proportionate ownership register,

determining the proportionate ownership of that containers, (11) a creator profile register,

describing the creator or creators of that container, (12) an ownership address register,

maintaining the address of the creator or creators of that container, (13) a value register,

assigning a monetary or credit value to that container, and (14) other registers created by users
or the system.

Containers are nestable and configurable as both subset and superset and may be

designated hierarchically according to inclusive range, such as image component, image, image

file, image collection, image database, or if text, text fragment, sentence, paragraph, page,

document, document collection, document, database, document library, or any arrangement

wherein containers are defined as increasingly inclusive sets of sets ofdigital components.

The present invention also includes, structurally integrated into each container, or

strategically placed within a network at container transit points, unique gateways, nestable in a

hierarchical or set and class network scheme. Gateways gather and store container register
information according to system-defined, system-generated, or user determined rules as

containers exit and enter one another, governing how containers system processes or system

components interact within the domain of that container, or afier exiting and entering that

container, and governing how containers, system components and system processes interact

with that unique gateway, including how data collection and reporting is managed at that

gateway. The gateways record the register information of internally nested sub and superset

containers, transient containers and search templates, including the grade of access requested,

and, acting as an agent of an analysis engine and execution engine, govern the traffic and

interaction of those containers and searches with the information resource of which they are the
gateway and other gateways. The gateways’ record of internally nested and transient container

registers, and its own interaction with those containers, is made available, according to a rules-

based determination, to the process of the analysis engine by the data collection and/or data
reporting means.

network, or located at one or more hierarchical levels of nestable container gateways for
6

Petitioners Twitter, Inc. and Yelp Inc. - Exhibit 1008 - Page 290



:5
Z
3

‘  ii

wo 99/39235 PCT/U899/01988gathering information from other gateways and analysis engines according to system, system-

generated or user determined rules. The data collection means manages the gathering of data

5 another. Such statistics as fiequency, pattern, and range of time, space and logical class is

collected as directed by the analysis engine, and made that data available to the analysis engine

by advancing it directly to the analysis engine, or incrementally, to the next greater

hierarchically inclusive collection level. The rules of data collection may be manually set or

altered by the system manager, or set by the system and altered by the system in its evolutionary
capacity.

The present invention also includes a data reporting means, located at one or more

hierarchical levels of nestable container gateways for submitting information to other gateways
and analysis engines according to system, system-generated or user determined rules. The data

reporting means manages the sending of data from the registers, gateways and search templates

in a frequency, pattern, and range of time, space and logical class as directed by the analysis
engine, and makes that data available to the analysis engine by advancing it directly to the

analysis engine, or incrementally to the next greater hierarchically inclusive reporting level. The

rules of data collection may be manually set or altered by the system manager, or set by the

 
system and altered by the system in its evolutionary capacity. The data reporting means may be

20 established to work in concert, in redundancy, or in contiguous or interwoven threads of
hierarchically nested containers.

The present invention also includes an analysis engine that receives, reports and collects

information regarding the interaction of user searches with gateways and container registers, as

well as container registers with other container registers, and container registers with gateways.
25 The analysis engine analyzes the information submitted by the gateways and instructs the

execution engine to create new information containers, content assemblages, storage schemes,

access routes, search templates, and gateway instructions. The analysis engine includes an editor

that provides a system manager with a means of editing the operating principles of that engine,
governing data reporting, data collection, search template loading, gateway instructions, and

30 other.

“ml
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The present invention also includes an execution engine, fulfilling the instructions of the i

analysis engine, to create new information containers, content sun and superset assemblages,

__ engine includes an editor that provides a system manager with a means of editing the operating

principles of that engine, governing data reporting, data collection, search template loading,
" gateway instructions, and other.

The present invention also includes a search interface or browser. The search interface

provides a means for a searching user to submit, record and access search streams or phrases

generated historically by himself, other users, or the system. Search streams or phrases of other i

10 users are those that have been historically determined by the system to have the highest 3‘

probability of utility to the searching user. Search streams or phrases generated by the system

are those that have been constructed by the system through the analysis engine based upon the 3
same criteria.

BRIEF DESCRIPTION OF THE DRAWINGS 

i3

storage schemes, access routes, search templates, and gateway instructions. The execution 3I

3
i

3l

according to the present invention.

3
3

2 ii
FIG. 1 is a block diagram of a first and preferred embodiment of a system constructed

3

l
l 

1
3 .

FIG. 2 A is block diagram of a preferred embodiment of the memory unit. 1
1.FIG. 2 B is an exemplary embodiment of a computer network showing computer servers,

20 personal computers, workstations, Internet, Wide Area Networks, Intranets in relationship with
containers and gateways.

1

FIG. 2B1 is an exemplary embodiment of a computer network showing computer servers, 3

personal computers, workstations, Internet, Wide Area Networks, Intranets in relationship with

containers and gateways and exemplary locations of gateway storage in proximity to one or
25 more of the various sites.

FIGS. 2C through 2H are exemplary embodiments in block diagram form of computer

network components showing a possible placement of nested containers, computer servers,

gateways, and the software components named in Fig. 2 A on a network.
FIG. 3A is a graphical representation for one embodiment of a container having a

30 plurality of containers nested within that container.

3
. . 1

Petitioners Twitter, Inc. and Yelp Inc. - Exhlblt 1008 - Page 292
 



sI it 3
WO 99139285 PCT/US9910} 988

FIG. 3C is a drawing showing elements that might be logically encapsulated by a 3

container. FIG. 4 is a drawing of an information container showing a gateway and registers
logically

. . . iiiencapsulating contamenzed elements. 3(J

FIG. 5 is a flowchart showing a preferred method for the containerization process and
3 container editor operating on the communication device-

FIG. 6 is a flowchart showing a preferred method for searching for containers within a
node.

FIG. 7 is a flowchart further showing a preferred method for searching for containers over I
one or more gateways.

i
i

3

FIG. 8 is a flowchart showing a method for perfonning the data collection and reporting
on containers. i

FIG. 9 is a flowchart showing the operation of the analysis engine. ii
FIG. 10 is a flowchart showing the operation ofthe execution engine. i

FIG. 1 I is a flowchart showing the operation ofthe gateway editor.

FIG. 12 is a flowchart showing the operation of the gateway process- ii

FIG. 13A is a drawing showing an example of nested containers, gateways, registers,
analysis engines and an execution engine prior to container reconstruction as depicted in 13 B,

 
I3Cand 13D.

20

FIG. 13C is a drawing showing further reconstruction of nested containers, with a

container relocated to reside within another container.

3
3

3
FIG. 13B is a drawing showing the reconstructed nested containers ofFigure l3A.

i

i

i

FIG. 13D is a drawing showing a flowchart of the reconstruction process 1
FIG. 14 is a drawing showing the screen interface of the container editor.

25 FIG. 15 is a drawing showing the screen interface of the gateway editor.

FIG. 16 is a drawing showing the screen interface of the search interface.

.. FIG. 17 is a drawing of a generic application program showing a drop-down menu link,

and a button link to the containerization process or container editor.

30 DESCRIPTION OF THE PREFERRED EMBODIMENT

THE SYSTEM _ E
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Referring now to FIG. 1, a preferred embodiment of a system 10 for creating and

manipulating information containers with dynamic interactive registers in a computer, media, or

publishing network 201 in order to manufacture information on, upgrade the utility of, and

develop intelligence in that network 201, is shown. The system 10 preferably comprises an

5 input device 24, an Output device 16, a processor 18, a memory unit 22, a data storage device

- 20, and a communication device 26 operating on a network 201. The input device 24, an output

device 16, a processor 18, a memory unit 22, a data storage device 20, are preferably coupled

together by a bus 12 in a von Neumann architecture. Those skilled in the art will realize that

these components 24, 16, 18, 22, 20, and 26 may be coupled together according to various other

10 computer architectures including any physical distribution of components linked together by the

communication device 26 without departing from the spirit or scope of the present invention,

and may be infinitely nested or chained, both as computer systems within a network 202, and as

networks within networks 201.
 

_ _ The output device 16 preferably comprises a computer monitor for displaying high-

15 resolution graphics and speakers for outputting high fidelity audio signals. The output device 16

is used to display various user interfaces 110, I25, 210, 300, 510. 610, 710. as will be 

described below, for searching for and containerizing information, and editing the container

gateways, containers, container registers, the data reporting means and the data collection

means, and the search, analysis and execution engines. The author uses the input device 24 to

20 manipulate icons, text, charts or graphs, or to select objects or text, in the process of packaging,

searching or editing in a conventional manner such as in the Macintosh of Windows operating

systems.

The processor 18 preferably executes programmed instruction steps, generates

commands, stores data and analyzes data configurations according to programmed instruction

25 steps that are stored in the memory unit 22 and in the data storage device 20. The processor 22

is preferably a microprocessor such as the Motorola 680(x)0, the Intel 80(x}86 or Pentium,

,. Pentium II, and successors, or processors made by AMD, or Cyrix CPU of the any class.

The memory unit 22 is preferably a predetermined amount of dynamic random access

memory, a read-only memory, or both. The memory unit 22 stores data, operating systems, and

30 programmed instructions steps, and manages the operations of all hardware and software

components in the system 10 and on the network 201, utilizing the communication device 26

10
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whenever necessary or expeditious to link multiple computer systems 202 within the network

201.

The data storage device 20 is preferably a disk storage device for storing data and

programmed instruction steps. In the exemplary embodiment, the data storage device 20 is a

5 hard disk drive. Historical recordings of network usage are stored on distributed and centralized

- data storage devices 20.

The preferred embodiment of the input device 24 comprises a keyboard, microphone, and

mouse type controller. Data and commands to the system 10 are input through the input device

24.

l0 The present invention also includes a communication device 26. The communication

device 26 underlies and sustains the operations of, referring now also to Fig 2 the analysis 400

and execution 500 engines, the data reporting 600 and collection 700 means, the container editor

110, the search interface 300, and the search engine 320, providing the means to search, access,

move, copy, utilize or otherwise perform operations with and on data. The communication 
device 26 utilizes one or more of the following technologies: modern, infrared, microwave,

laser, photons, electrons, wave phenomena, cellular carrier, satellite, laser, router hub, direct

 
cabling, physical transport, radio, broadcast or cable TV or other to communicate with other

computers, digital—supported television, computer networks, or digital-based or supported public

 or published media, or physical media forms, on any a local, wide area, public, or any

20 computer-based computer supported, or computer interfaced network, including but not limited

to the Internet. It also allows for the functioning and distribution of any container 100 or

container component herein described to reside anywhere on any computer system in any

configuration on that local, wide area, public, or corporate computer-based or computer related

network, or digita1—based or supported media form.

25 Referring now to Figure 2 A, a preferred embodiment of the memory unit 22 is shown.

The memory unit includes: an interactive information container 100, a container editor 110,

_. container registers 120, a container register editor 125, system-wide hierarchical container

gateways 200, gateway storage 205, gateway editors 210, engine editors 510, a search interface

300, search engine 320, analysis engine 400, execution engine 500, a data reporting module,

30 600, a data reporting editor 6110, a data collection module 700, a data collection editor 710,

screen interfaces (GU1’s) 936, menu or access buttons from generic computer programs 937,

ll
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and databases 900, all residing in memory optimized between a data storage means 20 such as

magnetic, optical, laser, or other fixed storage, and a memory means 22 such as RAM. The

memory unit 22 functions by operating on communications network 12 with a communication
1!

device 26 on multiple computer systems 202 within the network 201. These components will

5 be described first briefly in the following paragraphs, then in more detail with reference to =

- Figures 3 A through 17.

Those skilled in the art will realize that these components might also be stored in

contiguous blocks of memory, and that software components or portions thereof may reside in

the memory unit 22 or the data storage means 20.

The present invention includes information containers 100 as noted above. The

information container 100 is a logically defined data enclosure which encapsulates any element

or digital segment (text, graphic, photograph, audio, video, or other), or set of digital segments,

or referring now to FIG. 3 C, any system component or process, or other containers or sets of

containers. A container 100 at minimum includes in its construction a logically encapsulated

portion of cyberspace, a register and a gateway. A container 100 at minimum encapsulates a ii

single digital bit, a single natural number or the logical description of another container, and at 3
maximum all defined cyberspace, existing, growing and to be discovered, including but not iii

limited to all containers, defined and to be defined in cyberspace. A container 180 contains the

 
code to enable it to interact with the components enumerated in 2 A, and to reconstruct itself

20 internally and manage itself on the network 201.

The container 100 also includes container registers 120. Container registers 120 are

interactive dynamic values appended to the logical enclosure of an information container 100,

and serve to govern the interaction of that container 100 with other containers 100, container

gateways 200 and the system 10, and to record the historical interaction of that container 100 on

25 the system 10. Container registers 120 may be values alone or contain code to establish certain

parameters in interaction with other containers 100 or gateways 200.

The present invention also includes container gateways 200. Container gateways 200 are

logically defined gateways residing both on containers 100 and independently in the system 10. ‘
Gateways 200 govern the interactions of containers 100 within their domain, and alter the

30 registers 120 oftransiting containers 100 upon ingress and egress.

12
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The present invention also includes container gateway storage 205 to hold the data

collected from registers 120 of transient containers 108 in order to make it available to the data

collection means 70!? and the data reporting means 600, and to store the rules governing the

_. operations of its particular gateway 200, governing transiting containers upon ingress and

5 egress, and governing the interactive behavior of containers 100 within the container 100 to

which that gateway 200 is attached. Gateway storage 205 may be located on gateways 200

themselves, containers 100 or anywhere on the network 202, 201, including but not limited to

Internet, Intranet, LAN, WAN, according to best analysis and use.

The memory unit 22 also includes an execution engine 500 to perform the functions on

the system 10 as directed by the analysis engine after its analysis of data from the data reporting

means 600, the data collection means 700, and the search interface 300.

The memory unit 22 also includes a search interface 300, by which the user enters, selects

or edits search phrases or digital strings to be used by the search engine 32!} to locate containers
100.

The memory unit 22 also includes an analysis engine 400 which performs rules based or

other analysis upon the data collected from the search interface 300 and the data collection 700

and data reporting 600 means.

The memory unit 22 also includes a data reporting means 600, by which means the

 
information collected by gateways 200 from transient containers 100 is sent to the analysis

20 engine 400.

The memory unit 22 also includes a data collection means 708, by which means the

analysis engine 400 gathers the information collected by gateways 200 from transient containers
100.

The memory unit 22 also includes a container editor 110 for creating, selecting,

25 acquiring, modifying and appending registers 120 and gateways 200 to containers 100, for

creating, selecting, acquiring, and modifying containers, and for selecting content 01 to

3 encapsulate.

The memory unit 22 also includes a register editor 125, for creating, selecting, acquiring

and modifying container registers 120 and establishing and adjusting the values therein.

30 The memory unit 22 also includes a gateway editor 210, by which means the user

determines the rules governing the interaction of a given gateway 210 with the registers 120 of
13
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transient containers 100, governing transiting containers upon ingress and egress, and governing

the interactive behavior of containers within the container to which that gateway is attached.

The memory unit 22 also includes databases 900, by which means the analysis engine

_ 400, the execution engine 500, the gateways 100, the editors 110, 125, 210, 510, 610, 710, and

5 the search interface 300, store information for later use.

‘ The memory unit 22 present invention also inciudes a search engine 320 by which means

the user is able to locate containers 100 and, referring now to Fig. 4, containerized elements 01.

means the user establishes the rules and operating procedures for the analysis engine 400 and

the execution engine 500.

The memory unit 22 present invention also includes a reporting means editor 61 O, by

by gateways 200 from transient containers 100 will be sent to the analysis engine 400.

51

3
which means the user establishes the rules and schedule under which the information collected

3

1

The memory unit 22 present invention also includes a collection means editor 710, by 1l
which means the user establishes the rules and schedule under which the analysis engine 400

will gathers the information collected by gateways 200 from transient containers 100.
 

The memory unit 22 present invention also includes screen interfaces {GUI’s) 936,

specifically designed to simplify and enhance the operations of the container editor 110, the

20

1

gateway editor 21 O, and the search interface 300. A
l

i
II

l
s

The memory unit 22 present invention also includes an engine editor 510, by which

The present invention also includes a menu or button access 937, by which a user

utilizing any generic computer program may access the system 10 or the container editor 110

from a menu selection(s) or button(s) within that program.
ii?

The present invention also includes a computer, media or publishing network 201, s
comprising computers, digital devices and digital media 202 and a communication device 26,

25 Within which the components enumerated in Fig. 2 A interact, compiling, analyzing, and

altering containers 100 and the network 201 according to information gathered fiom container
.- registers 120.

The memory unit 22 also includes one or more computers 202, by which means the

components ofFig I sustain the operations described in Fig. 2 A.
30 The memory unit 22 also includes flat or relational databases 900, used where, and as

required. Databases are used to store search phrases, search templates, system history for the
14
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analysis engine and execution engine, container levels and container, sites and digital elements,

or any and all storage required to operate the system.

Referring now to FIG. 2 B, a drawing of a computer network 201 as a system 10,

g showing a possible placement ofnested containers 100, computer servers, gateways 230, on the

5 sites described below. (Note: Fig. 2 utilizes in parts the same numbering scheme as Fig. l3 A,

13 B, 13 C, 13 D and as Fig. 2 A.) In FIG. 2 B various exemplary sites are shown, any or all of

which might interact dynamically within the system. Site 1 shows a single workstation with a lid

container and gateway connected to an Intranet. (Individual containers may be a floppy or CD~

Rom to be downloaded or inserted.) Site 2 shows a server with a gateway in relationship to

various containers. Site 3 shows an Internet Web page with a container residing on it. Site 4

shows a personal computer with containers and a gateway connected to the Internet. Site 5

shows a configuration of multiple servers and containers on a Wide Area Network. Site 6

shows a workstations with a gateway and containers within a container connected to a Wide

Area Network. Site 7 shows an independent gateway, capable of acting as a data collection and

data reporting site as it gathers data from the registers oftransiting containers, and as an agent of

the execution engine as it alters the registers of transient containers. A container 100 contains

the code to enable it to interact with the components enumerated in 2A, and to reconstruct itself

internally and manage itself on the network 201. The code resides in and with the container in

 
its registers and gateway definitions and controls. Additional system code resides in all sites to

20 manage the individual and collective operation and oversight of the components enumerated in

2A, with the specific components distributed amongst the sites according to the requirements of
optimization.

Referring now to Fig. 2 B 1 various exemplary sites are shown as described above in

Fig. 2 B, with the addition ofpossible location ofone or more gateway storage 205 locations.

25 Referring now to Figures 2 C through 2 H, various exemplary sites with one or more of

the logical components of the system 10 in relationship are shown. Site 1 comprises an

- interactive information container 100, a container editor 110, container registers 120, a container

register editor 125, system-wide hierarchical container gateways 200, gateway storage 205,

gateway editors 210, engine editors 510, a search interface 300, search engine 320, analysis

30 engine 400, execution engine 500, a data reporting means 600, a data reporting means editor

610, a data collection means 700, a data collection means editor 710, and databases 900, all
15
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residing on data storage means 20, utilizing the memory unit to function 22, operating on

communications network 12 with a communication device 26.

Site 2 comprises an interactive information container 100, a container editor 110,

7i container registers 120, a container register editor 125, system—wide hierarchical container

5 gateways 200, gateway storage 205, gateway editors 210, engine editors 510, search engine
- 3213, analysis engine 400, execution engine 500, a data reporting means 600, a data reporting

means editor 618, a data collection means 700, a data collection means editor 710, and

databases 900, all residing on data storage means 20, utilizing the memory unit to function 22,

operating on communications network 12 with a communication device 26.

Site 3 comprises an interactive information container 100, a container editor 110,

container registers 120, a container register editor 125, hierarchical container gateways 200,

gateway storage 205, gateway editors 210, and databases 900, all residing on data storage

means 20, utilizing the memory unit to function 22, operating on communications network 12

with a communication device 26.

Site 4 comprises an interactive information container 100, a container editor 110,

container registers 120, a container register editor 125, hierarchical container gateways 200,

gateway storage 205, gateway editors 210, a search interface 300, and databases 900, all

residing on data storage means 20, utilizing the memory unit to function 22, operating on

 
communications network 12 with a communication device 26.

20 Site 5 comprises an interactive information container 160, container registers 120, a

container register editor 125, hierarchical container gateways 200, gateway storage 205, and

databases 900, all residing on data storage means 20, accessed and utilized by non-resident

memory unit 22, operating on communications network 12 with a communication device 26.

Site 6 includes an independent analysis engine 400, execution engine 500, data collection

25 means 700, and data reporting means 600 gateway editors 210, engine editors 510, a data

reporting means editor 610, a data collection means 700, a data collection means editor 710,

~ and databases 900, all residing on data storage means 20, utilizing the memory unit to function

22, operating on communications network 12 with a communication device 26.

Referring now to FIG. 3 A and FIG. 3 B, a block diagram of several nested information

30 containers is shown, including examples of elements, eg, code 1100, text 1200, audio 1380,

video 1400, photograph 1500, graphic images 1600, and examples of possible container level
16
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classifications in increasing size, e.g., element 10900000, document 10800000, database

10700000, warehouse 10600000, domain 10500000,and continuing increasingly larger on Fig 3

(B), subject 10400000, field 10300000, master field 10200000, species 10100000. Containers

may be infinitely nested and assigned any class, super class or sub class scheme and description

5 by the creator of the container to govern nesting within that container. In addition to digital

- elements, containers may also include system process and components, including
containerization itself.

Referring now to FIG. 3 C, a block diagram of an information container system is shown,

listing, without any relationship indicated, some of the possible system components and

processes, or sets thereof, that may be encapsulated as elements 01 in an information container

100. An information container 100 may include one or more of the following: any unique,

container 100, gateway 200, output device 16, input device 24, output device process 160, input

device process 240, data storage device 20, data storage device process 2000, processor 18, bus

12, content 01, search process 02, interface 04, memory unit 22, communication device 26,

search interface 300, search process 98, network 201, class of device, process or content 999,

class of process at any unique class of device 990, process at any unique device 99, editor 110,

125, 210, 510, 610, 710, engine 320, 400, 500, containerization process 1098, or process 08.

Any container may include (n) other containers, to infinity. The use of Value evolving

 
container registers 120 in conjunction with gateways 200, data reporting modules 600, data

20 collection modules 700, the analysis engine 400, and the execution engine 500 provides the

information container 100 with extensive knowledge of the use, operation of its internal

contents, prior to, during and afier those contents’ residence within that container 100, and

extensive knowledge of the use, operation and contents of the system 10 external to itself, and

allows the container 100 to establish and evolve its own identity and course of interaction on the

25 system 10. Further, containers E00, as logical enclosures, can exist and operate independent of

their digital contents, whether encapsulating audio, video, text, graphic, or other.

,- Referring now to FIG. 4, a block diagram of an information container 100 is shown. The

information container 100 is a logically defined data enclosure which encapsulates any element,

digital segment (text, graphic, photograph, audio, video, or other), set of digital segments as

30 described above with reference to FIG. 3 (C), any system component or process, or other

17
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containers or sets of containers. The container 100 comprises the containerized eieinents 01,

registers I20 and a gateway 200.

Registers 120 appended to an information container 110 are unique in that they operate

, independently of the encapsulated contents, providing rules of interaction, history of interaction,
5 identity and interactive life to that container 100 through the duration of its existence on a i

network 201, without requiring reference to, or interaction with, its specific contents. They 5

enable a container 100 to establish an identity independent of its contents. Additionally,

registers 120 are unique in that their internal values evolve through interaction with other
containers 100, gateways 200, the analysis engine 400, the execution engine 500, and the I

10 choices made by the users in the search interface 300, the container editor 110, the register
editor 125, the gateway editor 210, the engine editor 510. Registers 120 are also unique in that

they can interact with any register of a similar definition on any container 100 residing on the

network 201, independent of that container’s contents. Registers 120, once constructed, may be

copied and appended to other containers 100 with their internal values reset, to form new

15 containers. Register values, when collected at gateways 200 and made availabie to the analysis

engine 400 through the data collection means 700 and the data reporting means 600, provide an

entirely new layer of network observation and analysis and operational control through the

execution engine 500. Registers 120 accomplish not only a real time information about

 
information system, but also a real time information about information usage on a network.

20 Further, because the user base of a network determines usage, the system 10, in gathering

information about information usage, is observing the choices of the human mind. When these

choices are submitted to the analysis of a rules-based or other analysis engine 400, the system

10 becomes capable of becoming progressively more responsive to the need of the user base, in

effect, learning to become more useful by utilizing the execution engine 500 to create system-

25 wide changes by altering the rules of gateway 200 interaction and thereby aitering the registers

120 of transient containers 100 and establishing a complete evolutionary cycle of enhanced

+ utility.

Further, in establishing the pre-defined registers as described in the following four

paragraphs, the following unique ‘aspects of information about information are utilized for the

30 first time: 1) the dynamic governance of information according to its utility through time, in ,

active, passive and neutral aspects, as explained below; 2) the dynamic governance of
18
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information according to its utility through space in active, passive and neutral aspects, as

explained below; 3) the dynamic governance of information according to its ownership, as

explained below; 4) the dynamic governance of information according to its unique history of

interaction as an identity on a network, as explained below; 5) the dynamic governance of

5 information according to the history of the system on which it exists, as explained below; 6) the

dynamic governance of information according to established rules of interaction, in active,

passive and neutral aspects, as explained below; 7) the dynamic governance of information

according to the profile of its creator, as explained below; 8) the dynamic governance of

information according to the value established by its ongoing usage, as explained below; 9) the ,

10 dynamic governance of information according to it distributed ownership, as explained below;

10) the dynamic governance of information according to what class of information it might be

incorporated into, and according to what class of information container it might incorporate, as

explained below; ll) the dynamic governance of information according to selflreporting, as

explained below.

15 Referring now to Fig 4, registers 120 may be (1) predefined, (2) created by the user or

acquired by the user, or (3) system-defined or system—created. Pre-defined registers 120 are

those immediately available for selection by the user within a given container editor as part of
 

that container editor, in order that the user may append any of those registers 120 to a container 

100 and define values for those registers 120 where required. Registers 120 created by the user

20 are those conceived and created by a specific user or user group and made immediately

available for selection by the user or user group in conjunction with any of a wide number of

container editors, in order that the user may append any of those registers 120 to a container 100

and define values for those registers 120 where required. Registers 120 acquired by the user are

those registers existing network-wide 201, created by the user base, that might be located and

25 acquired by the user in order that the user may append any of those registers 120 to a container

190 and define values for those registers 120 where required. System-defined registers are those
6

registers whose values are set and/‘or controlled by the system 10. System-created registers are

those registers created by the system 10.

Registers 120 are user or user—base created or system-created values or ranges made

30 available by the system 10 to attach to a unique container, and hold system—set, user-set, or
system—evolved values. Values may be numeric, may describe domains of time or space, or may

19
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provide information about the container 100, the user, or the system 10. Registers 120 may be

active, passive or interactive and may evolve with system use. Pre-defined registers include, but

are not limited to, system history 110000, container history 101000, active time 102000,

.. passive time 103000, neutral time 104000, active space 111000, passive space 112000, neutral

5 space 113000, containment 105000, inclusion 106000, identity 114000, value 115000,

' ownership 107000, ownership addresses 116000, proportionate ownership 117000, creator

profile 108000, receptivity 118000, influence 119000, points 109000, others 120000, reporting

121000, neutrality 122000, acquire 123000, create 124000, content title 125000, content key

phrase(s) 126000, and content description 127000, security 12800, and parent rules 129000.

10 Pre-defined registers comprise an historical container register 101000, logging the history

of the interaction of that container 100 with other containers, events and processes on the

network 201, an historical system register 110000, logging the history of pertinent critical and

processes on the network, a point register 109000 accumulating points based upon a

hierarchically rated history of usage, an identity register 114000 maintaining a unique network

15 wide identification and access location for a given container specifying a unique time and place

of origin and original residence, a proportionate ownership register 117000 maintaining a

record ofownership percentage and economic values, and others 120000.

 
User-defined registers include a report register 121000 setting trigger levels for report

sequences, content determination and delivery target, three time registers, consisting of a range,

20 map, graph, list, curve or other designating time relevance, 102000 assigning the time

characteristics by which that container will act upon another container or process, 103000

assigning the time characteristics by which that container be acted upon by another container or

process, and 104000 assigning the time characteristics by which that container will interact with

another container or process, three space registers, consisting of a range, map, graph, list, curve

25 or other designating the domain and determinants of space relevance, 111000 assigning the

space characteristics by which that content will act upon another container or process, 112000

- assigning the space, characteristics by which that content will be acted upon by another

container or process, and 113000 assigning the space characteristics by which that container will

interact with another container or process, a domain of influence register 119000, determining

30 the set, class and range of containers upon which that container will act, a domain of receptivity

register 118000, determining the set, class and range of containers allowed to act upon that
20
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container, a domain of neutrality register 122000, determining the set, class and range of

containers with which that container will interact, a domain of containment register 105000,

determining the set, class and range of containers which that container may logically

encompass, a domain of inclusion 106000 register, determining the set, class and range of

5 containers by which that container might be encapsulated, an ownership register 107000,

- recording the original ownership of that containers, a creator profile register 108000, describing

the creator or creators of that container, an ownership address register 116000, maintaining the

address of the creator or creators of that container, 2: value register 115000, assigning a

monetary or credit value to that container, other registers 120000 created by users or the system,

10 a reporting register 121000, determining the content, scheduling and recipients of information

about that container, 3. neutrality register 122000, an acquire register 123000, enabling the user

to search and utilize other registers residing on the network, a create register 124000, enabling 
the user to construct a new register, a content title register 125000, naming the contents of the

container, a content key register, 126000, identifying the container contents with a key phrase

15 generated by the user andfor the system based upon successfill usage of that phrase in

ii conjunction with the utiiization of the information within that container 100, a content

description register 127000, identifying the container contents with additional description, a

security register 128000, controlling container security, and a parent container register 129000, 
storing the rules governing container interaction as dictated by the parent (encapsulating)

20 container.

The container also includes a gateway 200 and gateway storage 205.

Gateways 200 are logically defined passageways residing both on containers 100 and

independently in the system 10. Gateways 200 govern the interactions of containers 100

encapsulated within their domain by reading and storing register 120 information of containers

25 entering and exiting that container 100.

The present invention also includes container gateway storage 205. Gateway storage 205

- stores information regarding the residence, absence, transience, and alteration of encapsulated

and encapsulating containers 100, and their attached registers I20, holding the data collected

from registers 120 of transient containers 100 in order to make it available to the data collection

30 means 700 and the data reporting means 600, and storing the rules governing the operations of

its particular gateway 200.

21
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Referring now to FIG. 5, a flow chart of the preferred method for creating a container
100.is shown.

Input is received from the user selecting a container level through use of a drop—down

_ menu 10100. A menu of all possible container classes within the subset and superset scheme of

multiple hierarchically nested containers, i.e.; element, document, file, database, warehouse,

domain, and more, is displayed on the output device 10200. Input is received from the user
selecting a class 10300.

A graphic representation of a container in that class, with registers common to all

containers as well as registers unique to its class is displayed 10301.

Input is received from the user choosing to “create” 10400, “edit” 10500, or “locate”
10600.

append to that container template. When input is received from the user adding a register, a list

of registers that might be added to that class of container is made available to select 10550.

Input is received fiom the user selecting a register 10560 and editing it 10570. The menu
returns to “add or select” 10540.

 
If the input of “locate” 10600 is received from the user, the system prompts the user to

enter the identity of the container or class of containers 10605. The system locates the
20

l

containertfs) 10610. Input is received from the user selecting a container 10620. The system
prompts the user for a security code for permission to access the container for template use, or
to alter its registers, or to alter its content 10630. . Input is received from the user entering a

name and password providing access to one of the security levels 10640. Input is received from

the user editing the container accordingly by transition to step 10500 and performing the steps
25 for editing.

If the input of “edit” 10500 is received, a list of containers available to edit at that level is

- shown 10510. Input is received from the user selecting a container 10520. That container

appears, available to edit 10530. Input is received from the user selecting “add” or “select”
registers 10540 by the user clicking on the graphically depicted register, or from a drop down

30 menu. Input is received from the user selecting the register to edit 10560. Input is received from

the user selecting “modify” or “delete” for that register 10565. If input is received from the user
22
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to “delete,” that register is severed from the container. If input is received from the user to

“I'I'l0dif}"", the register editor 10570 screen appropriate to that register appears, i.e., an x-y type

graph to define a curve of relevant active time, in which the user manipulates the x-y termini,

, scale and curve, or a global map in which Input is received from the user selecting the locale of

5 active space, whether zip code, city, county, state, country, continent, plant or other. When

- input is received from the user saving the definition, the screen returns to the main container

screen to make another selection available- . Input is received from the user defining as many

registers as he chooses. One of the registers may be named "new register.” Input is received

from the user selecting the new register, and if chosen by the user, defining a wholly unique and

10 new kind of register by the user entering input into the register editor 125.

When the input is received from the user choosing to add a register, a list of registers that might be added to that class of container are made available to select 10550. Input is received

from the user selecting a register 10560 and editing it 10570. The menu returns to “add or

select” 10540, and in turn to Input — Select Container.

15 Input may then be received from the user choosing to add, modify, or delete the container'!r|

..Il"'|I contents 10700. Once the registers are defined, input is received from the user indicating

completion and the interface reverts to the container editor. When input is received from the

user choosing "select component" (to select the component to containerize) from the main 
menu bar 10700, a window appears allowing the user to select any file, component, or other

20 container. If for example, the user were creating a warehouse container, and wishes to

incorporate several databases into that container, input would then be received from the user

selecting "database.” The program would prompt the user for the location (directory) of that

database or container. If the requested selection is not containerized, input may then be received

from the user choosing to containerize the element at that time, after which the program returns

25 to "select component." Once input is received from the user defining the database location, the

program logically encases the directory or directories in the defined container. The above

- procedure may be repeated as many times as desired to include multiple databases within a

single container. While logical simplicity would dictate that all containers within a container be

of the same subset, it would be possible for input to be received from the user choosing

30 containers of any subset to include in the container. When input is received from the user

choosing ''finished,’’ the container is created with a unique network identity, preferably through

23
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some combination of exact time and digital device serial number, or centralized numbering

system, or other means. The container 100 contains all digital code, including data and program

software trom the selected items or containers.

, Input may then be received from the user to publish the container 11100 at a user-

5 identified or system suggested location 11200 to be selected 11400.

- Input is received from the user to "publish”, from the main menu bar 11100. Input is

received from the user choosing to leave the container where it was created, move or copy it to

another drive, directory, computer, or network the user designates, or select the location from

location options offered by the system 11200, or submit, or duplicate and submit, the container

10 to the analysis engine 400 for intelligent inclusion in other containers, thus allowing the system

to publish the container as instructed or choose the residence ofthe container 1 1400.

If input is received from the user to choosing to "move," or "copy” a browse function

allows the user to name the new location or browse a list of possible locations. If input is

received from the user choosing to "submit," a browser function allows the user to name the

15 analysis search engine 310 or browse a list ofpossible analyses engines. When input is received

from the user choosing the residence of the container 11300, the program restores the search
interface screen.

Referring now to FIG. 6, a flow chart of the method for searching for containers 100.

 
When input is received from the user selecting “search interface” from the main title bar,

20 the search interface screen appears. The user is given the choice of containerizing selected

content or requesting that container levels be displayed 30100. From a drop down menu another

menu appears allowing input to be received from the user selecting the container level 30200.

Input is received from the user selecting the container level (from the smallest component to the

whole system) 30300.

25 Input is received 30310 from the user selecting the phrases, containers or components,

which then are re-submitted to the same process, until the input is received from the user

a selecting a specific site or container.

The search phrase, whether containerized or not, is submitted simultaneously to the

search engine 30400 and the analysis engine 30500.

30 The screen then reports in a selection menu, the number of applicable sites found by the
Search engine 30410, the number of historically proven applicable sites found by the analysis V g

24
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engine 30410, the number of historically proven applicable containers at the selected container

level or any container level found by the analysis engine 30410, and the number of historically

proven new search phrases or digital segments found by the analysis engine 30320. . Input is

, received from the user selecting one of the named sets above 30330. If input is received from i

5 the user choosing the search engine, the search interface lists the applicable site titles with a ‘

brief description 30410. If input is received from the user choosing the site list of the analysis,

the search interface lists the applicable site titles with a brief description 30410. . If input is

received from the user choosing the container list of the analysis engine, the search interface

lists the applicable container titles with a brief description 30410. . If input is received from the

user selecting a container 30420, the system offers the means to View titles and descriptions of

sub-containers at any chosen class level. . If input is received from the user choosing the phrase

list of the analysis engine, the search interface lists the applicable phrases or digital segnents

with a brief description 30320. The search and search result cycle repeats until input is received

from the user choosing to go to an individual container or site.

Input is received from the user entering text or any digital string describing his search

objectives into a text or search box. When input is received from the user submitting the search

string, the system provides the option of containerizing the search through the container editor
 

screen the user.

1

1
1
1

J3

1.

J
3

l
110. Once the search container 101 is created, the system restores the search interface 300

l

20 Input is received from the user selecting “search”, “supported search” or “both” from i
another drop—down menu and from submitting the search. When input is received from the user
selecting “search” 30310, the search phrase is submitted to the search engine 30400, which 3
searches both content and the appropriate container registers, as pre—indexed in the search i

engine, and returns a list of appropriate locations, components or containers. When input is i
25 received firom the selecting “supported search”, the search phrase is submitted to the analysis ;

engine search support, which returns a list, in a drop-down menu, of search phrases or I

« individual containers, for any and all container levels, used by other users or created by the

system and known to be historically successful for the described effort and the described

searching user, as per the results of the analysis search engine. Input is received from the user

30 selecting a new search phrase or specific container from the drop down menu 30330. When

input is received from the user choosing a new search phrase, that phrase is also submitted to the
25
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analysis engine 30500 which returns a list ofpre-compiled historically proven sites, components

or containers associated with that search phrase 30320. Input is received from the user choosing

a selection 30420 and the system calls up that specific site, container or component. If input is

. received from the user selecting a specific site, container or component at any time during the

5 search process, that element is called up by the system 30440.

Input is received fiom the user choosing to containerize a search or select a container

level in which to search 30100. Vxfhen input is received from the user choosing to containerize

the search, the software moves to the container editor as described in Fig. 5, and then returns the

user to the search interface screen. Input is received from the user selecting to search a specific

container level or the whole network. The system shows the available levels 30200. Input is

received from the user selecting a container level 30300, and entering the text or digital

component comprising the search string 30310. The system searches the containers 30400 while

simultaneously submitting the search string to the analysis engine 30500. While the system is

accessing containers, sites or templates 30700, the analysis engine 30500 inquires of the

appropriate database 30600 to access historically successful containers, sites or search templates

corresponding to the search request 30700, which is then shown on another portion or option of

the search interface, either as available containers or sites 30410 or as search template options
 

30320. On one portion or option of the search interface screen the corresponding containers or

sites are listed andfor previewed for selection 30410. Input is received from the user selecting

20 the container to access 30420. The system accesses that container 30430 and shows it on the

screen 30440 for user review. Input is received from the user selecting an operation, i.e.,

preview, read, purchase, move, copy, lease, in any composed schedule with operations assigned

specific values 30460, and the system obtains the specified result 30470. The selection of the

operation including any interaction with any uniquely defined container 100 is recorded 30800

25 by the container gateway (Fig. 2 A, 200), stored in the gateway storage 205 and made available

to the analysis engine (Fig. 9) by the data collection and reporting means (Fig. 8). Reporting

= and collection occurs on a regular basis according to user determined times or rules. The

analysis engine compiles and analyzes selections according to various rules—based systems

applicable to the particular container area ofresidence in cyberspace.

30 . Input is received from the user selecting the container or site 30410, proceeding as

described above, or selecting a search template 30330, and editing it to re—enter the search
26
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30310. All operations on Fig. 6 utilize the communication device 26 whenever necessary or i
expeditious. i

Referring now to FIG. 7, a flow chart of the search process is shown. Steps in FIG. 7

repeated from FIG. 6 are given the same reference number as in FIG. 6 for convenience and

5 ease of understanding. Fig. 7 commences with “SEARCH TRANSITS GATEWAY 32100”,

continuing from Fig. 6, “SYSTEM SEARCHES CONTAINERS 30400”. The submitted search

32100 transits the gateway 200. The gateway 200 interacts with the container registers 32200.

The gateways 200 store the information downloaded from the registers 32300, and the container

registers are altered 32500. The container registers 120 then interact with the registers 120 of

the encapsulated search, which registers, and the values set within, have been constructed and

appended to the search through the search interface 32600. Values are exchanged and Compared

and operations performed under the rules governing both interacting containers I00, and the

rules governing the search container 100 and any gateway 200. The search engine 320,

operating under the principles and means of search engines presently existing as described

elsewhere, then provides to the search interface 32600 a list of containers 100 meeting the

requirements of the search and its appended registers, as well as additional search options

32900. The gateway 200 reports and makes available for collection to the analysis engine 400

 
the information obtained from the interaction 32400. On a periodic basis defined by the user or 

a rules-based system, the analysis engine 400 (Fig. 9) stores in databases 900, analyzes and

20 instructs the execution engine 500, and the execution engine 500 executes changes in the system

components as defined below. (Fig. 10). All operations on Fig. 7 utilize the communication

device 26 whenever necessary or expeditious.

On the remaining figures, shapes referring to other figures, to operations external to the

scope of the present figures, or to the subject of the present drawing, are indicated with dashed

25 lines, and are shown only to place the described operations in the context of continuous and

continual operations external to the drawing.

Referring now to FIG. 8, a flow chart of the preferred process for collecting and reporting

information on containers is shown. The data reporting 600 and data collection 700 means

utilizes subroutines within the analysis engines 400 and gateways 200 to submit and collect

30 register information and sub level analysis to other analysis engines 400 or other gateways 200

ofa higher (larger) logical set in a set pattern and frequency defined by the administrator.

27
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Input is received from the user selecting "data reporting" 70100 fiom the “edit gateway” i
drop-down menu. Container levels are displayed 70200. Input is received from the user i
selecting container level 70300. A menu of all possible gateways 70320 and analysis engines 3
70330 residing on gateways on the above defined container class appears, depicted graphically %1

5 as a tree of analysis engines and gateways at that container level. Input is received from the user
selecting “source” from “source or destination.” Input is received from the user 70400 3

selecting a container, containers, or class of container by clicking on the graphically depicted

container(s) or container level on a display device. Input is received from the user 70410
selecting “destination” from “source or destination” Input is received from the user 70500

selecting an analysis engine, analysis engines, or class of analysis engine by clicking on the

graphically depicted analysis engine(s) or analysis engine level on a display device. A time

scheduler is displayed. Input is received fi-om the user 70510 selecting the reporting frequency

for the selected gateways to report data to the selected engines. The data from the gateways is

thenceforth continuously moved or copied to the analysis engines by the system 10 utilizing the

execution engine 500 according to the defined schedule, rules and pattern 70420, 70520.

Input is received from the user selecting "choose container level” 70300 from the

gateway editor drop-down menu. A menu 70320 appears listing the classes of containers on the

 
system within the defined subset and superset scheme of multiple hierarchically nested

containers, i.e.; element, document, file, database, warehouse, domain, appears. Input is

20 received from the user selecting the class of containers. A graphic representation of that

container level throughout the system appears. Input 70300 is received fi'orn the user selecting

individual containers or all the containers in that class.

From the gateway editor drop-down menu input 70100 is received from theiuser selecting

"data collecting” A menu of all possible gateways and analysis engines residing on gateways on

25 the above defined container class appears, depicted graphically as a tree of analysis engines, and

gateways at that container level. Input 70510 is received from the user selecting “source” from

“source or destination.” Input is received from the user selecting a container, containers, or

class of container by clicking on the graphically depicted container(s) or container level. Input
9

70510 is received from the user selecting “destination” from “source or destination.’ Input

30 70510 is received from the user selecting an analysis engine, analysis engines, or class of

analysis engine by clicking on the graphically depicted analysis engine(s) or analysis engine

28
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level. A time scheduler appears. Input 70510 is received from the user selecting the collecting

frequency for the selected engines to collect data from the selected gateways. The data from the

gateways is thenceforth continuously moved or copied to the analysis engines by the system 10

‘ utilizing the execution engine 500 according to the defined schedule, rules and pattern.

5 The data collection 700 means, utilizing the communication device 26 and an execution

engine 500, comprises one or more subroutines or agents progamrned to travel through the

network collecting the accumulated data and analyses from selected analysis engines, gateways

or selected subset level of analysis engines or gateways (as above) in a pattern and frequency

defined by the gateway administrator at a given container level. Input 70510 is received from

the user or administrator, defining the collection and reporting of data, thus controlling

permission within his gateway, and being subject to permission levels defined by others beyond

his gateway.

Input is received from the user or gateway administrator selecting collection or reporting

70100 and the system shows the container levels available 70200. lnput is received from the

user selecting a container level 70300. Input is received from the user selecting “gateway”

70400 or “engine” 70500. The system shows gateways 70320 or engines 70330 associated with

that level. Input is received from the user editing the reporting parameters associated with a

 
gateway or a class of gateways 70410 or an engine or class of engines 70510. Input is received

from the user selecting the collecting frequency for the chosen engines. When input is received

20 fiom the user choosing to user save the definition, the screen returns to the main container

screen, step 70100 to make another selection available. Input is received from the user choosing

to repeat the cycle, choosing “destination” to describe the destination analysis engines and the

data collecting frequency from those destination analysis engines. The data collection means

700 collects the accumulated gateway information in a pattern and frequency defined by the

25 gateway administrator or user at a given container level.

The system utilizing the execution engine (see Fig. 10) distributes the new parameters to

the gateways 70420 or engines 70520 by the communication device 26. Using the new

parameters the gateways report to the analysis engines 70430 after, in some cases, conducting

sub-analysis 70440, or using sub-analysis 70440 to submit directly to specified gateways under

30 certain conditions and parameters, and the analysis engines collect from the gateways 70530.

29
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The analysis engine uploads, downloads and utilizes information to databases 900 to conducts

its analysis.

The invention includes an analysis engine 400. Through the data reporting 600 means

-* and data collection 700 the analysis engine 400 receives data and sub—analysis fiom the search

5 interface and the gateways. Data includes, for each gateway 200, the frequency and grade of

access, the description of the user accessing, the identity of the container 100 accessing, the

register parameters, and the historically accumulated register data.

Referring now to FIG. 9, a flow chart of the operation of the analysis engine 400 is

shown. Analysis engines 400 may reside at any gateway or anywhere in the system 10. The

.10, analysis engine 400, operating under its own programmed sequence, utilizing the

: communication device 26, works, by means of programmed rules of logical, mathematical,

statistical or other analysis upon gateway and register information, in continuous interaction

with the search process 410 and the data collection and reporting process 420 to analyze,

determine and compile instructions 40100 on container construction 40110 to containerize in an

automated process 40115, on container contents 40120 to move, copy or delete containers

40125, on storage schemes 40130 to move or copy containers to new storage 40135, on access

routes 40140 to alter gateway pointers to sought information 40145, on Search templates 40150
 

to add, delete or change search phrases and the referenced objects indicated by those search

phrases 40155 and on gateway instructions 40160 to alter gateway registers and pointers 40165.

20 Thus, analyses might include, but are not limited to, the physical locus of the users

accessing, the demographic classification of the users accessing, the access fiequency for a

given container, the range or curve of time relevance affecting a container, the range or region

of space relevance affecting a container 100, the number or number of a specific type of

container 100 transiting a gateway 200, the hierarchically graded usage of containers 100 or

25 container contents 01 compared with the demographic of those users accessing the container,

the hierarchically graded usage ofcontainers 100 or container contents 01 compared with search

r phrases entered into the search interface 300, the hierarchically graded usage of containers 100

or container contents 01 compared with search phrases entered into the search interface 300

compared With the demographic of the users accessing, the number of pertinent containers

30 nested within a given container 100. Once an analysis is accomplished, the result is compared to

30
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pre—prograrnmed rules triggering instruction sets (such as moving a container to nest within

another container).

Instructions are then sent to the execution engine 40200, which utilizes the

» communication device 26 to execute the instructions derived from the analyses. These

5 containerized instructions transit the gateways 40300 and are utilized in the gateway process

‘ (Fig. 12)

Referring now to FIG. 10, a flow chart of the operation of the execution engine is shown.

The execution engine 400, operating under its own programmed sequence in response to the

instructions from the analysis engine 50100, utilizing the communication device 26, works in

continuous process as its containerized execution instructions transit the gateways 50200 to

create containers 50210 in an automated containerization process 50215, alter container contents

50230 by moving or copying containers to new containers 50235, to alter storage 50240 by

gateway pointers 50255, to alter search templates 50260 by adding, changing and deleting

search phrases and the referenced objects indicated by those search phrases 50265, to alter

gateway instructions 50270 by altering gateway registers and pointers 50275. The execution

works in a continuous loop with the gateway process 50300, the data collection and reporting

 
process 50400 and the analysis engine process 50300.

The invention includes gateways 200. Gateways may be placed and reside anywhere on

20 the network where containers transit. Gateways also reside on any or all containers. The

gateway reads and stores the chosen register information from transient containers entering or

exiting its logical boundaries. The resident analysis search engine, if any, performs the

specified level of analysis. Data and analysis is both held for the collection means according to

the pattern and timing specified in the data reporting 600 editor and submitted according to the

l
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25 pattern and timing specified in the data collection means editor 700. 1

The gateways are network-wide, hierarchical, and nestable, and reside with a container 3

= encompassing any component, digital code, file, search string, set, database, network, event or % 1
process and maintaining a unique lifelong network wide identity and unique in all the universe 1

historical identity, or may be strategically placed at such container transit points to gather and ,

30 store register information attached to any such container, according to system—defined, system- 3
generated, or user determined rules residing in its registers defining the behavior of those

31
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containers and components as they exit and enter one another, or interact with one another or i
any system process or system component within the logical domain of that container, or after 1
exiting and entering that container, or defining how they interact with that unique gateway. §

- Gateway’s registers comprise both system-defined and user-defined registers, alterable by 3

5 author, duration, location, network—wide history, individual container history and/or interaction 1
* with other containers, gateways, networks or media, and evolve according to that gateway’s 3

history on a computer network, or according to the network history of events and processes, or

according to that information component’s interaction with other information containers,

components, system components, network events or processes.

l0 Referring now to FIG. 11, a flow chart of the gateway editor is shown. From the main

title bar input is received from the user selecting “containerize” or “gateway level” 20100.

 
editor process 110. When input is received from the user selecting “gateway,” the system

shows the gateway levels available 20200. A menu of all possible gateways within the subset

and superset scheme of defined multiple hierarchically nested gateways appears. Input is

received from the user selecting the gateway level 20300. The system searches the gateways

20500 to locate the available gateway templates 20700 and the available gateways 20600. Input

is received from the user selecting the gateway 20610 or gateway level template 20720. The
 

system goes to the gateway 20620 or to the template 20720. A graphic representation of the

or create a gateway 20740. Once completed, input may be received from the user selecting

"analysis level" from the gateway 200 drop-down menu, to select the level of analysis in a

multi-level analysis sequence to be accomplished at the local level by a gateway-resident

analysis engine. The user accesses the container editor to containerize (Fig. 5). Input is received

25 from the user selecting the registers by clicking on the graphically depicted register, or fiom a

drop down menu. ). Input is received from the user setting the registers as described elsewhere
A;

l
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l
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3 3

20 chosen gateway 20630 or template 20730 appears. Input is received from the user to edit 20640 A 1
li

l

l
l

in (“container registers”). Input is received from the user selecting or defining the rules 1

governing the interaction of that gateway with transient containers. Input is received from the l

user selecting or defining the rules governing the interaction of containers existing within the

30 logical domain of the container 100 to which that gateway is attached. The user publishes the
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When input is received from the user selecting “containerize” the system enters the container
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gateway (Fig. 5). Input is received from the user selecting "residence" from the main menu bar.
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). Input is received from the user choosing to leave the gateway where it was created, move it to

container on another drive, directory, computer, or network. If the user chooses "move," a

browse function allows the user to name the new location or browse a list of possible locations.

, Once input is received from the user choosing the residence of the gateway, the program

5 restores the search interface screen.

- The invention includes a data reporting means editor 610, and a data collection means

editor 710, Fig. 2 A, as a menu option under the gateway editor 210.

The present invention also includes a gateway process.

Referring now to FIG. 12, a flow chart of the gateway process is shown. A system

operation, Search process or element container or process container is shown in transit 21100

passing through a gateway 21200. The container, operation or process interacts with the

gateway 21300, uploading, downloading and exchanging information with the container,

operation or process. The gateway stores container information 21400 and the container

registers are altered 21500. The container registers also interact with the Search interface 21600.

The gateways report the register information or make it available for collection by the data

reporting and collection means (Fig. 8) operating on the communication device 26 to provide

the information to the analysis engine 21800, which stores 90100, analyzes and instructs the

execution engine 21900, which processes and instructions are also stored 90100 by the

execution engine upon receipt.

 
All operations in Fig. 12 utilize the communication device 26 whenever necessary

or expeditious.

Referring now to FIG. 13 A, a drawing of nested containers 100 prior to the

container modification process on a network 201 is shown. (Note: The same container

numbering scheme is used in Fig. 13 A, 13 B, 13 C, 13 D and in 2 B.) Information containers

25 505 and 909, residing within container 908, operating under the rules governing container

interaction Within that container 908 downloaded to container 505 and 909 from gateway 9081

= upon their entrance to container 908, which rules had been downloaded from execution engine

500 acting under the direction of analysis engine 400, and under the rules programmed into their

own registers 404120, 909120, compare the specified (by those rules) set of registers 404120,

30 909120, i.e., time and space, and determine a container 404 encapsulated within 505 would be

more appropriately encapsulated within container 909.

33
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Referring now to FIG. 13 B a drawing of nested containers during a container

modification process on a network 201 is shown. Container 404 is moved to reside with

container 909. As the container 404 exits container 505, the gateway of container 505, being

_. gateway 5051, operating under the rules governing container interaction with a gateway 5051

5 upon egress or egress as programmed in the gateway editor 210 and modified by the execution

- engine 500 executing the instructions of the analysis engine 400, or any greater logical analysis

engine 408 providing execution instructions to an execution engine 508 operating in a larger

encompassing container 108 entering through that container’s gateway 208 or an independent

gateway 707, or sub-analysis engine operating at any gateway level, records the register

10 information of container 404. The gateway 5051 reports the transaction to the gateway 9081 of

i 5 container 908, being the next higher logical container. Gateway 9081 holds in gateway storage

205 the information until collected by one or more data collection processes 700, or reported to 
one or more data reporting processes 600, serving one or more analysis engines 400 residing

independently on the system 10 or an analysis engine at higher logical container 303. The

15 analysis engine 400, comparing reports of user hierarchically graded usage under the operations

of the search engine 320 and the search interface 300, on information container 808 after

 receiving reports from the data reporting means of container 404 being moved to container 909

determines, i.e., that the number of time and space relevant containers residing within container

909 is sufficient to warrant an action, and directs the execution engine 500 to copy container

20 909, nested within container 908, to a third information container 808. As the copy instruction

fi-om execution engine 500 transits the gateway of container 908, the gateway 9081 records the

instruction. The copy instruction interacts with the registers 909120 of container 909 regarding

the rules governing its copying to another location. Once approved by the governing rules of

registers 909120 appended to container 909, container 909 is duplicated. As the duplicate

25 container 909 exits the container 908, the gateway records the register information 909120 of

container 909, and the registers 909120 of container 909 are altered by special instructions from

= gateway 9081 under the rules residing in gateway 9081 regarding ingress and egress and the

rules residing in the registers 909120 of container 909 regarding alteration by gateways upon

ingress and egress. Passing through independent gateway ‘T07, the register information 909120

30 is recorded, and awaits data collection or reporting 700, 600. As container 909 enters container

808, the gateway records the register information 909120 of container 909, the registers 909120

34
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of 909 are altered by special instructions from gateway 8081, operating under the rules as

described in the paragraph above, and container 909 takes up residence within container 808.

Referring now to FIG. 13 C, a drawing of nested containers after the container

_., modification process on a network 201 process is shown. Container 909, now also logically

5 residing within container 808, commences to interact with other containers 606 in 808 under the

- rules governing container interaction within container 808 as received from gateway 8081 upon

transiting that gateway, and under the rules of registers 606120, 909120 of the interacting

containers 606, 909, operating under the rules as described in the paragraph above. Through

data collection and reporting 700, 600, analysis engine is appraised of container's 909 new

duplicate residence. I.e., operating under the registers of space relevance, a body of law

 pertaining to Boston Municipal tax law may be housed in a container holding Massachusetts tax

law, but it wouid be more appropriately iocated in a container holding Boston tax law, with oniy 
a pointer to that location residing in the Massachusetts tax law container. In this example, such

an analysis could be accomplished by comparison of zip code information in the space registers,

or logical rules—based analysis, with "state" being a larger set than "city". Or, i.e., operating

under the registers of time relevance, the curve of time relevance for a concert might follow an

ascending curve for the months prior, hit a briefplateau, and then reach a precipitous decline, at

which time certain pertinent information only might be moved to an archival container of city
 

events or rock concerts of that year. In this example, once the curve is mapped into a register,

20 that map would cause an increasing fiequency ofpointers to that container in other containers or

gateways, or inclusion ofthat container in other containers, as the analysis engine compares that

curve with increasing user inquiry.

Referring now to Fig. 13 D, a flowchart of the reconstruction process is shown.

Information containers 505 and 909, residing within container 908, operating under the

25 rules governing container interaction within that container 908 downloaded 888103 to container

505 and 909 from gateway 9081 upon their entrance to container 908, which rules had been

s downloaded 888102 fiorn execution engine 500 acting under the direction 888101 of analysis

engine 400, and under the rules programmed into’ their own registers 404120, 909120, compare

888104 the specified (by those rules) set of registers 404120, 909120, i.e., time and space, and

30 determine 888105 a container 404 encapsulated within 505 would be more appropriately

encapsulated within container 909.
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Container 404 is moved 888106 to reside with container 909. As the container 404 exits

container 505, the gateway of container 505, being gateway 5051, operating under the rules

governing container interaction with a gateway 5051 upon egress or egress as programmed in

the gateway editor 210 and modified 888108 by the execution engine 500 executing the

5 instructions of the analysis engine 400, or any greater logical analysis engine 408 providing

execution instructions 888107 to an execution engine 508 operating in a larger encompassing

container 108 entering through that container’s gateway 208 or an independent gateway 707, or

sub-analysis engine operating at any gateway level, records 888109 the register information of

container 404, and alters the register information of container 404. The gateway 5051 reports

10 888110 the transaction to the gateway 9081 of container 908, being the next higher logical

container. Gateway 9081 holds 888111 in gateway storage 205 the information until collected

 by one or more data collection processes 700, or reported to one or more data reporting

processes 600, serving 888112 one or more analysis engines 400 residing independently on the

system 10 or an analysis engine at higher logical container 303. The analysis engine 400,

comparing 888114 reports of user hierarchically graded usage on information container 808

under the operations of the search engine 320 and the search interface 300, after receiving 
888113 reports from the data reporting means of container 404 being moved to container 909,.I"

determines 888115, i.e., that the number of time and space relevant containers residing within

container 909 is sufficient to warrant an action, and directs 888115 the execution engine 500 to

20 copy container 909, nested within container 908, to a third information container 808. As the

copy instruction from execution engine 500 transits the gateway of container 908, the gateway

9081 records 888116 the instruction. The copy instruction interacts 888117 with the registers

909120 of container 909 regarding the rules governing its copying to another location. Once

approved 888118 by the governing rules of registers 909120 appended to container 909,

25 container 909 is duplicated 888118. As the duplicate container 909 exits the container 908, the

gateway records 888119 the register information 909120 of container 909, and the registers

" 909120 of container 909 are altered 888120 by special instructions from gateway 9081 under

the rules residing in gateway 9081 regarding ingress and egress and the rules residing in the

registers 909120 of container 909 regarding alteration by gateways upon ingress and egress.

30 Passing through independent gateway 707, the register information 909120 is recorded 888121,

and awaits 888122 data collection or reporting 700, 600. As container 909 enters container 808,
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