Department of Communication Networks
Aachen Technical University (RWTH)

Prof. Dr.-Ing. B. Walke

Diploma Paper

Simulative and analytical study of measures
supporting the quality of service in a radio-
based ATM network
by
Ulrich Vornefeld

Student ID No. 187020

Aachen, April 1, 1997

Mentors:

Prof. Dr.-Ing. B. Walke, Associate Professor
Dipl.-Ing. D. Petras

Dipl.-Ing. A. Hettich

This paper is for internal use only. All copyrights reserved by the mentoring department. We give
no warranty for its content. Reproduction and publication of any kind are subject to the
Department’s permission.

Broadcom v. Ericsson
IPR2013-00636
ERicsson Ex. 2019


shellyg
Typewritten Text
Broadcom v. Ericsson
IPR2013-00636
ERicsson Ex. 2019


I hereby confirm that [ have conducted this work independently without the assistance from third
parties — except for the official mentoring by the department. All literature used for this paper is
listed completely in the Bibliography section.

Aachen, April 1, 1997

(Ulrich Vomefeld)



TABLE OF CONTENTS

Introduction

Asynchronous Transfer Mode, ATM

2.1 Structure of the ATM cell and meaning of the control information .....................
2.2 ATM SWITCRING ... e
2.3  The ATM reference model..........c.ocooiiiiiiiiii i
2.4 Quality of service in the ATM landline network ..............cocociiiiiiiii
Architecture of the ATM radio interface
3.1 The network cell as a distributcd ATM multipleXer ..o
3.2 The protocol stack of the ATM radio interface...............cccoeeveevievicioeie e,
The layers of the protocol stack and their functions
4.1  Operating strategics of the distributed virtual multiplexer..................ccoooeiennn
4.2  The MAC protocol and S SETVICES ..........cooviiiiiiieiieice e
421 Length of the time slots and physical layer.....................................
4.2.2  Signaling of Capacity reqUESTS.........oooivviiiiiiiiiie ettt
4.3 Structure of the LLC LAYET ......cooooiiiiiiiieeie e
44 The cell SChedUler ...........ocoooiiiiiie e
4.4.1 The reservation phase of the scheduler....................c.cooooi i
4,42  The transmission phase of the scheduler........................oooo
The SR/D ARQ protocol
5.1 Error control MEaSUIES ...........ocuiiiiiiiiie ittt
5.2 Link acCeSs PrOtOCOLS ......ooviiiiiiet e
5.2.1 Gobackn (continuous) ARQ..............coooiiiii
5.2.2  Selective Repeat (SR) ARQ .......c.oooiiiiiiiiiiii e
53 ARQ protocols for the real-time oriented service classes............cocoovieveieiinn,
531 Discarding ATM CelIS .......c..ocoooiiiiiiiiiiiiiii e,

5.3.1.1 Explicit recipient notification using Discard messages.............

19
19
20
22
23
26
28
29
30



Table of contents

6

7

54
55

6.1

6.2

5.3.1.2 Implicit discarding by moving the window ..............................
5.3.2 Methods for reducing transmission delays.........................................
No reject acknowledgment for implicit discarding ..................ccooooeeeioiiiin,
Long waiting times in the recipient with implicit discarding......................ccocoooooe.

Acknowledgment strategies

Priority of acknowledgments ..ot
6.1.1  Priority of positive acknowledgments..................occoooooviioiioiiiiiice
6.1.2  Priority of negative acknowledgments.....................ccocooeeeiiiiio e
6.1.3  Priority of acknowledgments with a set poll bit...................................
6.1.4  Priority of discard mesSages. .........ccoviviiiriiiiiiiiie e,
Methods for acknowledgment transmission examined ...............coccccerviieieeernnn,
6.2.1 Reservation decisions due to acknowledgment transmissions...................

6.2.2  Capacity requests from terminals for acknowledgment
EFANSINISSION .. ...ttt

623 Influence of acknowledgment transmissions on the transmission

PRASE ..o
6.3  Acknowledge algorithm of the reservation phase........................ooccooo
6.4 Acknowledge algorithm of the transmission phase...............ccccccoeevieiiiiiiienn
6.4.1 Bundle acknowledgment..................occooiiii ot
6.4.2 Determining the SREJ to be sent ................oooooiviiiiiiiiee
6.43  Channel MONItOTING . ..............c.ocoiiii i
6.5 Parameters studied and assessed ..........cooooiiiiiiiiiii i
Integrated stochastic simulation model
7.1  Software architecture of the simulation model .....................ocooo i
7.2  Modeling the application PrOCESSES ...........ccvvviviieiereiieeie et
7.2.1  The deterministic stochastic process as a model for CBR sources ...........
7.2.2  The Poisson process as a model for VBR sources ...
7.2.3  Video source with an autoregressive process as a model of a typical
VBR @ppliCatiON........ooviiiiiiiiiiiiiec ettt
7.2.4 Non-time-critical ABR and UBR se1vices..........coccooeviiiiiiiiiiii
7.3 The physical channel...............ccoooooiiiiiiiiiis i
7.4 TIANSIUISSION CITOTS .......iuiiuiietieiiiieiseteieeteeeese ettt ettt e ete s et et st ees s et
7.4.1 Uncorrelated channel 1rors............ccoooiiiiiiiioiiiie e
7.42  The Gilbert model for correlated channel errors................................

7.5 Implementation aspects



Table of contents

8 Performance evaluation 71
8.1 Evaluation goals and performance characteristics to be determined ..................... 71

8.1.1 Performance characteristics for real-time oriented CBR/VBR
COMMECTIONS ..o e e e 71

8.1.2 Performance characteristics for non-time-critical ABR/UBR

COMNECHTONS. ... 71

8.2 Confidence level of the simulation results .............c.ocoocoviiiiii 72

8.3 Theideal ARQ ProtoCol..........cooiiiiiiiiiiee e 72

8.4 Greater delays for uncorrelated channel €rrors ..o 73

8.5  Explicit, implicit discarding and the various levels of discarding .......................... 73

8.6 Performance evaluation of the acknowledge procedure..............ccoooooiviiiin, 76
8.6.1 LLC acknowledgments in the period Ctrl PDU ..., 76

8.6.2 Inserting short poll time SIOtS.......................o 78

8.6.3 Random access due to acknowledgment transmissions ............................. 80

8.6.4 Bundle acknowledgment...................c...ocoooi it 31

8.7 Realistic simulation scenarios with multimedia Services..............cccoovieiiicnnine. 82
8.7.1 Size of the ARQ WIndOw ..............ccooiiiiiiiiii e 33

8.7.2  Maximum number of reSCIVations ............c..ovivioieeieeie e, 83

8.7.3  Correlated and uncorrelated channel €rrors ..o 85

8.7.4  Channel MONItOTING. .............oooi it 87

8.7.5 Comparing the SR/D protocol and the ideal ARQ protocol..................... 89

9 Summary and outlook 93
Q.1 SUMMATY ..o e, 93

9.2  Evaluation of the findings ..................ocooiiiiii oo 93

9.3 OUOOK ..o 94
LISt OF fIUIES cvvvervivuneseessecssissrosnssassasssasossssssssassonssorossssssssssssssssassoasssassssossssssssstssssssassssssnsossass 99
LISt Of £ADLES ...ttt ettt st s s st st st e en e ene 101
List of abbreviations......ciinininininininiiiniiiieisiisissisessasssississississssssssssssssonse 104

BIbLIOZIaAPIIY c.cviouiiiiiainssnsssnissisississssssasssssssrosssossasssssossssssssssssssassssssssssssssssossssssssasossssssssassonss 105



Table of contents



Table of contents



CHAPTER 1

Introduction

Increasing globalization and internationalization of society and the demand for information that
goes with it constantly increase the information provision and information transmission
requirements that communication networks have to meet. The development of these networks is
essentially driven by two trends: by integration of the various telecommunications services within
one network and by accounting for demands for individual mobility and universal accessibility.
These trends have resulted in the development and introduction of narrowband ISDN (Infegrated
Services Digital Network) and digital mobile telephone networks based on the GSM standard
(Global System for Mobile Communication). ISDN ecliminates the large number of different
network user interfaces and assigns voice, text, and data services via a uniform interface.

The introduction of new interactive and real-time oriented services and the constantly growing
need for bandwidth of the Internet ensure continuous development of the worldwide cable-based
infrastructure towards multimedia broadband ISDN, which i1s popularly called the “information
highway.” This network utilizes more and more of a new transmission and switching technology
called ATM (Asynchronous Transfer Mode) |6, 9, 29]. It is expected that the trend towards
universal accessibility in conjunction with wireless access to multimedia services will be one of
the major drivers of telecommunications in the near future [18].

Progress made in recent years in microclectronics and signal processing has made the
implementation of wireless terminals for B-ISDN based on ATM technology a realistic
possibility. The industry and the universities are responding with increased research activities in
the field of wireless ATM networks (for an overview, see the Introduction of [16]). Wireless
ATM workgroups (WAG) were formed at the European Telecommunications Standards Institute
(ETSI) and the ATM Forum, who study the requirements and architectures of W-ATM systems
[26, 4]. Tt is planned to adopt first technical standards by the end of 1998. The technological
conditions for wireless communications systems with transmission rates of several 10 Mbit/s per
connection were created by releasing the respective frequency range for personal communications
systems in the 5 GHz range.

This paper interprets the radio interface as a distributed ATM multiplexer that performs statistical
multiplexing of ATM cells on the radio channel. An operating strategy with static and dynamic
priorities is used to determine the transmission sequence of ATM cells. The system and protocol
aspects of the W-ATM radio interface that determine the transmission sequence of the ATM cells
and perform the multiplexing functions are examined in order to meet the quality of service
requirements of all ATM service classes through suitable extensions, algorithms, and
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modifications. These extensions, algorithms, and modifications are called measures supporting
the quality of service in this paper.

Overview of the paper

After a brief introduction to ATM technology in Chapter 2, Chapter 3 presents the architecture of
the ATM radio interface. The protocol stack derived from it is described in Chapter 4, with a
focus on controlling the transmission sequence of the ATM cells. Chapter 5 explains the link
access protocols at the radio interface, Chapter 6 details the acknowledge strategies and measures
supporting the quality of service that result from these protocols. Chapter 7 provides an overview
of the various aspects of the simulation model used and implemented. Chapter 8 ( Performance
evaluation) presents the results of the simulation.



CHAPTER 2

Asynchronous Transfer Mode, ATM

ATM stands for asynchronous transfer mode and denotes a new asynchronous transmission,
switching, and multiplcxing mcthod that was dcvcloped to mcect the continually increasing
requirements posed by new services and more and more powerful computers in future broadband
telecommunications networks in accordance with the 1.300 series of ITU' Recommendations.

In ATM networks, the data streams to be transmitted are divided into fixed-length packets (cells)
and transmitted asynchronously. This means that the cells of a data stream do not have fixed time
slots. The cells from different connections are transmitted via a physical channel in a time-
interleaved manner in the order of their arrival. The cells of one connection may not pass one
another (virtual connection concept). The ATM multiplexer inserts “idle cells” into the joint
output data stream if none of the connections needs transmission capacity (Figure 2.1). In this
way, the physical channel may provide just as much capacity for a connection as this connection
actually needs at any given point in time. In particular, this allows a response to the dynamic
communication bchavior of connections with changing bandwidth requirements over time (scc
Table 2.1). This method called statistical multiplexing utilizes the statistical properties of data
traffic to transmit larger amounts of data than synchronous methods over a physical channel with
the same capacity.

Transmission via ATM networks i1s based on virtual channel connections (VCCs). When the
connection is set up, the ATM network determines a route via switches between the
communicating terminals that is stored in the internal routing tables of these switches. All cells of
the associated virtual connection arc transmitted via the virtual channcl formed in this way. The
cells are transmitted based on the routing parameters contained in their headers which are used as
pointers to the respective entries in the routing tables of the nodes.

! International Telecommunication Union

Service Bit rate Burstiness* Delay **
Voice, telephony 64 kbit/s 1 25 ms
Video conference (low quality) 128 kbit/s 1 50-250 ms
Video conference (high quality) 1-10 Mbit/s 5 50-250 ms
Data transmission 0.1 — 30 Mbit/s 2 -200 -

* Maximum to minimum bit rate ratio
** Max. tolerable end-to-end delay
**% without echo compensation

Table 2.1: Characteristics of some typical services [6, 17]
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Figure 2.1: Time multiplex in the ATM method
21 Structure of the ATM cell and meaning of the control information

The header structure depends on whether the cells are transmitted within the network (between
ATM switches) or between the network and the user or terminal (see Fig. 2.2). Two interfaces are
distinguished:

e  User network interface (UNI)

o Inter network interface (INI)

User interface (UNI) Inter network interface (INI) Byis
GFG Vial Yl o 1
WP VEE VI NGl 2
WCE WEH 3
W PT CLP YO PT cip| 4
HECG. HEC 5
48 bytes of user data 48 bytes of user data §5-53
CLF Coll Loss Pricrity FT  Pavicad Type Ukt User-betwork interface
GFC  Generke Fiow Conirol VLI Vitual Channel lenlifier E Intes-Mebvork Inlerdace
HEC  Haader Enor Contred YPE Vitust Palh leptifiar formerly NNT - Network Node Interface

Figure 2.2: Structure of ATM cells at the UNI and INI interfaces
GFC  Generic Flow Control, 4 bits (UNI only)
This field is used for access control of terminals at the UNL
VCI  Virtual Channel Identifier, 2 bytes

The reference to the virtual channel is used to distinguish among different simultaneous
connections and for assigning cells to connections. The VCI is assigned to one
connection section only.

VP  Virtual Path Identifier, 8 or 12 bits



Identifier for virtual paths identify a channel bundle, allowing to distinguish



between routes going in the same direction that each contain multiple virtual channels.
Switches will be able to identify and forward channels of the same bundle faster.

PT Payload Type, 4 bits

This field identifies the type of information field for distinguishing payload and signaling
information. The latter is used for operations and maintenance (OAM) or for resource
management (RM). A switch has to analyze both the header and the user data field in the
body of the cell.

CLP Cell Loss Priority, 1 bit

This bit is used to identify low-priority cells that are preferably discarded in the event of an
overload condition in the network.

HEC Header Error Control, 1 byte

Unlike the user data, the header of an ATM cell is protected by a check sequence. This
sequence recognizes two-bit errors and corrects one-bit errors and is recalculated in cach
network node. In addition, HEC is used for identifying the beginning of a cell. Higher-order
protocol layers are responsible for error control of user information.

2.2 ATM switching

ATM switching is based on virtual connections. The cells contain a virtual channel identifier (VCI)
and a virtual path identifier (VPI) that a switching node uses to determine the next node and enters it
in the header of the cell. Each switching node only knows the respective next node. The complete
origin and destination addresses are sent once during connection setup to establish these virtual
connections, i.¢. the routing tables in the network nodes. When a cell arrives in a network node, the
information in the header of the cell (VCI and VPI) is analyzed and the next network node is
determined using the routing table. This results in new values for the VPI and, depending on the
switching element, for the VCI as well, and this new information is entered into the cell header. Then
the cell is routed to the respective output of the switching network.

Splitting the channel number into VPI and VCI requires two types of network nodes. An ATM cross
connect switches the channel bundle into the respective directions based on the VPI field. The VCI
ficld rcmains unchanged. An ATM switch makes virtual conncctions, and the VPI and VCI arc
analyzed and changed in the cross connect process, see Fig. 2.3.

2.3 The ATM reference model

Based on the ISO/OSI reference model, a four-layer reference model has been defined for ATM (see
Fig. 2.4). These include the physical layer, the ATM layer, the ATM adaptation layer (AAL), and a
layer that represents the functions of higher-order layers.
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Figure 2.3: Switching through channel bundles (virtual paths) and connections in ATM-switching
fields and ATM- exchanges

Three different protocol planes (planes) have been implemented: the user plane, the control plane and
the management plane. The management plan includes two functions: the plane management dealing
with the entire system and the management of the individual layers (layer management).

Liser plane Confrol plane -

Higher layers Higher layers -

AT adaptation layer (AAL)

Flane management

ATM layer ,
Layer management

Physical layer

Figurer 2.4: ATM Reference model

Physical layer: The physical layer is in regards to the standard ISO/OSI layer 1-functions like bit
synchronization, line code and monitoring functions. Their functionality is determined by the method
of transfer.

ATM-layer: The ATM-layer corresponds with the ISO/OSI-layer 3. It contains the ATM-specific
functions for cell transport:

e  Control of the VPI and VCI oriented functions for the differentiation between different
connections in the ATM exchange

Multiplexes and demultiplexes of the cells from different connections

Creation and extraction of information in the cell head

Priority control in order to minimize cell loss and waiting times

Functions to avoid buffer overflows (congestion control)

Connection-specific monitoring of the cell rate in accordance with the service level
agreements with the participants (usage parameter control, UPC)
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eneric flow control (GFC) to the UNI

ATM-adaptation layer: The adaptation layer (AAL) affects the service-specific requirements and
corresponds with the ISO/OSI layer 4. It provides services, which they provide with the help of the
ATM-layer by executing the required segmentation of data streams (segmentation and reassembly
sublayer, SAR) and balances delay deviations that occur with synchronous services by the ATM-
network or allows for the recognition of cell losses by data services (convergence sublayer, CS). The
following AAL-types were defined:

Type Description

AAL 1 allows for synchronous transfer with constant data rates by balancing out delay
deviations in the receiver

AAL2 allows for synchronous transfer with variable data rates by balancing out delay
deviations in the receiver

AAL 3/4 for data services and other non-real-time oriented services; allows for the
recognition of cell and package losses; type 3 is connection-oriented, type 4
allows for unconnected transfers

S-AAL reduced type 3 for signalizing traffic

Table 2.2: Types of the ATM-adaption layer
2.4 Service levels in the ATM-fixed network

The service levels in ATM-networks describe the connection quality, which the participant determines
during the establishment of connection with the network provider in a so-called service level
agreement and which must then be guaranteed by the network.

The ATM-network must be able to fulfill the requirements of different services for the service levels
(quality of service, QoS) of the ATM-layer. The ITU-T recommendation E.800 defines the service
levels as such:

“Collective effect of service performance which determine the degree of satisfaction of a user of
service”

In this work, however, the implied subjective impressions of the service user should not be further
considered in the definition above. The service levels should instead be described with the help of
network perjormance paramelers, which are measurable and objectively comparable (o the user
interfaces. The service level requirements of a connection are described with the help of this network
paramcters, which arc dcfined in (12) and (3):

CER Cell Error Ratio:
Quotient from incorrectly transferred cells and all transferred cells

11
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CLR. Cell Loss Ratio:
Quotient from lost cells and all transferred cells

CMR. Cell Misinsertion Rate:
Share of cells, which were transferred to the incorrect recipients

CTD mean Cell Transfer Delay;,
Arithmetic method for the end-to-end-cell transfer duration

maxCTD maximum Cell Transfer Delay:
Cells whose transfer delay exceeds maxCTD are evaluated as lost

CDV Cell Delay Variation:
Deviation of the end-to-end-cell transfer duration

In order to be able to satisfy the traffic characteristics from different sources, four service classes were defined
on the ATM-layer, which are different in their requirements for service levels, see also table 2.3:

CBR. Constant Bit Rate
The sources of these service classes transmit with a constant bit rate, which corresponds with the
maximuin bit rate, which was negotiated at the time of the connection establishment. The source has
real-time requirements for the network and requires compliance of an upper limit for the maximum
delay of their cells through the network. (For example: speech transmission)

VBR. Variable Bit Rate
VBR-sources transmit with variable bit rate. A difference is made between real-time oriented (real-
time, RT) services with a defined maximum cell delay and less critical (non real-time, nRT) services).
(example: video transmission)

ANR. Available Bit Rate
In this service class, the traffic sources adapt their bit rate dynamically to the available open resources.
No requirements are placed on the real-time behavior and delay. Only the cell loss probability is
defined as a parameter for the service level. (Example: data transmission)

UBR. Unspecified bit Rate
This service class does not offer any traffic-related service guarantees. Neither the cell loss probability
nor a limit for the maximum delay are guaranteed (Best Effort).

Parameter ATM Service Class
CBR | VBR(RRT) | VBR(NRT) | ABR UBR
CLR Dcfined | Dcfined Dcfincd Dcfined | Undcfined
CTD Defined | Defined Defined | Undefined | Undefined
maxCTD | Defined | Defined Defined | Undefined | Undefined
CDV Defined | Defined | Undefined | Undefined | Undefined

Table 2.3:

ATM Service Classes and their Service Level Parameters
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The monitoring and control of the service levels requires functions in end devices, access and
switching nodes, which are summarized under the general topic of Traffic Management (3).

The connection admission control (CAC) checks before the admission of a desired connection to see if
the authorization of another connection is possible without hindering the existing connections (14, 32).
The CAC can only work correctly if the traffic of a connection does not exceed the parameters agreed
upon in the service level contract. Thus, a monitoring of the connection parameters occurs on the edge
of the network in order to take immediate countermeasures in the case of an exceeding the thresholds,
i.e. through the discarding of all cells, which are contributing to exceeding the parameters (Usage
Parameter Control (UPC), policing function).

In ATM-multiplexes and ATM-exchanges, ATM-cells with different connections compete with each
other for the capacity of the outgoing multiplex lines. The processing of the cells waiting in the buffers
occurs through a control unit, called a scheduler, which is based on an ideal operating strategy. The
task of the scheduler is to allocate the transfer capacity of the multiplex lines corresponding with the
requirements from the different connections.
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CHAPTER 3

Architecture of the ATM Wireless Interface

In this chapter, initially the architecture of the ATM-wireless interface between the wireless or mobile
ATM-terminal (wireless terminal, WT) and the ATM-fixed network is introduced; after this, the
structure of the protocol plane will be explained and the areas will be characterized in which the
measures being investigated in this work to support the service levels are used.

Image 3.1 schematically shows the structure of the basic mobile wireless network (23, 24, 26). The
access points to the ATM-fixed network form base stations, which are established from one or multiple
transceivers and a base station controller (BSC), which connects the base stations with the ATM-fixed
network and executes the protocols of the base station.

§ _ ATM-Network

i ] :-."

IATM-Wireless Interface Exchange
i

Figure 3.1: Architecture of a cellular ATM-cellular radio network

Such a function allows for wireless ATM-access in select areas, i.¢. in buildings, in open areas or near
buildings. Handover functions allow for the free mobility of the terminals within their areas of supply.
Due to the architecture of this wireless network, there are two types of handovers, see figure 3.2:

Wireless handover: The wireless handover occurs between two transceivers from the same base
station. The switching of virtual connections is executed within the base station controller and is
independent of the ATM-fixed network.

Network handover: The network handover occurs between two transceivers from different base
stations and requires the rerouting of virtual connections within the ATM-network. A special ATM-
mobile radio exchange is required for this corresponding with the mobility functions.
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Figure 3.2: Handover to the ATM-wireless interface (wireless handover) and in the ATM-fixed
network (network handover)

Within the scope of this work, the handover is not discussed in further detail. Detailed investigations
about the network architectures and protocols for handover execution are found, for example, in (7,
35).

The technical data from the wireless interface are oriented to the recommendations of the wireless
ATM group (RES10 WAG) of the European Telecommunications Standards Institute (ETSI) (26) and
are summarized in table 3.1

Frequency band 5.2 GHz

Multiplex procedure FDM

Access procedure TDMA

Duplex procedure TDD

Bandwidth of a frequency channel (carrier) 23.5 MHz

Gross data rate on a channel 50,000 ATM cells/s (= 20 Mbit / s)

Table 3.1: Technical data from the ATM wireless interface

Aspects of the frequency planning and procedure for the dynamic channel assignment are not
considered. This allows [or the isolated observation of individual wireless cells with a central base
station and multiple wireless or mobile terminals.

3.1 The wireless cells as distributed ATM-multiplexers

A typical area of use for cellular ATM mobile wireless networks includes wireless local networks
(Wireless Local Area Networks, W-LAN). Here it is desirable that through the wireless terminal in the
area, it can provide the same services despite is possibilities (limited operating duration through battery
controlled energy supply and lower data rates due to wireless transmission) as through ATM-terminals
with a fixed network connection. In particular, all available ATM applications should be usable



without changes, this means both can be used in wireless and wired terminals for the same services of
the AAL.
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Figure 3.3: Inclusion of a cellular ATM wireless network into an ATM-fixed network

Figure 3.3 once again shows that the AAL-protocols are transport protocols with an end-to-end relationship,
whose protocol instances are in the terminals. The transfer to the ATM wireless interface occurs within the ATM-
layer based on individual ATM-cells, whereby the influences of the wireless interfaces of the service users on the
ATM-layer (the instances of the AAT) remain hidden. This is distinguished in the following as a transparent
transfer of ATM-cells. From a user view, the terminals of a wireless cell, which operate virtual connections
through the base station, act as if they were connected with an ATM-multiplexer through a cable, see figure 3.4
above.

Thus, the wireless cell with its central base station and wireless terminal can be modeled as a distributed, virtual
ATM-multiplexer, whereby the wireless interface is within the multiplexer, see section 3.4 middle part. In order (o
consider the individual service level requirements of the individual virtual connections, in addition to the protocols
of the physical layer, protocols of the ATM-layer are executed as well.

On the side of the virtual multiplexer facing the terminal, there is a modified UNI-interface, which is distinguished
with W-UNI. The modifications are only in regards to the control and management protocol planes. In order to
guarantee data transparency, the user plane must be maintained without changes. The modifications in the control
and management planes are required in order to manage the effects of the mobility, to register to the user and to
allow for their influence.

Between the virtual multiplexer and the fixed network, there is an NNI-interface modified with M-NNI. In
contrast to a normal NNI-interface, it must allow for the execution of handovers and the management of the
network operating equipment required for this (7, 35).

Normally, by the W-UNI interface it deals with an internal interface within a terminal. In order to minimize the
implementation expenses, in this case the AAL-layer can be set directly on the ATM-layer above the protocol
plane of the wireless interface, see figure 3.4, transition from the middle to lower part.

The virtual ATM-multiplexer forms a distributed waiting system with transmission buffers in terminals (for the
ATM-cells of the uplink) and the base station (for the ATM-cells of the
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Figure 3.4: Implementation of a distributed (virtual) ATM-multiplexer within a wireless cell
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downlink) and a control unit, called a scheduler, in the base station, which controls the transfer
sequence of ATM-cells. As in cable-bound ATM-multiplexers with comparably low data rates (i.e. 20
Mbit/s (26)), the individual service level requirements only fulfill real-time oriented connections if the
transfer sequence of the cells is controlled in the buffers based on their waiting times.

3.2 The protocol planc of the ATM-wireless interface

The wireless channel of the virtual multiplexer, in contrast to the fixed network, requires the additional
observation of the wireless-specific aspects:

Wireless expansion: for example, bending, shading, reflections and multiple-path expansion

Channel access: coordination of the access to the mutually used wireless channel for the realization of
the transfer sequence of the ATM-cells defined by the scheduler

Incorrect security: The unreliable transfer conditions on the wireless channel require the use of
incorrect security procedures in order to fulfill the service class requirements of the individual
virtual connections dependent upon the individual  service classes.

Since by the usage of fiber-glass technology transfer errors cannot be completely hindered, an end-to-
end error correction procedure must be used in the AAL-layer dependent on the service type and, on
the other hand, in the ATM-layer the routing information is guaranteed in the cell heads through
additional redundancy (Header Error Control, HEC), see figure 2.2.

For the real-time oriented CBR and VBR services, the AAL-protocols type 1 and type 2 are used. They
provide their protocol data units (PDU) with a sequential number and test bits in order to recognize lost
or incorrectly added ATM-cells. Optionally, through the usage of a FEC-procedure, bit errors can be
corrected (13). If the bit error probability in the ATM-layer exceeds the ability to correct of the used
code, which is the case on a wireless transfer path, the service level required by the user cannot be
guaranteed by this procedure.

In the AAL-protocols type 3/4 and type 5, an ARQ-protocol is executed in the upper sublayers of the
AAL (Service Specific Convergence Sublayer, SSCS), which is supported on the functions for the
recognition of bit errors and cell losses of the lower AAL-sublayers (Common Part Convergence
Sublayer, CPCS and segmentation and reassembly, SAR) (6). An elficient execution of this ARQ-
protocol is possible according to (8) with a package loss probability of 10>, In order to maintain this
package loss probability for packages of 1 kilobyte length, the bit error probability 107 may not be
exceeded. The bit error probability of a wireless transfer path protected by the FEC-procedure is
normally above this and is therefore too high for an efficient execution of the ARQ procedure in the
AAL.

Thus, in order to reach the required service class on the wireless path, in addition to the error
protection measures of the AAL, a security protocol (ARQ-protocol) will be used in the LLC sublayer
directly on the wireless interface in order to provide transparency to the AAL. This deals with a service
class specific
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Figure 3.5: Protocol plane of the ATM-wireless interface

ARQ protocol, whereby through an individual service access point per ATM-service class in the LLC-sublayer,
the expenses for the error control can be adjusted to the individual requirements of the individual virtual
connection.

Figure 3.5 shows the resulting protocol plane, which contains a bit transfer layer, which considers the specialties
of the wireless transfer (Wireless Physical Layer, W-PHY)) and a security layer (Data Link Layer, DLC). The DLC
layer consists of a sublayer for the coordination of the channel access (Medium Access Control, MAC) and from a
sublayer, which controls the logical channels and contains the functions for the error control (T.ogical T.ink
Control, LLC).

The MAC layer provides the scheduler with services, which they need to control the transfer sequence of the
ATM-cells. For the coordination of the channel access, the MAC-layer executes a signaling protocol, which shares
the situation of the time slots with the terminal in which it may send the ATM-cells through the uplink to the base
station or in which it must receive ATM-cells from the downlink. Furthermore, it controls the transfer of the
capacity requirements from the terminals to the base station in order to inform the scheduler about the connection-
specific occupancy states of the transmission bufter in the terminal.

The connection-specific functions of the error control by the ARQ-protocols require the assignment of the LLC-
sublayer above the multiplex function of the scheduler. Since a connection-specific error control is not designated
in the ATM-reference model for fixed networks and thus, no LLC-sublayer exists, the remaining function of the
securily layer (service class conlrol and multiplex (unction of the scheduler) has been moved (o the lower part of
the ATM layer for simplification of the protocol plane. On the side related to the fixed network, this is considered
in that the lower part of the ATM-layer, which contains the scheduler, is replaced by the LLC-sublayer and parts
of the MAC-sublayer.

The service level supporting measures that are being investigated in this work affect the complete DLC layer. In
the LLC-sublayer, the efficient transfer of a receipt of the ARQ-protocol is observed. A system for the channel
monitoring in the MAC-sublayer is invesligaled and the eflects of these measures on the architecture of the
scheduler are analyzed. Special wireless-specific FEC-procedures are combined with an ideal channel coding,
thus, they are a task of the bit transfer layer and are not observed in this work.



CHAPTER 4

The Layers of the Protocol Plane and their Functions

After the structure of the protocol plane was derived in the previous chapter, the individual sublayers
and their functionality will be defined now, whereby the concentration is on the service level control
by the cell scheduler.

4.1 The operating strategies of the distributed virtual multiplexer

Before the protocols and functions of the individual layers will be detailed, the operating strategy ol
the distributed virtual multiplexers will first be explained, provided they affect the functionality of the
protocol. While in the ATM-fixed network the operating strategies of the ATM-multiplexer are mainly
geared towards avoiding cell losses through buffer excesses, the operating strategies of the distributed
virtual multiplexers require a different observation of the wireless interface due to the comparably
lower gross data rate (= 20 Mbit/s):

o For UBR-connections, no service level requirements are defined. Only their sequence
must be maintained during the operation of the ATM-cells.

o ABR-connections are insensitive in regards to the transfer delays, that is why the
algorithms developed for the fixed nelwork mulliplexer can be taken over without
changes (i.e. the class of the weighted fair queuing algorithms (2)), which makes sure that
the capacity available for these service classes is divided equally among the connections.

e For real-time oriented VBR and CBR connections, the transfer delay of the parameters to
be determined is included under the service level aspects. Thus, with the operating
strategy for these service classes, the minimization of the average waiting periods in the
transmission buffers of the connection is in the foreground. For these service classes, the
scheduler uses a date-oriented operating strategy (Earliest Due Date First, EDD), which is
investigated in detail in (16, 21). Here the date 7z; of an ATM cell is defined as the sum
of the arrival time of the cell 7, and the maximum allowed delay 7 q..

Tdd - Ta + Tdmax (41)

A size deriving from this is the date exceeding probability, which describes the
probability with which cells from a virtual connection exceed their schedule and are therefore rejected.

e  The low-rate CBR connections, which only occupy a small portion of the channel
capacity, are easier to treat (speech services with 64 kbit/s, video telephony with 128
kbit/s), if they are subject to all other service classes, see (22, 30).
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The service-class specific static priorities’ result from this for the control of the transfer sequence of
the ATM-cells:

Peopr < Pypan < Papp < Punp- (4.2)

In the following, the UBR service classes are used representatively for the time-uncritical service classes of
ABR and UBR.

4.2 The MAC Protocol and its Services

In the MAC-layer of the system, the reservation-based dynamic slot assignment (DSA++) MAC protocol (21) is
used, which coordinates access to the wireless channel.

The MAC layer establishes a MAC-connection for every registered terminal, which is accessible on the
MAC-service access point (Service Access Point, SAP). In the MAC-SAP of the basis station (BS-
MAC-SAP), a connection end point (CEP) is set up for every MAC connection. Its address (CEP-
Identifier, CEP-Id) is labeled as a MAC-Id and used within the wireless cell as a short address for the
registered terminal. In the MAC-SAP of the registered wireless terminal (WT-MAC-SAP), the MAC-
connection ends in the only connection end point with MAC-Id=1.

On MAC-connections, there are two data transfer services (data service) for long and short service data
units (SDU), which use the two logical channels of data channel (DCH) and request channel (RQCH).
The DCH-data service is used for the transfer of ATM-cells through uplink and downlink. A DCH-SDU
allows for the transportation of an ATM-cell and additional protocol control information. The RQCH-
data-service transfers the RQCH-SDUs from the terminals through the uplink.

At the connection end point 0 of the MAC-SAP, a special permanent signaling channel is available, the
Global Control Channel (GCCH) (24). It serves for the transfer of wireless signaling messages for
wireless and mobility specific functions like wireless calls, registration and handovers. On the
downlink, it is used as a shared transmission channel and the random access occurs on the uplink. In this
work, signalizing aspects are neglected in so far as it is assumed that the terminals have run through a
registration procedure, which sets up a MAC-connection allocated to them.

For the coordination of the channel access, the DSA++-protocol groups timeslots to so-called
signalizing periods, see figure 4.1. A signaling period is implemented through a central signaling
message, the period Ctrl PDU (Period-Control-Protocol-Data-Unit), followed by three phases with
timeslots for down-DCH-PDUs, Up-DCH-PDUs and RQCH-PDUs (see table 4.1).

The timeslots of the down DCH and up-DCH-phases are reserved respectively for a channel. The
accesses to the RQCH-timeslots are controlled through a separate RQCH-access protocol, which is
described and evaluated in (21). It uses a reservation-free access procedure with random access, which
allows for the direct usage of the RQCH-service.

'Small number values stand for high priorities, as is normal in the traffic theory
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Time
Signaling period Signaling period Signaling period
){hum\\

~POH- PDU

Figure 4.1: Construction of the signaling periods in the DSA++-Protocol

Type Direction Content Usage
Period-Ctrl-PDU Downlink See tab 4.2 Signaling of timeslot
reservations
Down-DCH-PDU Downlink Type (2 bit) Transfer of a downlink
MAC-Id (6 bit) DCH-SDU
Down-DCH-SDU
(55 byte)
Up-DCH-PDU Uplink Type (2 bit) Transfer of an uplink
MAC-Id (6 bit) DCH-SDU
Up-DCH-SDU
(57 byte)
RQCH-PDU Uplink Type (2 bit) Transfer of a RQCH-
MAC-Id (6 bit) SDU
RQCH-SDU
(4 byte)

Table 4.1: PDUs from the DSA++-MAC-protocol

The length of the phases of a signaling period and the reservations of their timeslots is
signalized through the Period-Ctrl-PDU. These reservations contain the MAC-Id of the
assigned channels for every timeslot of the down-DCH or Up-DCH phase. The signaling of
the number of RQCH timeslots and the corresponding access rights occurs through the
generic RQCH signaling field, whose structure depends on the RQCH-protocol being used.
Finally, the Period-Ctrl-PDU contains a field in which LLC-PDUs (i.e. receipts) can be sent
together with their MAC-IDs (see table 4.2). According to (21), it is assumed that 338 bit are
available for the Period-Ctrl-PDU. This value results from the length of a Down-DCH-
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PDU (440 bit) minus the expense for an increased error protection (approx.. 30%). This
results in the following for the maximum number of reservations:

(338 — 2~ Lpgoy — 2% G — 144)bit
tibit

f‘e’yuu + N;‘;U = (13}

The theoretical maximum number of DCH-reservations Npcg e With empty RQCH-field (L
rocr = 0) amounts to 30 reservations.

Field Length Usage

Type 2 bit distinguished Period-Ctrl-
PDU

RQCH-signaling LrocH dependent on the RQCH-
protocol

Nbp 6 bit Number of down DCH-PDUs

Down-DCH-reservation Npp X 6 bit Field from Npp MAC-IDs

Nup 6 bit Number of Up-DCH-PDUs

Up-DCH-1eservation Nup X 6 bit Ficld from Nyp MAC-Ids

Broadcast field 144 bit 6x: LLC-PDUs (18 bit) + MAC-
Id

Table 4.2: Structure of a Period-Ctrl-PDU

| 213 us ;
. - | I—I T‘@ll (4 symbols)

Data

E:I Training sequence (16 symbols)

Protection time (26 symbols)

| Burst from the short timeslot

Figure 4.2: Structure and length of the physical burst of the mobile broadband system (MBS)

4.2.1 Length of the timeslots and physical layer

The transfer of the MAC-PDUSs occurs through bursts from the physical layer, which are
assigned to the timeslots. The length of the bursts and thus, the length of the timeslots is
determined by the protocols and algorithms of the bit transmission layer and the modem.
Realistic values for the length ratio of long DCH- to short RQCH timeslots are between 3 and 8.
The functionality of the DSA-++-protocol is primarily independent of the concrete
implementation of the model, which is why, based on the structure and the length of the
physical bursts used in the Mobile Broadband System (MBS)
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(figure 4.2) (24) and the gross data rate of a frequency channel of 50,000 ATM-cells per second,
the following lengths are accepted:

Type Duration/value

IOIlg DCH-timeslot Lot = TocH—sior = 20 HUs

short RQCH-timeslot Trocrr—sior = S Us

Ratio of DCH to RQCH timeslots TSlot = TDCH—Slot/ TROCH—Slot =4
Transceiver switch time Trr = 1.25u1s (23)

Table 4.3: Timeslot lengths

The difference between the lengths of Up-DCH-PDU and Down-DCH-PDU is neglected here.
The transceiver switch time 77 between the timeslots of the uplink and the downlink is
required in order to reduce the energy of the transmission signal from the delivery to the
reception in the high-frequency part, which can have a sound up to 100 dB higher than the
reception signal.

4.2.2 Signalizing of capacity requirements

For the reservation assignments, the ATM-cell scheduler in the base station must be adequately
informed about the occupancy of the waiting buffer in the terminal, which happens through the
signalizing of capacity requirements through the uplink. Here the following requirements exist
for the signaling protocol:

Punctual signalizing: The guarantee of the required maximum delays 7y, from real-time
oriented services is only possibly with the punctual signalizing of the new arrivals from ATM-
cells.

Low capacity consumption: The signaling occurs in competition to ATM-cells: channel
capacity proven through signaling leads, under circumstances, to higher waiting times for ATM-
cells.

Adequately precise formation of the capacity requirements: an illustration that is not precise
enough for the occupancy states of the transmission buffer can lead to the disappearance of
channel capacity if more timeslots were reserved than required or increases delays in the case of
an under-reservation of the ATM-cells.

By the signaling of capacity requirements, the following sub-aspects must be observed:

oding of the waiting buffer occupancy depending on the service class
etermination of the signaling frequency or the signalizing points

ype of transfer from capacity requirements

The coding of the waiting buffer occupancy or the capacity requirements of the terminal occurs
specific to the service, determined based on the algorithms used in the scheduler. Since the
MAC-protocol only differentiates between terminals, but the scheduler between virtual

25



connections in contrast, the capacity requirements of all connections of the same service class
are summarized and
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and are coded in a generic data structure of about 2 bytes, the dynamic parameters’. The
capacity requirement of a terminal is described by a group of dynamic parameter objects in
which one object is contained for each service class. In order to send a capacity requirement
message, a terminal selects the dynamic parameter of the service class with the highest static
priority for which the capacity is required.

VBR service class: since the ATM cells of the VBR service class are transferred in the
sequence of their importance, the dynamic parameter of the VBR-service class contains the
remaining lifespan 7,; of the most urgent VBR-ATM cell and the number Z of cells, whose
remaining lifespan is at most the maximum length of a signaling period Npcy e X 1's10: greater
than 7,; see figure 4.3. The planning horizon is adequate under the aspect of the maximum
delay, because with every delivered ATM-cell, new dynamic parameters are transferred, which
inform the base station about the other capacity requirements and can be reacted to in the next
signaling period. However, through this mechanism it is possible that ABR-cells are transferred
before VBR-cells, so that no capacity for these was requested and the available capacity of the
signaling period is not completely occupied through CBR and VBR cells.

CBR-service class: The dynamic parameters for the CBR service class are structured analog to
those of the VBR-service class. An optimized procedure, which is not considered here, uses the
deterministic temporary arrival times of the CBR cells in order to extrapolate the time of the
next arrival in the base station. The dynamic parameters serve for the synchronization of the
base station to the arrival process in the terminal. In the case of an incorrect extrapolation, the
terminal must transfer its dynamic parameters explicitly to the base station. A corresponding
protocol was introduced and investigated in (22, 30).

ABR-service class: The scheduling procedures for the ABR-service class are an object of the
current investigations. It is imaginable, for example, that in addition to the pure capacity
requirement, control information for the operating strategies is transferred as well.

UBR service class: The dynamic parameters of the UBR-service class contain the number of
waiting UBR-ATM-cells.

The DSA++-MAC protocol knows of two possibilities for transferring the dynamic parameters:

n DCH-timeslots piggyback to the ATM-cells

n short RQCH-timeslots through random acccss or through the basis station with
help from polling

The transfer occurs dependent on the reservation state of a terminal. Figure 4.4 shows the
corresponding state transition diagram. In the state empty run, the waiting buffer of the terminal
is empty so that no dynamic parameters are delivered. After the arrival of an ATM-cell, the
terminal changes to the state Request (state transition 1) and tries to transfer its dynamic
parameters through random access to




*The name dynamic parameter describes the dynamic character of the capacity requirement
illustrated for it in difference (o the slatic connection parameters and ATM service level
parameters.

4.2 The MAC-Protocol and its Services
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Figure 4.4: Reservation states of a terminal

shot timeslots of the RQCH. After successful transfer, the terminal changes the state into
reservation (2) and is served by the scheduler depending on the urgency of the ATM-cells. By the
transfer of an ATM-cell into a reserved D CH-timeslot, the scheduler constantly shares the current
capacily
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requirements through dynamically transferred parameters 3. If during the transfer of an ATM-cell
there are no other requirements, no dynamic parameters will be transferred any more, whereby the
base station signalizes the change of the terminal into the empty run state 4.

A special case illustrates the simultaneous operation of multiple virtual connections of different
service classes. The terminal requested a lower-prioritized service class (i.e. ABR) channel capacity
and is therefore in the reservation state; upon arrival of ATM-cells from a high-prioritized service
class (i.e. real-time VBR), the capacity requirement can change so that the next reserved timeslot
from the base station cannot be waited for in order to transfer the new dynamic parameter to the
ATM cells of the lower-prioritized service class. Instead, the request state is returned to (state
transition 5) and a new transfer of the dynamic parameter is executed in the RQCH.

The MAC-instance of the base station follows the reservation state of the terminal in order to
estimate the number of terminals, which transmit in the timeslots for the random access. Based on
the received dynamic parameters, the base station can recognize the state transitions 2, 3 and 4,
however, a transition to the request state cannot be determined. Through the incorrect transfer of
dynamic parameters, a terminal can change into the reservation state without the base station
registering this. The terminal must recognize such a situation and return to the request stage. To do
this, the base station signalizes in every Period-Ctrl-PDU (in the field for the RQCH signaling) the
priority of the ATM-cell, which the scheduler assigned to the last timeslot of the current signaling
period. A terminal can, if applicable, recognize through the comparison of this priority with its own
capacity requirements that by the timeslot assignment, despite an adequately high priority, it was
not considered and the consequence of this is the loss of the last transferred dynamic parameter. In
this case, the transfer of the dynamic parameter will be immediately repeated.

4.3 The structure of the LLC layer

The LLC layer is illustrated in figure 4.5 for the terminal and in figure 4.7 for the base station. In
addition to the ARQ instances that execute the ARQ-protocols corresponding with the service
classes, it contains parts of the scheduler. If multiple virtual connections from one or different
service classes are available, a corresponding number of ARQ-instances are distributed on the
service class entities and are operated parallel to each other. The address of the ARQ-instance
occurs through ARQ identification numbers (ARQ-Id), which are unique within the LLC-instance
of a terminal. A personal ARQ-instance is required for every virtual connection of real-time
oriented service classes in order to allow the scheduler the schedule-oriented operation of ATM-
cells corresponding with their connection-specific service class requirements.

With parallel ARQ instances, the instance with the most urgent ATM-cell must not automatically
transfer the most urgent receipt. Thus, information and receipt field of an ARQ-frame are filled by
different ARQ instances. The information (I) frame of the ARQ instances does not contain a
piggyback receipt, but rather only the content of an ATM-cell. Receipts and I-frames are
distinguished as ARQ-PDU and generated independent of each other, see section 5.1.
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Figure 4.5: LLC-Entities of the Terminal
Information frame ARQ-Id N(S)  P-Bit  Usage data, 51 byte 53 byte
(I-PDU) 8bit  6bit 1bit  (ATM-cell without HEC and VPI)
Receipt (Ack-PDU) ARQ-IDType N(@R) P/F-bit 18 bit
8bit 3bit 6bit 1 bit
Dynamic parameter Service cl. Requirement
(DynPara-PDU) 2 bit 2 byte 18 bit

Figure 4.6: Structure of the ARQ-protocol data units and the dynamic parameter

The structure of the ARQ-PDUs and the dynamic paramcters arc shown in figurc 4.6. Sincc a FEC-
procedure is executed in the physical layer for error correction and recognition, the transfer of the
header-error-control-field (HEC) from an ATM-cell will be waived in the I-frame. The virtual path
address (VPI) must also not be transferred, because it can be reconstructed from the ARQ-Id*.

*The VCI cannot be reconstructed from the ARQ-1d and must be transferred, because by the usage of a
virtual path, the network nodes are not informed about the setup of a virtual connection.
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Figure 4.7: LLC-entities of the base station
4.4 The cell scheduler

In the sceurity layer of the protocol planc, the function of the ccll scheduler is realized for the
distributed virtual multiplexer, whereby the following basic conditions must be considered:

e  Due to the reservation-based MAC protocol, which announces the usage of the timeslot of the
wireless channel at the beginning of a signaling period by a signaling message, the scheduling
procedure is divided into a reservation phase and a transfer phase, this also resulted from a
distributed assignment of the scheduler to the MAC and LLC sublayer.

o Inthe reservation phase, the scheduler coordinates the access of the terminal and the base station
to the mutually used wireless channel and reserves timeslots corresponding with the capacity
requirements. [lereby the scheduler decides between ATM-service classes and virtual
connections, in contrast the MAC-protocol only differentiates DCH-connections.

o  The scheduler in the base station cannot directly query the occupancy states of the transmission
buffer in the terminal. For this, it uses a service from the MAC-protocol, which transfers the
capacity requirements of the terminals so that they can be considered in the base station through
the scheduler.



¢  Conventional ARQ-protocols transfer information (I) frames (here an ATM-cell in the
information ficld) with piggyback receipts and short monitoring frames with receipts. With
asymmetric traffic, receipts
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can often not be transferred piggybacked to [-frames or ATM-cells. The scheduler
must therefore  consider the transfer of ATM-cells and receipts.
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Figure 4.8: Division of the schedulers on the MAC and LLC layer

Figure 4.8 shows the division of the scheduler to the sublayers. The lower level, the MAC-scheduler,
is scheduled to the MAC-layer and decides from or to which terminal an ATM-cell is transferred. The
upper level, the LLC-scheduler, is realized by the LLC-layer and by the announced terminal, it selects
the virtual connection, which delivers the ATM-cell to be delivered.

4.4.1 The reservation phase of the scheduler

During the reservation phase of the scheduler in the MAC-entity of the base station, the transfer
sequence is determined for the DCH-SDUS of the next signalizing period. The message sequence
chart (MSC) 1n figure 2.9 displays the process. In the base station, the MAC-entity from the LL.C-
entity queries for every MAC-connection the current capacity required for DCH-SDUs and this is for
downlink (service primitive BS-Capacity Indication) and the uplink (service primitive WT-

Capacity Indication). With the service primitive BS-Capacity Response, the L.C-entity answers for the
personal downlink capacity required and WT-Capacity . Response for the uplink capacity required for
the terminal. The personal capacity requirements are calculated by the LLC-scheduler. The capacity
required for the terminal is determined from the capacity requirements saved in the base station.

The number of timeslots for up and downlinks is determined during the reservation phase of the
scheduler. Here the DCH-SDUs compete against each other from the up and downlink, this means the
number Npp and Nyp results from the respective capacity required and is limited by the capacity of
the period-Ctrl-PDU, see table 4.2 and comparison (4.3). If fewer DCII-SDUs are to be transferred, as
signalized at a maximum,



32 4. The layers of the protocol plane and their functions

MSC Scheduler

i
WLl WT-RALC I BS-MAT BE-LLO
| i | i

BS knows of the capacity requirement (DyhPara) of the terminal

Start of
reservation
SE-Cap.ind
Planning
BO-Cap Fes
WT-Cap.ind Estimation of current
capacity demand of the
S terminal from previously
Prediction | transferred capacity
. requirement
WT-Cap e
Reservation
complete
Signaling of
. . WOR—
reservations 3
R
e
-—‘_/“‘
Reservation phase complete, transfer
phase follows ¥

Figure 4.9: The reservation phase of the MAC-scheduler of the base station

parts of the DCH reservation fields remain unused and the signaling period is shortened correspondingly.

4.4.2 The transfer phase of the scheduler

In the base station, an instance of the LLC scheduler is created for every registered
terminal and connected with the connection end point in the MAC-SAP, through which
the MAC connection to the terminal is available, see figure 4.8. The LLC scheduler is
composed of an entity per service class, between which it is selected with the static
priorities (see comparison 4.2), see figure 4.5 and 4.7. The entities have a comparable
structurc, which is illustratcd as an cxamplce provided the VBR-cntity. The lower
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part of the VBR entity contains the LLC-VBR scheduler and functions for the signaling
and management of the capacity requirements of the terminal. The upper part contains an
ARQ instance for every virtual connection (Virtual Channel, VC), which is connected
with a connection end-point in the VBR-VC-SAP. The ARQ-PDUs are generated
independent of each other and first added to LLC-PDUs below the LLC-scheduler.

MSC TransSched
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Determination of the
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by
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Figure 4.10: Determination of transmission-entitled ARQ-instance with known transmission time, known
MAC-Id and transfer direction

The LLC-scheduler determines the ARQ instances with the currently most urgent ATM-cell and the most
urgent receipt. Additionally, the current capacity requirement of all ARQ-instances is determined and
characterized by the parameter, which determines the number and importance of the ATM-cells and
receipts waiting to be transferred. This result is also used in order to

nfomm about the current capacity requirement of an LLC instance in the base station during the
reservation phase of the MAC-scheduler, see figure 4.9,

etermine the transmission-entitled ARQ-instance in the base station and the terminals during the
transmission phase of the MA C-scheduler with a known transmission time, known MAC-Id and

transmission direction, see figure 4.10,

hare the base station of the capacity requirement of a terminal, see figure 4.11.
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The VBR-entities and base stations are only different in the management of the capacity required for the
terminal. A terminal contains a coding function (f{x) in figure 4.5), with which it forms its current
capacity requirement for the dynamic parameters, see section 4.2.2. The dynamic parameters must be
delivered punctually with a DynPara-PDU either piggyback to an I-frame and a receipt through the DCH
or together with a receipt about the RQCH. In the base station, the respectively last dynamic parameters
are saved. During the reservation phase of the MAC-scheduler, the current capacity required of a terminal
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Iigure 4.11: Transfer of capacity requirements of a terminal to the base station

is estimated through a prediction algorithm, in which the dynamic parameters are extrapolated to the
respective point in time.

Below the service class entities, the PDUs or capacity requirements are selected corresponding with the
static priorities and ARQ.PDUs and DynPara-PDUs are summarized to LLC-PDUs. Depending on the



transfer service used for the MAC-connections (uplink/downlink DCH, RQCH), the LLC-PDUs have
different lengths, see figure 4.12. The LLC-PDUs of the uplinks transport instead a DynPara-PDU. With
the LLC-PDUs for the DCH, the first bit is used to decide if instead of the I-PDU, up to 24 other Ack-
PDUs are transferred. This allows for the simultaneous delivery of multiple receipts of the same or
different ARQ instances. Finally, it is possible in the base station to transfer receipts (Ack-PDUs) directly
to the MAC-layer, in order to begin the Period-Ctrl-PDU in the broadcast field.
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Down-DCH-PDU 1-PDU Ack
PDU 55 byte
Down-DCH-Ack-PDU  Ack Ack ...upto24
PDU PDU 55 byte
Up-DCU-PDU I-PDU Ack  DynPara
PDU PDU 57 byte
Up-DCH-Ack-PDU Ack Ack ...upto24 DynPara 57 byte
PDU PDU PDU
RQCH-PDU Ack DynPara
PDU PDU 36 bit

Figure 4.12: Protocol data units of the LLC layer
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CHAPTER 5

The SR / D-ARQ Protocol

The obtainable service level for a connection is determined by the measures used for error
control. This applies in particular for wireless transler paths, because wireless media has a
lower transmission level than wired media. After a short introduction of the procedure used for
crror control and the gencral functions of ARQ-protocols, the investigated and cvaluated
Selective Reject with Discarding (SR/D) ARQ-protocol will be introduced for the real-time-
oriented service classes. This ARQ-protocol, which is executed in the LLC-layer, see section
4.3, allows for the adaptation of the effort for the error control to the service level requirements
of the individual virtual connection.

5.1 Measures for error control
There are two different types of error control procedures:

Forward error correction (FEC):

Through the systematic insertion of redundancy to the usage data by the sender, the
recipient is able to recognize incorrect data blocks and to correct bit errors.
Automatic transfer repeat:

By the ARQ-procedure (Automatic Repeat Request, ARQ), the recipient recognizes
the incorrect data blocks based on a checksum and requests a new transfer through a reverse
channel. In order for the recipient to recognize which data blocks must be resent, the blocks
receive a sequence number. This number also allows for the recognition of lost data blocks. In
contrast to the FEC-procedure, the received data blocks must be logged here, which results in
additional traffic on the return channel.

From the coding theory, it is known that with a predefined quantity of added redundancy, the
number of correctable bit errors is less than the number of recognizable bit errors. On the other
hand, the ARQ-procedure burdens the return channel with logs. Hybrid procedures —
combinations from FEC and ARQ - limit the redundancy to be added and lower the number of
(ransfer repeats.

The basic functions of ARQ-protocols will be introduced in the following scction provided the
Go-Back n (continuous) and the selective repeat (SR) ARQ protocol. Here the term “frame”™ is
used for the data blocks. Frames that transfer user data are called information frames (I-
frames). Frames that only contain a receipt are called receipt or monitoring frames (supervisory
frames).For matters of simplification, it is assumed that all occurring bit errors are recognized
and that the channel retains the sequence of the delivered frames, thus, the frames cannot pass
each other on the channel. This requirement is provided by the wireless channel considered in
this work. For more detailed illustrations of the ARQ-protocols, see for example (9, 10, 33)
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5.2 Back-up protocols

Back-up protocols were developed in order to fulfill the following tasks (33):

o R
ecognilion of transfer errors up (o a very small remaining error rate

. B
y recognized transfer errors, no loss, exchange or doubling of data blocks

. S

upport of normal nctwork structurcs likc point-to-point, point-to-multi-point and ring
through a single protocol

5.2.1 Go-Back n (continuous) ARQ

The Go-Back n or continuous ARQ-protocol is the most distributed ARQ-protocol and is used,
for example, in the standard HDLC (High level Data Link Control procedure) according to ISO

(11).
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cannot be sent before recording of the
I-frame with N(S) =7

Figure 5.1: Transmission window with module 8 from the Go-Back » ARQ-protocol

With the Go-Back # ARQ-protocol, up to nI-frames can be delivered after each other before a
recording musl be wailed for. In (his case, we are speaking of a window mechanism with the
size n (see figure 5.1). For controlling of the window, the transmitter has two internal variables
with sequence numbers: SV,,;, contains the scquence number of the last I-frame requested by
the recipient and SN, the number of the last delivered I-frame. Here SV, < SN ar < SNy, +
n must be fulfilled. After delivery of the I-frame with the number N(S) = SN,,,;, + # — I must be
waited for on a receipt, because the window has closed. After any final time limits, the I-
frames are repeated from SN,,;, to SN, — 1. With the receipt of a record with SN,,;,, < N (R) <
SN all I-frames from SV,,;, to N/R) — 1 are recorded and the transmission window is moved
so that SN,.;, = N(R). With the receipt of a negative recording, additionally SN,,... = N(R) is
reset (11). According to the requirements, the following applies for the sequence number N(S):

S’A”miné N 68) <_SNmin +n-1 (5 1)



5.2 Back-up protocols
For the request rumber N(R), the following applies:

SN mins N (R) iS]me

From condition (5.1) and (5.2) it follows that for a unique coding of the sequence number

module m, the following must apply:
m>n
With the defined module 72, the maximum window size is therefore:
e = M = 1

5.2.2 Selective Repeat (SR) ARQ

With selective repeat (SR) ARQ, the recipient accepts I-frames, which they do not expect as
next, and saves them temporarily. Only the missing I-frames will be requested. After their
correcl reception, the user data of all temporarily saved I-frames will be forwarded (o the next

higher layer.

With the SR-ARQ, the recipient must also manage a window of the size #. In contrast to the
transmitter (see section 5.2.1), the recipient only needs a variable RV, which describes the
lowest not yet correctly received I-frames. The recipient thereby accepts all I-frames, for their

sequence number N(S), the following applies:

+n

RN<N(S) <RN+n

Under consideration of the relationships (5.1) and (5.2), the valid sequence number follows the

area with the relationship (5.5):

RN-n<N(S) <RN +n

For a unique coding of the sequence numbers module 7 must therefore apply:

M>2n-1

With the predefined module ., the maximum window size for the SR-ARQ-protocol is:

Pompanw =

s
2

39

(5.2)

(5.3)
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(5.5)

(5.6)

(5.7
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5.3 ARQ-Protocols for the real-time-oriented service classes

A minimization of the cell loss ratio (CLR) through ARQ-protocols with a disrupted
transmission channel always leads to an increased delay of the information frames due to the
transfer repeats. Depending on the service class, two groups of ARQ-protocols are used for the
wireless interface:

Standard ARQ-protocols: For the ABR and the UBR service classes, no maximum cell
delays are defined. In the LLC layer, conventional HDLC-related ARQ protocols (11) can be
used.

Real-time ARQ-protocols: connections of the real-time-oriented CBR and VBR service
classes have high requirements for the compliance of a maximum delay 7, Thus, the delay
of the information frame through the ARQ-protocol is the determining parameter. For these
service classes, innovative ARQ-protocols are used on the wireless interface, which adjust the
effort for the error correction to the service level requirements of the virtual connection.

For the real-lime-oriented service classes, (wo variations of the newly developed SR / D-ARQ-
protocol are investigated, which are based on the SR-ARQ-protocol implemented in chapter
5.2 in their functionality. They arc capablce of adjusting the cffort for the crror correction of the
service level requirements of the virtual connection. This adaptation is reached for
conventional AQR-protocols through the fact that

he number of transfer repeats of an ATM-cell is dependent on its scheduler under
observation of the service level requirements and the channel load.

TM-cells may be rejected.

The transfer repeats are controlled based on the dates of the ATM-cells through the scheduler
(see 4.1) and thus, treated as preferential. The two investigated protocol variations are different
in the type and manner as shared with the recipient for the discarding of the ATM-cells
(explicit or implicit). The receipt types are summarized in table 5.1.

5.3.1 Discarding ATM-cells

By discarding cells that have exceeded their schedules, short-term overload situations can be
avoidcd or dismounted, the waiting times of the following cclls can be shortencd and their
probability of exceeding the schedule can be lowered. In the following situations, cells can be
rejected:

1.
ells, which have not been assigned a sequence number, can be rejected without effect
on the ARQ-protocol.

y the first transfer, a cell is added to the transmission window and receives a sequence
number. The rejection of such a cell is not intended in known ARQ-protocols and
through the request for the transfer repeat, it leads the cells rejected by the recipient to
deadlocks.
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Receipt type

Abbreviation

Description *

Receive Ready

RR(N)

N is the next expected I-frame, I-frames with S <N
are positively received. With deterministic frame
runtime 77,,,, the transfer of all I/frames can be
requested through a receive ready with S > N, see
53.2

Selective Reject

SREJ(N)

Requests the I/frames with the sequence number N
for the repeat transfer.

First Selective Reject

FSREJ(N)

Like SREJ(N), all I-frames are positively received
with S <N,

Reject

REJ(N)

Requests the transfer repeat of all I-frames with S <

N.

*S stands for the sequence number of the I-frames
Table 5.1: Receipt types of the SR/D-ARQ-protocols

3.
clls, which wait in the recipicent for the transfer repeat of a ccll with a lower scquence
number, before exceeding their schedules, they can be forwarded to the next higher
protocol layer. After receipt of the missing cell, these must be rejected in the recipient
in order to maintain the sequence of the ATM-cells. For this procedure, the transfer of
the schedules from the ATM-cells is required, which has the consequence of a higher
signalizing overhead.

In the following, two different procedures are described as to how the deadlocks can be
avoided, which arise through the request of transfer repeats according to 2. The first procedure
guarantees the compliance of the transfer sequence of the ATM-cells, but causes additional
signaling effort. The second procedure works without additional signaling traffic, but permits
the exchange of individual cells in the case of an error.

5.3.1.1 Explicit notification of the recipient with discard messages

In order to guarantee the transfer sequence of the ATM-cells after discarding a cell that was
already assigned a sequence number, the transmitter will not transfer the discarded cells, but
rather instead a short discard message, which only contains a sequence number and is
transferred like a receipt. The recipient treats the discard messages like a normal I-frame, this
means it must make a receipt of the discard message. Figure 5.2 shows an example of a
protocol sequence. The frames 1(0) and 1(2) are lost during the transfer. The SREJ(2) receipt,
with which the repeat request of the 1(2) frame is requested, is also lost. Duc to the dclay
through the repeat of the SREJ(2), the ATM-cell of the I(2)-frame will be discarded in the
meantime. This is shared with the recipient with the DISCARD(2)-message, which is
transported piggyback to the I(5) frame.

41
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Figure 5.2: Example protocol sequence from the SR/D-ARQ-protocol: discarding of ATM-cells
and information from the recipient through discard messages

If the recipient has requested multiple cells that have been discarded, then due to the chronological
sequence of the ATM cells, it is sufficient to only share the discarding of the cells through the
discard message with the highest sequence number.

Discard messages are in competition with receipts. In order to avoid deadlocks, the punctual
transfer of receipts and discards messages must therefore be guaranteed, see the examples in (9).

5.3.1.2 Implicit discarding through moving the window

Cells are discarded in overload situations whereby the channel is then additionally charged through
the required discard messages. ATM-cells that have already been assigned a sequence number can
also be discarded without the transfer of discard messages by having the transmitter moving their
transmission window correspondingly when rejecting cells. Through this, I-frames are delivered,
which are outside of the recipient window and which would be invalid by the standard SR-ARQ-
protocols. Based on this I-frame, the recipient recognizes that the transmitter has discarded cells,
also moves their window and ends the waiting for the I-frame of their sequence numbers outside of
the window. Figure 5.3 illustrates an example protocol sequence in which the recipient requests the
transfer repeat of the I(1)-frame with a SREJ(1) receipt. The transmitter discarded the frames in the
meantime and moved the transmission window. Thus, they sent the I(5) frames, after the receipt of
which the recipient cancels the waiting for the I(1) frame and also moves their window.

However, the recipient cannot make a difference between I-frames discarded and incorrectly
outside of the reception window so that in the worst cases, there may be a doubling or exchanging
of ATM-cells.

With a high frame error ratio, cells can be exchanged if initial transfers are changed with transfer
repeats from rejected I-frames. For this, however, two events must meet together: the lack of the
oldest cell in the reception window and the non-reception of x = m — #,,,, = m/2 (n = module, Ny,
= m/2 = maximum window size) cells following each other due to transfer errors. If the next cell is
successfully received, it will incorrectly be held as an I-frame already discarded for a transfer repeat
(see figure 5.4).
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o Cell 1 is no longer waited for and
the window is moved
Conditions in the transmitter Conditions in the receiver

free free

- waiting for receipt - successfully received

repeat requested missing

discarded and free again Emmmmms]  missing, repeat requested

Figure 5.3: Example protocol sequence of the SR / D-ARQ protocol (max. window size #1,,,, = 4):
automatic moving of the window after the discarding of ATM-cells

This is more probable the smaller the ARQ-window (0, ) is selected. A detailed observation and a
quantification of the probability for the meeting of these events can be found in (36).

5.3.2 Methods for the minimization of transfer delays

In the literature, a row of methods are introduced with which the transfer delays can be minimized by ARQ-
protocols (1, 37). As an example, the advantageous exploitation of this knowledge over the duration of
ARQ-frames is described.

The cycle delay 7},,, is defined as the time span between the delivery of an I-frame in the forward direction
up to the receipt of a directly returned receipt in the opposite direction. With the help of 7},,,, the transmitter
of I-frames can determine the point in time starting at which a received receipt is in regards to this I-frame.
The transmitter can recognize the [-frame as lost if after expiration of the cycle delay a receipt is received,
but not in regards to this I-frame (with the exception of the SREJ, which is always only in regards to a



certain I-frame and does not move the transmitting window). In figure 5.5., this is explained with an
example of a protocol sequence. The 1(2), I(3) and I(4) frames are lost.
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Figure 5.4: Incorrect exchange of ATM-cells in phases with a high frame error ratio
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Figure 5.5: An example of a protocol sequence of the SR / D-ARQ-protocol (with running numbers module
16): advantageous exploitation of the known duration of ARQ-frames

Receiver can recognize this first through the receipt of another I-frame with a higher running number, which
did not occur until the delivery of the positive receive-ready RR-(2)-receipt. The transmitter knows, however,
that the RR(2)-receipt is also in regards to the other I-frames and recognizes these frames as lost.

5.4 No reject receipt with implied discarding



If the procedure of the implied discarding is used, the reject-receipt cannot be used, because it can otherwise
lead to deadlocks.
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Transmitler Receiver

Frame 2 is received and forwarded to
the higher layers with frame 3.

Frame 3 is received — since it is outside of the
reception window, the receiver assumes that
the frames 4, 5, 6 and 7 were discarded.

Conditions in the transmitter Conditions in the receiver

I [ ]™
- waiting for receipt - successfully received

repeat requested missing

discarded and free again EEmmmmmm missing, repeat requested

Figure 5.6: Reject-receipt without previous deletion of receipt window

Figure 5.6 shows an example protocol sequence. The receiver has received 1(3) and 1(5), I(2) and
I(4) are lost. Thus, all frames are requested again with REJ(2). I(2) is received and transferred to the
higher protocol layers with I(3), which was already received. Due to the REJ(2), the transmitter
sends frame I(3) next. This is located outside of the reception window and is interpreted by the
receiver so that the frames 1(4), I(5), I(6) and 1(7) are discarded. This problem also does not occur if
the recipient deletes their receipt window before the delivery of an REJ. Here there may also be
deadlocks if temporary frames are discarded in the transmitter. An example protocol sequence is
shown in figure 5.7. Here the transmitter discarded the frames 1(2), I(3) and I(4) before reception
and answers to the REJ(2) with I(5), which triggers the renewed delivery of the REJ(2) by the
receiver. By the procedure of the implied discarding, the REJ-receipt cannot be used, which with a
burst-type traffic and correlated channel error can lead to longer delays, because in this case
sequential frames are frequently lost and then must be individually requested with the help of
SREIJs.
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Figure 5.7: Reject receipt with prior deletion of receipt window
5.5 Development of long wait times in the receiver with implied discarding

During the invesligation of the procedure for the implied discarding, the problem occurred that cells wail
a very long time in the receiver before they can be forwarded to the higher protocol layers if I-frames
with lower frame numbers are missing. These long wait times, particularly with low-rated connections,
result from the fact that information frames are used in order to inform the receiver about discarded
cells. If the waiting line from the transmitter is now empty, so there are no information frames to be
delivered, the receiver cannot be informed about discarded cells and always requests the missing I-
frames again with the help of SREIJs for the transfer repeat, see figure 5.8. The number of cells waiting
in the receiver that must be discarded at some time due to the schedule being exceeded must be kept low
through a small ARQ-window, nevertheless, the channel is charged through the constant repeat
requirements for I-frames with ATM-cells that no longer exist. Furthermore, by small ARQ-windows,
the probability for an incorrect sorting of the cells is higher, see section 5.3.1.2.



A procedure must be found to limit this load and to cancel the waiting for the missing I-frames without
transferring the date of the ATM-cells, which leads to excessive signaling overhead. Due to these
concerns, during the performance evaluation of the protocol plane in this work the
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Figure 3.8: Development of long waiting times with implied discarding

SR/D protocol is only used in the variation, which notifies the receiver about discarded cells

explicitly with the help of the discard messages.
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CHAPTER 6

Receipt Strategies

The transfer of receipts by the usage of ARQ-protocols for connections with real-time
requirements is of central importance for the service level. On the one hand, lost or disrupted
information frames can be requested through negative receipts and the cell losses of the
connection can be controlled, on the other hand the point in time and the number of repeat
requests determines the delay of the ATM-cells and therefore has an important influence on the
date exceeding ratio of the cells.

The control of the receipt transfer, in addition to the determination of the transfer sequence of
the waiting ATM-cells, is a task of the scheduler. Here the reservation decisions and the
transfer sequence are determined similarly by the waiting ATM-cells and the receipts. In the
following, the procedures implemented and investigated in this work for receipt transfer are
introduced, whereby the consideration of the real-time oriented service classes is in the
foreground. For the illustration of the algorithms, elements from the specification language
SDL are used. Here it deals with overview illustrations and not so much with exact formal
specifications.

6.1 The priority of receipts

In the following, a high priority illustrates a high importance, which — as is normal in traffic
theory — is expressed through small number values. The decisions from the scheduler in
regards to the receipt transfer are based on the priorities of the receipts and the number of
waiting ATM-cells from the respective DCH. Here, depending on the observed transfer
entities, a difference is made between the following receipt priorities:

1.
riorily P4 ps— r(t) with which the receiver in the base station would like to deliver a
receipt

2.
riority P4q wr— r(t) with which the receiver in the terminal would like to deliver a
receipt

3.

riority Pyups— s(t) with which the transmitter in the base station would like to receive
a receipt

The priority of receipts is based on the schedule of the affiliated ATM-cell. Since this date,
however, is not known in the receiver (the information frame normally does not carry the
schedule of the cells), the reception time of the information frame and the maximum allowed
delay of the virtual connection are used as a basis for all priority calculations. The delay is used
in order to consider the connections corresponding with their service level requirements if the
receipts from different connections compete with each other in the scheduler.
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The parameter 7 stands for the time dependency of the sizes and describes the current system
time (“now”).

6.1.1 Priority of positive receipts

For positive receipts (Receive Ready, RR), the priority Prg(t) is determined from the reception
point of the oldest not yet received cell 7, and [romn the maximum delay 7, of the
connection:

Prr ” ) = Type -+ Ty F

6.1.2 Priority of negative receipts

The priority of negative receipts (First Selective Reject, FSREJ, Selective Reject, SREJ and
Reject, REJ) can only be determined if an information frame is received, which was not
expected as the next one. Only then will the recipient note that information frames have been
lost. The missing information frames must be requested again with the help of negative
receipts. The priority of the individual SREJ-receipt with index [ is calculated through an
intcrpolation proccdure:

Ty peltt

Porps (i = Troe(n) 4 i s 200 by, —t d=1,2... (6.

Here T...(n) is the time of receipt of the last received information frame, T,..(n-1) is the time of
receipt of the frame before this and £ is the number of information frames missing between
this. During the connection establishment, the time of receipt for all places of the receipt
window will be initialized with the time of the connection establishment. Thus, it is possible
for the intcrpolation to also be cxccuted when frames have alrcady been lost before the
reception of the first information frame. If the reject receipt is supported by the ARQ-protocol
being used, it will receive the priority based on the interpolated date of the oldest missing
ATM-cell.

Figure 6.1 shows this interpolation procedure for a connection whose maximum delay 7., =
100 timeslots.

6.1.3 Priority of receipts with set poll bit

As investigations in (9) have shown, a considerable improvement of the service level can be
obtained through the preferred treatment of receipts with a set poll bit or receipts which reply
to the polls of the sending instance by minimizing the schedule exceeding ratio of the
connection. The poll bit is set in the used ARQ-protocols if the sending window is closed, the
transmitter therefore cannot send any information frames despite an existing channel capacity.
Through the closed transmission window, the delay of the ATM-cells waiting in the
transmission buffer is increased. Under service level aspects, the transfer request from the

6. Receipt strategics



corresponding receipt should be quickly reacted to. That is why in the used receipt algorithms,
the priority value of receipts with set poll-bit is lowered by 7 gy

6.2 Investigated procedure for receipt transfer 51
Vi = 100
Schedule Schedule Schedule e
0 it oy 0] e 140 0 e 140
1 idls s 1 idie 120 1] et 145 | Interpolated schedules
2 e 120 2| e 120 2| reiect 150
3 idle $20 3 e 120 3 rejest 155
4 idle L0 4 idis 190 | meesived
5 idbe P 5 idie e 5 il
& e ¥ 6| ide 340 6| idie o0
7 idle Y20 7 idle 1240 T idle 20 !
Teiot
f t t e
i 40 a0

Connection establishment

Receipt of cells (trans. no. 0)

Receipt of the next cell (trans. no. 4)

Figure 6.1: Interpolation of the priorities of negative receipts
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The connection-related parameter of 7,,,, guarantees the correct ratio of the receipt priorities of the
individual connections among each other, which compete with each other in the scheduler during the

receipt transfer.

6.1.4 Priority of discard messages

If the discarding of ATM-cells is supported due to the schedule exceeding from the used ARQ-
protocols and the partner instances are informed about the discarding through special discard
messages (see 5.3.1.1), the discard messages must also be treated preferentially in order to inform the
recipient as quickly as possible about the discarded cells so that they can deliver possible waiting, not
yet expired cells. For this reason, the discard message is treated just like receipts, which have set the
poll bit or answered to a poll, this means the priority of the discard messages is also increased in
accordance with comparison 6.3, whereby P, (t) is determined for the discard message from the
schedule of the oldest discarded ATM-cell in the transmission instance.

6.2 Investigated procedure for receipt transfer

The task of the investigated receipt algorithms is to determine the most important receipt at any time
under service level aspects and to select one of the possible procedures for the receipt transfer so that
the receipt transfer takes up as little channel capacity as possible. The following procedures were

implemented and are available to the scheduler for the receipt transfer:

1. Piggyback to an ATM-cell in long timeslots:




In every long timeslot, an LLC receipt can be transferred piggyback style to the up and
downlink.
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In long timeslots with empty information field (monitoring frame):

An individual LLC-receipt is transterred in a long timeslot to an up or downlink, the
information field of the frame remains empty. In order to save channel capacity, this
possibility should only be used in rare cases.

In combination with other receipts as a bundle receipt:

Here multiple (up to 24) LLC receipts are transferred combined in a long timeslot.

In the Period-Ctrl-PDU (only to the downlink):

The Period-Ctrl-PDU offers space for up to 6 LLC receipts, which are delivered to the
downlink as a broadcast.

In dedicated short poll timeslots (only to the uplink):

These timeslots of the RQCH are inserted by the base station in order to request a receipt
from a terminal.

In the short timeslots for the random access (only to the uplink):

If a terminal must delivery an urgent receipt, it can transfer this in the random access
through the RQCH. Due to possible collisions, the delay caused by this until these collisions
and the notification of the other accessing lerminals, this procedure should be used as little
as possible.

In order to sclect one of these procedures in the scheduler, the group of receipt prioritics and the
number of waiting PDUs are taken from every single DCH.
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Figure 6.2: Reservation decisions based on receipt transfers
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6.2.1 Reservation decisions based on receipt transfers

Figure 6.2 shows the decisions that the scheduler can make during the reservation phase by
which channel capacity is reserved based on receipt transfers.

LLC-receipts in the Period-Ctrl-PDU (figure 6.2 (1))

Initially, the receipts are selected that are transferred in the Period-Ctrl-PDU to the
downlink in the multi-address mode. The Period-Ctrl-PDU can record up to 6 receipts. The
LLC-scheduler determines in a [(irst phase the receipts with the highest priority

Pactys (1) for the DCHs, which do not have to transfer any PDUs. If the capacity for the
receipt transfer in the Period-Ctrl-PDU has not yet been exploited, the spaces will be filled
with the receipts of the remaining DCHs, whereby the DCHs are queried here in the round-
robin procedure and every DCH delivers a positive receipt or so many negative receipts
within the scope of the available capacity as it has to deliver. During the composition of the
next Period-Ctrl-PDU, the urgent receipts for filling with the DCH will be begun if they
were 1o longer considered during the last time in order to provide for an equal distribution
of the available capacity under the DCHs.

Reservation of long downlink timeslots (figure 6.2 (2))

Urgent receipts for DCHs to be sent to the downlink, which also must send PDUs, lead to
reservations of long timeslots. Here the principle applies that an important receipt increases
the priority of ATM-cells. Long timeslots are also reserved if urgent receipts are to be
delivered for DCHs to the downlink, but no ATM-cells from this DCH are waiting and the
capacity of the Period-Ctrl-PDU is already exploited for the receipt transfer.

Reservation of dedicated poll timeslots (figure 6.2 (3))

Based on the priorities Packps_s U}With which the transmitter expects a positive receipt in
the base station, it is determined for which DCHs short poll timeslots are added into the
signaling period in order to receive a receipt from the partner entity. While by the receipt
transfer in the Period-Ctrl-PDU the ARQ-instance with the most urgent receipt can be
selected by the LLC-Scheduler, only a short timeslot is reserved for the DCH. Which
receipt is transferred is determined by the LLC-scheduler in the terminal and a receipt of
the ARQ-inslance is not necessarily transferred, whose transmiller (riggered the reservation
of the short timeslot in the base station.

These short timeslots are only used if within the scope of the known capacity requirements
of the terminal, no ATM-cells have to be transferred for this DCH to the uplink. If the
terminal has waiting ATM-cells, instead a long uplink timeslot will be reserved in order to
receive the receipt in a piggyback manner. Here an urgent receipt also increases the priority
of a waiting ATM-cell from this DCH.

Reservation of long uplink timeslots (figure 6.2(4))

If the conditions for inserting a short poll timeslot of multiple ARQ-instances of a DCH
within a signaling period are fulfilled, the poll timeslots will be summarized for a long
timeslot in which a bundle receipt can then be transferred. Since there are no explicit
capacity requirements for receipts through the terminals (see section 6.2.2), no long
timeslots can
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be reserved in the terminals based on the receipt priorities of the receiver.
6.2.2 Capacity requirements of the terminal for receipt transfer

Before the receipt transfers are dealt with in detail, the capacity requirement of the
terminals is observed in the following again in regards to the receipt transfer. Capacity
requirements for the receipt (ransfer are only execuled in cases of exceplion, because a
receipt is transferred together with the dynamic parameters for the capacity requirement
anyway (figure 6.3 (6)). Thus, only the cases are to be observed in which a terminal must
transfer more than one urgent receipt. This is the case if multiple information frames are
lost and their transfer repeat must be requested. In the investigated receipt algorithms, a
long timeslot is requested for a bundle receipt. If no bundle receipts are used, the dynamic
parameters that were delivered with the previous receipt receive the most urgent
interpolated schedule for the missing cells. The number of waiting cells is set to zero in the
dynamic parameters in order to signalize that only a receipt should be transferred.

6.2.3 Influence of the receipt transfers on the transfer phase

During the transfer phase, the LLC-scheduler in the base station and terminals determines
which receipts are transferred in the correspondingly reserved timeslots based on the

priority Pacrge 2 for the base station or Ak 7 () for the terminals.
Piggyback transfer of receipts (figure 6.3 (1))

If an ATM-cell is transferred during the reserved timeslots, a receipt will be added in every
case. This procedure is offered, because the overhead of the physical layer is lowered for
the receipt transfer in this way.

Receipt transfer in the monitoring frames (figure 6.3(2))

If only an urgent receipt has (o be transferred, this will be delivered in a moniloring (rame,
this means the usage data field remains empty. This case occurs rarely in the investigated
receipt strategies, because the reserved timeslot for transfer of a batch receipt is used in the
case of multiple parallel ARQ-instances or multiple negative receipts.

Bundle receipts in long timeslots (figure 6.3 (3))

If multiple urgent negative receipts (SREJ) must be delivered, a long timeslot that was
either reserved for the transfer of an ATM-cell or specifically requested for this, will be
used for the transfer of a bundle receipt. If the DCH has multiple parallel ARQ-instances, in
addition to the instance that triggered the delivery of the bundle receipt, the other instances
will be queried within the scope of the available capacities and their (positive and negative)
receipts will be transferred.

Receipt transfer in short poll timeslots (figure 6.3(4))

If the terminal was assigned a dedicated short poll timeslot, the LLC-scheduler determines
the most urgent receipt for the transfer in this timeslot. At this point,

6. Receipt strategies



6.2 Investigated procedure for the receipt transfer

the principle of static priorities between service classes must be deviated from. The real-
time oriented service classes must be in direct competition with each other, because the
short poll timeslot cannot be assigned explicitly one ARQ-instance. If the static priorities
are maintained here, it may be the case that instead of the expected important VBR-receipt,
a less important receipt of the CBR-service class is transferred.

Receipt transfer in random access (figure 6.3 (3))

If an ARQ-instance in the terminal must deliver an urgent receipt and there is no other
possibility, this receipt can also be transferred through the RQCH in the random access.
Here the used receipt algorithms can only deal with a negative receipt, because for urgently
needed positive receipts from the terminal, short poll timeslots are inserted for the receipt
transfer through the scheduler of the base station in the signaling period.
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6.3 The receipt algorithm of the reservation phase

Figure 6.4 shows a schematic SDL-illustration of the algorithm used for the reservation
decisions of the MAC-scheduler. In figure 6.5, the reservation process of the MAC-instance is
illustrated with which the scheduling process communicates. In table 6.1, the used variables and

parameters are summarized.

Parameter Label in figure 6.4 | Description
P (1) highest p Currently highest priority
Prpir, (1) P{LocalPDU) Priority of the most important ATM-cell to be
sent in the BS
1’[1“[ W (f) F)(.R(‘ll.l(.'t('PDl“} o .
’ Priority of the most important ATM-cells from
Py 0 P(Expected Ack) the terminal to be delivered
Ackgg..giV
Priority with which a receipt is expected in BS
P () P{LocalAck]
Ackwr s\

Priority of the most important receipt to be sent
in the BS

N Hesmoxn
jx;iff:: 5

Npaiipep

N Aeb POTRE

Noaek—porne

IAX _TH0_TeS
1O_Tes
no_pdeh

max_no_petrl

no_petrl

Maximum number of reservations
Current number of reservations
Number of poll timeslots per DCH

Maximum number of receipts in the Period-Ctrl-
PDU

Current number of receipts in the Period-Ctrl-
PDU

JN'!, oral ey {“'—P‘d» 1 Number of waiting PDUs from the BS

ﬁ\é- ernofe e Ill_p(ili Number of waiting PDUs in the terminal

j;}j — T Pall Priority threshold for short poll timeslots
el -

Table 6.1: Parameter of the receipt algorithm in the MAC-scheduler

At the beginning of every reservation phase, the MAC-scheduler receives the number of
maximum possible reservations together with the start signal Start_Reservation (max_no_rest)
in this signaling period Nges ma This size is determined through the used MAC-protocol and
must not be constantly. After the initialization of the number of poll timeslots per DCH, the
current highest priority from the group determines the priority parameter being used ':

Py (t) = min fp!’!.)lvzg,\; (t), Loy () Packys_s (t), P Acky

(t)

i

Depending on which priority has been used by this minimum formation, the algorithm changes:

Lo
s
&
f==
(S
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"Here the min-function is used, because small number values stand for high priorities.



6.3 The receipt algorithm of the reservation phase

1. If the priority with which a transmitter in the base station expects a (positive) receipt is at
highest

I}Tr;ﬁi:}:{t} = 134%(:&.‘;;::«; 2 H}

the database will be queried for the capacity requirements in order to determine the number
N, omore Of the waiting ATM-cells in the terminal of this DCH.
If

ﬁ"r'v:nuﬂjiu r’ )

applies, a long uplink timeslot is reserved and the priority of a waiting ATM-cell is increased by
the receipt. Otherwise, it is checked to see if this receipt has exceeded a priority threshold

]’_,1,-,1;,---{_; g (TL) < Pi‘m!d‘
and, if applicable, a short poll timeslot is reserved in order to receive the receipt from the
terminal. If a short poll timeslot has been reserved for this DCH in this signaling period, this
reservation will be transferred into the reservation of a long uplink timeslot.

2. If the transfer of an ATM-cell to the uplink is currently the most urgent
§) L. P . ;
I i ﬁ} = I Pil gy o {t},

the reservation of a long timeslot occurs for the uplink.
3. If the delivery of a receipt to the downlink has the highest priority

3 A 5 ]
1 nm;rf{t,? - j“g‘ffflil;s"r'

initially the number N, of the waiting ATM-cells of this DCH will be determined for the
transfer to the downlink. If

(1),

applies, the reservation of a long downlink timeslot results from this. Here the priority of the
ATM-cells is increased through the important receipt as well. Otherwise, for this DCH only one
receipt is to be transferred to the downlink and the algorithm tries to send this receipt in the
Period-Ctrl-PDU. If

Nacr—pernr < Nac—porRE s

applies, this receipl can be transferred together with their MAC-Id in the Period-Ctrl-PDU.
After this, Nac.pcrr 1S increased by one. If the condition (6.11) is not filled, a long timeslot of
the downlink must be rescrved, which then only has this onc receipt under circumstancces.
Normally, this timeslot is then used during the transfer phase for a bundle receipt.

4. For the case that the transfer of an ATM-cell to the downlink is of the highest urgency, thus
1]!!.1, T (ﬂ = 1:)]»“]}!];335 H)

4

applies, the scheduler reserves a long timeslot for the downlink.

Through the usc of the schedule function, this rescrvation requirement is marked as complcte
and the next important is provided. The algorithm is executed until the number of available
reservations in this signaling period is exploited. This is shared with the reservation process of
the MAC-instance (figure 6.5) through the signal End Reservation.
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Parameter Label in figure 6.6 Description

P vt s (1] P{Ack) Highest current receipt priority

Nptodte s e nooaek Maximum number of receipts in a bundle
receipt

N fic_ael Current number of receipts in the service

data unit

Nagg .- ek o _acks

Number of receipts from an ARQ-instance to

(figure 6.8) be sent
Pynacn T RACH Priority threshold for the receipt transfer in
the random access
T randte T Buandle Threshold for the transfer of a bundle receipt

in a long timeslot

Table 6.2: Parameter of the receipt algorithm in the TCH-handler
6.4 The receipt algorithm of the transfer phase

Whilc the receipt algorithm of the rescrvation phase determines which timeslots arc rescrved
due to receipt transfers and which receipts are transferred in the Period-Ctrl PDU, the
algorithm of the transfer phase described in the following decides which receipts are
transferred in the reserved time slots. This algorithm runs in the so-called TCH-handler object,
which contains the corresponding service access points of the MAC-layer and has two designs
depending on if this object is in the base station or in the terminal. Table 6.2 shows the
variables and parameters being used.

During the transfer phase, for every timeslot the TCH-handler-object receives a request to
compose a service data unit (DU) (Signal Transmission_indicator(slot_type)). This signal
additionally shares the type of timeslot in which it should now be sent and this determines
which elements may contain the service data unit (see figure 4.12):

1.
f it should be sent in a long timeslot, the algorithm initially decides if a bundle receipt
should be delivered (call of the procedure Send-Bundle Ack see section 6.4.1 and
figure 6.8). If this is not the case, the most important ATM-cell of this DCH will be
requested through the interface of the LLC-scheduler (see figure 6.7)
(GetPDU(DCH)) and after receipt (Ind(PDU)) transfers the service data unit
(SDU(PDU)). After this, the most important receipt (GetAckPDU(DCH)) will be
queried and also transferred to the SDU for the piggvback transfer. If it deals with a
long timeslot of the uplink, the service data unit is still amended by the dynamic
parameters, see section 4.2.2 (not illustrated in figure 6.6 due to reasons of clarity).

f it deals with a dedicated short poll timeslot from the uplink, no ATM-cell will be
sent, but rather only the most important acknowledgement from the DCH together
with the dynamic parameters.
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3. With the short timeslots for the random access (only uplink), the algorithm checks
the urgency of the acknowledgement in order to keep the load of the random access
channel as low as possible. If the  acknowledgement priority does not meet a certain
threshold,
Packmae{t) < Prascw (6.1
is sent in the optional access and the acknowledgement is transferred together with the
dynamic parameters.
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Figure 6.7: SDL-illustration of the interface of the LLC-scheduler for the TCH-handler
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6.4.1 The bundle acknowledgement

If a long timeslot was reserved, the TCH-handler-object must decide if an ATM-cell is
delivered or if this timeslot is used for the bundle acknowledgement (see figure 6.8). For this,
the individual ARQ-instances will be queried after each other and share the number of
receipts to be delivered. If an ARQ-instance must deliver more than one acknowledgement
(thus, negative acknowledgements), it is checked to see if this number of acknowledgements
increases a threshold defined by the parameter 7,4,

Naro- ack 7 Taundie- (614}

If this is the case, the long timeslot for a bundle acknowledgement will be used and within the
scope of the capacity of a long timeslot, at least one acknowledgement will be transferred for
every ARQ-instance of the DCH. Since this type of acknowledgement transfer required
channel capacity, which is then no longer available to the ATM-cells and the partner instance
can react to this acknowledgement at earliest in the next signaling period, this type of
acknowledgement transfer is only possible once per signaling period for each DCH.

6.4.2 Determination of the SREJ to be delivered

If transfer repeats through SREJs or FSREJ-acknowledgements must be requested through the
ARQ-protocol, the LLC-scheduler determines for the case of multiple waiting SREJ-
acknowledgements the negative acknowledgement to be sent in the current timeslot. Within a
signaling period. the SREJs are sent cyclically, whereby the most urgent is started with. Since
only within the next signaling period can the acknowledgements be reacted to, it makes more
sense to send the waiting SREJs in a row than to transfer only the most urgent SREJ-
acknowledgement piggyback. At the beginning of the signaling period, which is shared with
the ARQ-instances, the pointer for the SREJ to be sent will be placed again on the most
important SREJ acknowledgement. Due to the chronological order of the ATM-cells, this is
always the oldest negative acknowledgement, which is found at the beginning of the receipt
window. By the SR/D protocol, a FSREJ-acknowledgement is always delivered, see table 5.1
in chapter 5.

6.4.3 The channel monitoring

Another service level supporting measures is the channel monitoring. With this mechanism,
the assignment of reservations is controlled based on the receipt conditions of the individual
terminals. Initially, all DCHs are in the Normal (N) condition, see figure 6.9.

By the composition of the Period-Ctrl-PDU, the TCH-Handler-object is told the number of
reservations for this DCH. After completion of the transfer in this period, it is evaluated to see
in which timeslots the uplink was received. If all timeslots of a terminal are disrupted, it is
assumed that this terminal is in a fading hole and cannot temporarily receive. For this
terminal, the status is changed to Poll (P) (condition transfer (1)). In this condition, the DCH
is no longer considered by the scheduler, but rather
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Figure 6.9: Condition transition diagram from the channel monitoring

only a short poll-timeslot is inserted in each signaling period. If at least something was
received in a timeslot, then the DCH will remain in the status Normal (status transition (4)). If
the DCH is in the Poll status and if something from the assigned terminal is received in the
short poll timeslot, it will be changed back into the state Normal (state transition (3)),
otherwise the DCH remains in the state Poll ((2)).
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Figure 6.10: SDL-illustration of the process of the channel monitoring



Figure 6.10 shows a SDL-illustration of the channel monitoring process. This process
6.5 Investigated and evaluated parameters

communicates with the TCH-handler-object and with the reservation process of the MAC-
instance (see figure 6.5), which queries the channel state for every single DCH (Signal
DCH_State). The monitoring process answers corresponding with DCH_Active or
DCH_Inactive. From the TCH-handler-object, the number of uplink reservations (Signal
Start_Period (Uplink Reservations) and the number of uplink timeslots for every DCH is
shared in which it was received (Signal Transmission_result(Received Slots)).

6.5 Investigated and evaluated parameters

Before the simulation model used in the next chapter is described and the results of the
performance evaluation of the algorithms is presented, the investigated parameters will be
summarized again and characterized in detail.

Paraneter Deseription

Size of the ARQ window
N g _ _
- Maximum number of reservations
Niesmuz
N Maximum number of acknowledgements in the Period-Ctrl-PDU
Y Ack—PCT RL mug

Pf‘pal : Priority threshold for short poll timeslots
Prpacu Priority threshold for the acknowledgement transfer in the random access
Trunite Threshold for the transfer of a bundle acknowledgement in a long timeslot

Table 6.3: Parameter of the acknowledgement algorithm in the MAC-Scheduler

While the maximum number of reservations, the maximum number of acknowledgements in
the Period-Ctrl-PDU and the threshold for the transfer of a bundle acknowledgement are
countable values, which can vary within a reasonable limit, it must be observed by the
determination of the priority thresholds similar as with the determination of acknowledgement
priorities that the different service level requirements of the individual virtual connections
must be considered if the acknowledgements of these connections compete with each other in
the scheduler. On the other side, in particular the maximum possible delays can be partially
used if the service level requirements are better fulfilled with a high-prioritized connection.
That is why the thresholds for the service evaluation were selected depending on the
maximum delay Tdmaz of the individual virtual connection. Thus, for the priority threshold
that controls the insertion of the short poll timeslots the following applies

P]";l.a)l! =1 Tdmay mit () < p= 1

and for the threshold that determines if a random access is triggered due to an
acknowledgement transfer, the following applies
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mit

0<g<l

(6.16)
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CHAPTER 7

Integrated stochastic simulation model for the system analysis of the W-ATM-wireless
interface

In order to be able to execute a detailed evaluation of the protocols of the W-ATM-wireless
interface and the service level supporting measures developed in this work on the basis of
basic conditions being as realistic as possible, the protocol plane is implemented in a
stochastic simulation model, which illustrates the real basic conditions, for example, the
application processes and the ATM-traffic created by them along with the properties of the
wireless transmission with the help of ideal models. In addition to the determination of the
characteristics for the eservice evaluation, the simulation model serves as a protocol debugger
for the validation of the functionality of the protocol plane and the service level supporting
measures during the development phase.

7.1 Software architecture of the simulation model

The modeling of the time system behavior occurs with the help of the event-controlled
simulation. The software architecture of the developed simulation model is illustrated in
figure 7.1. An object-oriented approach is followed by which the communication objects are
embedded in the model environment. A communication object contains the protocol plane
(see chapter 4) of a terminal or the base station, load generators for the creation of the ATM-
traffic to be carried and a modem-object, which illustrates the behavior of the digital transfer
system and connects the protocol plane with the wireless channel

\ Error model M/

Figure 7.1: Module of the SIMCO3++/W-ATM-simulator

/

»Wﬁ: JBase station \
Terminal Load generator
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e
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=" Physical channel ¥
Modem
R . y
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The properties of the wireless channel are illustrated through two objects. The object physical
channel models the time aspects of the delivery of physical bursts. It recognizes collisions
based on the transmission and reception times of bursts and forwards bursts to the receiving
modem. Through the error model object, the transmission error, which was caused by the
wireless distribution and interferences, is shown.

7.2 Modeling of the application processes

The application processes are the virtual connections and their source processes, whose ATM-
cells are transferred through the wireless interface. The source processes are characterized by
ATM-cell streams created by them and the service levels required by them.

The modeling of typical ATM-traffic sources occurs through the illustration of the basic cell
generation processes through ideal stochastic processes with which the temporary arrival
times of ATM-cells are determined. The Assumptions about the behavior of traffic sources
has a crucial influence on the system performance. The starting point for different source
modecls arc the ATM-applications listed in table 2.1 and their allocation to the ATM-scrvice
classes.

The selection of ideal sources and simulation scenarios occurs with the reverse objectives of
modeling realistic basic conditions and simultancously being able to analyze the effects of
changes between source properties and system performance. The modeling of the source
traffic is restricted to a typical application per service class, whereby the used source model is
scalable in regards to its characteristic size (i.e. data date) and its service level requirements
(i.e. maximum delay).

7.2.1 The deterministic stochastic process as a model for CBR-sources

The crucial property for the modeling of CBR-services is the deterministic temporary arrival
time of cells. CBR-sources can clearly be described through their average cell generate rate

A . Table 7.1 show the parameterizing of the CBR-source for two cases of application.

Application A i | 2 v | (LR
PCM-language 64 kbit/s | 2ms | 100 | 1077
ISDN-primary multiplex connection* | 2,048 Mbit/s | 5 ms | 250 | 107

*With the use as a radio-local-loop-system for the connection of an ISDN-extension system

Table 7.1: CBR-applications and the parameterizing of the CBR-source



7.2 Modeling of the application process
7.2.2 The Poisson-process as a model for VBR-sources

An arrival process A(t) is labeled as a Poisson-process if its temporary arrival times are
independent and belong to a negative-exponential distribution (see i.e. (31))

0.

o

i
v
-
o

[%/

For expected value, variance and variation coefficient, the following applies:

1 1

E(A) = T Var(d) = IV cq =1

If you observe the process during a constant time span #, the number .X of observed arrival
events follows a Poisson distribution. The number of arrivals is independent in any time
intervals (property of the memory loss). If you observe the Poisson-process during a random
timeframe of the length [' = 7, the following must be observed for the probability X = I
events

The average number of arrivals in the time section 7 is defined as A-T , thus the parameter
A is labeled as the arrival rate.

The Poisson-process is used as a simple to model stochastic process for sources of the VBR-
service class and due to its flexible setting, it allows for the targeted investigation of the effect
of certain parameters. Here the high variation of the temporary arrival times is used, which
provide particularly strong requirements for the MAC-protocol. Due to the memory loss,
other models, like the video source described in the following must be used for the creation of
correlated source traffic.

7.2.3 Video source with autoregressive process as model of a typical VBR-application

The modeling of a typical application from the VBR service occurs with a video source. It
uses the autoregressive process described in (25) (see figure 7.2), which describes the cell
stream of a VBR-video codec with a high image quality. The model affects measurements of
a real video telephony scene in which the codec has created 30 images per second with an

average data rate of 3.9 Mbit/s and a burstiness' of 2.712. The data rate Ais freely scalable
corresponding with the resolution of the image. In the simulator, by default, the rate

obtainable with newer codecs of 2 Mbit/s is used. The current data rate 13\(11) of the model
during the n-th image is calculated with the auto-regression (7.4):

AMn) =max{a-An 1) +b-w(n)- A 0}

Here w is a gauss-distributed random variable with £(w) = 0.572 and V ar(w) = 1. It applies a
=0.8781 and » = 0.2131.

"Ratio of maximum to average bit rate
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A(n)

@?\.(n-l)@

Figure 7.2: Autoregressive process of first order
7.2.4 Time-uncritical ABR and UBR services

The arrival process of the ABR/UBR sources only has an insignificant influence on the
system performance. Its property is nearly lost during the high load phases due to the waiting
times during the transfer of higher-prioritized ATM-cells of CBR/VBR connections. In the
simulator, the ABR/UBR load therefore results from Poisson sources, which generate ATM-
cells with negative-exponentially distributed temporary arrival times in accordance with a
predefined average rate.

7.3 The physical channel

The model of the physical channel is the central object in the system model. It serves as a
transport medium through which the entire message exchange occurs between the terminal
and the base station. The delivery of messages occurs with burst objects, which contain a
MAC-PDU and are marked through the transmitter position and the start and end time. The
resolution of the time axis is bascd on the timeslot Iength. With correct system behavior,
bursts cannot exceed the limits of the timeslots. The model neglects the time expansion of
transmitting signals and the usage of protection times between bursts. If multiple bursts are
delivered in the same timeslot (i.e. with random access), the channel will report a collision.

7.4 Transfer error

The error model illustrates the time-variable influence of the wireless channel and the digital
transfer system on the transfer of physical bursts. The influences on the expansion of the
waves like multi-path expansion, shading, distance-dependent path losses and interferences
depend strongly on the environment and the mobility. Due to the variety of possible areas of
application for W-ATM-systems, a very different behavior may be the result in the concrete
case.

In the simulator, the modeling of the wireless channel is restricted to the illustration of
transfer errors, which are lost through the MAC-PDUs contained in bursts. With a broadband
channel, due to the multi-path expansion, there are level breaks, which are labeled as
shrinkage (multipath-fading) and lead to cluster-like transfer errors. Since on a TDD-channel
the wave expansion is symmetric in both transfer directions, the transfer errors are observed
as correlated on the uplink and downlink.



7.4 Transfer error
7.4.1 Uncorrelated channel error

For comparison investigations, a channel model was implemented, which generates the
uncorrelated package error with a predefined probability P,.,.. For this, by the receipt of a
burst, a similarly distributed random number x is drawn from the interval (0..1).

If the condition

T < Popr
is fulfilled, the burst will be discarded as disrupted. In contrast to the Gilbert-model described
in the following, the package error of this model is statistically independent.

7.4.2 The Gilbert-model for corrclated channel crrors

A typical property in digital wireless channels is the cluster-like collection of transfer errors.
Gilbert suggests in (5) a channel model, which is based on a Markov condition model with
two conditions. In the condition G (GOOD), the channel is error-free, while in the condition B
(BAD) packagc crrors occur with the probability P,. Duc to the cxpansion conditions by 5.2
GHz, it is assumed that in the bad state all bursts are disrupted and thus all PDUs are lost (P,
= 1.0). The transitions between the two conditions are triggered through memory-less

processes with the transition types A5 and Ap , see figure 7.3.

5.8
* Y —
) c B )
\““m__,_,_,w"'{:”*» e (‘}\“«ME

Figure 7.3: Gilbert-error-model

For the execution of the performance evaluations, this error model must be set, whereby the
exact illustration of the real channel properties is subordinate for the investigation of the
protocols, because on the one hand the investigated systems are used in different
environments and on the other hand, the protocols must be designed without this so that they
can work on transfer channels with different error properties. That is why and due to the lack
of concrete measuring values for the used wireless channel, the following estimation is
executed for the setting of the error model, by which it was assumed that with a mobility

v = Dkmfh = 1.39 ”*"ii’“", altogether 2.5% of all packages are distupted (P.., = 0.025)
and arc thercfore lost:
The wavelength with a frequency of 5.2 GHz follows with the light speed ¢ to
P 5 demn
{ wh 10 = -
== = 0. T
i 52GH:z
Shrinkage occurs through destructive interference, thus, half of the wavelength is used for the
distance of the level breaks d

diage = — = 2.885 em.

]

[
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For the time distance, the level breaks follow by the accepted mobility of ¥ = 1.39m/s
{ff}rﬁm 2885 - iE']_:'{H
¢ lagn
5

This results in a stay duration in the bad condition, corresponding with the duration of the
level break

~ 2.0 - 10725, (7.5

tore = Porr £ fage = 0.025 - 2.0 - 10725 = 500 ps. (7.9)

This corresponds with the transfer duration of 25 ATM cells based on the gross data rate of
50,000 ATM cells. For the stay duration in the good condition, corresponding with the
duration of the error-free transfer, the following comes

tgood = (1~ Pupy)  trage = (1 0.025) - 2.0 - 10725 = 19500 pis, (7.10)
which corresponds with the transfer duration of 975 ATM cells, this means with an average
period length of 20 timeslots, 48 periods are undisturbed on average. In accordance with the
Gilbert-model, the stay durations are distributed negatively-exponentially with the average
Values 4.4 OF fopoa.

7.5 Implementation aspects

For the implementation of the functions and algorithms of the simulation model, the object-
oriented programming langnage C++ is used. Here the SIMCO3++/W-ATM simulation
environment was created. The basic elements of the stochastic simulation, i.c. the event-
oriented simulation control, the random number generators and the LRE-algorithm for the
statistic evaluation are provided by the C++-class library Communication Network Class
Library (CNCL) (15).

The implementation of the protocol plane occurs corresponding with the ISO/OSI reference
model. For communication between the individual layers, service-primitive objects are used,
which are exchanged through service access point objects, whereby the C++-classes of the
SIMCO-class library are used (20). These objects form clearly defined interfaces between the
lavers and promote the exchangeability and reusability of the implemented protocols.



CHAPTER 8

Performance evaluation

The service level supporting measures introduced in chapter 6 were implemented in the
stochastic simulation model and the effects of the individual measures were initially
quantified based on the special scenarios. In a second step, a performance evaluation of the
complcte systcm was cxccuted with the usage of rcalistic scenarios. In this chapter, after
determination of the evaluation goals and a few explanations about the statistical significance,
the results are summarized.

8.1 Evaluation goals and service numbers to be determined

The evaluation goal of this work is the effect of the executed measures on the service levels of
individual virtual connections from different ATM-service classes for a specified traffic
scenario based on to-be-determined performance numbers.

8.1.1 Performance numbers for real-time oriented CBR/VBR connections

The characteristic service level parameters for real-time oriented CBR/VBR connections are
the average cell delay CTD and the cell loss ratio CLR, see chapter 2.4. With the usage of an
ARQ-protocol and neglect of non-recognized bit errors, cell losses only occur through
schedule exceeding and the discarding of cells. Schedule exceeding exists if the transfer delay

of an ATM-cell exceeds the maximum cell delay Tdmas,

The cell delay and the schedule exceeding ratio are illustrated in the form of complementary
distribution functions (CDF) or minimum value distribution functions £’ {7 > £} (also

H o~ L. . . .
written as P> 7y) )(34). These distribution functions specify the share of cells, whose delay

exceeds a certain value. With the predefined Td maz you can read the resulting schedule
exceeding ratio on the ordinate, see figure 8.1.

8.1.2 Performance numbers for time-uncritical ABR/UBR connections

For time-uncritical ABR/UBR connections, no requirements are made for the cell delays. The
characteristic number is thus the maximum obtainable cell thronghput P standardized on
the gross data rate of 50,000 ATM cells per second. The number =1~ pmar is marked
as a protocol overhead. That is the share of the channel capacity, which is filled through the
transfer of internal control and signal messages and is therefore not available for the transfer
of ATM-cells. This number is an object of future investigations and will not be further
considered in the following.
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Figure 8.1: Reading of schedule exceeding ratio /(> Tdma« Jfrom the complementary
distribution function of the transfer delays with the defined maximum cell delay 7 s

8.2 Statistical certainty of the simulation results

With stochastic simulation investigations, the statistical uncertainty of the results must always
be considered, in particular for rare events. By all executed simulations, the LRE-procedure
(Limited Relative Frror) was used for the statistical evaluation (27,28), which provides an
error statement and quantifies the increased need for random samples due to correlations,
which are caused in the investigated scenarios through correlated source traffic and correlated
channel error. Due to the considerable correlation and the need for a random sample resulting
from this, a relative error of 5% was given for the LRE-algorithm for the events with the
smallest probability, which, however, still led to simulation times of up to 2 days at modern
high-performance workstations.

8.3 The ideal ARQ-protocol

For the evaluation of the individual service level supporting measures, specifically the
acknowledgement strategies, a so-called ideal ARQ-protocol was implemented in the
simulation environment. Ideal stands here for an ideal acknowledgement transfer. The I-
frames were acknowledged in this protocol directly through the function calls, this means no
acknowledgements are transferred through the wireless channel. For all other functions of the
protocol plane, the real model is still used. Since the lack of a frame can first be noticed upon
receipt of the following frame, the recipient tells the transmitter in the ideal ARQ-protocol
before the structure of a new signaling period which frames are missing. Through the TDD-
procedure, this point in time in terms of the acknowledgement transfer is still to be seen as
ideal, because without this, a negative acknowledgement can first be reacted to in the
following signaling period.
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The missing acknowledgement transfers only burden the channel. This effect was neglected
by the following observations. The delay curves, which are measured under the use of the
ideal ARQ-protocol, therefore illustrate a theoretical lower limit for the delay, a type of
“Shannon-limit” so to say for the acknowledgement procedure investigated here, which shows
the possible need for optimization for the strategies.

8.4 Bigger delays for uncorrelated channel errors

A lot of the following investigations were executed for a wireless channel with correlated
channel errors and for one with uncorrelated channel errors. Here it is shown that the end-to-
end delays of the ATM-cells are normally greater for uncorrelated channel errors. This has
two primary causes:

he event that a terminal does not receive the Period-Ctrl-PDU and thus all bursts from the
downlink in this period are lost, is statistically independent for uncorrelated channel
errors from the event that an individual burst is disrupted. With correlated channel errors
in contrast, it is very probably that after receipt of the Period-Ctrl-PDU, all downlink
bursts can be received or that after the loss of the Period-Ctrl-PDU, all downlink bursts
are disrupted. Since by the executed investigations, however, the average share of loss
packages for correlated and uncorrelated channel errors is assumed as equal in size, there
are larger delays by uncorrelated channel errors, because here effectively more packages
are lost and the loss of the Period-Ctrl-PDU does not “cover” the disruptions of downlink
bursts. On the uplink, there are higher delays, because with the packages on the
downlink, the acknowledgements for the I-frames of the uplink are also lost. In the end, a
higher load is caused due to the acknowledgement transfers and transfer repeats.

he investigated SR/D-ARQ-protocol uses a REJ-acknowledgement in order to request the
transfer repeat of multiple I-frames at once. Since with correlated channel errors the loss
of the I-frames occurs in a correlated manner as well, multiple frames can be requested
through a REJ-acknowledgement. With uncorrelated errors, the bursts are disrupted
sporadically so that the distribution of the lost I-frames is much greater and the “bundle
gain” is smaller through the REJ-acknowledgement. This makes the delivery of a larger
number of negative acknowledgements required, which in turn leads to larger delays.

8.5 Explicit, implicit discarding and the different levels of the discarding

The existence described in section 5.5 of long waiting times by implied discarding is
quantified in the following based on the delay of all N-PDUs of a Poisson scenario with a
total load of 95%, which is dislribule&van'able to 10 (erminals (see table 8.1). The offer

of a connection describes the traffic created from the source in one direction, while the total
offer on the channcl includes’the uplink and downlink.
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Number of terminals 10
Connections per terminal and direction 1
Service class VBR

A

Standard offer “*# of connection i

Maximum delay Tdmax

200 7, = dms

Size of the ARQ-window

32

Channel error

2.5% correlated

SA

Standard total offer <

=2 (195

Table 8.1: Parameter of the Poisson scenario with improperly distributed load
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Figure 8.2: High delays with implied discarding

From table 8.2, it can be seen that the cell loss ratio for both procedures of the discarding is in
the same classification. The schedule exceeding ratios in contrast are a degree higher for the

procedure of the implied discarding, which clearly shows the long waiting times in the
recciver. If these wait times cexist in the transmitter duc to high traffic load on the channcl,

after expiration of their schedule, so before delivery, the cells are discarded, which can then

be noticed in the cell loss ratio.

Implicit discarding — Explicit discarding 7
Downlink Uplink Downlink Uplink
CLR 5181077 | 35-107% | 8.71-107° | L8107
Plrg > Tape ) | 2052077 | 1271077 [ 501075 % | 101077

*This value serves only for the orientation and due to the limited number of executed

simulation steps. it is not statistically certain.



Table 8.2: Cell loss and schedule exceeding ratios
8.5 Explicit, implicit discarding and the different levels of discarding

Table 8.2 and figure 8.2 clearly show the long wait times of the N-PDUs and the comparably
low service level, which can be reached for this scenario with the procedure of the implicit
discarding. Thus, in the following only the procedure of the explicit discarding is considered.

Provided a high load scenario (95% total load) with symmetrically distributed load (see table
8.3), the effects of the different procedures are observed for the discarding of ATM-cells, see
section 5.3.1. The premature transfer of received cells to the next higher protocol layer is

controlled through a so-called Forward-Timer. In amendment to the investigations in (9), the
complete protocol plane was observed here.

Number of terminals 10
Connections per terminal and direction 1
Service class VBR
Standard offer 'B\z of connection i 0.0475
Maximum delay " ¢ i 200 74, = dms
Size of the ARQ-window 32
Channel error 2.5% correlated
Standard total offer > A == (.95
Table 8.3: Parameter of the Poisson scenario with equally distributed load
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Figure 8.3: Different levels of discarding

From figure 8.3 and table 8.4, you can see that through discarding, relatively few cells that
have exceeded their schedule already significantly relieve the channel and dramatically
improve the service level. Here it must be observed that if a discard is done in the waiting line
and transmission window, only the cells in the schedule exceeding ratio come in if their

schedule expires in the receiver, because they otherwise they would not have been transferred
at all in the first place.
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Procedure ]C);lslcs:arded Pty > 1y AT )
No discarding 0% 99.96%

Discarding in waiting line 1.7% 1.2%

Discarding in waiting line 2.4% 0.39%

and transmission window

With forward timer 2.4% 0%

Table 8.4: cell loss and schedule exceeding ratios for the different levels of discarding

By the observation used here, these cells are not included in the cell loss ratio, because they
are not counted as discarded by the receiver.

8.6 Performance evaluation of the acknowledgement procedure

The performance evaluation of the acknowledgement procedure was executed based on the
special scenarios by which the influence on the investigated parameters clearly occurred. For
the modeling of VBR-sources, here, as in section 8.5, Poisson sources were used. For the
complementary distribution functions illustrated in this section, the LRE-erroris up to a
probability of 10™* smaller than 5%. However, probabilities up to 10~ were still shown in
order to illustrate the further sequence to compare the graphs.

8.6.1 LLC-acknowledgements in the Period-Ctrl-PDU

The influence of the acknowledgement transfer in the Period-Ctrl-PDU to the delay of the
ATM-cells was inspected based on a scenario with 13 terminals from which 10 terminals only
operate uplink connections and 60& of the load combine. 3 other terminals only operate
downlink connections with a total load of 15%, see table 8.5.

Terminal 1-10 | Terminal 11-13

Standard downlink offer My (.0 {1.05
Ay . A
[Standard uplink offer A 0.06 (1.0
it - -

Connections per terminal 1

Service class VBR
[ Source type Poisgon
Maximum delay Tdsias 250 Tetol = [ 1715
Size of the ARQ-window 39

Standard total offer A = (.75

Table 8.5: Poisson-scenario 60% uplink and 15% downlink load
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Uncorrelated channel error Correlated channel error
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Figure 8.4: Effects of the acknowledgement transfer in the Period-Ctrl-PDU
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Figure 8.5: Load caused through acknowledgement transfer on the downlink depending on the
acknowledgement number in the Period-Ctrl-PDU

f e . . .
The varied parameter Nack—PCTRL pax is the maximum number of LLC-acknowledgements, which

can be sent with the Period-Ctrl-PDU, see table 6.3. For reasons of simplification, it was assumed that
the number of reservations that can be transferred will not be reduced for an acknowledgement number
greater than 6. Figure 8.4 shows the effects on the end-to-end delays of all N-PDUs from the uplink with
uncorrelated channel errors and with correlated channel errors. For comparison, the delays are illustrated
as a lower limit if they arise during the usage of the ideal ARQ-protocol and thus do not have their cause
in the acknowledgement transfer. It shows that already during the transfer from only one
acknowledgement in the Period-Ctrl-PDU, the delays decrease clearly. Delays greater than



250 Tgip (for graph “None”) arise through cells in the receiver, whose schedule is exceeded during the
waiting for the transfer repeat of a frame with a lower sequence number.
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For 6 acknowledgements (this is how large the field of the Period-Ctrl-PDU is, see table 4.2),
the delay further decreases. The gain from 6 to 20 acknowledgements is minimal in contrast,
with correlated channel errors the graphs in figure 8.4 are on each other for 6 and 20
acknowledgements. The delays from the downlink are not observed here, because the
downlink is not (yet) considered through the increased acknowledgement transfer in the
monitoring frames. Which loads are causing these monitoring frames is illustrated in figure
8.5. Here the load caused through the acknowledgement transfers is entered over the number
of acknowledgements, which can be delivered in the Period-Ctil-PDU. Already the transfer of
just one acknowledgement in the Period-Ctrl-PDU relieves the channel significantly (if you
observe the logarithmic illustration in figure 8.5).

8.6.2 The insertion of short poll timeslots

The influence of the acknowledgement transfer through the dedicated insertion of short poll
timeslots (see section 6.2.3) was investigated with the help of the scenario from table 8.6,
whereby the total load for the downlink was determined at 48%. Compared to the
investigations for the number of acknowledgements in the Period-Ctrl-PDU , the load was
reduced by 25% in order to not get in a case of overload, because the insertion of a short poll
timeslot costs a fourth of the capacity of a long slot.

Terminal 1-10 | Terminal 11-13

Standard downlink offer A ; (048 0.0

Standard uplink offer A 1.0 {1.05
YU o

Connectlions per terminal 1

Service class VBR

| Source type Paoisson

; o

Maximum delay T 250 Talp = Q2 HTLS

Size of the ARQ-window 99

Standard total offer £ = {163

Table 8.6: Poisson sccnario with 15% uplink and 48% downlink load

The effects of the acknowledgement transfer with the help of the short timeslots are covered
partially through effects from the MA C-protocol, which also uses random access to transfer
the capacity requirements to the uplink and constantly transfers an acknowledgement. In the

simulations, the parameter p was varied, which is combined with 1o over the maximum
delay

Proon =9 Tamage mit 0<p <1 (8.1}

Here p = 0.1 means that a short poll timeslot is inserted if a time span that corresponds with
90% of the maximum delay was already waited for with the acknowledgement. From figure

8.6, it can be seen that the dependency of the delay from the parameter P10t is low for this



special scenario. For the evaluation of the effects of this parameter with correlated channel
errors, other investigations
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Figure 8.6: Effects of the threshold, which controls the insertion of the short poll timeslots to the delays of the downlink
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are surely required, thus, for example, for scenarios with correlated burst-like source traffic, as is caused
through video sources, a stronger dependency is to be expected. There is a differentiated image for
uncorrelated channel errors. Here the dependency of the delays from these parameters is clearer due to
the increased acknowledgement load (see section 8.4). For comparison, the behavior of the system with
the usage of the ideal ARQ-protocol is entered in figure 8.6.

In figure 8.7, the standard acknowledgement load on the uplink depending on p is shown (here no short
timeslots were inserted for p = 0 due to the acknowledgement transfers). Through the short poll
timeslots, this load can be avoided, because the number of monitoring frames that only contain one
acknowledgement and are transferred in one long timeslot are increasingly replaced through short poll
times lots
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and thereby relieve the channel. However, this effect depends greatly on the load scenario. For scenarios
with symmetrical load or for DCHs that operate parallel connections, the number of monitoring frames
is reduced by either transferring an I-frame in the opposite direction or by using a bundle
acknowledgement.

8.6.3 Random access due to acknowledgement transfers

The threshold £/ na , which specifies after which waiting time a random access will be triggered
due to an acknowledgement transfer, is expressed through the parameter ¢, which is to be varied

I )'.r’ "RACH ™ 4 Tdmar mit (< 4= L

The same scenario as for the investigation of Py yott was used. For the base station, there was no
possibility to inscrt short poll timeslots for the uplink. From figure 8.8, it can be scen that the influence
of this threshold is negligible at least for this scenario. Also here it applies again that the effects are
covered constantly together with the capacity requirements of the acknowledgement transfer occurring.
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Figure 8.8: Effect of the threshold, which controls the random access due to acknowledgement transfers
by uncorrelated channel errors

Another statement from figure 8.8 is that the acknowledgement transfer alone through the random
access leads to considerable delays and thus, to losses by the service level. For comparison, figure 8
shows the graph (or the delay with the usage ol short poll imeslots with p = 0.5. The bending of the

graph at t = 250 Ts10t is caused by the I-frames, which wait in the receipt window for I-frames
with lower sequence numbers and exceed their schedule here before they can be given to higher protocol
layers. From figure 8.8, it is clear that it is inadequate for the service level requirements of the
connections in this scenario to only transfer the acknowledgements in the random access.

(82)
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8.6.4 The bundle acknowledgement

For the bundle acknowledgement (see section 6.4.1), the parameter Tsundiewas investigated, thus the
number of waiting (negative) acknowledgements from a virtual connection, based on which it is decided
if an assigned long timeslot is used for the transfer of an [-frame or for the transfer of up to 24 LL.C
acknowledgements. Since the bundle acknowledgement for the downlink, different from the
acknowledgements in the Period-Ctrl-PDU, is not transferred in the broadcast mode, its influence on the
service level is larger if the terminals operate multiple virtual connections in a parallel manner. Thus, a
scenario with 4 mobile stations was selected, which operate 3 connections per terminal and distribute a
standard load of 75% symmetrically on all connections, see table 8.7.

Number of terminals 4
Standard downlink offer Ad 0.375
Standard uplink offer Au 0,574
Connections per terminal 3
Standard offer per connection A 1031258
Service class VBR
Source type Poisson
Maximum delay Temar 250 7ogey = Dins
Size of the ARQ-window 32
Standard total offer A = {175

Table 8.7: Poisson-scenario with 3 virtual connections per terminal
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Figure 8.9: Effect of the bundle acknowledgement with uncorrelated channel errors

Figure 8.9 shows the delay of the N-PDU on uplink and downlink with uncorrelated channel errors,
figure 8.10 with correlated channel errors. The simulation results show that the parameter TBundichas
no influence on the delay of the N-PDU in this scenario. However, the service level requirements are
better fulfilled by the usage of the bundle acknowledgement. This effect, however, is more due to the



more frequent acknowledgement transfer,
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Figure 8.10: Effect of the bundle acknowledgement with correlated channel errors

because during the delivery of a bundle acknowledgement, the acknowledgements of all
ARQ-instances are transferred. Here the overall delay through the bundle acknowledgement
with uncorrelated channel errors is reduced even more due to the higher acknowledgement
load than with correlated channel errors. For comparison, the theoretically obtainable service
level with the usage of the ideal ARQ-protocol is illustrated in the figures.

8.7 Realistic simulation scenarios with multimedia services

The evaluation of the service level of real-time oriented services occurs based on two realistic
multimedia scenarios with which high load cases are modeled. Their parameters are
summarized in tables 8.8 and 8.9. The second scenario comes from the first one in that two 1
Mbit/s video sources are replaced with a 2 Mbit/s CBR source. This high-rate CBR
connection is assigned the static VBR-priority level of the scheduler, because only low-rate
CBR-connections (i.e. 64 kbit/s) are operated with the highest static priority, see section 4.1.

Service  Service class A\ AWT | Y Last | Tum

Speech CBR 61 kbps | 4 3% | 2ms | 100
Video | VBIY 1 Mbps 4 445 30 ms | 1500

Data UBR 160 kbps 1 20% | undef. | undef.

Table 8.8: Parameters of the first multimedia scenario

In table 8.10, the parameters used for the acknowledgement algorithms, the size of the ARQ-
window and the maximum number of reservations are summarized. The influence on the
maximum number of reservations and the influence of the ARQ-window size will be
investigated further in the following. The parameters for the acknowledgement algorithms
were adjusted to the scenarios based on the results from section 8.6. Other investigations are
surely required here for an objective evaluation.
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Service Service class A HWT | ¥ Last | Ty :
—Speech CBR 61 kbps | 4 3% | 2ms | 100
ISDN-PAMUX. VBR® 2 Mbps 1 22% b s 250
Video VBR 1 Mbps 2 22% S ms | 1560
Data UBR 460 kbps | 4 20% | undef. | undef.

*ISDN-primary multiplex connection, only low-rate CBR-connections (i.e. 64 kbit/s) are
operated by the scheduler with the highest static priority.

Table 8.9: Parameters from the second multimedia scenario

Nawo 32 I )'j‘]mg_j p == (.60
Nies vz 20 | Prpace | g =05
_'"\a'rr tedi— POT R L sas 6 IH:: meile 2

Table 8.10: Protocol parameter from the multimedia scenarios
8.7.1 The size of the ARQ window

The size of the ARQ-window “V-112¢ plays a role for the delays of the ATM-cells in that only
so many I-frames can be sent without being acknowledged in the meantime as the ARQ-
window has memory for, see 5.2.2. This has in particular an effect on connections with burst-
like arrival processes (i.e. video sources), where it is frequently possible that a whole
signaling period is assigned one connection. In figure 8.11, the delays of the N-PDU are
illustrated for the video sources of the first multimedia scenario. It shows that the ARQ-

window should be selected larger than the maximum number of reservations Ngesmas (here
20), because acknowledging is first done in the next signaling period. If the ARQ-window
closes within only one signaling period, the cells will be delayed unnecessarily despite
adcquatcly available channcl capacity. In figurc 8.11, the improvement can be clcarly scen,
which comes along with an expansion of the ARQ-window to 32 memory spaces. A further
expansion to 64 memory spaces, in contrast, barely has any effects on the delays.

8.7.2 The maximum number of reservations

Based on the first multimedia scenario, the effects of the maximum period lengths were
investigated. In the simulations, the ARQ-window of the transmitter is always selected at least
twice as large as the maximum number of reservations Nites merin order to be able to fill the
signaling period with burst-like arrivals as well. In figure 8.12, the effects for the low-rate
CBR-connections are illustrated. For the downlink, the length of the periods is easy to

foasd - i oy o . .
recognize. The graphs bend at about Plry > 1) = 2.5% 4, which corresponds with the
channel error and this is at the point at which the waiting time timeslots correspond with the
maximum length of the reservation period. This shows that the PDUs are lost with a

85



probability of 2.5% and need at least one more period for their transfer. A second and third
disruption of the burst becomes increasingly less probably. On the uplirnk,
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Figure 8.11: Effect of the ARQ-window size with correlated channel errors for the video connections

these effects are covered through the capacity requirements in the random access, the collisions
connected with them and the collision solution. It shows that for low rate CBR-connections, short
signaling periods are advantageous, because transfer repeats can be executed in a quicker manner. The
additional overhead connected with short signaling periods does not hinder the CBR-connections due to
their high stalistical priority and their low load.
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Figure 8.12: Effect of the period length by correlated channel errors for CBR-connections

The high-rate video connections profit, in contrast, profit from longer signaling periods due to their
burst-like character, see figure 8.13. Thus, a period length of 64 for this special scenario leads to the

smallest delays. Short signaling periods increase the dynamic of the protocol, but also the signaling

effort. By the selection of the maximum period length, these two factors must be considered, moreover,
the optimal selection of the parameter depends greatly on the scenario. Due to the address fields




available in the PDUs for the coding of the sequence numbers, the size of the ARQ-window can be at
most 32 memory spaces and
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Figure 8.13: Effect of the period length with correlated channel errors for video connections

in the Period-Ctrl-PDU, a maximum of 30 reservations can be transferred, see table 4.2 and
figure 4.6 Due to these basic conditions, the results from this section and the investigation in
(21), Nitesmaz = 20yyas selected for all other simulations.

8.7.3 Corrclated and uncorrelated channel errors

In this section, the behavior of the protocol plane is compared for correlated and uncorrelated
channel errors for the first multimedia scenario (see table 8.8). Since the loss of the Period-
Ctrl-PDU and the disruption of the downlink burst are statistically independent for
uncorrelated channel errors, the effective error rate compared to the correlated channel errors
is higher, which leads to an increased load through acknowledgements and transfer repeats,
see section 8.4. In figure 8.14, you will also see that the graph for uncorrelated errors bends
early on the downlink than for correlated errors, for which the first bend occurs with a
probability of Pirg = t) = 0.025 which corresponds with the average channel error. The
probability that the N-PDUs wait longer is smaller for uncorrelated errors with

£ 22 65 75101 than for correlated ones. This means, the probability

Plry > 68) = i e E = 2631070
i

that an error burst created through the Gilbert model lasts longer than %8 7sat is greater than

the probability for the corresponding, statistically independent events, see section 7.4.2.

Figure 8.14 shows that the simulated probability for 68 - Teintagrees with the calculated one

in the range. The probability determined through simulation is naturally larger, becausc

shorter error bursts that occur after each other can also contribute to longer waiting times or

-
oo o 100 200 300 400



lead to the loss of a negative acknowledgement. Table 8.11 shows the cell losses caused
through schedule exceeding [or the low rate CBR-connections.
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Figure 8.14: Effect of the channel error for CBR-connections
| CLR | Uplink ‘ Downlink |
correlated 26-10% | Lo1-10"
ncorrelated 1.3% . 104 0=
*During the simulation, no cell losses occurred
Table 8.11: Cell losses due to schedule exceeding of the low rate CBR-connection
Figure 8.15 illustrates the effects of the correlated and uncorrelated channel errors on the delay for the N-PDUs
of the video sources. For the downlink, characteristic bends can be seen at * * 510 7si0r. Here the requirement
of acknowledgements with the help of short poll timeslots is noticeable, see section 6.2.3. The corresponding
parameter ’7oitwas selected for this scenario at U-66 Tamux, whereby Td mar amounts to 1500 7siufor the
video connections, see tables 8.8 and 8.10.
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Figure 8.15: Efflect of the channel error for video connections

The effects of the different error situations of the wireless channel for the high-rate
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Figure 8.16: Effect of the channel error for high rale CBR-connections

Tdd T
Uplink | Downlink
[ errror-fiee 15.853 7.350
| correlated 18.253 8506
| uncorrelated Ty g 47T 95306

Table 8.12: Average delay of the N-PDU for uplink and downlink of the high rate CBR-connection
CBR-connection of the second multimedia scenario are shown in figure 8.16 for the uplink
and downlink. You can also recognize the characteristic bend by Tsiter = 20, which
corresponds with the maximum period length in this scenario. The intervals of the delays for
uplink and downlink correspond with the average length of a signaling period, because the
capacity requirements of the uplink can always only be reacted to in the next period. In the
linear progression of the graphs for correlated channel errors, the negative-exponentially
distributed duration of the error bursts is expressed in this logarithmic illustration. With
uncorrelated channel errors, there is a linear progression, here the time intervals between the
statistically independent errors can also be approximated through a negative-exponential
distribution. For ¢ against 250 7510, the graph for correlated channel errors bends, which is
caused by the discarding of cells that have exceeded their schedule. The higher
acknowledgement load with uncorrelated errors is only shown here in the upper area of the
complementary distribution functions. The values for the average delay in table 8.12 show
this dependency clearly.

8.7.4 The channel monitoring

The figures 8.17 to 8.19 show the influence of the channel monitoring according to section
6.4.3 on the end-lo-end delay of the N-PDU [or the individual service classes with correlaled
channel errors.

39
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While the delays of the PDU only increase minimally through the channel monitoring for the
low rate CBR connections and the high rate CBR connection of the second multimedia
scenario, the clear effects on the delays of the video connections of the first multimedia
scenario can be seen in figure 8.18. Through the bust-like character of the traffic of these
connections, which leads to the entire signaling periods being filled with the PDUs from only
one video connection, a lot of PDUs are lost in fading holes. On the one hand, this leads to an
increased acknowledgement load on the channel and on the other hand, the load is increased
through the many transfer repeats, which leads to longer waiting times for all PDUs from this
service class. The high share of video connections in the total load of the first multimedia
scenario, without the usage of channel monitoring, causes considerable losses by the service
level. This results in considerable delays, from which corresponding cell losses occur due to
schedule exceeding.
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Figure 8.17: Effect of channel monitoring on the low rate CBR-connections
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Figure 8.18: Effect of channel monitoring on the video connections
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Figure 8.19: Effect of the channel monitoring on the high rate CBR connections of the second multimedia

scenario
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8.7.5 Comparison of the SR/D protocol with the ideal ARQ-protocol
The figures 8.20 to 8.24 compare the SR/D-protocol with the ideal ARQ-protocol for the two
multimedia scenarios. The delays of the low rate CBR-connections, the high rate CBR
connection and the video connections are compared for uncorrelated and correlated channel
errors in order to show how far the acknowledgement strategies are from the theoretic optimal
case and where there are still possibilities for optimization. By the graphs for the delays of
video connections on the downlink, the characteristic bend can be seen again for uncorrelated
channel errors by 710 7swragain, which is caused by the threshold, which controls the insertion
of short poll timeslots, see section 8.7.3.
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Figure 8.20: Comparison SR/D protocol for ideal ARQ for CBR connections with
uncorrelated channel errors
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Figure 8.21: Comparison SR/D protocol for ideal ARQ for video connections with uncorrelated channel errors
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Figure 8.22: Comparison SR/D-protocol for ideal-ARQ for CBR-connections with correlated channel errors
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Figure 8.23: Comparison SR/D-protocol to ideal-ARQ for video connections by correlated channel errors
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Figure 8.24: Comparison SR/D-protocol to ideal-ARQ for the high rate CBR-connection
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CHAPTER 9

Summary and Outlook
9.1 Summary

The objective of this degree dissertation was the development and evaluation of service level
supporting measures in a wireless based ATM-network. Through the use of service class
specific ARQ protocols on the wireless interface, the punctual and efficient transfer of
acknowledgements has a crucial influence on the reachability of the service levels of the
individual virtual connections. Procedures were developed and implemented, which determine
the priority of acknowledgements compared with information frames and which control the
selection of the different methods for acknowledgement transfers.

The assignment of the available channel capacity corresponding with the requirements of the
connections also has an effect on the service level. Through the burst-like transfer error s of
the wireless channel, it may be that a terminal cannot receive its base station for a longer
period of time. A procedure was developed to monitor the reception situation of the terminals
and considered by the capacity assignment.

The ARQ-protocols (9, 36) investigated in previous works and scheduling algorithms (16)
were modified for the use of the complete protocol plane and the developed procedure and the
interfaces were revised. The scheduling algorithms were expanded so that the transfer of
acknowledgements through the transfer sequence control is also considered for the first time.

Finally, a comprehensive performance evaluation of the procedure and the entire protocol
plane was executed based on special test scenarios and with the help of realistic multimedia
scenarios.

9.2 Evaluation of results

The investigations about the acknowledgement strategies showed that the punctual transfer of
acknowledgements has a crucial effect on the delay of the ATM-cells. Positive
acknowlcdgements hinder a closing of the ARQ-window, which Icads to highcr waiting times
for the cells in the transmitter and negative acknowledgements request missing information
frames again, through which the waiting times of the cells in the reception window are
influenced.

he transfer of acknowledgements in the Period-Control-PDU has proven to be
advantageous. Since the capacity for the acknowledgement transfer is available in this
signaling PDU in the DSA-++-protocol, this is a simple and efficient procedure.
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he random access due to acknowledgement transfers is not ideal for guaranteeing the
required upper limit for the delays of the cells. For the acknowledgment transfer to the
uplink, other procedures must be additionally used.

n particular with a high stress of the channel (high traffic load or high load through
acknowledgements and transfer repeats due to channel errors), the use of short poll
timeslots for acknowledgement transfer can be advantageous.

he bundle acknowledgement is particularly ideal if the terminals operate parallel ARQ-
connections. With the help of the bundle acknowledgement, within the scope of the
capacity of a long timeslot, a lot of connections can be acknowledged simultaneously.

Through the channel monitoring procedure, in particular by high burst-like traffic loads and
correlated channel errors, a clear improvement of the service level could be obtained in the
form of low delays and schedule exceeding ratios, because fewer information frames are lost
due to transfer errors.

The performance evaluation of the complete protocol plane first showed that with the
developed and implemented procedure, the transfer of ATM-cells is possible for real-time
oriented services in accordance with the service level requirements with virtual connections,
even with high channel stress.

Within the scope of this work, the algorithms and procedures for the transfer sequence control
of acknowledgements was implemented in the simulation model, the ARQ-protocol was
revised correspondingly, an ideal ARQ-protocol was developed in regards to the
acknowledgement transfer, the communication between the MAC-layer and LLC-layer was
expanded, the LRE-algorithm was made available for the measurements of the distribution
functions and an object-oriented approach was integrated for different channel models. Thus,
the important prerequisites for the differentiated performance evaluation of the complete
system were created.

9.3 Outlook

During this work, a series of new questions occurred or remained open, which require further
investigation:

L]
he performance evaluation could previously only provide a first impression of the
connections. Due to the extreme dependency of the results from the scenarios and the
strong mutual change effects of the individual parameters of the protocol plane, other
investigations are required. In particular the behavior for parallel ARQ connections, the
throughput of the protocols and the “costs™ for the individual measures in the form of
channel capacity must be observed in more detail.

he information about the schedules of the ATM-cells, which are transferred in the

T



dynamic parameters, could be used advantageously for the priority determination of the
acknowledgements.

he integration of the protocols and scheduling algorithms for low rate CBR-services
and ABR services in the transfer sequence control is still missing.



9.3 Outlook

etween the service level requirements of the individual virtual connections, there
should be more differentiation in the cell scheduler. For the ATM-cells, this can be
realized with the help of the Relative Urgency strategy (16), for the acknowledgement
transfer a system by which the schedule is “rewarded” for every successfully
transferred cell in accordance with the service level requirements of the respective
virtual connection would be imaginable (reward system).

Figure 9.1: Condition transition diagram of an expanded channel monitoring

he procedure for channel monitoring should be expanded by a condition S
(SUSPECT), because in the current implementation, there have been changes from the
condition N (NORMAL) to the condition P (POLL) when the connection only reserves
one timeslot and the burst of this timeslot is disrupted. This leads to the terminal not
being considered in the next period even with individual uncorrelated channel errors.
In the future, this should be changed to the condition SUSPECT. If all timeslots are
open in this condition again (also for the case that only one was reserved), it will be
moved to the POLL condition. The condition SUSPECT therefore delivers an
additional support and limits the influences of random individual errors on the
monitoring procedure.
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