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Albania
Armenia
Austria
Australia

Azerbaijan
Bosnia and Herzegovina
Barbados

Belgium
Burkina Faso
Bulgaria
Benin
Brazil
Belarus
Canada

Central African Republic
Congo
Switzerland
Cote d‘Ivoire
Cameroon
China
Cuba

Czech Republic
Germany
Denmark
Estonia

ES
FI
FR
GA
GB
GE
GH
GN
GR
HU
IE
IL
IS
IT
JP
KE
KG
KP

KR
KZ
LC
LI
LK
LR
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Spain
Finland
France
Gabon
United Kingdom
Georgia
Ghana
Guinea
Greece

Hungary
Ireland
Israel
Iceland

Italy
Japan
Kenya
Kyrgyzstan
Democratic People’s
Republic of Korea
Republic of Korea
Kazakstan
Saint Lucia
Liechtenstein
Sri Lanka
Liberia

LS
LT
LU
LV
MC
MD
MG
MK

ML
MN
MR
MW
MX
NE
NL
NO
NZ
PL
PT
RO
RU
SD
SE
SG

Lesotho
Lithuania

Luxembourg
Latvia
Monaco

Republic of Moldova
Madagascar
The former Yugoslav
Republic of Macedonia
Mali

Mongolia
Mauritania
Malawi
Mexico

Niger
Netherlands

Norway
New Zealand
Poland

Portugal
Romania
Russian Federation
Sudan
Sweden

Singapore

SI
SK
SN
SZ
TD
TG

TM
TR
TT
UA
UG
US
UZ
VN
YU
ZW
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Slovenia
Slovakia

Senegal
Swaziland
Chad

Togo
Tajikistan
Turkmenistan

Turkey
Trinidad and Tobago
Ukraine

Uganda
United States of America
Uzbekistan
Viet Nam

Yugoslavia
Zimbabwe
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WO 99/38067 PCT/US99/01282

AN APPARATUS AND METHOD FOR AUTOMATIC CONFIGURATION

OF A RAID CONTROLLER

.EI..:|I.

The present invention relates generally to peripheral controllers. More

particularly, the invention relates to the automatic configuration of Redundant Array

of Independent Disks (RAID) controllers.

 

RAID is a technology used to improve the I/O performance and reliability of

mass storage devices. Data is stored across multiple disks in order to provide

immediate access to the data despite one or more disk failures. The RAID

technology is typically associated with a taxomony of techniques, where each

technique is referred to by a RAID level. There are six basic RAID levels, each

having its own benefits and disadvantages. RAID level 2 uses non-standard disks

and as such is not commercially feasible.

RAID level 0 employs “striping" where the data is broken into a number of

stripes which are stored across the disks in the array. This technique provides higher

performance in accessing the data but provides no redundancy which is needed for

disk failures.

RAID level 1 employs “mirroring” where each unit of data is duplicated or

“mirrored” onto another disk drive. Mirroring requires two or more disk drives. For

read operations, this technique is advantageous since the read operations can be

performed in parallel. A drawback with mirroring is that it achieves a storage

efficiency of only 50%.
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In RAID level 3, a data block is partitioned into stripes which are striped

across a set of drives. A separate parity drive is used to store the parity bytes

associated with the data block. The parity is used for data redundancy. Data can be

regenerated when there is a single drive failure from the data on the remaining drives

and the parity drive. This type of data management is advantageous since it requires

less space than mirroring and only a single parity drive. In addition, the data is

accessed in parallel from each drive which is beneficial for large file transfers.

However, performance is poor for high I/O transaction applications since it requires

access to each drive in the array.

In RAID level 4, an entire data block is written to a disk drive. Parity for

each data block is stored on a single parity drive. Since each disk is accessed

independently, this technique is beneficial for high I/O transaction applications. A

drawback with this technique is the single parity disk which becomes a bottleneck

since the single parity drive needs to be accessed for each write operation. This is

especially burdensome when there are a number of small I/O operations scattered

randomly across the disks in the array.

In RAID level 5, a data block is partitioned into stripes which are striped

across the disk drives. Parity for the data blocks is distributed across the drives

thereby reducing the bottleneck inherent to level 4 which stores the parity on a single

disk drive. This technique offers fast throughput for small data files but performs

poorly for large data files.

A typical data storage system can contain a number of disk storage devices

that can be arranged in accordance with one or more RAID levels. A RAID

controller is a device that is used to manage one or more arrays of RAID disk drives.

The RAID controller is responsible for configuring the physical drives in a data

storage system into logical drives where each logical drive is managed in accordance

with one of the RAID levels.
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RAID controllers are complex and difficult to configure. This is due in part

to the numerous possible configurations that can be achieved, the knowledge

required by a user to configure such a system, and the time consumed by a user in

configuring the controller. In one such RAID controller configuration procedure, an

automatic configuration feature is provided that attempts to alleviate the user’s input

by automatically configuring a number of devices at system initialization. However,

this automatic configuration feature is very limited and only operates where all the

physical disk drives are of the same physical size and where there are between 3 to 8

disk drives. In this case, the automatic configuration feature configures the disk

drives as a single drive group defined as a RAID level 5 system drive with no spare

drives. This configuration is limited providing no other alternate configurations.

Accordingly, there exists a need for an automatic RAID controller

configuration mechanism that can accommodate various types of RAID level

configurations and for disk drives having various physical dimensions.

& 

The present invention pertains to an apparatus and method for automatically

configuring disk drives connected to a RAID controller. The automatic

configuration mechanism is able to generate a full configuration of the disk drives

connected to a RAID controller both at system initialization or bootup and at

runtime. The mechanism uses a robust criteria to configure the disk drives which

allows the drives to be configured in accordance with one or more RAID levels and

with various default settings that affect the operation of the disk array.

In a preferred embodiment, the automatic configuration mechanism includes

a startup configuration procedure that provides the automatic configuration

capability at system initialization and a runtime configuration procedure that

automatically configures disk drives connected to the RAID controller at runtime.

The startup configuration procedure generates a full configuration of the disk drives.

The configuration specifies the logical drives that are formed and the associated

operational characteristics for each logical drive which includes the RAID level, the
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