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that can be displayed. Furthermore, the operation of the system has a command-line
orientation, which 1s reflected in the use of specialized languages for query specification.

These languages are based on Boolean logic and are usually augmented with
proximity operators and “don’t care” or wildcard characters. The former specify how close
words must be in sentences or paragraphs. The latter handle alternative spellings and in-
flected forms of words. The use of these languages requires specialized training for the
user to teach them the semantics for AND, OR, and NOT. While the basic concepts are
relatively simple, use of these languages is mastered only after a significant amount of
experience. Furthermore, different systems have different query languages and many users
do not have the time or the inclination to learn Boolean logic.

Boolean logic cannot precisely specify many relationships between words. For ex-
ample, AND can be used to describe phrases or words that are required; OR may specify
alternative words, synonyms, or components of “higher” level concepts. In addition, AND
and OR in some situations in everyday language can be used synonymously. This lack of
precision or multiple meaning can be overcome by adding other operators to specify re-
lationships more exactly or adding weights to the AND and OR to give “soft” Boolean op-
erators [Salton 83].

Both solutions, while feasible, simply add to the amount of knowledge that the user
must know in order to use a system effectively. This increases the potential for confusion
and, hence, frustration on the part of the end user. The casual user or “permanent novice”
will, in all likelihood, never bother to learn how to use the advanced features of the query
language.

Compounding the problem of using the query language, which is a matter of query
form, is the problem of determining precisely what is the content of the query. This is a
problem of selecting the proper words to express what the user wants. Two potential

problems arise here. The first is that the user may not know exactly what he wants, and the
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second is that he may not know the precise terminology required to express the need. In
some systems, the user has recourse to an online thesaurus, which is a collection of words
that is structured to show the relationships between them, to find the proper descriptive
terms and to give the structure of the knowledge of a domain. In others, the best that he
can do is get an alphabetical list of terms occurring in the database.

The problems of query form and content are manifestations of the inflexible nature
of retrieval systems. They have only one way to respond to every type of user and every
type of problem.

To overcome this inflexibility, end-users, the persons with the information need,
often resort to using the services of a search intermediary. Intermediaries have received

specialized training in the use of retrieval systems. They often have a degree in librarianship

~or have a degree in the field in whichmt"h"éyr search or by constant use have developchAa»
knowledge of the terminology of a domain. For example, an intermediary that searches
Chemical Abstracts might have a Ph. D. in chemistry. This background allows them to
concentrate on getting the best possible results from the retrieval system by knoWing the
correct terminology.

One of the main advantages of using intermediary services is that the intermediary,
being a person, can be much more flexible than the current commercial systems. The in-
termediary can adapt to the needs of different users. If the session is the end-user’s first
experience, the intermediary can help the user understand the search process by explaining
what he is doing as he goes along. The intermediary can adjust his explanations to match
the kind of user that he is dealing with. A college freshman with an orientation to the
humanities would require a different kind of assistance than a medical doctor with some
computing cxpericnce. Another advantage of an intermediary is that he can continue to
learn about the domains that people consistently search in and he can learn about the needs

of the people that consistently use their services.
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While the use of intermediary services removes the burden from the end-uscr Ofv
having to deal with the query language, and often provides him with terminological assis-
tance, it adds a new difficulty, since the user is now often removed from participating di-
rectly in the search process. The user must now, as before, try to express his information
need to the intermediary, but, in general, cannot take advantage of the recognition ability
that humans have in the search process. This is due to the fact that often intermediaries will
search without the user present. The preferred situation is to have the end-user present
with the search intermediary while the search is taking place. This, however, often slows
the intermediary down, since he often has to explain his actions to the end user. This
situation is not always possible due to considerations such as scheduling, among others.
Other factors such as the availability of intermediary services also come into play. These
services may not be free; adding further to the cost of using the system. Furthermore, with
the advent of extremely high density storage such as CD-ROM (Compact Disk-Read Only
Memory), end-users may be searching for information in their own home, where search

intermediaries are not available.
1.3 The Intermediary Model

The search intermediary provides a model that can be useful in designing systems
that can help overcome the problems of using IR systems. There are two ways that this
concept can be used. One way is to simulate the activity of an intermediary, that is to at-
tempt to provide the same services as the intermediary. This has been the basis of a num-
ber of expert systems that provide such services as a common command language to mul-
tiple retrieval systems [Marcus 81a, Marcus 81b, Marcus 83] and rudimentary query for-
mulation assistance [Yip 79, Pollitt 84]. More sophisticated systems [Brajnik 85, Brajnik
87, Chiaramella 87, Defude 85] that take this approach attempt to implement the strategies

and tactics used by intermediaries for searching [Bates 79a, 79b] and attempt to
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incorporate a natural language dialogue with the user. All of the systems that attempt this
kind of simulation have been designed to work with Boolean systems and therefore have
the limitations on retrieval effectiveness [Salton 83] that plague Boolean systems.

~ The approach taken in this thesis is to look at the intermediary concept as an intelli-
gent interface system which is composed of the intermediary and the retrieval system.
Analysis can then be made of the kinds of facilities that this system provides or should
provide to assist the user in expressing his need and finding information that will meet it.
The system designer can then determine how best to implement those facilities, taking
advantage of the current research in information retrieval, and not be limited to ineffective,
immature, or inappropriately applied technologies in an effort to exactly simulate the human

intermediary.

1.4 System Analysis and Requirements

In analyzing the combined intermediary/retrieval system, the four basic elements of
a retrieval system are the basis of the analysis. These basic elements are:
1. arepresentation of the content or meaning of the documents and the queries,

2.  aprocess, usually called indexing, that maps the content of the document and
the queries into the content representation,

3. adecision method, usually called a search strategy, that the system uses to
determine whether or not a document should be retrieved,

4. auser interface.

The user interface element in the combined intermediary/retrieval system is com-
posed of the services that the search intermediary provides, and the actual method (i.e. how
the query is typed in, how results are displayed, etc.) of interacting with the system. The
essential services that the intermediary provides are:

1.  explanation of system operation,

2. term selection assistance,
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3.  construction of a model of the information need, which consists of the query
and the documents that have been retrieved,

4. execution of the searches,

5. overall control of the course of a session.

To adapt to the different kinds of end-users, the intermediary must make some as-
sessment with regard to the end-user’s familiarity with the domain, his familiarity with the
search process, and the kind of results that he wants, such as whether he wants a few spe-
cific documents or a comprehensive collection. Essentially, the intermediary forms a model
of the end-user and adapts the session to that model.

While the intermediary aspect of the system addresses most of the issues of in-
flexibility, some of them are rooted in the retrieval portion of the system. In the past, sys-
tems have been limited to a single decision method (retrieval method) for determining what
documents ought to be retrieved. By having different methods for different kinds of
queries the effectiveness of a system can be increased substantially [Croft 85]. A system’s
effectiveness can also be increased by providing direct access to the documents by brows-
ing, a heuristically driven incremental search and evaluation technique [Oddy 77].
Browsing need not be limited to just the examination of documents; it can also be used to
find the appropriate concepts to describe the information need.

The preceding high level analysis of the elements of the combined intermedi-
ary/retrieval system has pointed out the need for the system to support a number of facili-
ties or functions that either provide services similar to that of an intermediary or support
functions that are part of the underlying retrieval system. These functions or services can
be summarized in the following modules:

1. Explainer — explains system operation to the user,

2. Domain Knowledge Expert — suggests additional concepts to the user and ac-
quires domain knowledge from the user,

3. Request Model Builder — maintains information about the current state of the
session such as relevant concepts and relevant documents,
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The first kind of tlexibility requires that the system changes the way it interacts with
the user as does the intermediary. For a novice user, it should offer more explanation and
assistance, and it should limit his choices so that he does not get in to a situation that he
cannot handle; for an expert user it should not interfere with his use of the system, and
should provide him access to all of the system’s functionality. Another aspect of this flexi-
bility is that different kinds of information needs require different kinds of searches. The
system must be able to respond appropriately.

The second kind of flexibility requires an architecture that is modular in nature.
This modularity should be at two levels. It should be able to support the addition of new
large pieces of functionality. This would allow it to take advantage of new developments in
information retrieval research. Each large scale function should also be modular, so that it
can be adjusted to operate more effectively as the pattern of system usage is established. It
also allows for the integration of new developments. For example, if a new search tech-
nique is developed that is particularly good at retrieving relevant information for one kind
of information need, it can be incorporated into the search function of the system.

The architecture that best supports the requirements of an intelligent IR interface is a
modified blackboard architecture | Erman 80, Nii 86a Nii, 86b]. A blackboard architecture,
of which Hearsay II is a typical example, consists of a number of independently operating
modaules, called knowledge sources, that work together to solve a problem. Each works on
a particular aspect of a problem. The results of their work is posted on a shared data struc-
ture called a blackboard. This blackboard is typically organized as a series of levels that
represent abstraction levels of the problem. The operation of the knowledge sources is
coordinated by a scheduler.

The basic operation of a blackboard system is as follows. First, each expert exam-
ines the state of the blackboard in its area of interest. It then decides if it has any action that

it would like to perform based on the current conditions. If it does, it places an action
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(called an instantiation) on the system agenda. The agenda is examined by the scheduler
and is sorted in order of importance based on criteria that are problem dependent. The
scheduler then takes the most important action and runs it. The cycle then begins again.

The blackboard architecture is appropriate since supports the easy addition of large
scale functions by means of knowledge sources. In addition, the way that knowledge
sources are to be implemented is not specified, so they can be implemented in the way that
is most appropriate for their specific task. The knowledge sources in I3R are called experts
since they are implemented as individual rule based systems. This provides a means of in-
crementally developing the experts. These experts correspond to the functions that were
derived in the system analysis.

The basic blackboard architecture must be adapted to fit the nature of the in-

formation retrieval problem. The flrst;d:pmuon is to the structure of the t;lackboard;_ itis
not structured into abstraction levels, since there is no single overall hierarchical rep-
resentation that can be applied to IR. Instead, the blackboard, called the short term
memory, consists of different models built by the experts in the course of the session.

The purpose of the control function in I3R also differs from that of the scheduler in
a typical blackboard system. In a typical system, the scheduler manages the system’s re-
sources to come to the solution of the problem in the shortest time possible. In I3R the
control expert manages the dialogue the system has with the user, so that it is consistent
and coherent. This difference stems from the fact that information retrieval is better likened
to a process than to a problem to be solved. The control expert makes sure that the process
1s conducted correctly.

The control function uses information provided by the user model builder and the
request model to determine the course of a session. The information for the user model
builder is based on the stereotypes that the UMB decides apply to the particular user for the

particular session. Stereotypes are models of different kinds of typical users. In the
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current system three general categories are used, with two values for each category. The
categories are domain expertise, search system expertise, and search type. The values are
novice and expert for the first two categories, and selective or exhaustive for the third cat-
egory.

The documents, concepts, and user histories are kept in a long term memory. The
user histories store information about the user obtained from previous sessions with the
system. This includes the original query, concepts that were judged relevant, documents
that were judged relevant, and the stereotypes that were in effect at the end of the session.
Also included in the user histories is a model of the whatever domain knowledge that the
user has contributed in the course of his interaction with the system.

The system also maintains a store of global domain knowledge that is derived from
available sources such as thesauri, and domain experts that use the system. This store is
organized as semantic net [Quillian 68] with the concepts being the nodes and the links be-
ing the relationships. Stored with the concepts nodes 1s their frequency of occurrence in
the document collection. Included with the normal conceptual relationships is a statistical
nearest neighbor relationship that reflects the occurrence of concepts together in documents
of the collection.

The documents are represented by lists of concepts that occur in them (authors are
also considered concepts) and their frequency in the document. The lists are determined
using a standard automatic indexing technique [Porter 80]. Additionally, citation informa-
tion is retained along with the document nearest neighbors, which is a link based on the
similarity of the representations of two documents. Other information such as the date and
journal is included. The combination of the user domain knowledge model, global domain
knowledge model, and document database forms the concept/document knowledge base.

The concept/document knowledge base supports all of the traditional search tech-

niques, as well as providing a structure that the user can browse. Browsing is considered

024 Facebook Inc. Ex. 1214 Part 1



025 Facebook Inc. Ex. 1214 Part 1



026 Facebook Inc. Ex. 1214 Part 1



027 Facebook Inc. Ex. 1214 Part 1



028 Facebook Inc. Ex. 1214 Part 1



15
2. A process, usually called indexing, that maps the content of the documents
and queries into the content representation,

3. A decision method, usually called a search strategy, that the system uses to
determine whether or not a document should be retrieved,

4. A user interface.
Each of these elements will be discussed in turn in the following sections. Additionally,
consideration must be made of how the representations are organized and what other in-

formation is required for search and indexing.
2.2.2.1 Representation

The representation most often used is a keyword approach, where the text contained

in the system is represented by a list of terms or concepts that are indicators of the informa-

_tion contained in the text. In order to conserve storage-the text-of these-terms 1s replaced- -

with a number, and a dictionary is maintained to map the number to the original text.
Along with this, information such as the authors, date of publication, language, and journal
issue identification may also be kept.

An alternative to keywords is a full text representation, where the entire text of the
document is stored and available for search. Full text systems are typically used in do-
mains such as law where the specific wording of text is of particular importance.

Additional information is often kept to support more sophisticated search tech-
niques. In the document representations, the frequency of the concepts is retained. This
information allows search methods to know what terms are important in a document, based
on the assumption that the more frequent a term is in a document, the more important it is.
Furthermore, some systems store the reference or citation information. This information
may be composed of pointers to the documents in the reference list (cited documents) and,

additionally, pointers to documents that reference a document (citing documents).
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(discuss 1 (discussed)) (distinct 1 (distinct))
(ear 1 (early)) (exclus 2 (exclusion exclusive))
(independ 1 (independent)) (known 1 (known))
(minimum 1 (minimum)) (mutual 1 (mutual))

(place 1 (place)) (possibl 1 (possible))

(present 1 (presented)) (problem 1 (problem))
(process 1 (processes)) (reader 3 (reader))
(section 2 (section)) (share 1 (share))

(simultan 1 (simultaneous)) (solut 1 (solutions))
(take 1 (take)) (two 2 (two)) (wish 2 (wish))

(writer 2 (writers))

Next, the term numbers that correspond to the stems are looked up in the stem dictionary

resulting in the following.
(10191 88 access 2 (access)) (11384 128 case 3 (case))
(36481 146 class 1 (classes))
(38351 26 critic 1 (critical)) (11673 5 delay 1 (delay))
(33740 356 discuss 1 (discussed))
(20610 21 distinct 1 (distinct))
(21787 21 ear 1 (early))
(25518 18 exclus 2 (exclusion exclusive))
(10445 71 independ 1 (independent))
(18391 79 known 1 (known)) (637 1 minimum 1 (minimum))
(3540 18 mutual 1 (mutual)) (25845 23 place 1 (place))
(29239 81 possibl 1 (possible))
(27603 253 present 1 (presented))
(31459 452 problem 1 (problem))
(2012 427 process 1 (processes))
(646 70 reader 3 (reader)) (9112 25 section 2 (section))
(9943 99 share 1 (share))
(12768 50 simultan 1 (simultaneous))
(6723 279 solut 1 (solutions)) (19792 50 take 1 (take))
(20170 8 two 2 (two)) (4183 10 wish 2 (wish))

(6626 126 write 3 (writers writing))
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pression is the condition part and retrieval is the action part. A document is retrieved if it
fulfills the conditions exactly. Most commercial systems also provide proximity operators
so that the user can also specify phrases in the query formulation. In addition, these sys-
tems use an inverted file of the documents, containing for every term in the collection, the
documents it is in.

Search in these systems is generally not performed by submitting a query and
waiting for the results. Typically, the searcher will use the query as a guide to plan a series
of actions that will retrieve documents. Often it is the case that the searcher will replan as
he gets feedback during the search. The prbcess begins by retrieving an initial set or sets of
documents by using the terms provided by the user. Then, new terms or constructions
made with adjacency operators are included using the AND, OR, and NOT operators as
specified by the query expression. The query can be broadened by adding terms using the
OR operator causing more documents to be retrieved, or it can be narrowed by using the
AND and NOT operators causing fewer documents to be retrieved.

Another kind of user-directed method is browsing, which is characterized as an in-
formal search that uses the structural links or connections between items in an organized
body of information to look for relevant information. Browsing is often pursued when the
user does not have a firm idea of what information exactly he desires, but has a general
idea. He may use a classification system to help locate a large group of documents or
books that are in the general area of his topic. From there he will pick some initial entry
point and start to explore.. He will view and evaluate information in relation to his need,

which may cause him to adjust his topic of interest.
2.2.2.3.2 Automatic Methods

Automatic methods are characterized as more batch oriented than the user-directed

search methods. The user generally develops some specification of his information need (a
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frequently a term is found in the collection the better discriminator it is. It is expressed as
either log(N) - log (n; ) + 1, or N/n; where N is the number of occurrences the most fre-
quent term in a collection and n; is number of occurrences of term i. Additionally, this can
be multiplied by the term frequency (tf) within a document or a term significance weight
(tsw) which is mj/M, where M is the frequency of the most frequent term in the document
and m; is the frequency of a term in the document, so that the weight for a term in a docu-
ment (d; ) is tf x idf or tsw x idf. This weight is based on the observation that the impor-
tance of a term in describing a document is directly related to the number of times it occurs.
In essence, if a term occurs many times in a document,then that is a good indication of

what the document is “about.”

2.2.2.3.2.3 Probabilistic model e

The next group of methods are based on probability theory [ Van Rijsbergen 79].
This interpretation means that the system selects documents that have a high probability of
being relevant to the query. The documents and queries are represented by the same sets of
keywords or terms and use the same frequency information as the previous searches. The
decision to retrieve is also based on a ranking with each document being scored by the fol-
lowing function: |

z T(x;) W(x;) x;, (2.3)
i

where x; is the i th term in the vector of terms describing a document, T(x; ) is the term
significance weight (tsw), W(x; ) is a weight related to the frequency of term i, in the
collection of documents and to its frequency in relevant and non-relevant documents

[Robertson 76, Sparck Jones 80]. The weight for each term is computed as:

r/ (R-r) , 2.4)
(n-r) / (N-n-R+r1)

log
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the same queries. Therefore, it would seem worthwhile to determine what documents are
closely related in content. This can be accomplished with the same algorithms used to
cluster terms. There are a variety of different ways to organize clusters of documents
[Salton 83, VanRijsbergen 79]. One way is to compute a centroid of a group of docu-
ments, which is an “average” of the documents that compose it. Then a centroid is
computed for a cluster of centroids, and so forth leading to a hierarchic clustering of the
entire collection. Search in this organization starts by examining the top level clusters, and
choosing the one that is most similar to the query. Then this cluster is examined in the

same way, and so forth until there are a reasonable number of documents, usually around

20, left to retrieve.

Another method is called the single-link method. In this method only the the lowest

level clusters are formed. The collection is searched by computing similarities with docu-

ments as 1s done in a non-cluster search, but instead of retrieving a single document, the
document found and all other documents connected to it in its cluster are retrieved also.
The links tﬁat are used to form these clusters are nearest neighbor links.

Clustering also can lead to more efficient searching, since only the cluster repre-
sentatives need to be examined to decide what documents to retrieve rather that all the
documents. There are many other considerations with regard to clustering, but they are
beyond the scope of this work. The important thing about cluster searches is that they tend
to retrieve different documents than non-cluster searches. The reason for this is shown in
figure 2.1, where the query may share a great number of terms with the document, but
share none of the terms that define the nearest relationship with another document. The

nearest neighbor would be retrieved along with the document.
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7.  Get the list of documents for that term.

8.  Get the next document, D’, from the list where the D" > D.
9.  Calculate the bound Uy

10. If Uy < the current neighbor similarity on the list OR
U, <0.30 (the minimum similarity)
Goto 8.

11. Calculate similarity = Dice(D, D)
12. If similarity > previous largest similarity, for the pair (D, D’) replace it.
13. If similarity >= current neighbor similarity the replace it if > or add it if equal

14. Goto 8.
2.2.2.3.3 Network Representation

By combining the association and the cluster hypothesis and performing the nearest
neighbor calculations on both the terms and the documents, a network representation of the

document collection can be formed. This representation supports both cluster searches and

normal search techniques efficiently [Croft 83, Croft 85]. The bounds U and U used in
the calculation of nearest neighbors can also be used in the searches to make them more
efficient. The only alteration 1s in the size of the number of documents saved, which
determines the value of these bounds. In the nearest neighbor calculations, only the most
similar document or term was sought, so the bounds were relatively high. In the normal
search environment, this restriction can be adjusted to find a reasonable number of

documents, usually about 20, for retrieval.
2.2.2.3.4 Relevance Feedback

After a search has been evaluated, the information provided by the user can be used
to adjust the query so that it more accurately reflects his interest. This process can be

applied to both the vector and probabilistic searches. In vector space model searches, terms
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2.2.3 Evaluation

There are a variety of factors that can be evaluated with regard to information
retrieval systems. Cleverdon [1966] identified the following six significant factors that can
be measured.

1.  Coverage — the extent to which all relevant material is included in the system.

2. Time — how long it takes from when the query is submitted to when the
system responds.

3.  Presentation — the form in which the system’s output is displayed.

4. Effort — the labor on the user’s part, either mental or physical, to use the
system.

5.  Recall (R) -— the proportion of the material relevant to the request that was
retrieved.

6.  Precision (P) — the proportion of the material retrieved that is relevant to the
user’s request.

In the usual discussion of IR system evaluation [Salton 83, Van Rijsbergen 79], items 1-
4 are usually passed over as being easy to measure, and the emphasis is placed on
examining the last two items and measures related to them. Coverage is simply a matter of
the content of the documents in the database in relation to the subject of a query. Time is
often a matter of the kind of hardware, the system load, and the efficiency of the file
organization or database system, as well as other factors.

Items 3 and 4 are related since the form of the presentation can cause the user to
expend more or less effort depending on its effectiveness at displaying and capturing
information. Suffice it to say that effective presentation of information will reduce the
amount of effort that the user must expend while interacting with the system. The most
effective system would have multiple ways of displaying information so that the user can
use the form that he prefers. For example, many people find point-and-click menu
selection interfaces very easy to use, while those that are accomplished typists find that

using a mouse or trackball is a hindrance and prefer control key combinations to perform
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