001 Facebook Inc. Ex. 1214 Part 4



135

Document List Node

Recommendw :

Connectors

Relevant Node :
Visited Node ——————_..... . " -
Link “ ' 10
Virtual Grid

Recommended & Visited

Reminder Box

Concept Node

Figure 5.3: Grid for browsing maps showing different node mark-
ings, but without labels.

Organization of the browsing maps in this way was done with two considerations
in mind, cognitive economy and machine efficiency. It is desirable not to overwhelm the
user with a mass of nodes, such as can be the case even for an average document. It is not
unreasonable to assume that a document might contain 10 terms and 10 references, making
20 links to other items. To display this many nodes requires a great deal of space on the
screen. If a node is represented by a 1 inch diameter circle, the 20 related nodes have to be
drawn on an approximately 6 inch diameter circle around the center node. Furthermore,
consideration must be given to the space needed for labeling the links.

When the user traverses a link to examine the contents of another node and desires
to see the neighborhood, the link must be extended and space must be found to draw the
neighborhood. Initially, this is not a problem, but as the user continues to examine differ-
ent nodes, it becomes very difficult to manage the space. Furthermore, many of the nodes

may not be examined, so their presence only contributes to the visual clutter.
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The actual number of nodes shown depends on the connectivity of the node and the
user model. For example, a term that is found in only two documents, and has no nearest
neighbors or domain knowledge connections will only have two links. A system expert
will have a maximum of seven nodes shown to him, where a system novice will only have
four. Consequently, the browsing expert must make a choice about the nodes that are
likely to be useful, and what node it considers to be the most useful. This is accomplished
using heuristics that are described in section 5.3.2.

There are times, due to the way that the user moves through the maps, that it may
not be possible to expand the neighborhood of a node and still keep it linked to the origi-
nating node. For example, if the user takes a breadth-first approach to viewing the nodes,
the neighborhood around the first node will be filled quickly. In this case, a connector is
used. The node to be expanded is replaced by a connector, and its neighborhood is drawn
somewhere else on the map where there is sufficient open space. It is drawn with a
connector on its input node. If the user selects the connector, the map is moved to the
location of the neighborhood. If the connector on the input link to the new neighborhood is
selected the map is moved back to the neighborhood of the originating node.

As mentioned previously the user can elect to go off in a direction of his own
choosing. To do so, the user selects from the choices available in the content menus of the
windows that display a document or a concept. In the case of a document, the user can
look at the reference list, citation list, nearest neighbor list, or journal issue list. If one of
these is selected, a node representing it will be placed on the maps. This is shown in figure
5.4. The reference list for the selected paper is:

1. Friedman, J.H., Bently, J.L., Finkel, R.A. An algorithm for finding best
matches in logarithmic time. Stanford CS Rep. 75-482.

2.  Blum, M., Floyd, R.W., Pratt, V., Rivest R.L., Tarjan, R.E. Time bounds
for selection. Stanford CS Rep. 73-349.

3. Finkel, R.A., & Bently, J.L. “Quad Trees: a data structure for retrieval on
composite key.” Acta Informatica 4, 1(1974), 1-9.
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documents (depending on the user model) that have not been seen, the recommended nodes

will be those documents.

[n determining what concepts to show if the previous condition does not hold, the

most important links between concepts are the nearest neighbor and the synonym links. In

the domain knowledge there should be relatively few synonym links, since these represent

a very strict view of synonymy. Similarly, for any single word concept there should be

few nearest neighbors, since only at most the top five most similar ones are saved. The

next most important are the related-to and phrase links. The following are the heuristics of

choosing concepts.

1.

For any term (single-word concept) that has been marked relevant and occurs
in 4 to 7 documents (depending on the user model) that have not been viewed
select those documents as the neighborhood. If this is not the case, perform
the subsequent steps.

Retrieve concepts connected by nearest-neighbor-to links. These are concepts
on the nearest neighbor list of the current concept, and are given a weight of
3.

Retrieve concepts connected by nearest-neighbor-from links. These are con-
cepts that have the current concept on their nearest neighbor list, and also are
given a weight of 3.

Retrieve concepts connected by synonym links. These are given a weight of
2.

Retrieve concepts connected by related-to links. These are given a weight of
1.

Retrieve concepts connected by narrower links. These are given a weight of
1.

Retrieve concepts connected by phrase links. These are given a weight of 1.

If there are any tied scores, order by document frequency giving higher pref-
erence to those in fewer documents.

Once the list has been determined, the BE will take the top 4 to 7 as determined by the user

model and send them to the interface manager for display. The highest ranked will marked

as the recommended one.
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While a user is viewing a concept, he may decide to look at the documents in which

it occurs. The BE will act differently depending on the frequency of the concept in the
collection and the user specific values determined by the UMB. The selection of the
documents to display as nodes is determined by the frequency of the concept in the docu-
ment and by the date of the document; the newest is given preference. If the number of
documents is less than the number of nodes specified by the user model, all of the doc-
uments are displayed as nodes connected to the concept (figure 5.7b) and the links are
marked by the concept frequency. If the number of documents is more than the number
specified by the UMB or if there is no room around the node, then some of the documents
are displayed as individual nodes and the remaining are represented by a document list node

(box) that is marked with the number of documents it represents (figure 5.7c¢). If the user

decides to examine the documents represented by the document list node, then that node is
extended and as many document nodes as possible are shown with the remaining docu-
ments again being represented by a box node (figure 5.7d). If the concept occurs in more
than 13 documents and the user is a system expert, the system asks if he really wants to
look at that many documents. The value of 13 is chosen because of the organization of the
map. Figure 5.8 shows the number of nodes that can be displayed around a document list
node and one extenston of it; there are 13 nodes surrounding the two document list nodes.
If any more documents are on the list a third document list node would be required. This
extra node would be shown far to the right, in this case, of the original node of interest,
and would lead the user away from the immediate neighborhoods of the original node. If
the user does want to look at that many documents, the document list nodes are expanded
as before. If the user is a system novice, he simply is not allowed to look at that many
documents, and a message informing him of that fact will be displayed in the system

messages window.
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5.3.2.2 Document Heuristics

The document heuristics are similar to the concept ones. The most important links
are the nearest neighbor links (to and from, both given a weight of 3). After this is the
citation link (given a weight of 1), and then the reference link (given a weight of 1).
However, since a document can potentially have many references and be cited many times,
an evaluation of the documents connected by the citation links must be made. A document
that is cited many times is given a higher value than one cited few times. This is based on
studies of citation patterns |Salton 83] indicating that citation of a document 1s a relatively
rare occurrence. Consequently, a document that is referenced many times is significant.
The quantification of this significance for the browsing heuristics is:

1. _ Cited 2 to 3 times, an additional weight of |

2.  Cited 4 to 5 times, an additional weight of 2

3. Cited 6 to 9 times, an additional weight of 3

4. Cited 10+ times, an additional weight of 4.

The small numbers are due to the particular test collection being used to develop the sys-
tem. It has information only about documents in the collection. A document could be cited
many times, but since the citations are from other than the CACM, they are not available to
the system. In a production system they would be tuned to more accurately reflect the fre-
quency of citation in the document collection. If there are any tied scores, they are resolved
by ranking on the actual number of citations.

An evaluation of a document by the size of the reference list is not so straight-
forward. A document with a large reference list may be good if the user is a novice in the
domain of interest, since it might be assumed that the article is a survey of some field.
However, a document that has only a few references may also be valuable, if it cites the
current document of interest. This implies that the citing document may be closely related.

If a document with few references is cited by the current document nothing can really be
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determined about its potential value. So, if the user is a domain novice, a document with a
large (10, because of the test set) reference list is given an additional weight of 2.

In both cases, nodes that have been viewed are not included in the list of recom-
mended nodes. It is assumed that the searcher can remember what he has examined in a
particular session, and if not, then he can access them by looking at the list of documents
judged relevant, the lists of search results, or by retracing his path.

The user is not limited to viewing the nodes that are displayed on the neighborhood
map. When he selects a node for viewing from the map, a window containing the textual
information appears. He may decide, for example, to examine the reference list of a docu-
ment node. A list of titles appears, from which he can choose any one. If he chooses one
that is not on the map, a node will be put up representing the document chosen. In this
way, the map always maintains the path that the user has taken. Should the user care to
backtrack, he can scroll a map window back over a node marked with a reminder box,

select it for view, and move in a new direction.

5.3.3 Browsing Model

The model in the STM by the BE is the “path” that the user has taken through the
network. Each node on this path represents a node that the user has viewed in the course
of the session. And with each node the recommendations made by the BE when the node
was first visited are saved. The path is connected, even though the user may have entered
and left browsing several times, so while the entry and exit points may not be connected in
the concept/document database, they are in the path model. This allows a user to retrace
his steps through all the nodes that he has seen while browsing in an entire session. The
IM provides four commands for retracing:

Last — moves the user to the last node viewed; the end of the path.

Next — moves the user to the next node on the path, if not at the end.
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Previous — moves the user to the previous node on the path, if not at the beginning.

First — moves the user to the first node viewed; the beginning of the path.

New nodes are added to the path only when the user examines a new node. While
this sounds obvious, it means that the path does not record every move that the user makes.
For example, a path at some point while browsing consists of the nodes A through E, and
the user has retraced his steps back to node C. From this point, the user moves to a new
node, F. The path would consist of the nodes A through F and not A, B, C, D, E, D, C,
F. If the user desires to trace back the exact path, he has the maps as references.

When the session is finished (not suspended), the path is saved as part of the ses-
sion history, except that the recommendations are not retained. If the user comes back to
the particular session and there have been no changes to the concept/document database the

recommendations will be similar. The documents already seen will not be considered as

candidates for recommendation during the new session. If the session is suspended, all the
context information including the path and the maps is retained, so the user would see ex-

actly the same scenes as he did previously.
5.4 Browsing Implementation

The implementation aspects of browsing that have not been discussed previously in
relation to the interface manager or the implementation of the system architecture lie in the
construction and maintenance of the browsing maps, and the structure of the browsing
model.

Recall that the organizational principle behind the browsing maps is a square grid
upon which all the nodes and other symbols are drawn. These symbols are stored in a
hash table that is keyed by the grid coordinates. The reason for this is two-fold. First, it
allows the interface manager to immediately determine if there is a symbol on the screen in
any one of the cells by hashing on the coordinates. If there is a hit, then the cell i1s already

taken. Second, there is no way ahead of time that the IM can know how much the user will
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Major difficulties arise when considering how to evaluate a system like I3R that has

a variety of different functions that all contribute to the operation of the system. One
difficulty is getting genuine needs and another is getting genuine users to interact with the
system. Use of the standard test collections only provides a partial foundation for testing.
In the test queries, there is no indication of the user’s interest in recall or precision. One
possibility for ascertaining this is to count the number of relevant documents; many relevant
documents implies that the query is recall oriented, and few implies that the query is
precision oriented. This, however, is a simplistic categorization. It ignores the possibility
that a query may be recall oriented, but there is little information on the topic in the
database, so there will not be not many relevant documents. Or, the opposite case, in

which the user is looking for a specific piece of information that may be contained in many

documents. One possible solution to this problem is to develop an new set of queﬁés for
one of the collections, such as the CACM collection, since it is not too large, and have the
query authors indicate their interest in either an exhaustive or a specific search, as well as
supplying other pertinent information This would include additional domain knowledge.
A possible way to get this kind of information need description would be to extend the
dialogue analysis technique used by Belkin et al. past the presearch interview stage to
include retrieval with the user present,with the intermediary, helping him evaluate the
results of the search.

The problem of getting genuine users is also very difficult. One possibility is to
form pseudo-users, much as Oddy did in evaluating THOMAS [Oddy 1974]. The
aforementioned dialogues could be analyzed to determine how users would react to specific
situations arising in the course of a session. This analysis would produce rules that
describe this behavior. The advantage of this approach is that the users remain constant,
making the test relatively repeatable. This approach has a number of problems. First, it is

not possible to determine all behaviors of the users using different facilities. Second, it is
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means that there is an established set of relevance judgements for the query. The query
used in scenario four was developed by the author, who having a background in computer

systems was qualified to make relevance judgements.
6.3.1 Scenario One

The first scenario demonstrates the basic operation of the system. The user is a
domain and a system novice. In this scenario, much of the internal operation of the system
will be shown. Each section will summarize what happens during the cycle. There are a
number of occasions where the user will be thinking about what his response should be.
In this case the system simply “spins.” This points out a difference in the implementation

of the experts from traditional rule based systems. Typically, when the system has nothing

) . 3+ 3 ) (] 2, 3 S. 2 < N —
to do, (ie. no rules to fire) that signals the end of processing. In I°Ritmeans that the

system has nothing to do for the moment, but that does not means that more information of
interest to an expert is not forthcoming from the user. The system ends when it reaches the

end state.
6.3.1.1 Cycle 1

The first part of every system cycle is the operation of the control expert to deter-
mine the state of the system. The initial state of the system is $Start. The CE uses rule 2
that recognizes that itis in $Start and changes it to $CRS (conduct retrieval session).
Since this is not a leaf state, one that has an associated priority list of experts, the CE con-
tinues to operate. Since a state has been changed, the rules that are associated with state
change are active. The rule selected changes the CE state form $CRS to $CU (characterize
user). This is a leaf state, so a priority list for the experts is established, which consists of
one expert, the user model builder, UMB. Figure 6.1 shows schematically the portion of

the plan that the scheduler has traversed.
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6.3.1.6 Cycle 15

In a similar manner as the system and domain stereotypes were determined, the
UMB sends a message to the IM with two choices for the search orientation, UMB-Pre—
cision and UMB-Recall. The display for making these selections is shown in figure

6.5.

Relepvant Docs
Show Query
Browse

Quit Session
Suspend Session

IWhat kind of search do you want?

Dane Vas N . ) Top
Help A8 No Precision Oriented Scroll-Up
Fewer, very relevant documents scroll-Down
Yes No * Recall Oriented Bottom
As many relevant documents as possilg,spend
Help
J

Figure 6.5: These choices determine search orientation.

The user selects the Precision choice which is then transmitted back to the experts.
6.3.1.7 Cycle 24

The UMB receives the message and posts the final stereotype on the user model, so
*User—-Model* now has the following list bound to it: ( (Search-

Type Precision) (Domain-Type Novice) (System-Type Novice)).
6.3.1.8 Cycle 25

The UMB now evaluates the stereotypes that it has determined apply to the user and
determines other parameters that also apply. These are the expectations of the number of

relevant documents, and the number of searches that it will take to find them, that the con-
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| scv $SRD

$GIN SDNC $SD $ER

RMB
Figure 6.6: New portion of CE Plan accomplished. CE rules 4,11,

and 12 fired to move the system to the new state.

The RMB now responds to the fact that a new session record was posted without
an initial need. This happens because when the user model built and installed the new ses-
sion record, it had on its list of interested experts for this action the RMB, so it sent a mes-
sage to the RMB. This message was not cleared during any of the previous cycles because

the RMB was not active. The response is to send a message to the IM asking it to ask the

user how he would like to enter his query. The actual message sent is:
(IPM :Message-No 5 :Msg-Id RMB-Get-Query-Entry-Form
:Choices 1 :Value-Type Choice-List :Values (RMB-
Text RMB-Document RMB-Simple-Boolean))

Three choices are available, and these are presented in figure 6.7. Had the user been a
system expert a fourth choice, a complex Boolean query, would have been made available.
In this case, the user decides to enter his query as text. One thing to note in the previous
message is the value for :Choices. In previous messages, this field had the value Any,
indicating that the user could choose all of the choices; in the recent message, this value is 1

indicating that the user can only choose one.
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S UUURNLISP Editer

*[Type]

Text

* [Text]

I am interested in distributed algorithms, concurrent programs in
which processes communicate and synchronize by using message passing.
Areas of particulr interest include fault tolerance and techniques
for understanding the correctness of these algorithms.

# [Keywords] or phrases - One per line
# [Excluded] Words - One per line
#[Author] Names - One per line

#[Restriction] - Example:Before 4/79, After 12/59, Between 12/59 12/69

DOCSDISK: (THOMPSONI13R.USERINOVICE.QUERY; 1/ ("EMACS") S

Figure 6.8: The user has entered his query in a free text format.

6.3.1.11 Cycle 28

At this point, the RMB processes the query by indexing it (note this query is used
as the example for indexing in chapter two), and putting on the STM place *Term-
Weights* under the property Representations; any phrases that have been extracted
from the query are processed and put on the property Tuples in the form of a list of pairs
or triples of term numbers. The RMB then signals that the initial request model has been

formed.

6.3.1.12 Cycle 29

The indication that the RMB gives that the initial request model has obtained from
the user causes the CE to mark the state $GIN complete and move the system back to the
$CIN state. Since $CIN has another state, SDNC (develop need context), that has not been

completed, it goes to that state. Figure 6.9 shows the state of the CE’s plan.
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: tent - . ‘System Messages
Relevant Docs - o
Show Query
Browse
Quit Session
Suspend Session

Select words that are particularly relevant in

your query by using the left Mouse button. If

you change your mind DESELECT the word using

the center button. Enter Phrases that are useful
by selecting the PHRASE option in the Content
Menu. Complete the phrase by selecting DONE in the

CtenM

Phrase |User Query for 3/9/1987
Entry 0K

Cancel

Done Novice

Help 0

I am interested in distributed algorithms,
concurrent programs in which processes
communicate and synchronize by using message
passing. Areas of particular interest include

fault tolerance and techniques for

understandlng the correctness of these algorlthms

Pdistributed, processes,

Figure 6.10: User selecting phrases and important words.

This is one place where the stereotypes have limited the user’s options. If the user
were a system expert, he would have more relationships to choose from. In this session,
the user highlights the phrases “fault tolerance,” and “message passing.” He also decides
that “concurrent processes” and “distributed processes” should be considered phrases by

selecting their component words.

The RMB does not post a rule on the agenda for execution this cycle.

6.3.1.13 Cycle 140

A number of cycles have passed while the user has been selecting phrases from the
query display. These phrases are stored in the record that represents the query in the inter-

face manager. They are stored until the user selects Done from the content menu and then
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they are put in the : values field of the message record and returned. The evaluation

portion of the message is:
(((0 nil) (correctness (Phrase fault tolerance 1.0)
synchronize (Phrase message passing 1.0) (Phrase
concurrent processes 1.0) (Phrase distributed pro-

cesses 1.0)))

This format is the same as that used when the user evaluates the result of a search. The
firstitem, (0 nil), is the evaluation of the query, and is a result of using the structures
for the evaluation of a document to get domain knowledge from the query. This query is
considered a document with the number zero. The next part of the list consists of important
words and domain knowledge connections, in this case only phrases. The value of 1.0 that

is associated with the phrases is a remnant of the initial implementation of the domain code,

when consideration was given to associate strengths with the connections in a manner
similar to RUBRIC [Tong 83]. They are not used in the current system.

The DKE will take the content of the message, extract the phrases and put them in
the user’s domain knowledge. In doing this, it checks to see if any of the words are al-
ready in the request model, so it can avoid stemming the words and making access to the
LTM to get information such as the term number.

The RMB will take the list and convert the phrases into tuples. It does this by re-

trieving the term numbers from the domain knowledge models.

6.3.1.14 Cycle 141

At this point in the session the DKE will be examining the global domain knowl-
edge to find concepts that are related to the concepts in the request model that have not been
checked already. Since this is the initial phase of domain knowledge search, none of them
have been, but as they are used, they are marked as having been checked. The DKE looks

for synonyms that are related, and finds none.
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tion frequency, the tuples generated from the phrases, and any documents that have been
seen by the user. In the case of this search, the number of relevant documents is zero, and
no documents have been seen as yet. When the search is completed, the results are sent to

the interface manager for display. The initial display is shown in figure 6.14.

Relevant Docs
Show Query
Browse

Quit Session
Suspend Session

Evaluate the following documents for relevance

Show Rel 1. Synchronization of CommunicatindTop
Processes. Scroll-Up
Scroll-Down

/7 ictri . Bottom
o pperd howser 2 Sisiriouted Brovesses: A Coneurredo o5y

Help

Help
/ . s
//// Show Rel 3. Concurrent Reading and Writing

/////A Show Rel 4. Synchronization with Eventcounts and

Sequencers

7/////] |snow Rel 5. space/Time Trade-0ff in Hash Coding

with Allowable Errors

Figure 6.14: Top five documents of initial search.
The bar to the left indicates the relative relevance of the documents. The first document is
the basis of the measurement. The length of the bar is simply <document score>/<first
document score>. To see the other documents retrieved, the user selects one of the scroll
options from the window menu on the right. The rest of the results are:
6. On Computer Enumeration of Finite Topologies

7. Proving Monitors
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There are a number of behaviors not observed in this first scenario. If, after the

two searches, the user had failed to find the expected number of relevant documents, the

CE would have recognized the need to do more work in developing the query. To

accomplish this, the CE would have caused the states $CIN and $DNC to be unsatisfied,

and then the system would move back to the $DNC state where the DKE could begin to

look for additional domain knowledge. It would use the new concepts added by the user in

evaluating the search results as starting points for new spreading activations in the domain
knowledge.

This kind of behavior differs from simple backtracking. Simple backtracking can

be characterized in the following way. Consider the problem of the Knight’s tour, where

the object is for the knight chess piece to visit every square on a chessboard. The piece

~moves until it cannot move further. If it has not visited every square, it backs up a move to
try an alternative move. If every move has been exhausted, it backs up two moves and
tries alternatives and so forth until it finds a path through every square. The CE returns to a
previous state, but does not retract any information other than the fact that a state has been
satisfied; it does not throw out the domain knowledge collected from the user the first time

it was in the $DNC state. It is a recognition that it does not have enough information.

6.3.2 Scenario Two

Scenario two is variation on scenario one; its purpose is to show the behavior of the
system when another one of the exception transitions is taken. In figure 4.13 there is a
transition from $SRD to $CIN, which is taken when the system has made the expected
number of searches, but has not found the expected number of relevant documents. In or-
der to show the system taking this transition, the selection of relevant documents in the
search results is changed slightly. In the first search, only two documents, numbers one

and three are evaluated as being relevant. The same phrases and important words are se-
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11. Mechanization of Tedious Algebra: The Coefficients
of Theoretical Chemistry

12. Computing Connected Components on Parallel Computers
13. Fast Parallel Sorting Algorithms
14. A Policy driven Scheduler for a Time-Sharing System

15. A Practical Approach to Managing Resources and
Avoiding Deadlocks

16. Dynamic Computation of Derivatives

17. A Simple Automatic Derivative Evaluation Program
18. Thoth, A Portable Real-Time Operating System

19. A Multiprogramming Monitor for Small Machines

20. A Language for Describing the Functions of Syn-
chronous Systems

21. SIMULA - An Algol-based Simulation Languaéé
None of the documents are, in the opinion of the user, particularly relevant to his query, so
he decides to review the results of the previous searches. This can be done by selecting the
partial search results windows, which are generated when the user signifies that he is done
in the content menu. Instead of disappearing like the rest of the windows, they are redrawn
as shown in figure 6.23. By placing the pointer on the single line and clicking the left
mouse button, the window reappears as it was originally shown (figure 6.9).

arch Number 1 Resuits
1. Synchronization of Communicating

Show Rel 1.A8n Executive Sysem Iplemened

Figure 6.23: Search results windows after the user is done with the
second search.

The user decides that several more of the documents from search one and search

two are relevant. In so doing, the expectation on the number of relevant documents is met,
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as well as the expectation on the number of searches. This will cause the CE to recognize

that the session is over and will put the system into the $Finish state as before (figure

6.19).
6.3.3 Scenario Three

The third scenario demonstrates the extra choices available when the user is a sys-
tem and domain expert. In order to simulate expertise the user’s domain knowledge has
been expanded in the area of operating systems. This scenario emphasizes the differences
in the operation from the basic novice operation, so many of the details presented in the
previous scenario are omitted, particularly the cycle by cycle operation of the system.

After the user has entered his name, the system, as before, asks him questions
about the nature of his experience in the domain, computer and IR systems, and the type of
search. In this case, he is familiar with the domain, has used an IR service before, and is
interested in a recall oriented search. This sets up the control expert’s expectations, which
are 20 relevant documents in 2 searches.

After entering his query (the same one as in the first scenario), the system presents

it to him for elaboration (figure 6.24).

User Query for 3/9/1987

h[apert

0
Part 07 | am interested in distributed algorithms,
Phrase concurrent programs in which processes
Entry 0K communicate and synchronize by using message
Cancel passing. Areas of particular interest include
Done fault tolerance and techniques for
Hunderstanding the correctness of these algorithms.

Figure 6.24: Query elaboration with more choices for the expert user.
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Besides indicating phrases, the user can indicate broader, narrower, synonym, related,
component, and part-of relationships. Furthermore, the expert user is not limited to the
words in the original query. If he should think of words that might apply that are not in the
original query, he can add them by selecting the Text Entry selection from the win-
dow menu on the right. Figure 6.25 shows the user entering two phrases, dis-

tributed algorithms and parallel algorithms, that are related to each other.

SRR LT UserQUerg
User Query for 3/9/1987

Expert  Tent Entry
] ; .
> parallel

I am interested in distributed algorithinroy
concurrent programs in which processes
communicate and synchronize by using message
passing. Areas of particular interest include

fault tolerance and techniques for

understanding the correctness of these algorithms.

1 Is Related.toItem2

D istributed algorithms,

Figure 6.25: Domain knowledge entry by a domain and system expert.
As before, the system shifts to a state where the DKE presents candidate concepts
to the user for approval and addition to the request model. Figure 6.26 shows the concepts
that are taken from the user’s domain knowledge model. The DKE searching the global

DK will retrieve the same concepts as shown in figure 6.5 in the first scenario.
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7
v/
v/

Show Rel
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“Search Number 1 Results
1. Concurrent Reading and Writing

Show Rel 2. Synchronization of Communicating
Processes.

Show Rel 3. An Improved RAlgorithm for Decentralized
Extrema-Finding in Circular
Configuration Processes

Show Rel 4. Anomalies with Variable Partition Paging
Algorithms

Show Rel 5. Adaptive Correction of Program
Statements

o D o
p'g h e

g:;]pe /77777 showRel—t-—Concurrent Reading-and Writing—

V/////// Show Rel 2. Solution of a Problem in Concurrent
Program Control

7//// Show Rel 3. The Structure of the "THE"-
Multiprogramming System

7///,//) Show Rel 4. Process Management and Resource
Sharing in the Multiaccess System
ESOPE

V///////] show Rel S.Reduction: A Method of Proving
Properties of Parallel Programs

Figure 6.27: Results of the first two searches (window menus not
shown).

Notice that documents 1 through 5 of search one have the same relative relevance,

this 1s because they are members of a single cluster. Document 2 in search one is document

050 Facebook Inc. Ex. 1214 Part 4



051 Facebook Inc. Ex. 1214 Part 4



185
12. Blocks—-A New Data Type in SNOBOL4

13. Accommodating Standards and Identification of Pro-
gramming Languages

14. Optimizing Binary Trees Grown With a Sorting Algor-
ithm

15. A Relational Model of Data for Large Shared Data
Banks

16. File Structures Using Hashing Functions
17. Syntax-Directed Documentation for PL 360
18. Algebraic Simplification: A Guide for the Perplexed

19. The SMART Automatic Document Retrieval System - An
Illustration

20. A Record and File Partitioning Model

At this point in the session, the experienced user is allowed to browse; a novice

[

user is allowed to browse only after the system has failed to retrieve its expected number of
documents in the expected number of searches. Browsing is signaled by the selection of
the Browse option from the Content Menu that is associated with the System Mes-
sages window (for example, see fig 6.1). Selection of this option tells the system that the
user is done with the search results. The interface manager sends the evaluation of the
search to the experts for their use. This causes the RMB to update the request model by
adding new terms (if any) from the documents that were marked relevant by the user.
Evaluation by the SC of its search performance is delayed until the system enters the $SD
or $Finish state. If he has made any connections between terms the DKE will establish
them in the user’s domain model.

If the user selects browsing before he has marked any of the documents of the
search as relevant, the search will initially be categorized as a complete failure. But, if the
user subsequently marks documents that were in the search as relevant, the search con-

troller will adjust its evaluation of the success of the search.
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