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>parallel processes

Lamport, L.
Entry 0k 2912
Cancel
iDone The problem of sharing data among asynchronous
Relepant processess is considered. It is assumed that only
Help one precess at a time can modify the data, but

concurrent reading and writing is permitted.
Two general theorems are proved, and some

b concurrent processes,

Figure 4.8: The user has keyed return in the Text Entry window
(which then disappears), causing the word “parallel” to appear in the Phrase
window, and has selected “processes” from the text, which also appears in
the Phrase window.

Concurrent Reading and Writing

Lamport, L.
Cancel 2912
Done The problem of sharing data among asynchronous
Relevant |processess is considered. It is assumed that only
Help one process at a time can modify the data, but

concurrent reading and writing is permitted.
Two general theorems are proved, and seme

> concurrent processes, parallel processes

Figure 4.9: The user selects Entry OK from the Content menu,
which causes the phrase to be transferred to the Related window. When the
user selects Entry OK again, the Related window disappears and the domain
knowledge is entered into the user’s domain knowledge model.
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function determines is the relative importance of the activity of the system experts during a
given part of the session.
The control function must be organized to provide a flexible dialogue with the user.
The work by Belkin [83], Brooks [83], and Daniels [85] has shown that, while the same
basic steps are accomplished in every session, the order may vary considerably. Con-
sequently, the control function has to be organized so that it can handle this variability.
Their analysis goes fairly deep, examining the changes in focus down to the utterance level.
In I3R these lower level utterances are determined by the individual experts. For example,
the domain knowledge expert would decide what concepts should be presented to the user
for approval, the control expert would determine when the domain knowledge expert

should be engaged in this activity.

Because the actual requests for and pfésemations of information, which correspond
to the utterances of a human intermediary, are determined by the different experts, the
control expert does not have to engage in a sophisticated process to determine the course of
a session. Therefore, the control expert can be implemented as a state/transition network
with relatively few states that encodes the general plan or sequence of activities for the
information retrieval process. In this network, there are two types of states, intermediate
and leaf states. The leaf states are where priority orderings for the experts are determined.
The transitions are also of two types, normal and exception. Normal transitions encode the
standard path through the states; exception transitions are taken when the session is not
proceeding as expected. Figure 4.13 shows the structure of the network. Selection of
what transition to take is based on parameters derived from the stereotypes determined by
the UMB and by completion of certain functions; for example, the user has entered his
query.

Another imerpretalioh of these states are that they are goals to be met. When all the

goals are met then the session is complete. Associated with each state, then, are the criteria
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1. A domain expert will be able to specify the information that he is looking for
precisely.

2. A domain novice will not be able to specify the information he is looking for
with the same precision as an expert.

Because of the inability of the domain novice, it will require more searching to find relevant
information. Furthermore, the domain novice may not recognize relevant documents. The

values chosen reflect the abilities of these kinds of users.

Search Domain Knowledge Expertise
Emphasis
Novice Expert
Exhaustive D=15 D =20
(recall
oriented) S=4 S=7
Selective B ~
——{precision D=5 D=5
Oriﬁnth) S — 2 S — 1

Figure 4.14: Summary of control expert expectation values based

on user stereotypes. D is the number of relevant documents expected, and S

is the maximum number of searches needed to find the relevant documents

The next goal is Characterize Information Need (CIN) which is divided into two
subgoals of Get Information Need (GIN) and Develop Need Context (DNC). The first
goal (state) only allows the RMB to operate, during which the user enters his query in one
of the query entry forms supplied by the RMB (see section 4.2.6.3). Completion of the
state is marked by the internal form of the initial need being posted. The DNC state is
characterized by an interaction between the domain knowledge expert (DKE) and the user
where the DKE suggests, for user approval, additional concepts to be added to the devel-
oping information need. Any terms approved will be added to the request model by the
RMB.

The browsing expert (BE) may also be active during this state, DNC. Whether or

not it is depends on the user model and the history of the session. If control expert returns
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to this state as a result of failure to retrieve the expected number of relevant documents in
the number of searches allowed or if two searches in a row fail to retrieve any relevant
documents, then browsing will be enabled. It will also be enabled if the user is categorized
as a system expert. The state is completed when either the DKE has no more terms to
suggest, or the user quits browsing.

Once the states of GIN and DNC are finished, then so is CIN, and the system
passes to Search for Relevant Documents (SRD). If the search and relevant document
expectations have not been met the control expert passes to the Search for Documents (SD)
state where the search controller selects an appropriate strategy. When finished the SC
posts the results in the STM and passes them to the interface manager (IM) for evaluation
by the user.

The control expert (CE) then goes to the Evaluate Results (ER) state. Here the user
will determine what documents and concepts are relevant. This information is of interest to
the RMB, DKE, and SC. The user is also able to browse at this point depending on the
context of the situation. If the user is browsing the RMB and the DKE will record judge-
ments made during the process. The ER state is finished when either the user exits
browsing after having evaluated at least one document as relevant or after having evaluated
the search results.

After the results of the search are evaluated and the user has not found the expected
number of documents the exception transition back to SD is taken, so that the SC can use
the revised request model for a new search. If the expected number of searches has been
taken and the expected number of documents has not been found, the CE will take the ex-
ception transition from SRD to CIN and then take the normal transition from CIN to DNC.
This transition embodies the idea that the information need is still not defined sufficiently

and needs further refinement by the DKE. If no new concepts are added the system will
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to the user while the query is being developed. This means that the DKE will only suggest
concepts for the user’s approval, and will never automatically add any.

The DKE has, in the current design of the system, two sources in which to look for
concepts, the global domain knowledge and, if present, the user’s domain knowledge.
There will be at least a minimal amount of information in the global domain knowledge
consisting of term nearest neighbors. The order in searching for candidate concepts, is to
search the user’s knowledge before the global knowledge.

Searching for concepts proceeds by taking the terms in the request model that have
not been checked previously by the DKE, and using them as entry points into the knowl-
edge. From these entry points a modified form of spreading activation is performed. The
links emanating from them are chosen in a specific order to find candidate concepts. The
basis for the order is to find the words that are most likely to be, in the mind of the user,
associated with the information that he is looking for.

The first links taken are the nearest neighbor links. These are relatively rare,
therefore, if they exist it is very likely that the associated term is “about” the same topic.
This not to say that the nearest neighbor is synonymous, but by reason of the association
hypothesis (see section 2.2.2.3.2.3) it will be dealing with the same topic. The second link
followed is the synonym link, since synonyms are defined to have the very same meaning.
In effect, these words have to be interchangeable. These words increase the coverage of
the request model, but do not expand meaning of it. Synonyms are especially important in
fields where there are a number of synonymous terms for the same concept. For example,
in graph theory, point, vertex, and node mean the same thing, and line, edge, and arc are
also synonymous. The third link followed is the narrower link, which tends to make the
query more specific. For example, a user may be interested in trees (botanical usage) and
the DKE might find deciduous trees and coniferoﬁs trees as narrower terms. The user may

or may not be interested in the distinction.
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The next group of links to be followed tend to expand the query beyond its original
meaning. The fourth link followed is the related link, which gets terms that bear some
general association to another term or are a cross reference. The fifth link to follow is the
phrase link that connects single word concepts to any phrases that they are members of.
The last link that is followed is the broader-than link, which finds more general terms
This activation method differs from that used in most semantic link based systems.
In those systems the purpose of the activation is to determine what relationship, if any, that
the entry points have either to the other entry points or to some other designated set of
points in the network. In earlier systems, such as Quillian’s original one [Quillian 68], the
activation sought to find any path between the entry points, and then to explain the path,

thereby giving a description of the relationship of the points.

for additional terms, only those that have not been examined previously will be used as
new entry points. Before the DKE further examines the domain knowledge for additional
concepts , there is expected to be a search or some browsing activity providing some con-
cept that can be used.

The other major activity of the DKE is updating of the user’s domain knowledge
model. This is done when the user is initially developing his query and when he is exam-
ining documents. During each of these activities, depending on the user model, the DKE
will allow the user to enter different kinds of domain knowledge. A novice user is allowed
to pick out phrases of interest, whereas an expert can enter all types.

Figures 4.6 through 4.9 show the interaction that the user has with the system to
enter some domain knowledge. The actual operation of the system works in the following
way. As the user selects the relationships, the full words are placed in list structures that

reflect the relationships and words. These list structures are kept in fields of a record that is
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(phrase parallel processes))

<other connections>)

After the domain knowledge is received by the DKE, each of the component
phrases is stemmed and the words are entered into the domain knowledge with the original
phrase put into the phrase field of the individual word record. Then, the phrases are put
into the user’s domain knowledge with the single words that make them up put into the
phrase field of the record and the related phrase in the related field.

The only information that goes into the model is that which the user enters while
examining a document or thelquery. The concepts that the user approves while he is
evaluating the suggestions that the DKE makes go only into the request model. There is no

migration of information from the global domain knowledge to the user’s domain

knowledge. The purpose of the user’s model is to record the relationships he makes that

are different from those in the global model.
4.2.6.5 Search Controller

The purpose of the search controller is to select the search technique or techniques
that are appropriate given the user’s interest in precision or recall, and the history of the
session. This is an innovative feature of I3R, since most systems are limited to a single
search strategy. The system has two basic kinds of searches at its disposal, a probabilistic
search based on the term independence model, and a cluster search. The cluster search in
this system has a two variations depending on the links used to define the clusters. The
primary cluster search uses nearest neighbor links; the other variation uses citation links.
Other variations of the cluster search based on bibliographic coupling links, or cocitation
links could be included, as well as searches based on different retrieval models such as the
vector space model with the cosine correlation [Salton 68] or the extended Boolean model

[Salton 83].
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As has been mentioned previously, there is as yet no way to select retrieval strate-
gies based solely on attributes of the query [Croft 84|. Therefore, other kinds of in-
formation must be used. This is the prime motivation for determining the user’s interest in
- recall or precision. Besides the user’s search interest, attributes of the search techniques
should be taken into consideration, but there is little information to work with in relation to
this. One piece of information is that cluster searches tend to retrieve different sets of doc-
uments than probabilistic searches for the same query [Croft 80] (see figure 2.1 and
scenario three in chapter 6).

In order to make use of the available information heuristics have been developed to
select what strategy to use in a particular situation. In developing these heuristics,
knowledge of how human intermediaries perform searches is of no use, since their
experience lies in manipulating Boolean queries in commercial systéms. The heuristics of
the search controller can be summarized as follows.

. Initial Searches

® If the user is precision oriented, use a probabilistic search. The
motivation for this is to use a well test search method as the basic
technique.

° If the user is recall oriented, initiate both a probabilistic and a citation
cluster search. This will give the user the greatest number of documents

to choose from. A large volume of documents is the goal in a recall
oriented search.

. Subsequent Searches

° If the previous search failed to retrieve more than two relevant docu-
ments, use the other search technique. The search had very low
precision, so try another technique.

° If the previous search was successful, more than 2 relevant documents,
use it again with the modified request model. If a search has achieved a
minimally acceptable performance, stick with it.

© If two searches in a row fail to retrieve more than 2 relevant documents,
signal this failure. The control expert will then put the system in a state
where the browsing expert has priority and will suggest that the user
browse. If all of the search techniques fail, then let the user do

026 Facebook Inc. Ex. 1214 Part 3



some of the searching manually. This will cause the request model to1 Lg
altered, so that the searches may work better later.

The search controller maintains a record of each search, so that it can keep track of
all the documents that it has retrieved, the kind of search used, and the precision of the
search.

The searches are implemented by means of a C program that performs all of the
searches currently implemented. The search controller gets from the request model the term
numbers, the term’s collection frequency and occurrence in relevant documents, relevant

phrases, and documents that have already been seen. This information, as well as what

kind of search to perform is passed to the search program.

4.2.7 Interface Manager

The interface to the system is handled by an interface manager that operates inde-

pendently from the rest of the system. The interface manager communicates with the rest
of the system by placing messages on and reading messages from two places on the short

term memory. It is primarily window oriented, and the following are the kinds of win-

dows it supports:

* System Messages Window — displays textual messages from the system to the
user.

» Choices Window — display choices to the user which may be selected by the
mouse.

» Query Entry Window — a window produced by a text editor that allows the user
to enter a query in a variety of different ways. These different ways are
defined by forms that the user completes.

« Menus — there are two types, window and content. Window menus allow the
user to manipulate a window by scrolling the contents, suspending it, etc.
Content menus let the user make choices about the content of a window. For
example, getting the bibliography of a document, or selecting the domain
knowledge link that he wishes to use to connect two concepts.

« Text Entry Windows — these allow the user to enter character strings. Used in
acquiring domain knowledge.
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» Document Window — Shows the document title, author, abstract, and reference.
Also used for displaying the query after it has been entered.

* Document List Window — shows the titles of documents. Used for search
results, bibliography lists, and citation lists. ;

+» Concept Window — displays the concept as well as all of the other words it is
connected to.

« Concept List Window — displays concepts chosen by the domain knowledge ex-
pert to the user for approval.

+ Context Map — Gives a graphic “road map” of where the user has been while
browsing.

» Neighborhood Map — Shows the immediate neighborhood of a node in the
Context Map.

The content of the windows is controlled by the experts via the content of the mes-
sages that they send. For example, depending on the UMB’s categorization of the user,
different choices for domain knowledge entry are made available by the DKE. A domain
novice user is only allowed to select phrases he is interested in, whereas an expert can enter
domain knowledge using any of the links and can enter text as well.

The interface manager is basically composed of two parts, one part to receive mes-
sages from the experts and display appropriate information, and another to receive infor-
mation from the end user. The output portion of the IM runs as it is called from the main
part of the system. This is done in several places. The first is during the part of the cycle
when the Control Expert is determining what state the system is in. This allows it to pass
any control information to the IM. The second place that the IM is called is after all the
rules of the experts have been executed. This is when information that was the result of
rule execution is passed to the IM for action. The messages passed to and from the IM

have the following format:
(Defstruct (Inter-Process-Message
(:Predicate IPM?)
(:Conc—-Name IPM-)
(Message-No 0 :Type Integer)
Msg-Id
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Choices
Value-Type ;Choice-List, Done, Concepts, Text, etc.

Values)

These are placed in a list on an blackboard place named To-IM, and they are received back
in a list on a place called From-IM. The interface basically takes each message from the
place, To-1IM, each cycle, decodes it and performs the action specified by the message-id.
These actions consist of displaying information or changing parts of the interface, such as
adding or removing choices from a menu, for example. Some of these actions provide a
response back to the system and some do not. The system looks at the From—IM place on
every cycle before the experts determine what rules to place on the agenda, so that they can
act on information collected from the user.

The input part of the interface is primarily interrupt or event driven. Each mouse

I

click or keystroke, depending on the window in which it occurs, causes an interrupt routine
to be executed. These routines execute at a higher priority than the rest of the system, so
the response to the user is fast. The only exception to this is the query input editor, which

runs as a separate process while the rest of the system is suspended.
4.3 Implementation of the Blackboard System

Many of the design decisions in the way that the blackboard system was
implemented were based on building the system inside of a single LISP image. More
specifically, each expert does not run as a separate process communicating with a process
that manages the blackboard. There are an number of reasons for this. As mentioned
previously, on a DEC VAX minicomputer running the VMS operating system, a LISP
process consumes a significant amount of resources. Running more than one process
slows down the operation of the system considerably.

Descriptions of a blackboard architecture often make the statement that knowledge

sources look for changes on the blackboard. This implies that they actively examine the
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In I3R the rules were implemented using the condition/action interpretation. The

primary reasons for this choice were the following:

1. Rules represent the high level control structure in each expert, where the ac-
tions are performed by algorithmic processes; for example, stemming or
search. It was not intended to implement the entire operation of each expert
using rules. In some cases, it would have been grossly inefficient to do so;
for example, the search processes.

2. Ease of implementation with regard to the blackboard. Since it was desired to

have more than one rule fire, if possible, during a major cycle of the system,
use of commercially available Systems was infeasible.

4.3.1.1 Rule form

The form of a rule is relatively simple, it is a 4-tuple consisting of:

(<expert name> <rule#> (<conditions>) (<actions>))

The expert-name-and the number-simply-indicate where-the rule-belongs.The actions-and—— —————

conditions are the meat of the rule. The conditions are a list of 4-tuples and the actions are

a list of triples. The condition 4-tuple is:
(<BB-place> <action-name> <predicate-name> <arguments>).

The essential meaning of a condition is that if a certain action is taken on a specified place,
then check the blackboard place with the given predicate and arguments. The action triple
18:

(<BB-place> <action-name> <arguments>) .
Similarly, this means perform the specified action on the BB-place with the specified ar-
guments.

The actions and the place names provide the mechanism for notifying experts when
something has happened that is of interest. At each blackboard place a list is kept, indexed
by action names, of the actions that are interesting to particular experts. This information is
extracted from the condition part when a new rule is added to the system. This list is ac-
cessed by the rule execution code when an action is performed by using the bb-place

and action-name part of the condition. For example, the bb-place called *Doma in-
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Figure 4.15: Organization of Interface Manager data.

4.4 Summary

In this chapter, an architecture for an intelligent interface for information retrieval
has been presented. It meets the requirements established in the previous chapter in the
following way. New large scale functions can be added easily by means of adding new
experts to the system. This can be accomplished simply by adding the expert’s name to the
priority lists of the control expert in the appropriate states, and writing the rules. Each ex-
pert can be incrementally developed by adding or changing rules. Rules also make explicit
the decision criteria, so that the operation of the system can be explained. The system
provides different ways for the user to enter his query and allows him refine his query by
having a flexible interface that supports the entry of domain knowledge and browsing. The
system can use multiple search strategies to find candidate relevant documents. Finally the

system allows the user to take complete control of a session by browsing.
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5.2:1 Advantages

Bates [Bates 86] points out the advantages of browsing in the context of term
selection by showing how it takes advantage of two cognitive capabilities. The first one is
the greater ability to recognize what is wanted over being able to describe it. This concept
is evidenced in the production artist renditions of criminals by means of “paste up” facial
sections, where an individual picks out facial features that they recognize of the individual
being sought. The second capability is being able to skim or perceive at a glance. This
allows a searcher to evaluate rapidly a large amount of material, determining what is useful
in it. Browsing makes use of these abilities by showing the user examples of information
that match his current model, as expressed to the interface, for evaluation. A system that
allows a user to browse and to do so quickly may provide information that the user wants
and may not have been able to describe, and quite possibly all the information that the user
needs. In this way, browsing addresses the content specification problem of query formu-
lation described in chapter 2.

Besides being an alternative to a formal or parameterized search, browsing serves to
acquaint a user, unfamiliar with a domain, with the structure of its information. This tu-
torial use helps those users that cannot find the right words to express their information
need or that do not know how terms in a particular domain are used. This kind of brows-
ing is dependent on having a high quality thesaurus, which may or may not be available.
Some domains, like medical science, have very well defined structures that are embodied in
thesauri such as MeSH (Medical Subject Headings). Other domains do not have such a
readily available source of knowledge, but domain knowledge collected from domain ex-

perts can be a source for this kind of information.
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5.2.2 Use in Other Systems

Because of these advantages, a number of systems use browsing as a means of
finding information. These systems include hypertext and text retrieval systems, database
systems [Motro 85], and object oriented programming systems [Goldberg 1983]. In the
hypertext and text retrieval systems browsing has been used for both query formulation
assistance and finding document information directly. Some prototype systems developed
to tackle the query formulation problem are CANSEARCH [Pollitt §3], CALIBAN
[Frei 83], and CoalSORT [Monarch 87]. These systems take an existing classification
system and automate it to give a user online access in order to select terms for a query. The
structure of the knowledge is organized as frames with various kinds of relationships,

depending on the field to which the system was applied, connecting them. In both CAL-

IBAN and CoalSORT the user is required to manually construct a query. CANSEARCH is
oriented directly at producing a query. Consequently, it leads the user to a greater extent
than the others to specify certain types of information. As the user makes evaluations and
selections, the system includes them in the developing query.

There have been a number of text oriented systems that use browsing as a method
of search. An early system is ZOG [McCracken 84], which is designed to be a general
purpose human-computer interface. The fundamental mode of operation is menu selection
with the basic unit of information being a screen-full of text called a frame. The informa-
tton in a ZOG system is handbuilt using the built-in editor. The main organization is a tree,
but there is no restrictiéll on how frames may be linked. Search is done by traversing the
frames until one finds the information one desires. ZOG’s advantages are that it is easy to
use, requires very little training, and is fast.

BROWSE [Palay 81] is a system built on top of ZOG and more oricnted to doc-
ument retrieval. The set of frames combined document abstracts with a concept classifica-

tion hierarchy, author, and journal information. It overcomes some of the limitations of
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ZOG by including a partial map of the frame structure. This map is limited to only the
concept hierarchy. A further improvement is the addition of a scarch capability. At any
tune the user could make a selection to perform a parameterized scarch of the documents.
However, the query for the search still has to be manually constructed by the user.

Browsing is also found in the hypertext or dynabook systems [Kay 77, Weyer 82,
Trigg 83]. These kinds of systems are characterized by text units of approximately
paragraph or page length connected by various kinds of links. One class of links organizes
the text units hierarchically into subsection, section, chapters, and papers or books. Other
kinds of links provide citation referencing and editorial commentary. TEXTNET [Trigg
83] maintains over 50 kinds of links. Once the user has entered the system, he is free to
meander through the network examining the text. These systems also provide a
sophisticated user interface, giving the user a number of ways to get information about the
document that he is in.

A major problem with these systems is that browsing is, generally, the only way to
find information in them. Either no facility or only a rudimentary one is provided to per-
form a search. Searching through that many units of text by browsing only would be a
formidable task. In one case, the dynamic book [Weyer 82], an index structure similar to
that of a book is provided so that the user can “jump” from one place to another. However,
this prototype was constructed from a history text, and therefore, the amount of infor-
mation and the subject matter was constrained.

THOMAS [Oddy 77] is an interface program that employs a different type of
browsing. In this work, the system does not rely on a pre-existing complex, highly con-
nected database of documents. Instead, a model is built by the system of the user’s interest
as the user evaluates the information presented to him. The model is different from the

kind built by CANSEARCH in that it is domain independent. This aspect of THOMAS is
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significant since it relieves the user of having to manually construct a query, other than the
initial few terms.

Another difference in the operation of THOMAS from the previous characterization
of browsing is that the system takes the initiative, after the user entered a few initial terms,
in selecting what to show the user. Even though this would seem constraining, the system
is quite flexible in its interaction. It can determine when the user is not making progress,
and ask him to reevaluate previously seen abstracts. It is similar to the ZOG systems in that
it presents the user with only one item of information, a document abstract, at a time for
evaluation. However, the user can indicate that individual elements of the abstract are

relevant, rather that only being able to evaluate the whole item.

5.2.3 _ _ Disadvantages

|

The disadvantages of browsing as a means of search are that given the complexity
of the concept/document database it is very easy to get lost. This is one of the major prob-
lems of ZOG-like or hypertext systems. Once the user is deep into the database, he may
have forgotten how he got there and has only the current frame for context. This results
from these systems being “memoryless,” and providing only a simple interface and a
structure. Another disadvantage is that browsing is labor intensive. The user may have to
examine many pieces of information before finding anything that is relevant. In 3R this is
overcome by the availability of formal search techniques that can be used after the user has

judged a number of documents or concepts relevant.
5.2.4 User Heuristics

How does a user browse? How does he get started, and how does he determine

what to view? In order to determine what item will be displayed next for evaluation, the
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searcher uses heuristics. Some examples of browsing heuristics that a searcher might use
in a document retrieval system are:

1.  If the current document is interesting:
a.  What else has been written by its authors?
b.  Are any of its references interesting?
c.  Are any of the documents that reference it interesting?

d  Are any of the documents in the same journal issue, conference pro-
ceedings, etc. interesting?

e. Are there any documents that are very similar to it in the database?

o

If the current term is interesting:
a. Does it have any synonyms, narrower terms, etc.?
b.  What documents is it used in?

All of these heuristics depend on the kind of links maintained by the system. For
example, if references are not maintained, then heuristics 1b and 1c cannot be used. The
richer the set of links, the more ways that the user can move through the database. By
having a rich set of links, the system is responsible for helping the user understand what
the links mean, how they might be used, and where he is in the network formed by them.

Browsing can also be seen as a form of constrained spreading activation in a se-
mantic nct [Cohen 87]. The heuristics, in this case, constrain the choice of paths that the
user selects from. Each path is evidence that a document or concept is related to another
document or concept. For example, if two documents share a number of very common
terms, these documents are likely to be related only on a very general level. If one of the
documents cites the other, the likelihood of them being related is greater.

Since the concept/document database has a large variety of links, the user has many
possible ways to navigate through the information. Furthermore, because of the way that
the concept knowledge is fused with the document knowledge, the user is given much

more latitude to find information of interest. The user can explore the structure of the do-

042 Facebook Inc. Ex. 1214 Part 3



131
main knowledge in a variety of ways. For example, he can look at all the phrases that a
particular word is used in, as well as how the concepts are used in the documents. This is
in contrast to the BROWSE system [Palay 81] where the user is restricted to the tree

structure and the few cross reference links of the hand-coded domain knowledge.

5.3 Browsing Operation

The Browsing Expert (BE) provides assistance to the user in three major ways.
First, it makes recommendations about nodes connected to the current node that it considers
likely to be useful. Second it remembers where the user has been, so that he can retrace his
steps to return to interesting nodes that he has seen in order to pursue different paths.

Third, in concert with the Interface Manager, it provides visual context, so that the user can

avoid getting lost in the complex and potentially confusing structure of the database.

The BE, in a manner similar to the Domain Knowledge Expert, acts in an advisory
capacity, allowing the user to be the final judge of the usefulness of the information dis-
played. The advice is given to guide and not restrict the user options; the user can always

ignore the advice of the BE, and elect to go off in a direction of his own choosing.
5.3.1 Browsing Interface

The advice given by the BE is reflected by what is displayed on the browsing maps.
These maps are generated by the IM and consist of the neighborhood map and the context
map. The neighborhood map (figure 5.1) gives a picture of the nodes that are immediately
adjacent to the current node of interest; the context map (figure 5.2) gives the view of a
larger area around the node of interest, so that the user can get an idea of the path that he
has been pursuing. Both maps consist of nodes representing concepts, documents, lists of
documents, and conncectors connected by links marked as to their type or frequency (in the

case of document to concept links). Nodes are filled with different patterns indicating
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