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Abstract. Automalic documentation systems which use the words contained in the
individual documents as » principal source of document identificalions may not perform
satisfactorily under all circumstances. Methods have therefore been devised within the
lust few years for computing association measurcs between words and between documents,
and for using such associated words, or information contained in associated documents, to
supplement and refine the original document identifications. It is suggested in this study
that bibliographic vitations may provide » simple means for obtaining associated documents
to be incorporated in an automatic documentation system,

The standard associative retrieval techniques are first briefly reviewed. A computer
experiment ig then dederibed which tends to confirm the hypothesis that documents ex-
hibiting similar citation sets also deal with similar subject matter. Finally, a fully autc-
matic document retrieval system is proposed which uscs bibliographic information in addi-
tion to other standard criteria for the identification of document coutent, and for the
detection of relevant infarmation.

1. Introduction

In recent years considerable attention has been devoted to the design of auto-
matic documentation systems. If the system is to operate fully automatically,
the intervention of human cxperts for the analysis of document content and for
the preparation of document identifications ought to be eliminated. Under these
circumstances the retrieval system must of necessity be based primarily on the
words occurring in the individual texts, and on the terms used to formulate the
search requests.

It has been suggested [1] that an acceptable system can be generated by ex-
tracting from the texts and from the information requests those linguistic units
which are believed to be representative of document content, and by defining a
standard of comparison between words extracted from documents and words
used i the requests for documents. To determine which words are particularly
significant as an indication of document content a variety of criteria may be
used, including the position of the words in the texis, the word types, the vocabu-
lary size, and most imporlactly the frequency of occurrence of the individual
words, The most significant words are then used as “index terms’ to characterize
the documents, and the most significant sentences, that is, those containing a
large nurber of significant words, are used as abstracts for the documents.

A typical automatic indexing and abstracting system based on word frequency
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Fig. 1. Typical automatic indexing and abstracting system based on word frequency
counts.

counts is shown in Figure 1. The principal drawback of the system outlined in
Figure 1 is the lack of any normalization procedure designed to take into account
differences between individual authors or between individual document types.
Thus, a given set of documents covering some homogeneous subject area may
quite possibly give rise to many different index sets. Similarly, completely dif-
ferent document sets may be obtained in answer to only slightly differing search
requests,

In order to reduce the importance attached to the individual words and to their
frequencies of occurrence, the introduction of a synonym dictionary, or thesaurus,
18 often proposed. All words extracted from documents or search requests could
then be replaced by standard thesaurus forms before being used. This solution,
while attractive in theory, is difficult to implement because no definite criteria
exist for the construction of good or useful thesauruses, and because the genera-
tion of any thesaurus is a complex and time-consuming undertaking. For this
reason, several workers {2, 3, 4, 5] have been inferested in automatic procedures
designed to supplement the original terms extracted from the documents with
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new {erms related to the old ones in various ways. Indexing technigues whig
make use of such “associated” terms have come to be known as "ussociativé
indexing,”” and the corresponding retrieval operations are known as “associativ,
retrieval.”’

The present report suggests an extension of the usual associative retrieyy)
techniques by taking into account bibliographic citations and other informatig,
peculiar to the author of a given document. Tt is suggested, specificully, that the
set of identifying words extracted from the documents be supplemented by ney
words obtained in part from the bibliographic information provided with ghe
documents; these new expanded sets of index terms may then give & more g¢.
curate representation of document content than the original ones and may thys
provide a more effective retrieval mechanisi,

The standard associative indexing techniques are first briefly reviewed. There.
alter, some propertics of bibliographic citations are described, and the role of
bibliographic information as an indication of document content is cvaluated. §
small computer experiment using citations is then swmmarized and the sig-
nificance of the numeric results is discussed. Finally, a proposed {ully automatic
document retrieval system using bibliographie information in addition to other
eriteria is deseribed,

2. Associative Information Rebrieval

Most associative rotricval systems arve based on the statistical word frequeney
counting procedures previously illustrated in Figure 1. Thus, given a document
collection, it is possible to extract a set of = distinet ligh-frequency
words Wy , Wa, - -+, W, ,such that each document within the collection is initially
identified by some subset of the set of » given words.

In practical retricval systems, it becomes useful to provide for some additional
flexibility. For example, given a search request expressed in terms of words in the
natural language, it may be convenient to alter somewhat the original request,
either by making it more specific and thus presumably reducing the size of the
document, set. which fulfils the request, or, alternatively, by making it more
general. In the same way, given a set of terms identifying a specified document,
it may be useful to alter somewhat the original set by deletion of old terms or
addition of new ones in such 8 way that documents dealing with similar subject
matter are identified by similar sets of index terms.

An analogous problem arises in connection with the document sets which are
obtained in answer to certain search requests. It is often useful to alter these
document sets by addition of further documents which may also have some
relevance or, alternatively, by deletion of documents which are not directly
relevant. Both questions can be treated by determining a measure of association
between words or index terms on the one hand and between documents on the
other, and by using this association measure for the alteration of the corre
sponding index term and doewnent subsets,

Consider first the problem of word associations. Words may be related
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{a) Typical term-document incidence matrix C (Cff = n « document D,
contains term W; exactly n times)
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(b) Typical term-term similarity matrix R

(R* w R« Z CeiCyt / 4/ (Z (Cw)? Z (C) ))

Fia. 2. Matrices used for the generation of term assoeiations

many different ways: for example, they may exhibit the same word stems, or
they may have similar syntactic properties, or they may be usable in the same
contexts, and so on. The eriteria of association used in most automatic programs
do not normally require a determination of syntactic or semantic properties.
Rather, they are based on simple co-occurrence of words in the same texts or
sentences, or on co-occurrence with individual or joint frequencies greater than
some given threshold value.

Given a set of m documents and a set of n index terms, a typieal procedure for
the generation of term associations is as follows:

(a) u ternn-document incidence malriz C is constructed which lists index terms against
documents; matrix element C;¢is defined to be equal to k if and only if document §

contains term ¢ exactly k times;
(b) a coefficient of similarity between terms is then defined based on the frequency of co-

oceurrence of pairs of terms in the individual documents;
(¢} = term-term similarily modiz R is then generated which exhibits all similarity co-

efficients between pairs of index terms;
(d) term assoclations axe defined for those pairs whose associated similarity coefficient is
greater than some stated threshold value.

A sample term-document incidence matrix C is shown in Figure 2(a). To ob-
tain a coefficient of similarity between two terms based on the frequency of
co-occurrence in the docuwments of a given collection, it is only necessary to
perform a pairwise comparison of the corresponding rows of C. Many different
types of similarity coeflicients have been suggested in the literature [2, 3, 4, 5];
a simple cocfficient of similarity between rows of & numeric matrix, and one which
may be as meaningful as any of the others, is the cosine of the angle between the
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corresponding m-dimensional vectors [6]. The similarity coefficients can be djs.
played in an » X n symmetric term-similarity matrix R, where the coelticient ¢f
similarity R;' between term W and term W is

) . }:: CCY
Rj't — r{i] — k=

V(i(u)}jf«:n)

The term-similarity matrix R corresponding to the term-document matrix ¢
of Figure 2 (a) is shown in Figure 2 (b). Since R is symumetric, only the right
(or left) triangular part of R must be scanned in order to detect pairs of terms
with large similarity coefficients.

To generate document associations instead of term associations the same pro.
cedures can be used, since the strength of association between documents may be
conveniently assumed to be a function of the number and frequencies of the
shared terms in their respective term lists, Document similarities are therefore
obtained by comparing pairs of columns (instead of rows) of the term-document
matrix C, and a document-document similarity matrix 18 constructed and used
in the same way as the previously deseribed term-term matrix 8.

Consider now a typical system for document retrieval using term and docu-
ment associations as shown in Figure 3. A list of high-frequency terms is first
generated for each document by word frequeney counting procedures. Normaliza-
tion may or may not be effected by thesaurus lovkup. A termn-tenn similarity
matrix is then constructed by using co-occurrence of terms within sentences,
ratherthan within documents, as a eriterion. [t should be noted that as new term
associations are defined, the original incidenee matrix can be revised by nclusion
in some of the matrix columns of new, associated terms which are not originally
coutained in the respective sentences or documents. The revised incidence matrix
then gives rise to a new term-term similarity matrix, incorporating second-order
associations, and go on. This feedback process is represented by an upward-
pointing arrow in Figure 3.

To retrieve documents in answer to search requests, the programs already
avallable can be used by adding to the term-document matrix C a new column
Cot1 , Tepresenting the request terms. Specifically, element 'C',‘,.+1 is set equal to
w if term P, is used in the search request with weight w; if word W, is not used
in the given search request CX .y is set equal to 0. If no weights are specified by
the requestor the values of the elements of column C,..; are restricted to 0 and 1.
An estimate of document relevance is then obtained by eomputing for each docu-
ment the similarity coefficient between the request column C,, 4, and the respec-
tive doeument column. The documents can be arranged in decreasing order of
similarity coefficients, and all documents with a sufficiently large coefficient
can be judged to be relevant to the given request. Clearly, the final relevance
criterion depends not only on the terms assigned to the various documents or
on the words used in the documents and search requests, but also on other terms
associated with the original ones through co-occurrence in a given document
collection.
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