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(57) ABSTRACT 

A computer research tool for indexing, searching and dis­
playing da ta is disclosed . Specifically, a computer research 
tool for performing computerized research of data including 
textual objects in a database or a network and for providing 
a user interface that s ignificantly enhances data presentation 
is described. Textual objects and other data in a database or 
network is indexed by cre ating a numerical representation of 
the data. The indexing technique called proximity indexing 
genera tes a quick-reference of the relations , patterns and 
similarity found among the data in the database. Proximity 
indexing indexes the data by using s tatis tical techniques and 
empirically developed algorithms. Using this proximity 
index., an efficient search for pools of data having a particular 
relatio n, pattern or c haracteristic can be effectuated. The 
Computer Search program, called the Computer Search 
Program for Data represented in Matrices (CSPDM), pro­
vides efficient computer search methods. The CSPDM rank 
orders data in accordance with tbe data' s relations hip to 
time, a paradigm datum, or any similar reference. An alter­
native embodiment of the invention employs a cluster link 
generation algorithm wb.ich uses links and nodes to index 
and search a database or network. The algorithm searches 
for direct and indirect links to a search node a nd retrieves the 
nodes which are most closely related to the search node. The 
user interface program, called the Graphic al User Interface 
(GUI), provides a user friendl y method of interacting with 
the CSPDM program and prepares and presents a visu al 
graphical display. The graphical display provides the user 
with a two or three dimensional spatial o rientation of the 
data. 

33 Claims, 56 Drawing Sheets 
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METHOD AND APPARATUS FOR INDEXING, 
SEARCHING AND DISPLAYING DATA 

RELATED APPLICATIONS 
5 

This application is a continuation-in-part of U.S. appli-
cation Scr. No. 08/076,658, filed Jun. 14,1993 with the same 
title, now U.S. Pat. No. 5,544,352. 

TECHNICAL FIELD 

This invention pertains to computerized research tools. 
10 

2 
objects retrieved from a Boolean search are relevant, the 
listing of the textual objects as done by any currently 
available systems does not convey some important and 
necessary information to the researcher. The researcher does 
not know which textual objects are the most significant (i.e., 
which textual object is referred to the most by another 
textual object) or wbic:h textual objects are considered 
essential precedent (i.e., which textual objects describe an 
important doctrine). 

In !he legal research field, both WestlawTM and Lexis1M 

have a Shepardizing7
M feature that enables the researcher to 

view a list of textual objects that mention a particular textual 
object. The shepardizing feature does not inclicate how many 
times a listed textual object mentions the particular textual 

More p<trti"ul<trly, it rel~tes lu wmput~;;riz.t;d resc~rch un 
databases. Specifically, the invention indexes data, searches 
data, and graphically displays search results with a user 
interface. 

BACKGROUND 

Two manuals containing background materials are hereby 
incorporated by reference: "V-Searcb Integration 1ool Kit 
for Polio VIEWS", containing thirty-six (36) pages, and 
"V-Search Publisher's Tool Kit User's Manual", containing 
one hundred sixty (160) pages. 

15 object. AJthougb the shepardiziog feature uses leiter codes to 
indicate the importaoce of a listed textual object (e.g. an "f' 
beside a listed textual object indicates tbat the legal rule 
contaioed in particular textual object was followed in the 
listed textual object), data on whether a listed textual object 

20 followed the rule of a particular textual object is e ntered 
manually by employees of Shepard's~"/McGraw Hill, Inc., 
Div. of McGraw-Hill Book Co., 420 N. Cascade Ave., 
Colorado Springs, Colo. 80901, toll free l -800-525-2474. Our society is in tbe information age .. Computers main­

taining databases of information have become an everyday 
25 

part of our l.ives. The ability to eflicieutly perform computer 
research bas become increasingly more important. Recent 
etiorts in the art of computer research have been aimed at 
reducing the time required to accomplish research. Com­
puter research on non-textual objects is very limited. Current 
computer search programs use a text-by-text analysis pro­
cedure (Boolean Search) to scan a database and retrieve 
items from a database. The user must input a string of text, 
and the computer evaluates this string of text. Then tbe 
c.omputer retrieves items from the database that match the 35 
string of text. Tbe two popular systems (or computerized 
searching of data used in the legal profession are Westlaw7

", 

30 

a service sold by West Publishing Company, 50 W. Kellogg 
Blvd., P.O. Box 64526, St. Paul, Minn. 55164-0526, and 
Lexis-rM, a service sold by Mead Data Central, P.O. Box 933, 40 
Dayton, Ohio 45401. 

However, Boolean searches of textual material are not 
very eflicient. Boolean searches only retTieve exactly what 
the computer interprets the attorney to have requested. If the 
attorney does not pbirase his or her request in the exact 4s 
manner in which the clatahase represents the textual ohject, 
the Boolean search will not retrieve the desired textual 
object. Therefore, the researcher may effectively by denied 
access to significant textual objects that may be crucial to the 
project on which the researcher is working. A second prob- so 
!ern encountered with Boolean searches is that the search 
retrieves a significant amount of irrelevant textual objects. 
(It should be noted that in the context of research, a textual 
object could be any type of written material. The term 
textual object is used to stress tbe fact that the present 55 
invention applies to aEI types of databases. The only require­
ment that a textual object must satisfy in order to be selected 
by a Boolean search program is that part oft he textual object 
match the particular request of the researcher. Since the 
researcher cannot possibly know all of the groupings of text 60 
within all the textual objects in the database, the researcher 
is unable to phrase his request to only retrieve the textual 
objects that are relevant. 

Aside from the irnefl'iciency of Boolean searches, the 
present systems for computerized searching of data are 65 

inadequate to serve the needs of a researcher for several 
other reasons. Even if one assumes tl:lat aU the textual 

Sucb ~ process is subjective and is prone to error. 
Another legal research system that is available is the 

Wcstlaw™ key number system. The Wcstlaw7 " key number 
system has problems similar to the shepardi:zing feature on 
the J.exisr" and Westlaw1 " systems. 

The video displays of both the West™ and Lexis7 " 

systems are diflicult to use. The simple text displays of these 
systems do not provide a researcher with all the information 
that is available in the database. 

Computerized research tools for legal opinions and 
related documents are probably the most sophisticated com­
puter research tools available and therefore form the back­
ground for this invention. However, the same or similar 
computer research tools are used io many o ther areas. For 
example, computer research tools are used for locating prior 
art for a patent application. The same problems of ineffi­
ciency discussed above exist for computer research tools in 
many Meas of our society. 

What is needed is a system for computerized searching of 
data that is faster than the available systems of research. 

What is needed is a system for computerized searching of 
data that enables researchers to research in a manner in 
wiJidl tbc::y are f~wiliar. 

What is needed is a computerized research tool that will 
reorganize, re-indcx or reformat the data into a more eflicicnt 
format for searching. 

What is needed are more sophisticated methods to search 
data. 

What is needed is a system for computeriz.ed searching of 
data that will significantly reduce the number of irrelevant 
textual objects it retrieves. 

What is needed is a user friendly computerized research 
tool. 

What is needed is a visual user interface which can 
convey information to a user cooveniently. 

What is needed is a system for computerized searching of 
data that easily e.nables the researcher to classify the object 
according to his or her own judgment. 

Wbai is needed is a system for computerized searching of 
data that provides a vistLal representation of " lead" objects 
and "lines" of objects, permitting a broad overview of the 
shape of the relevant "landscape." 
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What is needed is a system for computerized searching of 
data that provides an easily-grasped p·icture or map of vast 
am01m1S of discrete information, permitting researchers to 
"zero in" on the most relevant material. 

4 
tion Program indexes (or represents) data in a locally located 
database or remotely located database. The database can 
contai n any type of data including text, alphanumerics, or 
graphical information. 

In one embodin1ent, the database is located remotely from 
the Computer Processor and contains some data in the form 
of texh1~ I ohject.<:_ 111e Proximity lnclexi ng ApplicMinn Pro­
gram indexes the textual objects by detcrmDning bow each 
full textual object (e.g., whole judicial opinion, statute, etc.) 

What is needed is a system for computer searching of data 5 

that provides a high degree of virtual orientation and 
lrJicking, rhe vital <;ern<;e nf where nne h::~!: heen ~nd where 
one is going, and thilll. prevent researchers from becoming 
confused while assimilating a la rge amount of research 
materials. 10 relates to every other full textual object by using empirical 

data and statistical techniques. Once each full textual object 
is related to each other full textual object, the Proximity 
Indexing Application Program compares each paragraph of 
each full textual object with every other full textual object as 

Accordingly, there is an unanswered need for a user 
friendly computerized research tool. "Jbere is a need for 
" intelligent" research technology that emulates human 
methods of research. There is a need in the marketplace for 
a more elucienl and intelligeot computerized research tool. 

The present invention is designed to address these needs. 

SUMMARY OF TI-lE INVENTION 

This invention is a system for computerized searching of 
data. Specifically, the present invention significantly aids a 
researcher in performing computerized research on a data­
base or a network The invention simplifies the research task 
by improving upon methods of searching for data including 
textual objects and by implementing a user interface that 
significantly enhances the presentation of the data. 

The i,nvention can be used with an existing database by 
indexing the data and creating a numerical representation of 
the data. This indexing technique called proximity indexing 
generates a quick-reference of the relations, patterns, and 
similarity fou nd among the data in the database. Using this 
proximity index, an efficient search for pools of data having 
a particular relation, pattern or characteristic can be effec­
tuated. This relationship can then be graphically displayed. 

Tht:rt: art: tbrt:t: main <.:Ulllpuo<::ol'> to lht: invt:miuo; a uata 
indexing applications program, a Computer Search Program 
for Data Represented by Matrices (" CSPDM"), and a user 
interface. Each component may be used individually. Vari­
OlLS indexing application programs, CSPOMs, and user 
interface programs can be used in combination to achieve 
the desired results. The data indexing program indexes data 
into a more useful formal. The CSPDM provides efficient 
computer search methods. The preferredl CSPDM includes 
multiple search subroutines. The user interface provides a 
user friendly method of interacting witb the indexing and 
CSPDM programs. The preferred user interface program 
allows for easy entry of commands and visual display of data 
via a graphical user interface. 

The method which the invention uses to index textual 
objects in a database is called Proximity lndcxing. This 
method can also be u<>ed to index objects located on a 
network. The appl icatinn nf this method tn network domains 

15 described above. The Proximity Indexing Application Pro­
gram then clusters related contiguous paragraphs into sec­
tions . Subsequently, the Proximity Indexing Application 
Program indexes each section and the CSPDM evaluates the 
indexed sections to determine which sections to retrieve 

20 from the database. Such organization and classification of all 
of the textual objec:ts in the uatabasc before any given St:arch 
commences significantly limits the irrelevant textual objects 
that the CSPDM program retr-ieves during the subsequent 
search and allows retrieval of material based on its degree of 

25 relevancy. 
In a preferred embodiment, the Proximity [ndexing Appli­

cation Program includes a link generation subroutine 
wherein direct and indirect relationships between or among 
data is used to generate a representation of the data. 

30 Generally, direct and indirect relationships in the database 
are identified as links and placed in a table. 

Again, this method of computerized research can be used 
for nearly any database including those oontaining noo­
texhtal mMeria l, graphical materia l, new!:paper!: material, 

35 data on personal identification, data concerning police 
records, etc. 

The remaining two programs in the present invention are 
the CSPDM and the GUI Program. The CSPDM has seven 

40 
subroutines that each search for different pools of objects. 
The GUI Program also has seven subroutines. Each CSPDM 
subroutine performs a differeot type of search. Each of the 
subroutines of the GUl uses the results of the corresponding 
subro11tine of the CSPDM to create the proper display on the 

45 
display. 

After the Proximity Indexing Application Program 
indexes a database, the CSPDM application program i<> used 
to search the indexed database. For example, the CSPDM 
program can either be located in memory that is remote from 

50 the Computer Processor or local to t.be Computer Processor. 
In aclclitiun, the CSPDM program can either be remote or 
local in relation to the database. 

is discussed in greater detail later in this specification. 
Pro ximity lndexing is a method of preparing data. in a 
database for subsequent searching by advanced data search- ss 
ing programs. Proximity Indexing indexes the data by using 
s tatistical techniques and empirically developed algorithms. 
Tbe resulting search by an advanced data searchiog program 

The subroutines of the CSPDM utilize the coefficients and 
other data created by the Proximity Indexing Application 
Program to facilitate its search. However, if the researcher 
does not have the particular object citation available, the 
researcher can perform a Boolean search to retrieve and 
organize a pool of objects. Alternatively, the researcher can 
subsequently search for related objects by usiog the Pool-of the Proximity [ndexed data is significantly more efficient 

and accurate than a simple Boolean search. 60 Similarity Subroutine, tbe Pool-Paradigm Subroutine, the 
Pool-Importance Subroutine or the Pool-Par adigm­
Similarity Subroutine as defined below. 

"lne Proximity lndexing Application Program indexes (or 
represents) the database in a more useful formal to enable 
the Computer Search Program for Data Represented by 
Matrices (CSPDM) to efficiently search tbe database. The 
Pmx.imity Lndexing Application Program may include one 65 

or more of the following subroutines, an Extractor, a 
Patterner, and a Weaver. The Proximity Jndexing Applica-

If the researcher already bas the citation of a particular 
object available, tbe researcher can search for related objects 
by utilizing the Cases-In Subroutine, Cases-After Subrou­
tine or Similar-Cases Subroutine. The Cases-In Subroutine 
retrieves all of the objectS from the database to which a 
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The CIDS subroutine receives information gathered from 
the Cases-In Subroutine of the CSPOM. The CIDS subrou­
tine displays user friendly active boxes and windows on the 
display which represent the textual objects retrieved from 

selected object refers. ln addition, the subroutine determines 
the number of times the selected object refers to each 
retrieved object a.nd other characteristics of each object, 
including its importance. and degree of relatedness to the 
selected object. 

"fbe Cases-After Subroutine retrieves all of the objects 
from the database that refer to the selected object. Also, the 
subroutine determines the number of times each retrieved 
object refers to the selected object and other characteristics 

s the database represented in Euclidean space. It can also use 
the boxes to represent objects retrieved from a network. 
Various active box formats and arranging of information 
within the boxes may be utilized. "fbe display depicts the 

of each object, including its importance, and degree of tO 
relatedness to the particular object to which it refers. 

The Similar-Cases Subroutine determines the degree of 
similarity between the retrieved objects and the selected 
object. Similarity may be defined, io the comext of legal 
cases, as the extent to which the two objects lie in the same t5 

li11cs of precedent or discuss the same legal top·ic or concept. 
Numerous other relationships may be used to define s imi­
larity. 

appropriate location of textual objects in Euclidean space on 
a coordinate meaos. An algorithm may be used to determine 
the appropriate location of tbe boxes. The coordioate means 
may have one or more axis. In one embodiment, the hori­
zontal axis of tbc coordinate means may represent the lime 
of leXtllal objec1 creation; the vertical axis could represent a 
weighted combination of the number of sections in which 
that particular retrieved text is c ited or discussed, its degree 
of imporlance, and 'its rlcgrce of similarity to the host textual 
object and the depth axis (Z-axis) represents the existence of 
data and length of the textual data or objecr. 

The invention can also alter tbe backgr01wd color of the 
windo w itself to communicate additional information 
graphically to the user. For example, if the horizontal axis 
represented time, then Lh.e invention could display the por­
tion of the window ~;untaining objects occurring previous to 

In addition, for a textual object, if the researcher does not 
know of a particular textual object on which to base his or 

20 

he r !'Carch, 1he researcher may execute a Boolean word 
search. After a standard Boolean word search bas been run, 
the researcher may run the Pool-Similarity Subroutine to 
retrieve information containing Lhe degree of similarity 
between each textual object in Lbe pool and a particular 
textual object selected by the user. Similarly, the Pool­
Importance Subroutine can be used to determine the degree 

25 the search object in one color and the portion containing the 
objects occurring after io another. Thus, the researcher can 
understand at a glance the relative position of his search 
target in re lation to all the other objects related to it. of imponance (i.e., whether a judicial opinion is a Supreme 

Court opinioo or a District Court opinion) and other char­
acteristics of each textual object retrieved using the Boolean 
word search. 

' llle Pool-Paradigm Subroutine calculates the geographic 
center in vector 1;pace of the pool of textual objecL" retrieved 
by the Boolean word search or other pool generating 
method. lt. then ordeiS the retrieved text11al objects by tbeir 
degree of similarity to that center or "paradigm." The 
researcher can then evaluate this •·typical textual object" and 
utilize it to help him or her find other relevant textual 
objects. In addition, the researcher can scan through neigh­
boring "typical textua l objects'' to evaluate legal subjects 
that arc closely related to the subject of the researcher's 
search. 

ClDS also enables the researcher to opeo up various 
30 active boxes oo the display by entering a command into the 

comp111er proce~sor with the input means. After entering the 
proper commnod, the active box transforms into a window 
displaying additional information about the selected textual 

35 
objecl. These windows can be moved about the display and 
stacked on Lop or placed beside each other via the input 
means to facilitate viewing of multiple windows of infor­
matio n simultaneously. in o ne embodiment, the windows are 
automatically arrnnged by tbe computer system. Since the 
number o( textual objec.:ts retric.;ved in a single searcb may 

40 

Tbc Pool-Paradigm-Similarity Subroutine similarly cre­
ates a paradigm textual object from the retrieved textual 4s 
objects. However, the subroutine calculates the similarity of 
all textual objects in the database to the paradigm textual 
object in addition to the similarity of the retrieved textual 
objects to the paradigm textual object. 

After the CSPDM bas retric.;ved the; dc.;sired ubjc.;cts, the 50 

Graphical User Interf ace (GUI) Program may be used to 
display the results of the search on tbe display. In one 
~:mbodimcot, the GUl is a user interface program. The GUl 
Program contains three maio subroutines: Cases-In Display 
Subroutine (CIOS), Cases-After Display Subroutine ss 
(CADS) and Similar-Cases Display Subroutine (SCDS). 
The main subroutines receive information from the corre­
S(>Onding subroutines Cases-In, Cases-After aod Similar­
Case s of the CSPDM. "lllc GUl Program also contains four 
secondary subroutines: Pool-Similarity Display Subroutine oO 
("PSI)S"), Pool-Paradigm Display Subroutine ("PPDS"), 
Pool-lmportnocc Display Subroutine ("PlDS"), and the 
Pool-Paradigm-Similarity Subroutine (PPSDS). The sec­
ondary subroutines also receive information from the cor­
responding subroutines Pool-Similarity Subroutine, Pool- 65 

Paradigm Subroutine, Pool-Importance Subroutine and the 
Pool-Paradigm Simila rity Subroutine of the CSPDM. 

exceed tbc amount which could be displayed 
simultaneous ly, the GUI Program enables the researcher to 
·'wom in" or '':wom out" to lliJierent scales of measurement. 
on bolh the horizontal and vertical axis. 

The CADS receives information gathered by the Cases-
After Subroutine of the CSPDM. The CADS creates a 
di<>play similar to the C'lDS display. However, the active 
boxes representing the retrieved textual objects indicate 
wbicb textual objects in the database refer to a selected 
textual object as opposed to which textual objects a selected 
textual object refers. 

The SCD receives information galbered by the Similar-
Cases Subroutine of the CSPDM. The SCDS causes a 
similar uispl.ay oo th~o: display as tbe CIDS and the CADS 
except that the vertical a :cis indicates the degree of similarity 
between the retrieved text ual objects and the selected textual 
object. 

The GUI Program contains four secondary subroutines: 
Pool-Search Display S11brouline (PSDS), Pool-Paradigm 
Display Subroutine (PPOS), Pool-Importance Display Sub­
routine (PIDS) and the Pool-Paradigm-Similarity Display 
Subroutine ( PPSDS). The PS DS receives the results gath­
ered by the Pool-Search Subroutine of tbe CSPOM. 1be 
PPDS receives the results gathered by the Pool-Paradigm 
Subro utine of tbe CSPDM. The P!DS receives the results 
gathered by the Pool-Importance Subroutine of the CSPDM. 
The PPS DS receives ttne resuJts gathered by the Pool-

060 Facebook Inc. Ex. 1201



5,832,494 
7 

Paradigm-Similarity Subroutine of the CSPDM. The results 
of the PSDS, PPDS, PIDS and PPSDS are then displayed in 

8 
of the description of a preferred embodiment, and the 
appended drawings and claims. 

DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a high level diagram of the hardware for the 
system for computerized searching of data. 

a user friendly graphical manner similar to the results of the 
CIDS, CADS and SCDS. A researcher can access the PSDS, 
PIDS, PSDS or PPSDS from any of the three main or four 5 

secondary subroutines of tbe GUI to gather inlormation 
corresponding to the active boxes that represent the pool of 
textual objects retrieved by the corresponding subroutine of 
the CSPDM. 

FIG. 2 is high level diagram of the software for the system 
for computerized searching of data. The three main pro­
grams are the Proximity lndexing Application Program, the 

10 Computer Search Program for Data Represented by Matri­
ces (CSPDM) Application Program and the Graphical User 
Interface (GUI) Program. 

By using the grapbical display, tbe researcher can view 
immediately a visual representation of trends in the data (for 
example, trends developing in the law and current and past 
legal doctrines). In addition, the researcher can immediately 
identify important data or important precedent and which 
object serving as the precedent is roost important to the 
project on which the researcher is working. This visual 
representation is a vast improvement over the current com­
puterized research tools. Furthermore, the researcher using 
the present invention does not have to rely on the interpre­
tation of another person to categorize different textual 
objects because the researcher can immediately visualize the 
legal trends and categories of law. Io addition, new topic 
areas can be recognized without direct huLnan intervention. 
Tbe current research programs require a researcher to view 
objects in a database ·Or to read through the actual text of a 
number of objects in order to determine which objects are 
important, interrelated, or most closely related to the topic at 
hand and which ones are not. 

It i<> an object of this invention to create an efficient and 
intelligem system for computerized searching of data that is 
faster than available systems of research. 

It is an object of the invention to integrate the system of 
computerized searching into the techniques to which 
researchers are already accustomed. 

It is an object of the invention to utilize statistical tech­
niques along with empirically generated algorithms to 
reorganize, re-index and reformat data in a database into a 
more efficient model for searching. 

It is an object of the invention to utilize statistical tech­
niques along with empirically generated methods to increase 
the efficiency of a computerized researcb tool. 

It is an object of the invention to create a system of 
computerized searching of data that significantly reduces the 
number of irrelevant objects retrieved. 

It is an object of this invention to create a user friendly 
interface for computer search too.ls which can convey a 
significant amount of information qujckly. 

It is an object of the invention to enable the researcher to 
easily and immediately classify retrieved database objects 
according to the researcher's own judgment. 

It is an object of the invention to provide a visual 
representation of "lead" objects and '' lines" o[ objects, 
permitting a broad overview o[ the shape of the rdt::vant 
"landscape." 

It i~ an ohject of !.he invention to provide an ea~ily­
grasped picture or map of vast amounts of discrete 
information, permitting researchers to "zero in" on the most 
relevant material. 

It is an object of the invention to provide a high degree of 
virtual orientation and tracking that enables a re.searcher to 
keep track of exactly what information the researcher bas 
already researched and what information the researcher 
needs to research. 

These and other objects and advantages of the invention 
will become obvious to those skilled in the art upon review 

FIG. 3A is a flow chart illustrating a possible sequence of 
procedures that are executed during the Proximity Indexing 

15 Application Program. 
FIG. 3B is a How chart illustrating a possible sequence of 

the specific subroutines tbat are executed during one stage of 
the Proximity Indexing Application Program. The subrou­
tines are the Initial Extractor Subroutine, Opinion Pattemer 

20 Subroutine, the Opinion Weaver Subroutine, the Paragraph 
Patterner Subroutine (Optional), the Paragraph Weaver Sub­
routine and the Section Comparison Subroutine. 

FIG. 3C is flow chart illustrating a possible sequence of 
subroutines that are executed after the Section Comparison 

25 Subroutine. The Section Comparison Subroutine may com­
prise the Sectioner-Geographic Subroutine a:nd the Section­
Topical Subroutine (Optional). The sequence of subroutines 
executed after the Section Comparison SuiJ.routine are tbe 
Section Extractor Subroutine, the Section Pattemer Subrou-

30 tine and the Section Weaver Subroutine. 
FIG. 3D is a high level flow chart illustrating a possible 

sequence of subroutines tbat comprise the Boolean Indexing 
Subrollline which are executed during another stage of the 
Proximity Indexing Application Program. The first two 

35 subroutines, lnitialize Core English Words and Create pxw 
Boolean Matrix, are executed by the Initial Ext.ractor Sub­
routine. The results are then run through the Pool-Patterner 
Subroutine, the Pool-Weaver Subroutine, the Pool-Sectiooer 
Subroutine, the Se<.:tion-Extractor Subroutine, the Section-

40 Patterner Subroutine and the Section Weaver Subroutine. 

45 

FIG. 3E is a chart ilJustrating the database format. The 
figure shows the types of structures contained within the 
database, links, link types, link subtypes, nodes, node types, 
node subtypes, and visual styles and also shows the various 
types of information that can be assigned to the links and 
nodes, including weights, identifications, names, comments, 
icons, and attributes. 

FIG. 3F is a high level diagram showing a sequence of 

50 
nodes, N0-N3 , connected by direct links which have weights 
Wl-W3. 

FIG. 3G is a high level diagram showing a sequence of 
nodes, N1-N3 ,coonected lby direct and indirect links. The set 
of cluster links are also shown in the figure as functions of 

55 the weights associated with the direct links and the weight 
of the previous cluster link. 

FIG. 3H is a flow chart which depicts tbe Cluster Link 
Generation Algorithm. 

FIG. 4A is a high level diagram illustrating the Bow of 
60 various search routines depending on the type of search 

initiated by the user by inputting commands to the Computer 
Processor via the input means. Tbe diagram further illus­
trat~;;s the int~;;rat.:tiuo betw~;;en th~;; CSPDM aotl tb~;; GUI 
Program. 

65 FIG. 4B is a high level Bow chart illustrating the sequence 
of subroutines in the CSPDM program and user interactions 
with lhe subroutines. 
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FIG. 4C is a high level flow chart for the Cases-I n 
Subrout'ine. 

FIG. 40 is a tligh level tlow chart for the Cases-After 
Subroutine. 

FIG. 4E is a bigb level flow chart for the Similar-Cases 
Su broutine. 

FIG. 4F is a high level flow chart for the Pool-Similarity 
Subroutine. 

FIG. 4G is a high level flow chart for the Pool-Paradigm 
Subroutine. 

FIG. 4H is a high level flow chart for the Pool-Importance 
Subroutine. 

FIG. 41 is a high level flow chart showing two possible 
alteroate Pool-Paradigm-Similarity Subroutines. 

FIG. SA is a high level diagram illustrating the interaction 
between respective subroutines of the CSPDM and of tbe 
GUI Program. Tbe diagram further illustrates the interaction 
between the GUJ Program and tbe display. 

10 
DETAILED DESCRIPTION OF THE 

PREFERRED EMBODIMENT 

Referring now to the drawings, the preferred embodiment 

5 
of the present invention will be described. 

FIG. 1 is an overview of the preferred embodiment of the 
hardware system 26 for computerized searching of data. The 
hardware system 26 comprises a Computer Processor 30, a 
database 54 for storing data, input means, display 38, and 

10 RAM 34. 
The Computer Processor 30 can be a processor that is 

typically found in Macintosh computers, IBM computers, 
portable PCs, clones of such PC computers (e.g. Dell 
computers), any other type of PC, or a processor in a more 

15 advanced or more primitive computing device. Parallel 
processing techniques may also be utilized with this inven-
tion. 

FIG. SB is an example of the display once the Cases-After 20 

Display Subroutine (CADS) is executed. 

The database 54 is con nected to the Computer Processor 
30 and can be any device whicb wi ll hold data. For example, 
the database 54 can consist of any type of magnetic or 
optical storing device for a computer. The database 54 can 

FIG. 5C is an example of the display after a user selects 
an; active box representing a textual object retrieved by the 
Cases-After Subroutine and chooses to open the ·'full text" 
window relating to the icon. 25 

be located either remotely from the Computer Processor 30 
or locally to the Computer Processor 30. The preferred 
embodiment sbows a database 54 located remotely [rom the 
Computer Processor 30 tbat communicates with the personal 
cornp11ter 28 via modem or leased line. In this manner, the FIG. SD i.s an example of the display once the Cases-In 

Display Subroutine (CIDS) is executed. 
PIG. SE is an example of the display once the Similar­

Cases Display Subroutine (SCDS) is executed. 
FIG. SF is an example of the display after a user chooses 

to execute the Similar Cases Subroutine f or a textual object 
retrieved by the Similar-Cases Subroutine represented in 
FIG. 5E. 

database 54 is capable of supporting multiple remote com­
puter processors 50. The preferred connection 48 between 
the database 54 and the Computer Processor 30 is a network 

30 type connection over a leased line. It i.s obvious to one 
skilled in the art that tbe database 54 and tbe Computer 
Processor 30 may be electronically connected in a variety of 
ways. In the preferred embodiment the database 54 provides 

FIG. 5G is an example of the display after a user chooses 35 

to execute the Sim ilar Cases Subroutine for one of the cases 

the large storage capacity necessary to maintain the many 
records of textual objects. 

Tbe input means is connected to the Computer Processor 
30. The user enters input commands into tbe Computer 
Processor 30 through tbe input means. Tbe input means 
could consi~t of a keyboard 46, a mouse 42, or both working 

retrieved by the Similar-Cases Subroutine represented in 
FIG. 5F. 

FIG. 5H depicts an Executive Search Window. 
FIG. 6 depicts a schematic representation of eighteen 

patterns. 
FIG. 7 is a high level diagram of the Layout of Boxes 

Algorithm. 
FIG. 8 is a diagram of a screen showing execution of a 

show usage command. 
FIG. 9 is a diagram of the Internal Box Layout Algorithm. 
FIG. lOA is a diagram of a screen showing an Influence 

Map, which is a screen used in one embodiment of this 
invention. 

FIG. lOB is a diagram of a screen showing a Source Map, 
wbicb is a screen used in one embodiment of this invention. 

FIG. lOC is a diagram of a screen showing a Cluster Map, 
which is a screen u.<;ed in one embodiment of the invention. 

FIG. 11 depicts a Look-Up Table for B itmaps. 
FIG. 12 is a software flow chart for the auto arranging 

window feature. 
FIG. 13A is a depiction of a display with vertically tiled 

windows. 
FIG. 13B is a depiction of a displ.ay with horizontally tiled 

windows. 
FIG. 14A is a high levd diagram of a m~;:thod for 

searching, indexing, and displaying data stored in a network. 
FIG. 14B is a high level diagram of a method for 

searching, indexing, and displaying data stored in a network 
using the cluster generation algorithm. 

40 in tandem. Alternatively, the input means could comprise 
any device used to transfer information or commands from 
ihe user to the Computer Processor 30. 

The display 38 is connected to the Computer Processor 30 

45 
and operates to display information to the user. The display 
38 could consist of a computer monitor, television, LCD, 
LED, or any other means. to convey information to the user. 

The Random Access Memory (RAM 34) is also con­
nected to the Computer Processor 30. The so(tware system 

50 60 for computerized searching of data may reside in the 
RAM 34, whicb can be acces.sed by the Computer Proces.sor 
30 to retrieve information from the software routines. A 
Read Only Memory (ROM), Erasable Programmable Read 
Only Memory (EPROM), disk drives, or any other magnetic 

55 storage device could be used in place of the RAM 34. 
Furthermore, the RAM 34 may be located w ithin the struc­
ture of the Computer Processor 30 or external to the struc­
ture. 

The hardware system 26 for computerized searching of 
60 data shovm in FIG. 1 supports a ny one, or any combination, 

of the software programs contained in the software system 
60 for computerized searching of data. The software system 
60 for the computerized searching of data comprises one or 
more of the following programs: the Proximity Indexing 

65 Application Program 62, the Computer Search Program for 
Data Represented by Matrices (CSPDM 66) and the Graphi­
cal User Interface (GUI) Program. "The Pro>..imity Indexing 
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can be applied to other computer systems besides a system 
for computeriled searching of data. The GUI Program 70 is 
described in more detail in FIGS. SA to 5H. 

FIGS. 3A to 3D depict examples of the procedures and 
subroutines of a Proximity Indexing Application Program 
62, aod possible interactions among the sub routines. FIG. 
3A depicts a sequence of procedures followed by the Prox­
imity Indexing Application Program 62 to index textual 
objects for searching by the CSPDM 66. FIG. 3B depicts 

Application Program 62 could reside in RAM 34 or in 
separate memory connected to the database 54. The Com­
puter Processor 30 or a separate computer processor 50 
attached to the database 54 could execute the Proximity 
Indexing Application Program 62. In the preferred embodi- 5 

ment the Proximity Indexing Application Program 62 
resides in separate memory that is accessible to the database 
54, and a separate computer processor 50 attached to the 
database 54 executes the Proximity lnclexing Application 
Program 62. 10 specific subroutines tbat tbe Proximity lodexiogApplicatioo 

Program 62 executes to partition full textual objects into 
smaller sections. FIG. 3C depicts subroutines executed by 
the Section Comparison Routine of FIG. 3B and subsequent 
possible subroutines to format and index the sections. FIG. 

'The CSPDM 66 could reside in the RAM 34 connected to 
the Computer Processor 30 or in the separate memory 
connected to the database 54. In the preferred embodiment, 
the CSPDM 66 is located in the RAM 34 connected to the 
Computer Processor 30. This is also tbe preferred embodi­
ment for the applicattoo of this method to network search­
ing. For network appl icat·ioo, a separate database 54 storing 
information to be analyzed is remodeling connected to the 
computer processor 30. T he CSPOM 66 may use the display 
38 to depict input screens for user entry of information. 

15 30 depicts a sequence of subroutines of the Proximity 
Indexing Application Program 62 which first sections and 
then indexes these sections of "core englis h words" 140 
contained in the database 54. ''Core english words" 140 are 
words that are uncoo1mon enough to somewhat distinguish 

20 one textual object from another. The word searches of the 
CSPDM 66 search these sections of core English words to 
determine whicb textual objects to retrieve. 

The GUI Program 70 could likewise reside in the RAM 34 
connected to the Co mputer Processor 30 or in separate 
memory connected to the database 54. lu the preferred 
embodiment, the GUl Program 70 is located in the RAM 34 
connected to the Computer Processor 30. The GUJ Program 25 

70 also conJmuoicates with the display 38 to eohaoce the 
manner in which the display 38 depicts information. 

FIG. 2 is an overview of the preferred embodiment of the 
software system 60 for computerized searching of data. The 

30 
software system 60 for computerized searching of data 
comprises at least one or more of the following programs: 
the Proximity Indexing Application Program 62, the Com­
puter Search Program for Data Represented by Matrices 
(CSPDM 66) and the Graphical User Interface (GUI) Pro-

35 
gram. Proximity Indexing is a method or identifying n:l­
evam data by using statistical techniques and empirically 
developed algorithms. (See Appendix # 2) The Proximity 
Indexing Application Program 62 is an application program 
which represents or i ndexes the database 54 to a proper 

40 
format to enable the Computer Search Program for Data 
Represented by Matrices (CSPDM 66) to properly search 
the database 54. T he Proximity Indexing Application Pro­
gram 62 can index data in a local database 54 or a remote 
database 54. The Proximity Indexing Application Program 

45 
62 is shown in more detail in FIGS. 3A to 3H. 

After the Proximity Indexing Application Program 62 
indexes the database 54, the CSPOM 66 application pro­
gram can adequately search the database 54. ·nJe CSPDM 66 
program searches the database 54 for objects according to 50 
instructions that the user enters ioto the Computer Processor 
30 via the input means. The CSPDM 66 then retrieves the 
requested objects. The CSPOM 66 either relays the objects 
and other information to the GUl program in order for the 
GUI program to display this information on the display 38, 55 
or the CSPDM 66 sends display commands directly to the 
Computer Processor 30 for display of th is information. 
However, in the preferred embodiment, the CSPOM 66 
relays the objects and other commands to the GUI Program 
70. The CSPDM 66 is described in more detail in FIGS. 4A 60 
to 41. 

FIGS. 3E-3H show a preferred e01bodiooent for repre­
senting tbe data in a database 54 or documents in a network 
in accordance with the present invention. The application of 
this method for represeoting documents on a network is 
described in greater deta:illater in this specification. 

FIG. 3E shows a method for representing the data using 
the present invention. Specifically, FIG. 3E shows a method 
in which links 2004 and nodes 2008 can be used along with 
link types 2012, link subtypes 2020, node types 2016 and 
node subtypes 2024 to represent the data. 

A node 2008 is any entity that. can be represented by a box 
on a display 38 such as a CUI 70. A node 2008 might be for 
example, an object in a database 54, a portion of an object 
in a database 54, a document, a section of a document, a 
World Wide Web page, or an idea or concept, such as a topic 
name. A node 2008 need not represent aoy physical entity 
such as an actual document. It is preferred that a node 2008 
have links 2004, specifically, it is preferred that a node 2008 
have links to other nodes 2008 (for example source links (a 
source link is a link 2004, or influence links (an influence 
link is a link 2004)). A node 2008 can represent any idea or 
com;ept that bas links to other ideas or wncepts. For 
example, two nodes 2008 can exist such as a node 2008 
called Modern Architecture (not shown) and a node 2008 
called Classical Architecture (not shown) and the links 
would show that Classi cal Architecture is a source for 
Modern Architecture and that Modem Architecture is influ­
enced by Classical Architecture. In this example, a source 
link 2004 and an inlluence link 2004 would exist between 
the two nodes 2008. (Many times, links 2004 represent 
inverse relationships sucbi as source links 2004 and influence 
links 2004, and one type of link may be derived or generated 
from analysis of another link.) 

More speciflcally, in the preferred embodiment, the soft-
ware defines a node 2008 as something that has a unique 
node 2008 identification, a node type 2016, a node subtype 
2024, and an associated date (or plot date). Node types 2016 
or subtypes may have names 2021 or ideDitifications, title 
descriptors 2026 and external auributes. A node 2008 may 
have a corresponding mtmerical representatiou assigned, a 
vector, a matrix, or a table. In the preferred embodiment a 

After the CSPDM 66 has retrieved the objects, the 
Graphical User !JJterface (GUI) Program, which is a user 
interface program, causes the results of the search to be 
depicted on the display 38. The GUI Program 70 enhances 
the display of the results of the search conducted by the 
CSPDM 66. The GU! Program 70, its method and operation, 

65 table format is used for lhe nodes. 
Referring to FIG. 3E, 3F, and 3G a link 2004 is another 

name or identification for a relationship between two nodes 
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2008. The relationship may be semantical, noo-semantical, 
stated, implied, direct 2032, iodirect 2036, actual, statistical 
and/or theoretical. A link 2004 can be represented by a 
vector or an entry on a table and contain information (or 
example, a from-node identification 2010< (10), a to-node 10 5 
2010, a link type 2012, and a weight 2034. A group of links 
2004 may be represented by a series of vectors or entries in 
a table, a link table. Link subtypes 2020 may be used, named 
aud assigned comments. 

In addition, to better integrate the GUI 70 and the data 10 
representation, visual s tyles 2028 may be assigned for 
example to nodes 2008, links 2004, link types 2012, and link 
subtypes 2020 to assist in the visual displays 38. 

In the prdern:d embodiment, three typ~ of linh 2004 are 
used: source links 2004, influence links 2004 ami cluster 

15 
lioks 2004. Source links 2004 generally link a first node 
2008 to second node 2008 that represents information or 
documentation specifically cited or referred to by the first 
node 2008. lnl'luence links 2004 are geneTally the inverse of 

14 
Textual objects other than full textual objects may be 

subseLs of full textual objects and of each other. For 
example, a section, page. or paragraph of text taken from a 
longer text may be treated as a textual object. Phrases and 
words are treated as a special kind of textual object, wbere 
Q(w)=O. Sections, pages, and paragraphs are generally sub­
sets of only one full textual object, and may be organized 
chronologically under the numerical " name" of that full 
textual object. For purposes of chronology, phrases and 
words are treated as textual objects that precede every full 
text11al object, and can generally be treated as members of a 
set with name "0," or be assigned arbitrary negative num­
bers. 

Any two textual objects may be related to each other 
through a myriad of "patterns." Empirical research derooo­
strates that eighteen patterns capture most of the useful 
relational information in a cross-referenced database 54. A 
list of these eighteen patterns, in order of importance, 
follows: a source link 2004. The relationships represented by these 

lillks 2004 may be explicit or implied. 
Links 2004 and nodes 2008 may be manually entered by 

20 Given that: 

a,b,c<A; 

A<d, e, f<D; and 

B<g, b, i. 

a user or automatically generated by a computer 30. It is 
preferred that cluster [inks 2004 be generated automatically 
by a processor. A cluster link 2004 is a relationship between 
two nodes 2008, for example, two nodes 2008 both directly 
lirnked to the same intermediate nodes 2008, may be indi­
rectly linked through many paths and therefore have a 
cluster link 2004 between them. The cluster links 2004 may 

25 Patterns Between A and B Include 

be determined using the specific or general methods 
30 

described later for finding relationships in a database 54. 
However, the preferred method is through using a Proximity 
Indexing Application Program. 

"Proximity index·ing" is a method of indexing that uses 
statistical techniques and empirically geocratcd algorithms 35 
to organize and categorize data stored in databases or on a 
network. The Proxim ity Indexing Appl ication Program 62 
applies tbe Proximity indexing method to a database 54. One 
embodiment of the present invention liiSes the Proximity 
Indexing Application Program 62 to Proximity index textual 40 
objects used for legal re-search by indexing objects based on 
their degree of relanedness-in terms of precedent and 
topic-to one another. 

1. B cites A. 

2. A cites c, and B cites c. 

3. g cites A, and g cites B. 

4. B cites f, and f cites A 

5. B cites f, f cites e, and e cites A 

6. B cites f, f cites e, e cites d, and d cites A 

7. g cites A, h cites D, g cites a, and h cites a. 

8. i cites B. i cites f [or g), and f [or g] cites A. 
9. i dtes g, i cites A, and g cites B. 

10. i cites g [or d), i cites h, g [or d) cites A, and h cites 
B . 

11. i cites a, i cites B, and A cites a. 

12. i cites A, i cites e, B cites e. 
13. g cites A, g cites a, A cites a, h cites B, and h cites a. 
14. A cites a, B cites cl, i cites a, and i cites d. 

15. i cites B, i cites d, A cites a, and d cites a. 

16. A cites b, B d!es d [or c], and d [or c] dtes b. 
17. A cites b, R cites d, b cites a, and d c ites a. 

18. A cites a, B cites b, d [or c] cites a, and d [or c] cites 
b. 

These 18 patterns are shown schematically in FlG. 6. (For 

Applying the method to legal research, the "Proximity 
indexing" system treats any discrete Lext as a " textual 45 
object." Textual objects may contain "citations," which are 
explicit references to o ther textual objects. Any legal textual 
object may have a number of different designations of labels. 
For example, 392 U.S. 1, 102 S.Ct 415, 58 U.S.L.W 1103, 
etc. may all refer to the same textual object. 

Cases are full textual objects that are not subsets of other 
textual objects. Subjects of a f1111 t.exrual object include 
words, phrases, paragraphs, or portions of other fuU textual 
objects that are referred to in a certain fuU textual object. 
(The system does not treat textual objects as subsets of 55 
themselves.) 

so a disl.:ussion on probability theory and statistil.:S, see 
Wilkinson, Leland; SYSTAT: The System for Statistics; 
Evanston, Ill. : SYSTAT Inc., 1989 incorporated herein by 
reference.) Some patterns occur only between two full 

.Cvery case, or "full" tq.tual object, is a~igned a 
counting-number " name"--designated by a letter of the 
alphabet in tbjs dcscription-<:orrcspondiog to its chrono­
logical order in the database 54. Obviously, textual objects 60 
may contain citations only to textual ohjecL<; that precede 
them. In other words, for full textual objects, ii " B cites A," 
(i.e. "A is an element of B" or ·' tbe set 'B' contains the name 
' N "), textual object A came before B, or symbolically, A<B. 
Every textual object B contains a quantity of citations to full 65 

textual objects, expressed as Q(B), greater than or equal to 
zero, such that Q(B)<B. 

textual objects, and others between any two textual objects; 
this distinction is explained below. Semaotical patterning is 
only run on patterns nu01ber one and number two, shown 
above. 

For purposes of explaining bow patterns are used to 
generate the Proximity Index, only the two simplest patterns 
are illustrated. 

The simplest, Pattern # 1, is "B cites A." See FIG. 6. In the 
notation developed, this can be diagramed: a b cAd c f B 
g h i where the letters designate textual objects in chrono­
logical order, the most recent being on the right, arrows 
above the text designate citations to A or B, and arrows 
below the text designate all other citations. The next sim-
plest pattern between A and B, Pattern #2, is "B cites c and 

064 Facebook Inc. Ex. 1201



5,832,494 
15 16 

The full results of F(A,B) are arranged in an (n)x(n) 
matrix designated E. Note that F(B, A) is defined as equal to 
F(A, B), and arrays that remain empty are designated by 0. 
For every possible pairing of cases (A,B), a Euclidean 

A cites c," which can also be expressed as ·'there exists c, 
such that c is an element of (A intersect B)." See Appendix 
#1. This can be diagramed: a b cAd e f B g b i. For every 
textual object c from 0 to (A-1), the existence of Paltem #2 
on A aod B is signified by 1, its absence by 0. This func.tioo 
is represented as P#2AB(c)=l or P#2AB(c)=0. The complete 
results of P#lAB and P#2AB can be represented by an 
(A)x(l) citation vector designated X. 

5 distance D(A,B) is calculated by subtracting the Bth row of 
Matrix E from the ALb row of Matrix E. In orber words: 

The functions of some Patterns require an (n)x(l) matrix, 
a pattern vector. Therefore it is simplest to conceive of every 

10 
Pattern function generating an (n)x(l) vector for every 
ordered pair of fuJI textual objects in the da tabase 54, with 
"missing'' arrays fi lled in by Os. Pattern Vectors can be 
created for Pattern #1 through Pattern #4 by just using the 
relationships among textual object A and the other textual 
objects in the database 54 and among textual object B and 15 
the other textual objects in the database 54. Pattern Vectors 
for Patterns #5 through #18 can only be created Lf the 
relationship of every textual object to every other textual 
object is known. In other words, Pallern Vectors for Pallems 
#l through #4, can be created from only the rows A and B 20 

to the Citation Matrix but Pattern Vectors for Patterns ItS 
through #18 can only be created from the whole Citation 
MatrLx. 

D(A,B)-{(F(1, A)-F(l, B))'+(F(2, A)-F(2, 8))2+ .. . +(F(n, 1!)-F(n, 
8))2]112, 

A function designated D(A,B) generates a scalar for every 
ordered pair (A,B), and hence for every o rdered pair of 
textual objects (A,B) in tbe database 54. lbe calculations 
D(A,B) for every ordered pair from D(l,l) to D(n,n) are then 
arranged in an (n)x(n) "proximity matrLx" !2. Every column 
vector in .!2 represents the relationship betwe·en a give n case 
A and every other case in the database 54. l.omparing the 
column vectors from c.o(umo A (representing tex1ual object 
A) and column B (represeoting textual object B) allows one 
to ide ntify their comparative positions in n-dimensional 
vector space, and generate a coefficient of similarity, S(A,B), 
from 0-100%, which is more precise and sophisticated than 
F(A,B) or D(A.B) alone. A similarity subro utine can run 
directly on F(A,B). However, the real power of the Prox-(to tal textual objects c)/(theoretical maximum textual 

objects c) [(x)(x/iTMax], 
(total textual objects c)!( actual maximum textual objects c) 

[(x)(?;Y/AI'vtax] 

25 imity Matrix !2 is that it allows ooe to identify "groups" or 
"clusters" of interrelated cases. 

fre4u.~::ncy of object c per year [CJ, ami 
the derivative of the frequency [ fl. 

In pallero #2, given that A<B, the theoretical maximum 30 
("TMax") number Q(A intersect B)=A minus 1. Tbe actual 
maximum possible ("AMax"), given A and B, is the lesser 
of Q(A) and O(B). The ratios "X(.XfffMax" and "X( 
XY/AMax," as well as the frequency of occurrence of 
textual objects c per year, f2(A, .U), and the t'irst derivative 35 

E'2(A, B), which gives. tbe instantaneous rat.e of change in the 
frequency of "bits," are all defined as "numerical factors" 
generated from palterns #1 and #2. These are the raw 
numbers that are used in the weighing algorithm. 

For Pattern #2, the total number of possible textual objects 40 

c s ubject to analysis, i.e. TMax, is A-1, one only for the 
years at issue which are those up to the year in which A 
occurred. However, a relationship may remain "open," that 
is, it may requLre reca.lculation of f(x) and f'(x) as each new 
textual object is added to the database 54, (for a total of n 45 
cases subject to analysis). 

The " numerical factors" for all eighteen patterns are 
assigned various weights in a weighing algorithm used to 
generate a scalar F(A, B). The function F generates a scalar 
derived from a weighted wmbination of the factor:; from all so 
eighteen patterns. The pattems are of course also weighted 
by " importance," aiJowing Supreme Court fu ll textual 
objects to impose more influence on the final scalar than 
District Court full textual objects, for example. The weigh­
ing of the more than 100 factors is determined by empirical 55 

research to give results closest to what an expert human 
researcher would achieve. Tlle weig!:Jing will vary depend­
ing upon tbe type of material that is being compared and the 
typ e of data in the database 54. (Sec Tburstooc, The Vectors 
of Mind, Chicago, Ill.: University of Chicago Press, 1935, 60 
for a description of factor loading and manipulating empiri-
cal data incorporated herein by reference .. ) In a commercial 
"Proximity Indexer" it will be possible to reset the algorithm 
to suit various types of databases. 

A scalar F(A, B) is generated for every ordered pair of full 65 

cases in the database 54, from F(l, 2) to F(n- 1, n). F(z,z) is 
defined as equal to 0. 

Through factor loading algorithms, the relationships rep­
resented by Q for " n" cases can be rc:-repre~nt.ed in a vector 
space containing fewer t han "n" orthogonal vectors. This 
knowledge can be reflected in S(A,B). 

The Proximity lodexiog Application Program 62 is an 
application program that applies the above techniques and 
algorithms to index and format data to be searched by the 
CSPDM 66. 

FlU. 3A describes the Qverall procedure of the Proximity 
Application Indexing Program 72. The first stage initializes 
the data 74 in the database 54. The second stage determines 
the relationships between full textual objects 78. The tbird 
stage determines the relationships between paragraphs of 
each textual object and each full textual object 80. The 
fourth stage clusters related paragraphs using factor loading 
and empirical data and then groups the paragraphs into 
sections based on such data 84. The fifth stage determines 
the relationships betweert the sections 88. In the fina l stage, 
the sectioned textual objects are not further processed until 
commands are received from the CSPDM Routine 92. 

The following description of F IG. 3B and FIG. 3C 
elaborates on this general procedure by describing specific 
subro\Jtines of a Proximity Indexing Application Program 
62. "The following is a step by step description of the:; 
operation of the Proximity Indexing Application Program 
62. 
Section A lnitial Extractor Subroutine 96 

FIG. 3B describes subroutines for tbe first portion of the 
preferred Proximity Indexing Application Program 62. Tbe 
first subroutine of tbe Proximity Indexing Applications 
Program is the lnitia!Dxtractor Subroutine 96. Tlle Initial 
extractor subromine 96 performs three primary functions: 
Creation of the Opinion Citation MatrLx, creation of tbe 
Paragraph Citation Matnix, and creation of Boolean Word 
Index. 

The following steps arc performed by the Initial extractor 
subroutine 96. 

1. Number all full textual objects chronologically with 
arabic numbers from 1 through o. 

2. Number all paragraphs in all the full textual objects 
using arabic numbers from 1 through p. 
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3. Identify the page number upon which each paragraph 
numbered in step two above begins. 

4. Create Opinion Citation Vectors (20. By comparing 
each full textual object in the data base to every other full 
textual object in the data base that occurred earlier in time. 5 

5. Combine Opinion Citation Vectors to create the bottom 
left half portion of tbe nxn Opinion citation matrix. 

18 
19. Calculate the ratio of total hits divided by theoretical 

max [((O£Y)(O.PY)'17 M A..X]. 

20. Calculate the ratio of the total bits divided by the 
actual maximum [(OPV(OPY)'tAMA.x]. 

21. Calculate a weighte d number F(A.B) w hich represents 
the relationship between f"Ulltextual object A and full textual 
object B. The weighted number is calculated using the four 
raw data numbers, two ratios and one derivative calculated 
above in steps 14 through 20 for each of the 18 patterns. The 

6. Create a mirror image of the bottom left ball portion of 
the Opinion citation matrix in the top right half portion of the 
same matrix, to complete the matrix. Io this manner only 
n2/2 comparisons need to be conducted. 'lbe other Y, of the 
comparisons are eliminated. 

tO weighing algorithm u.ses empirical data or loading factors to 
calculate the resulting weighted number. 

7. Create the pxu Paragraph Citation Vectors by compar­
ing each paragraph to each full textual object that occurred 
at an earlier tiroe. This will require (o!2)p searches. 

8. Create a Parag,rapb Citation Matrix by combining 
Paragraph Citation Vectors to create the bottom left half 
portion of the matrix. 

15 

22. The Opinion Palle rner Subroutine 100 sequence for 
the Opinion Citation Matrix is repeated n- 1 times to com­
pare each of the ordered pairs of full textual objects. 
Therefore, during the process, the program repeats steps 13 
through 21, n- 1 times. 

9. Complete the creation or the Paragraph Citation Matrix 
by copying a mirror image of the bottom left half portion of 
the matrix into the top right half portion of the matrix. 

23. Compile the Opinion Pattern Matrix by entering the 
appropriate resulting numbers from the weighing algorithm 
into the appropriate cell locations to form an nxn Opinion 
Pattern Matrix. 

20 
Section C The Opinion Weaver Subroutine 104 

10. Initialize the Initial extractor subroutine 96 witb a 
defined set of core English words 140. 

11. Assign identification numbers to the core English 
words 140. In the preferred embodiment 50,000 English 
words are used and they are assigned fo r identification the 
numbers from - 50,000 to - 1. 

12. Creal(; a Boolean Index Matrix 144 with respect to th(; 
core English words by searching the database 54 for the 
particular word and assigning the paragraph number of each 
location of the particllllar word to each particular word. This 
procedure is described in greater detail in FIG. 3D. 

The Opinion Weaver Subroutine 104 shown in FIG. 3B, 
performs two primary tasks: calculation o f the Opinion 
Proximity Matrix and calculation o( tbe Opi uion Similarity 
Matrix. The Opinion Proximity Matrix 0 is generated by 

25 
calculating the Euclidea!l Distance between each row A and 
B of the Opinion Pattern Matrix (D(A,B)) for each cell 
DC(A,B). The Opinion Similarity Matrix is generated by 
calculating the similarity coefficient from 0 to 100 between 

30 
each row A and B o[ the Opinion P roximity Matrix (S(A,B)) 
in each cell SC(A,B) in matrix S. 

Section B Opinion Patterner Subroutine 100 

24. Calculate the nxn Opinion Proximi ty Matrix. To 
calculate D(A,B) the program takes the abSQlute Euclidian 
distance between column A and column B of the nxn 

The Opinion Patterner Subroutine 100 performs three 
pnmary l'unctions: Pattern analysis on matrices, calculation 
of the numerical factors and weighing the numerical factors 
to reach resultant numbers. 

35 
Opinion Pattern Matrix. The formula for calculating sucb a 
distance is the square root of the sum of the squares of the 
distances between the columns in each dimension, or: 

13. Process the Opinion Citation Matrix through each of 
the patt.em algorithms descrihed above and in FIG. 6 for 
eac h ordered pair of fu ll textual objects to create opinion 40 

pattern vectors for each pattern and for each pair or full 
textual objects . The pattern algorithms determine relation­
ships which exist between the ordered pair of textual objects. 
Tbe first four pauem a lgorithms can be run utilizing just the 
Opinion Citation Vector for the two subject fu.ll textual 45 
objects. Each pattern algorithm produces a opinion pattern 
vector as a result. The fifth through eighteenth pattern 
algorithms require the whole Opinion Citation Matrix to be 
run through the Opinion Patterner Subroutine 100. 

14 . Calculate total bits (citation) for (;a~.:h pattern algo- so 
rithm. This can be done by taking the resultant opinion 
pattern vector (OPV) and multiplying it by the transposed 
opinion pallero vector (OPV)T to obtain a scalar number 
representing the total hits. 

15. Calculate the theoretical maximum number of bits. 55 

For example, in the second pattern, ibe theoret ical maximum 
lS all of the fullte/(tUal OQjOCtS that OCC\lf prior ll time to case 
A( A--). 

DV\,Bl-{(F(l,A)-F(l,B))l+(F(1,A}-F(1,B))Z+ .. . +(F(N,A)F(N, 
8))']'12 

The Opinion Proximity Matrix created will be an nxn 
matrix. The smaller the numbers in the Opinion Proximity 
Matrix the closer the relatiooship between fun textual object 
A and fu.U textual object B. 

25. Create nxn Opinion Similarity Matrix. To calculate 
the Opinion Similarity Matrix each scalar number in the 
Opinion Proximity MatrL"X is processed through a coefficient 
of similarity subroutine which assigns it a number bet\veen 
0 and 100. By taking the coefficient of similarity, the 
program is abl(; to eliminate fullt(;xtual objects whieh have 
Euclidian distances that are great. (For example, a Euclidean 
distance that is very h rge aod is run through the coefficient 
of similarity would result in a very low coefficient of 
similarity. Euclidean distances resulting io similarities 
below four are eliminated in the preferred e mbodiment) . 
Section D Paragraph Patteruer Subroutine 108 (Optional) 

26. Obtain tbe pxn Paragraph Citation Matrix calculated 
by the Initial extractor subroutine 96. 

16. Calculate the actual maximum number of bits. For 
example, in the second pattern, tbe actual maximum possible 
number of hits is the lesser of the number of citations in full 
textual object Q(A) or full textual object Q(B). 

27. Run each ordered pair of rows of the pxn Paragraph 
60 Citation Matrix for an individual full textual object i through 

the pattern algorithms number one and two and determine 
the resultant Paragraph Pattern Vector. 

17. Calculate tbe total number of bits (citations) per year. 
This is labeled f(A,B). 

18 . Calculate the derivative of the total change in hits per 
year. This is the rate of change in total hits per year and is 
labeled f'(A,B). 

28. Calculate the various numerical factors (AMax, 
TMax, etc.) by evaluatjng the values in the Paragraph 

65 Pattern Vector. 
29. Run the Paragraph Pattern Vector and the numerical 

factors through the weighing algorithm to determine the 
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appropriate value for each cell of the c,xn Partial Paragraph 
Pattern Matrix where c, is the number of paragraphs in full 
textual object i. 

30. Repeat steps 27 through 29 for each full textual object 
i where i=l ton, to create the pxn Paragraph Pattern Matrix. 5 

Section E Paragraph Weaver Subroutine 112 
31. CalcuJate the Euclidean dLc;tance of each ordered pair 

20 
44. The Section Weaver Subroutine 136 calculates the 

Euclidean distances between each row of the qxq Section 
Pattern Matrix and creates a qxq Section Proximity Matrix. 

45. The Section Weaver Subroutine 136 then creates a qxq 
Section Similarity Matrix: with coefficients 0 no 100 using the 
values of the Section Proximity Matrix and empirical data 
and factor loading. 
Section LSemantical Clustering of a Boolean Index Routine 
138 

of rows of either the pxn Paragraph Citation Matrix or the 
pxn Paragraph Pattern Matrix for a single full textual object 
I. 

tO FIG. 3D depicts a possible Semantical Clustering of a 
Boolean Index Routine 138. (See Hartigan, J. A. Clustering 
Algorithms. New York: John Wiley & Sons, Inc., 1975, for 
detailed description of clustering algorithms incorporated 
herein by reference.) The Semantical Clustering routine of a 
Boolean Index 138 indexes the textual objects according to 

32. Place the resultant Euclidean dist.ance values in the 
appropriate cell of the C;XC; Paragraph Proximity Matrix 
where c, is the number of paragraphs in full textual object i, 
where O<i<n+l. 

33. Repeat steps 31 through 32 n times in order to 
ca lculate n diiJereot Paragraph Proximity Matrices (ooe for 
each full textual object i). 

34. The Section Comparison Subroutioe 116 clusters all p 
paragraphs in the database 54 into sections. Then tbe sec­
tions are compared and indexed in the database 54. This 
procedure is described in greater detail in FlG. 3C. 

15 the similarity of phrases and words contained within each 
text11al object i.n a database 54. The routine c<Jmprises seven 
possible subroutines: the Initial Opinion Extractor Subrou­
tine 96, the Pool Patterner Subroutine 152, tbe Pool Weaver 
Subroutine, the Pool Sectioner Subroutine 160, tbe Section 

FIG. 3C depicts possible subroutines tbat the Section 
Comparison Subroutine ll6 comprises. The subroutines are 
the Seetioner Geographical Subroutine 120, the Sectioner 
Topical Subroutine U4 (Optional), the Section Extractor 
Subroutine 128, the Section Patterner Subroutine 132 and 
the Section Weaver Subroutine 136. 

20 Extractor Subroutine 128, the Section Patterner Subroutine 
132 and the Section Weaver Subroutine 136. In fact, it is 
quite pos:;ibh:, u:sing t>nly :sema11tical statistrt:al techniyues, 
to " Proximity-index" documents that do not refer to one 
another at all based on there Boolean indjces. 

25 Section M Initial Extractor Subroutine 96 

s~tiun F Sectioncr Geographical Subroutine UO 
35. For each full textual object i, the Sectioner Geographi-

cal Subroutine 120 uses the corresponding c,xc1 Paragraph 30 
Proximity Matrix and a contiguity factor for each paragraph 
to determine which paragraphs may be clustered into sec­
tions. Sections are made up of continuous paragraphs tbat 

46. As described in steps 10 and 11, the Initia l Extractor 
Subroutine initializes a set of core English words 140 and 
assigns each word a number. The preferred emhodiment uses 
50,000 discrete core English words 140 and assigns each 
discrete core English word 140 a number from -50,000 to 
- 1. 

47. The Initial Extractor Subroutine 96 then converts the 
core English words 140 jnto a pxw matrix. T he number of 
columns (w) represents the number of discrete core English 
words 140 in the database 54 and the number of rows (p) are combined based upon weighing their Euclidean dis­

tances and contiguity. 
36. Repeat step 35 for all n full textual objects until all p 

p<uagrapbs are grouped into q sections. 

35 represents the number of paragraphs in the database 54. 

Section H Sectioner Topical Subroutine 124 (Optional) 
37. T he Sectioner Topical Subroutine 124 provides addi­

tional assistance to the Sectioncr Geographical Subroutine 40 

120 by considering the factor of topical references to deter­
mine tbe q sections. 

38. For the total number of discrete references "z" to each 
full textual object in a particular full textual object, a zxz 
Citation Proximity Matrix is formed by comparing the 45 
Euclidean distances between each reference to a full textual 
object contained in each paragraph and calculating the 
topical weight given to each paragraph. 
Section I Section Extractor Subroutine 128 

39. The Section Extractor Subroutine 128 numbers each so 
section created by the Sectioner Geographical Subroutine 
120 and Sectioner Topical Subroutine l24 Subroutines from 
lto q. 

40. The Sectioner Extractor Subroutine 128 creates a qxq 
Section Citation Matf'ix by determining which sections refer 55 

to every other section. 
Section J Section Pattemer Subroutine .!.32 (sbown in fiG. 
3C) 

41. The Section Patterner Subroutine L32 then calculates 

48. The Initial Extractor Subroutine 96 fills the pxw 
matrix by inserting a "l" in the matrix cell where a certain 
paragraph contains a certain word. 
Section N Pool Patterner Subrotlline 152 

49. The Pool Pattcrner Subroutine 152 creates two pattern 
algorithm vectors for only the first two patt·eros aod deter­
mines values for the total number of bits, the theoretical 
maximum number of bits, the actual maximum number of 
hits, t be total number or b.its per year and tbe derivative of 
the total number of hits per year. 

50. The weighing algorithm of the Pool Patteruer Sub­
routine 152 uses empirical data and factor loading to deter­
mine values to enter into a pxw Paragraph/Word Pattern 
Matrix. 

51. Tbe Pool Weavec Subroutine 156 <.:real~:; a pxw 
Paragraph/Word Pattern Matrix by filling tbe appropriate 
cell of tbe Matrix witb tbe appropriate value calculated by 
the weighing algorithm. 

52. The Pool Patterner Subroutine 152 creates a pxw 
Paragraph/Word Proximity Matrix taking the Euclidean dis­
tance between the rows of the Paragraph/Word Pattern 
Matrix. 
Section 0 Pool Sectioner Subroutine 160 

53. The Pool Sectioner Subroutine 160 evaluates tbe 
18 Section Pattern Vectors corresponding to each row of the 
qxq Section Citation Matrix using theIR pattern algorithms. 

42. From the Section Pattern Vectors, the numerical 
factors (AMax, TMax, etc.) are calculated. 

60 Euclidean distances in tbe Paragraph/W(Jrd Proximity 
Matrix and the contiguity factor of each paragraph to cluster 
the paragraphs (p) into a group of (v) sections nod create a 
vxw Preliminary Cluster Word Matrix. 

43. The weighing algorithm evaluates the numerical fac­
tors and tbe Section Pauern Vectors and determines the 65 

values for each cell of the qxq Section Pattern Matrix. 
Section K Section Weaver Subroutine 136 

Section P Section Extractor Subroutine 128 
54. The Section Extractor Subroutine 128 numbers each 

section chronologically and creates a vxv Section Word 
Citation Matrix. 
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Section Q Section Patterner Subroutine 132 
22 

and a target node 2004. ln this embodiment, only a subset of 
the candidate cluster Links 2004, the actual cluster links 
2004, which meet a certain criteria are used to locate nodes 
2008 for display. 

Consider a set of nodes 2008 N0 ... N3 connected by a 
sequence of direct links 2004 whose weights 2034 are given 
by W 1 ••• W 3 , as showo in FIGS. 3F. 

55. The Section Patteroer Subroutine 132 evaluates the 
vxv Section Word Citation Matrix to create two word pattern 
vectors for only the first two patterns algorithms (described 
above and shown in FIG. 6) and determines numerical 5 

factors fort be total nu.rober of hits, tbe theoretical maximum 
number of bits, the actual maximum number of hits, the total 
number of hits per year and the derivative of the total 
number of hits per year. 

Node 2008 N1 is reachable from N0 through a path of 
length 1 (that is, N0-+ N J; node 2008 N2 is reachable 

tO through a path of length 2 (N0 -.N1-.N2); and so on. 56. The Weighing algorithm uses empirical data and 
factor loading to weigh the numerical fa.ctors created from 
the word paUem vectors and uses the numerical f<tclors and 
the word pattern vectors to determine values to enter into a 
vxv Section Word Pattern Matrix. 

Each path provides some evidence that the start node 
2008 (N0) and destination node 2008 (N1 , N2 , or N3) are 
related to some extent. The strength of the implied relation­
ship depends on the length of the path, and on tbe weights 

Section R Section Weaver Subroutine 136 15 2034 of the individual direct links 2004 along that path. 
In FIG. 3G, the implied relationships from N0 to N1 , N2, 

and N3 are shown as arcs. 
57. Tbe Section Weaver Subroutine J.36 creates a vxv 

Section Word Proximity Matrix by taking the Euclidean 
distance between the rows of the Section 'Vord Pattern 
Matrix and placing the appropriate Euclidean distance value 
in the appropriate cell of the Section Word Proximity Matrix. 

The weight 2034 of each implied link, C 1 ... C3, is a 
function of the weight2034 of the path to the previous node 

20 2008 and the weight 2034 of the last li.nk. 
The individual functions Fl. ... F3 describe bow to 

comb:ine the weights 2034 of the direct links 2004 to 
determine the weight 2034 of an implied link. Selecting 
appropriate functions is the key to making cluster link 

58. The Section Weaver Subroutine 136 create a vxv 
Section Word Similarity Matrix by evaluating the Euclidean 
distances from the Section Word Proximity Matrix and 
empirical data, and calculating the similarity coefficient for 
each ordered pair of sections, and places the value in the 
appropriate cell of the Section Word Similarity Matrix. 

25 generation work well. A preferred definition of FN is as 
follows: 

59. The Pool Searches of the CSPDM 66 evaluate the 
S~tiun Word Similarity Matrix as wt:ll as other matrk:es tu 
determine whether or no t to retrieve a fuU textual object. 

30 where DN is a damping factor that decreases rapidl y as N The following describes a preferred cluster link generator 
2040 wbich implements a specific type of patteroer or 
clustering system for use alone or in conjunction with other 
proximity indexing subroutines, and prior to searching. 1l1e 
cluster link generator 2040 analyzes a set o( numerical 
representations of a database 54 and generates a second set 35 

of numerical representations of the database 54. This second 
set is stored in the RAM. This second set of numerical data 
can represent indirect 2036, direct 2032, or direct 2032 and 
indirect 2036 relatiornships in the database 54. Preferably, 
the second set of numerical representations accounts for 40 

indirect 2036 relationships in the database 54. It is preferred 
that the first and second set of numerical data be in a table 
format and that the fust set represent direct 2032 relation­
ships or Unks and the second set represent cluster links 2004. 

Referring to FIG. 3H, the cluster link generation algo- 45 
rithm 2044 analyzes links to generate a set of cluster links 
2004. More specifically, the cluster link generation algo­
rithm 2044 generates a set of cluster links 2004 by analyzing 
direct 2032 ancl/or indirect links 2004 between nodes 2008 

increases. 
The cluster link algorithm 2044 determines the set of all 

paths P from a given node 2008 N0 that have a length less 
than or equal to a given length L. Each path is rated using 
the method described above. The paths are tfuen grouped by 
destination node 2008; the candidate cluster I ink 2004 C(N0 , 

NN) between N0 and a given destination node 2008 NN has 
a weight 2034 equal to the sum of the weights 2034 of all 
paths PN leading to NN. 

The set of all candidate cluster links 2004 is then sorted 
by weight 2034. A subset of tbe candidate links 2004 is 
chosen as actual cluster links 2004. Ibe number of cluster 
Unks 2004 chosen may vary, depending on the number of 
direct links 2004 from N0 , and on the total number of 
candidate cluster links 2004 available to choose from. 

Performance considerations and efficiency are more 
important than for small databases. For large databases, 
finding the set of all paths P from a given node 2008 N0 that 
have a length less than or equal to a given length L may be 

or bet WIXn obje~:ts in a databast: 54 and generates a S~.:t uf 
cluster links 2004. The set of cluster links 2004 is generated 
based upon direct 2032 and indirect 2036 paths or links 
existing in the database 54. 

so impra~:tkal, since the number of uni4ue paths may number 
in the tens of millions. 

In the preferred embodiment, the cluster link generator 
2040 analyzes direct links 2004 (for example source links 55 

2004 and influence links 2004). Tbesc direct links 2004 may 
be represented by a table or series of vectors. The generator 
then locates indirect 2036 paths between nodes 2008 or 
objects in a database 54. The indirect 2036 patbs arc 
preferably made up of direct links 2004. The cluster link 60 
generator 2040 then generates a set of cluster links 2004 
based upon both the direct links 2004 and on the indirect 
2036 paths. The cluster links 2004 may be represented by a 
table or a series of vectors. Another embodiment of this 
invention uses candidate cluster links 2004 to provide a 65 

more efficient search. Candidate cluster links are the set of 
ail possible cluster link-; 2004 between a search node 2008 

One embodiment of this invention uses candidate cluster 
links 2004 to provide a more efficient search. Candidate 
cluster links 2004 are tile set of all possible cluster links 
2004 between a search node (2008) and a target node. (2008) 
In this embodiment, only a subset of the candidate cluster 
.li.nks 2004, the actual cluster l.ink:; 2004, which meet a 
specified criteria are used to identify nodes (2008) for 
display 38. 

Clearly, it is not necessary to examine millions of paths 
when the goal is to select the top or strongest cluster links 
2004 for each N0 (for example, the top 20 to 25 cluster links 
2004). The great majority of paths have an insignificant 
efi'ect on the final results . What is needed is an implemen­
tation of the cluster link algorithm 2044 where the total 
number of paths examined is bounded, independent of the 
size of the database 54, without a loss in effectiveness. 1b 
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this end, we have an i mplementation of the algorithm 2044 
sucb that a cluster Unk 2004 is defined recursively. 

We define C~.(N0, N,...), tbe order-L cluster link 2004 from 
N0 to NN, as the cluster Link 2004 between N0 and NN, 
considering only patbs of length less than or equal to L. 5 

Tben, we can derive c/.+](No, NN) from c~.(No, NN) and 
C~(N0, NN). 

24 
Once the candidate cluster link 2004 set has been 

generated, deriving the actual cluster links 2004 is a simple 
mauer of selecting or choosing the T top rated candidate 
links 2004, and eliminating the rest. In practice, the follow­
ing formula bas yielded good results: 

T=min(COfiSUmt., 44 d), 

where dis the number of direct links 2004 fr,om No. Selling 
tbe constant equal to twenty has yielded good results. More 
than T cluster links 2004 may be generated if there are ties 
in the ratings. After each iteration, the candidate cluster link 
2004 set C, may be pruned so that it contains only tbe top 
candidate cluster lioks 2004 (for example, tibe top 200). 

FIGS. 4A and 4D are nigh level flow charts that illustrate 
tbe general flow of tbe subroutines of the CSPDM 66. FIG. 
4A illustrates that the flow ofvariou!> search routines depend 
on the type of search initialed by the researcher. The diagram 
further illustrates the interaction between the CSPDM 66 

The assumption is that most of !be paths l\(N0, NN) of 
length L (or greater) from N0 to NN will not have a 
significant impact on cluster link generation. Therefore, we 10 
an use a set of candidate cluster links 2004 CL(N0 , NN) as a 
summary of !bat path information for the purpose of deter­
mining C, .... ,(N0, NN)· 1bis assumption has a significant 
impact on the performance of tbe algorithm 2044 in this 
implementation, since the search space is significantly 15 
reduced at eacb step. The computer processing "cost" of 
generating cluster linlks 2004 is hounded by the size of the 
candidate cluster link 2004 sets generated at the intermediate 
steps, rather tbao by the total number of relevant paths in tbe 
database 54. 20 and the GUl Program 70. FIG. 4B illustrates the sequence of 

subroutines in the CSPDM 66 program and the user inter­
actions with the subroutines. FIG. 4B fimher shows that tbe 
researcher cao access the different search subroutines and 

The size of the ean.didate cluster link 2004 set generated 
at each intermediate step a1Iects tbe speed of the algorithm 
2044 in this implementation. If too many candidate cluster 
lin.ks 2004 are generated at each intetrmediate step, the 
algorithm 2044 is too slow. On the other hand, if too few 25 

candidate cluster links 2004 are generaled, and too many 
paths are pruned, then CL(N0, NN) is no longer an accurate 
summary of PL(N0, NN). 

Finally, since the weights2034 of the individual candidate 
cluster links 2004 in CL(N0 , NN) are generally much greater 30 
than the weights 2034 of the individual paths in PL(N0, NN), 
the damping factors DN used to derive the combined weights 
2034 at each step must be decreased accordingly in thjs 
implementation. 

The specifics for the basic algorithm 2044 of this 35 

implementation, for determining the set of order N cluster 
Urnks 2004 from a given start node 2008 N0 , are shown in 
FIG. 3H. The general algorithm 2044 works for any value of 
N greater than zero. Tf N=1, the set of candidate cluster links 
2004 generated is simple. The processing cost of detcrmin- 40 

ing tbe candidate clti!Ster Jinks 2004 increases with N. I n 
practice, N=3 appears to yield the best results. 

The algorithm 2044 starts by initializing the candidate 
cluster link 2004 set 2048 and creating a loop for i=O to N 
2052. The algorithm 2044 then performs a series of steps for 45 
each path P 2056. First, it selects the destination node 2008 

use information that the researcher bas already received to 
find new information. 

FIG. 4B provides a high level flow cbart illustrating the 
sequence of subroutines in tbe CSPDM 66 program and the 
rest:an.:ber's intt:ra\.:tions with tht: subroutint:s. A~suming 
that the database 54 the researcher desires to access bas been 
proximity indexed, the researcher must log oo 260 to tbe 
database 54. By entering the appropriate ioiormation into 
the Computer Processor 30 via tbe input means, the 
researcher electronically access 264 the database 54 and 
enables tbe CSPDM 66 to search 200 the database 54. 

FlU~. 4A and 4H both show the preliminary options that 
the researcher can choose from before selecting one of the 
searching subroutines of the CSPDM 66. The CSPDM 66 
questions the researcher on whether the researcher bas 
identified a pool of text.ual objects 204. If the researcher has 
selected a pool of textual objects 204, then tlhe researcher is 
able to choose one of tbe pool search 208 subroutines 212. 
If the researcher bas not selected a pool of textual objects, 
the CSPDM 66 questions the researcher on whether the 
researcber has selected a single textual object 216. If tbe 
researcher has selected a single textual object 216, then the 
researcher is able to choose one 220 of the textual object 
searches 224. If the researcher bas not selected either a pool 
of textual objects 204 or a single textual object216, then the 
researcher must execute a Boolean Word Search or alternate 

as the node to analyze and retrieves the set of direct links 
2004 (L) from the selected node 2008 to any other node 
2008 in the database 54, N1+1 • Second, (or each direct link 
2004 L tht: algorithm 2044 pt:rforms a St:rit:s of st~:ps: so Pooi-Gt:nt:ration Method 228 to retrieve textual objects 268, 

272. The algorithm 2044 creates a new path P' of length i+l 
consisting of the path P plus the direct link 2004 L from the 
selected node 2008 to the node 2008 N1+1 2056. "The 
algorithm 2044 tben determines tbe combined weight 2034 
WC,+J from WC,, the weight 2034 of tbe path P, and W,+1 , 55 

tbe weight 2034 of Link 2004 L, using the following 
preferred formula: 

WC,.,=min(WC, D,.,•w,.,)2064. 

Following these computations, the algorithm 2044 
decides whether there already is a path in the cluster link 
2004 from N0 to N1+ 1 2068. If there is a not already a path, 
the algorithm 2044 adds P' to C,+, 2072. If there already is 
a path, the algorithm 2044 adds wci+l to the weight 2034 
of the existing path in C1+1 2076. These steps are then 
repeated as necessary. 

After CSPDM 66 subroutine has executed a particular 
search, the CSPDM 66 retrieves the appropriate data from 
the database 54, analyzes the data, and sends the data to the 
GUI Program 70 in order for the GUJ Prograi1J1 70 to display 
the results of the search on the display 38. 

fiG. 4D illustrates that after the CSPDM 66 has com­
pleted tbe above procedure, the researcher bas the option to 
exit tbc CSPDM 66 by logging off 300, executing a search 

60 based on the results of a previous search, or executing a new 
search. 

FIGS. 4A and 4B also depict the seven subroutines of the 
CSPDM 66. There are three textual object search subrou­
tines 224 and four pool search subroutines 212. The three 

65 textual object search subroutines 224 are: the Cases-In 
Subroutine 232, the Cases-After Subroutine 236 and tbe 
Similar Cases Subrmnine 240. Tbe four pool search sub-
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routines 212 are the Pool-Similarity Subroutine 244, the 
Pool-Paradigm Subroutine 248, the Pool-Importance Sub­
routine 252, aod the Pool-Paradigm-Similarity Subroutine 
256. Each of these subroutine.s are described in more detail 

26 
13. The Pool-Similarity Subroutine 244 determines the 

degree of similarity of other full textual objects in the pool 
to the selected full textual object 440. 
Section E Pool-Paradigm 

in FIGS. 4C to 41. The following is a step by step description 5 
of the subroutines 224, 212 of the CSPDM 66. 

FIG. 4G is a high level flow chart for the Pool-Paradigm 
Subroutine 248. 

Section A Cases-Io Subroutine 232 
FIG. 4C is a high level flow chart for the Cases-ln 

Subroutine 232. 
1. The researcher must select a single textual object 400. 
2. The researcher selects the Cases-In Subroutine 232 

option. 
3. The Cases-In Subroutine 232 examines the nxn Opin­

ion Citation Matrix and other matrices 404 created by tbe 
Proximity Indexing Application Program 62 and retrieves 
the textual objects to which the selected textual object refers 
408, data relating to the number of times the selected textual 
object refers to tbe retrieved textual objects, data relating to 
tbe importaoce o( each textual object, and other relevant 
data. 
Section B Cases-After Subroutioe 236 

FIG. 40 is a high level flow chart for the Cases-After 
Subroutine 236. 

4. Tbe researcher must select a single textual object 400. 
5. The researcher selects the Cases-After Subroutine 236 

option. 
6. 'The Cases-After Subroutine 236 examines the nxo 

Opinion Citation Matrix aod other matrices 412 created by 
the Proximity lmkxing Application Program 62 and 
retrieves the textual objects that refer to the selected textual 
object 416, data relating to the number of times the retrieved 
textual objects refer to the selected textual object, data 
relating to the importance of each textual object, and other 
relevant data. 
Section C Similar-Cases Subroutine 240 

FlU. 41::: is a high level flow chart for the Similar-Cases 
Subroutine 240. 

7. The researcher must select a single textual object 400. 
8. The researcher selects tbe Similar-Cases Subroutine 

240 option. 

14. Tbe researcher must select a pool of full textual 
objects 428. 

15. The Pool-Paradigm Subroutine 248 examines the nxn 

10 
Opinion Proximity Matrix, the nxn Opinion Similarity 
Matri.:x and other matrices and values created by the Prox­
imity Indexing Application Program 62 for the pool of full 
textual objects 448. 

16. The Pool-Paradigm Subroutine 248 determines the 
Paracl igm full textual object by calculating the mean of the 

15 Euclidean distances of all the textual objects i n the pool 452. 

20 

17. The Pool-Paradigm Subroutine 248 determines tbe 
similarity of the other fuil textual objects in the pool to tbe 
Paradigm fuJI textual object 456. 
Section F Pool-Importance Subroutine 252 

FIG. 4 H is a high level flow chart for the Pool-Importance 
Subroutine 252. 

18. Tile n::.-searcber must :sele~.:t a puul ur full textual 
objects 428 . 

19. Tbe Pool-Importance Subroutine 252 examioes 448 

25 the nxn Opinion Citation Matrix, !be nxn Opinion Similarity 
Matrix, numerical [actors and other matrices anu values 
created by tbe Proximity Indexing Application Program 62 
for the pool of full textual objectS 460. 

20. The Pool-Importance Subroutine 252 t.hen ranks the 

30 
impm-tance of each of the full textual objects in the pool 464. 

FIG. 41 is a high level flow chart showing two possible 
alternate Pool-Paradigm-Similarity Subroutines 256. 
Section G Pooi-Parad:igm-Similari ty Subroutine 256 
(Option 1) 256 

21. The researcher must select a pool of k full texntal 
35 objects where k equa Is tine number of full texhJa 1 objects in 

the pool 428. 
22. For eacb of the k full textual objectS, the Pool­

Paradigm-Similarity Subroutine 256 selects a nxl vector 
from the corresponding column of the nxn. 

23. The Pool-Paradigm-Similarity Subrounine 256 creates 
an oxk matrix by grouping the nxl vector representing each 
of the k full textual objects beside each other. 

9. The Similar-Cases Subroutine examines the qxq Sec- 40 

tion Simllarity Matrix. and other matrices 420 created by the 
Pro ximity lndexiog Application Program 62 and retrieves 
the textual objects that are simil ar to the selected texLUal 
object 424, data relating IO the degree of similarity between 

24. The Pool-Paradigm-Similarity Subrout.ine 256 calcu­
lates I he mean of each row of tbe oxk matrix and enters the 

45 mean in the corresponding row of an nxl Paradigm Prox­
imity Vector 472. 

the selected textual object and the retrieved textual objects, 
data relating to the importance of each textual object, and 
other relevant data. [n order to be retrieved, a textual object 
must have a similarity coefficient with respect to the selected 
textual object of at least a minimum value. The preferred 
crubouiment sets the minimum similarity coellk:it:nt uf four 
percent (4%). 

25. The Pool-Paradigm-Similarity Subroutine 256 com­
bines the nxl Paradigm Proximity Vector with the nxn 
Opinion Proximity Matrix to create an (n+l)x(n+l) Para­

so digm Proximity Matrix 476. 

Section 0 Pool-Similarity Subroutine 2414 
FIG. 4F is a high level flow chart for the Pool-Similarity 

Subroutine 244. 
10. The researcher must select a pool of full textual 55 

objects 428. 

26. From tbe (n+l)x(n+l) Paradigm Proximity Matrix, 
the Pool-Paradigm-Similarity Subroutine 256 evaluates the 
Euclidian distances and empirical data to create an (11+l)x 
(n+1) Paradigm Similarity Matrix 480. 

27. The Pool-Paradigm Similarity Subroutine searches tbe 
row in the (n+l)x(n+1) Paradigm Similarity Matrix that 
corresponds to tbe Paradigm full textual object and retrieves 
the fu ll tex1ual objects tbat have a maximum degree of 
similarity with tbc Paradigm full textual object 500. 

11. The researcher must then select a single full textual 
object 400 to which in compare the pool of full textual 
objects. It should be noted that tbc researcher can select tbc 
single textual object from the selected pool of textual 
objects, or the researcher can select a textual ohject from 
outside of the pool 432 . 

60 Section H Pool-Paradjgm-Similarity Subroutine 256 
(Option 2) 

12. The Pool-Similarity Subroutine 244 examines the nxn 
Opinion Similarity Matrix and other matrices 436 and values 
created by the Proximity Indexing Application Program 62 65 

for the selected full textual object aocl the pool of full textual 
objects. 

28. The researcher must select a pool of k full textual 
objects where k equals tbte number of full textual objects in 
the pool 428. 

29. For each of the k f11ll textual objects, the Pool­
Paradigm-Similarity Subroutine 256 selects an nxl vector 
from the corresponding column of tbe nxn. 
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30. The Pool-Paradigm-Similarity Subroutine 256 creates 
ao. nxk matrix by grouping the nxl vector for each of the k 
full textual objects beside each other. 

28 
a weighted combination of the two. The text is analyzed 
using the Proximity Indexing Application Program 62 as 
explained above. Shapes are analyzed according to a coor-

31. The Pool-Paradigm-Similarity Subroutine 256 calcu­
lates the mean of each row of the nxk matrix and enters the 5 

dinate mapping procedure similar to that used in Optical 
Character Recognition ("OCR"). The numerical "maps" 
resu.lting from scanning the images are treated as "textual mean in tbe corresponding row of an nxl Paradigm Pattern 

Vector PF 488. 
32. The Pool-Paradigm-Similarity Subroutine 256 com­

bines the nxl Paradigm Pattern Vector PF with the nxn 
Opinion Pattero Matrix to create a (n+l)x(n+l) Paradigm 
Pattern Matrix 492. 

33. From the (n+l)x(n+l) Paradigm Pattern Matrix, the 
Pool-Paradigm-Similarity Subroutine 256 evaluates the 
Euclidean distances between the rows of the Paradigm 
Pattern Matrix and creates an (n+l)x(n+l) Paradigm Prox­
imity Matrix 496. 

34. From the (n+l )x(n+l) Proximity Matrix, t.he Pool­
Paradigm-Similarity Subroutine 256 evaluates the Euclidean 
distances between the rows of the (nxl)x(nxJ) Paradigm 
Pmximity Matrix and empirical data to create an (n+ l)x(n+ 
1) Paradigm Similarity Matrix 480. 

objects" that can be compared through an analogous weigh­
ing algorithm to generate a proxin:Uty matrix for every 
ordered pair of "textual objects" in the database 54. A 

10 
similarity matrix can thea. be generated for each ordered pair, 
and the results organized analogous to a database 54 totally 
comprised of actual text. 

This third type of Proximity indexing applications pro­
gram can provide "Proximity Indexed" organization access 

15 to many different types of objects. For example, it can be 
used to searcb patent d iagrams, or compare line drawiog.s of 
known pottery to a newly discovered archeological find. It 
can be used to scan through and compare police composite 
drawings, while simultaneously scanning for similor partial 

20 descriptions of suspects. It can be used to locate diagrams of 
molecular structures, appraise furniture by comparing a new 
item to a database 54 of past sales, idemtify biological 
specimens, etc., etc. 

35. The Pool-Paradigm Similarity Subroutine searches the 
row in the (n+l)x(n+l) Paradigm Similarity Matrix that 
corresponds to the Paradigm full textual object and retrieves 
the full textual objects that have a minimum degree of 25 

similarity with the Paradigm full textual object 500. 

FIG. SA is a high level drawing that depicts one embodi­
ment of the GUI Program 70 and its interaction with both the 
CSPDM 66 and the display 38. The GUI Program 70 has one 
or more display subroutines. One embodiment contains 
seven display subroutines. The seven subroutines comprise 
three textual object display subroutines 504 and four pool 

Application of the Proximity Indexing Technique 

The above Proximity Indexing Application Program 62 
and CSPJJM 66 have a number of different applications and 
versions. Three of the most useful applica.tions are described 
below. 

The first type of Proximity Indexing Application Pro­
grams 62 is for use on very large databases. The matrices 
generated by tbis type of Proximity Indexer are "auached" 
to the database 54, along with certain clustering information, 
so that the database 54 can be searched and accessed using 
the Cases-In Subroutine 232, Cases-Atier Subroutine 236, 
Cases-Similarity Subroutine, Pool-Similarity Subroutine 
244, Pool-Paradigm Subroutine 248, Pool-Importance Sub­
routin~ 252 and Pooll-Paradigm-Similarity Subroutine 256 
of the CSPDM 66. 

The second type o f Proximity Indexing Application Pro­
gram 62 is a Proxin:Uty Indexer that law firms, businesses, 
government agencies. etc. can use to Pmximity Index their 
own documents in their own databases 54. The researcher 
can navigate through the smaU business's preexisting data­
hase 54 using the Cases-In Subroutine 232, Ca~es-After 
SUJbroutine 236, Cases-Similarity Subroutine, Pool­
Similarity Subroutine 244, Pool-Paradigm Subroutine 248, 
Pool-Importance Subroutine 252 and Pool-Paradigm­
Similarity Subroutine 256 of the CSPOM 66. In addition, 
this type of Proximity Indexer Application Program will be 
designed to be compat.ible with the commercial third-party 
databases 54 which are Proximity Indexed using the first 
type of program. In otber words, the researcher in a small 
business may "weave" in-house documents into a commer­
cial databa'>C 54 provided by a thirdparty, so that searches in 
the large database 54 will automatically bring up any rel­
evant in-house documents, and vice versa. 

The third type of Proximity Indexing Application Pro­
gram 62 involves the capacity to do Proximity indexing of 
shapes. Each image or diagram will be treated as a "textual 
object." The various matrix coefficients can be generated 
purely from topological analysis of the object itself, or from 
accompanying textual information about the object, or from 

30 display subroutines 508. The three textual object display 
subro11tines 504 are the Cases-In Display Subroutine (CIDS) 
5U, the Cases-After Display Subroutine (CADS) 516 and 
the Similar-Cases Display Subroutine (SCDS) 520. The four 
pool display subroutines 508 are the Pool-Similarity Display 

35 Subroutine (PSDS) 524, the Poul-Paratlig!ll Di:.vlay Sub· 
routine (PPDS) 528, the Pool-Importance Display Subrou­
tine (PIDS) 532 and the Pool-Paradigm-Similarity Display 
Subroutine (PPSDS) 536. Tbe three textual object display 
subroutines receive data from the corresponding textual 

40 object search subroutine 224 of the CSPDM 66. Similarly, 
the four pool display subroutines 508 receive data from the 
corresponding pool searc h subroutine 212 of the CSPOM 
66. Once the display subroutines have processed the data 
received by the search s-ubroutines, the data is sent to the 

45 integrator 540. The integrator 540 prepares the data to be 
displayed in the proper format on the display 38. 

FIGS. 5B through 5H depict screens generated by ihe 
textual object display subroutines, CWS Sl2, CADS 516 
and SCDS 520. The three types of screens are the Cases In 

so screen 1000, the Cases After screen 1004 and the Similarity 
Screen 1008, respectively. The Similarity Screen 1008 pro­
vides the mos1 "intel ligent" inform;ttion, hu t all three 
screens generated by the textual object display subroutines­
work in tandem as a system. Tbe other screens created by the 

55 pool display subroutines arc variances of tlhese three, and 
also work in tandem with each other and with the three 
textual object display screens. 

FIG . 5B dep.icts the "Cases After" 1004 Screen created by 
the CADS 516 for tbc textual object , Terry v. Ohio, 392 U.S. 

60 1 ( 1968). The Cases-After subrouti oe 236 search produces 
all or the textual objeCL5 in the designated field (here O.C. 
Circuit criminal cases since 1990) that cite Terry. The 
number "12" in the upper left hand comer indjcates that 
there ore a total of 12 such textual objects. Tbe vertical axis 

65 1012 indicates the degree to which a given textual object 
relied upon Terry. The number "10'' immediately below the 
12 indicates that the textual object in the field which most 
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relied upon Terry, namely U.S. v. Tavolacci, 895 F.2d 1423 
(D.C. Cir. 1990), discusses or refers to Terry in ten of its 
paragraphs. 

The Tear-Off Window 1()16 feature is illustrated in FIG. 
5B by the Tear-Off Window 1016 for U.S. V. McCrory 930 
F.2d 63 (D.C. Cir. 1991). The four 1car-Off Window active 
boxes 1020 (displayed on the Tear-Off Window 1016): 1) 
open up the full text 1104 of McCrory to the first paragraph 
that cites Terry; 2) run any of the three searches, namely 
Cases-In Subroutine 232 Cases-After Subroutine 236 or 
Cases-Similar Subroutine 240 for McCrory itself (the 
default is to run the same type of search, namely Cases-After 
Subroutine 236 again); 3) hide the Terry execute search 
window 1024; and 4)> bring the Terry Execute Search win­
dow to the foreground, respectively. Tbe weight numeral 
1028 indicates the number of paragraphs in McCrory that 
discusses or refers to Terry, ill this textual object (in this 
example there is only one). 

The Cases N ter screen 1004 for a given Textual object B 
displays a Textual Object Active Box 1032 representing 
every subsequent textual object in the database 54 that refers 
explicitly to Textual object B. The analysis starts with the 
same pool of material as a Sbepanb™ list [or Textual object 
B. As well as some additional material not gathered by 
Sl:nepards. However, the Cases After screen 1004 conveys a 
wcalth of informatioo not ~onveyed by a Shepards™ list. 

The horizontal axis. 1036 may represeot time, importance 
or any other means of measurement to rank the textual 
objects. The Shepards list itself contains no information as 
to when a case was decided. T he vcnical axis 1012 similarly 
may represent any means of measurement to rank the textual 
objects. In the preferred embodiment, the vertical axis lOU 
represents the degree to wbicb the subsequent Textual obj~t 
C relied upon the original Textual object B. The display 38 
roake::. it obvivu::. when a textual vbje<.:t ha::. 1e.xiveu exten­
sive discussion in another textual object, or provides key 
precedent for a subsequent textual object, or merely men­
tions the earlier textual object io pass·ing. It also provides 
guidance as to possible gradations in between extensive, or 
merely citing. 

The "~hape" of the overall pattern o( a~tive boxes on the 
Cases After screen L004 provides a rich lode of information 
to be investigated. For example, a "dip" in citation fre­
quency immediately after a particular textual object suggests 
that the particular textual object, while not formally over­
ruling Textual object iB, bas largely superseded it. A sudden 
surge in citation frequency after a particular Supreme Court 
case may indicate that the Supreme Court has "picked up" 
and adopted the doctrine first enunciated in Texllul object B. 
The researcher can instantly determine if the holding of 
Textual object B has been adopted in some circuits but not 
in others, if Textual ohject R is losing strength as a source 
of controlling precedent, etc. None of this information is 
now available to lawyers in graphical or any other form. 

As with tbe Cases In screen 1000, every Textual Object 
Active Dox 1032 on the Cases After screen 1004 is active, 
and include1) a Tear-01! Winoow 1016 that may be moved l:>y 
dragging on the tear-oft window 1016 with a mouse 42, and 
that tear-off window 1016 becomes a tex"t Tear-Off Window 
L040, visible even whe n one moves on to other searches and 
other screens. Thus one may "tear otP' for later examination 
every relevant citation to Textual object B, or even for a 
group of textual objects. The text tear-off windows 1040 
"tile"; that is, they can be stacked on top of one another to 
take up less room. There is also a "Select All" feature (not 
shown), that creates a file containing the citations of every 
texrual object retrieved in a given search. 

30 
In Cases After screen 1004 mode, clicking on the 

expanded-view button 1044 of the text tear-off window 1040 
opens the text of the subsequent Textual object C to the first 
place where Textual object B is cited. A paragraph window 

5 1048 displays a paragraph selection box 1052 indicating 
what paragraph in Textual object C the researcher is reading, 
and a total paragraph box 1056 indication how many para­
graphs "lextual obJect C contains in total. The user can view 
paragraphs sequentially simply by scrolling through them, 

tO or see any paragraph immediately by typing its number in 
the paragraph selection box 1052. Clicking on a Next 
paragraph active box 1060 immediately takes the researcher 
to the next paragraph io Textual object C where Textual 
object B is mentioned. Traditional Shepardizing allows the 

15 researcher to explore the subsequeot application of a doc­
trine in a range of ditleceDL factual situations, situations that 
help to define the outer contours of the applicability of a rule. 
Combining the expanded-view button 1044 functions and 
"Next Paragraph" active box 1060 functions allows the 

20 researcher ro study howTextual object B has been used in all 
subsequent textual objects, in a fraction of the time the same 
task currently requires with available searching methods. 

Perhaps the most [1lndamental form of legal research is 
"Shepardizing." A researcher starts with a textual object 

25 known to be relevant, "Textual object B," and locates the 
"Shepards" for that textual object. The "Sbepards" is a list 
of every subsequent textual object that explicitly refers to 
Textual object B. The researcher then looks at every single 
textual object on the list. Sbepardizing is often painstaking 

30 work. Many subsequeor references are made in passing and 
have almost no legal significance. Although Shepards 
includes some codes next to its long lists of citations, such 
as "f' for "followed" and "o" for ''overruled," tbe experience 
of most lawyers is that such letters cannot be relied upon. 

35 Fvr example, tbe J e:,;ea.rdl~r may 1x; citing T.:xtualvuject B 
for a dilferent holding than that recognized by the anony­
mous Shepards reader, interpreting Textual object B 
differently, or interpreting the subsequent textual object 
differently. 1-lowever, [or really thorough research, checking 

40 a Shepards type of list is essential. The researcher must make 
absolutely sure that any textual object cited as legal author­
ity in a brief, for instance, has not been superseded by later 
changes in the law. 

Very often, textual objects located on the Shepards list for 
45 "lextu al object B refer back to other imporrant textual 

objects, some of which may predate Textual object B, all of 
wbicb may be Shepardized in turn. This "zig-zag" method of 
research is widely recognized as the only way to be sure that 
one has considered the f11llline of textual objects developing 

so and interpreting a doctrine. The real power of the C.tses 
After screen 1004 emerges when it is used in conjunction 
with Lhe Cases In screens 1000 ancl Similarity screens 1001!. 
Using the preferred embodiment, the researcher may engage 
in the same kind of careful "zig-zag" study of a legal 

55 doctrLne in a much more efficient manner. 
For example, consider tbe following hypothetical search. 

The researcher reads Te,.tual object D, and makes a List of 
every Supreme Court textual object it substantia lly relies 
upon, perhaps six textual objects. Tbc researcher then Shep-

60 ardizes Textual object B and reads each of tbose textual 
ohjects, in order to find other Supreme Court textual objects 
that the relied upon, perhaps eight. One then Sbepardizes 
those fourteen Supreme Court decisions, in order to find any 
Court of Appeals cases in a selected circuit within the last 

65 three years on the same basic topic. This process would take 
at least an hour, even using Shepards through an on-line 
service. The same search can be performed with the present 
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invention using the Cases In screens 1000 and Cases After 
screens 1004 in under five minutes. 

In order to perform the same search, a researcher can pull 

32 
court or other source of each textual object. Supreme Court 
cases are red, Court of Appeals cases are green, District 
Court cases are blue, and statutes are purple, for example. 
Each Textual Object Active Box 1032 contains the Cull up both the Cases In screens 1000 and Cases AJter screens 

1004 for Textual object B simultaneously. The re:>c;;archer 
can then " tear-off' al] of the Supreme Court Cases on both 
lists, run Cases-After Subroutine 236 searches on eve.ry 
Supreme Court Case ment·ioned on either list, then examine 
the Cases In screens 1<000 for all of the Supreme Court cases 
produced by these searches. lbe researcber can locate every 
recent Court of Appeals case from a selected circuit men­
tioned in any of those Supreme Court cases. Use of the 
Similarity screen 1008 as well, allows the rcscarcber to find 
the pool of relevant Court of Appeals full textual objects 

5 official citation 1084 of its textual object. Clicking on any 
Textual Object Active Box 1032 immediately pulls up a 
larger window, known as a tear-off window 1016, also 
containing the full citation 1084 to the textual object (Tear­
Off Window Citation 108 8), its date 1092, its circuit 1096, 

10 
and its weight numeral 1028 to the textual object being 
analyzed. The user may then drag the 1ear-Off Window 
1016 free of the Textual Object Active Box 1032 and release 
it. 

even faster. 15 

FIG. 5C depicts the Cases After Screen 1004 for U.S. v. 
Lam Kwong-Wah, 924 P.2d 298 (D.C. Cir. 1991). FIG. 5C 
shows a text Tear-OffWindow 1040 on a Cases After Screen 
1004, (in tbis textual object the Tear-Off Window 1016 for 
U.S. v. l3arry, 938 F.2d 1327 (D.C. Cir. 1991), is opened 20 

using the full text active box 1064. A text Tear-Off Window 
1040 containing the text of Barry opens, to the first cite of 
U.S. v. Lam Kwong-Wah at paragraph 15. Clicking on the 
Next Paragraph active box 1060 will open the text of Barry 
to the next paragraph that cites Lam Kwong-Wah. 25 

The number "34" in the lower-left corner of the total 
paragraph box 1056 indicates that Barry has a total of 34 
paragraphs in the cite U.S. v. Lam Kwong-Wab. Dragging 
the small squares 1068 to the left and below the text allow 

30 
the researcher to move within a paragraph, and from para­
graph to paragraph, in the text. of Barry, respectively. The 
eoapty space below the text 1072 would contain the text of 
any footnote in paragraph 15. The compress window active 
box 1074 now closes the window and replaces it with the 

35 
corresponding active textual object box 1032 . 

FIG. 5D depicts the Cases In Screen lOOO for U.S. v. 
North, 910 F.2d 843 (D.C. Cir. 1990). FIG. 50 contains a 
Textual Object Active Box 1032 representi ng every textual 
object or node with persuasive authority, cited in the text of 40 
North. The vertical axis 1012 represents the degree to which 
Nonh relied upon a given textual object. In this example it 
is immediately apparent that Kastigar v. United States, 406 
U.S. 441 (1972) is the most important precedent, and its 
Tear-OIT Window 1016 have been activate{l. The weight 45 
numeral 1028 indicates that Kastigar is referred to in 77 
paragraphs of North. 

A highlighted Texrrua.I Object Active Box 1076 can be 
created by clicking on it, as has been done with U.S. v. 
Mariana, 851 F.2d 595 (D.C. Cir. 1988). The number "212" so 
in the case number box 1080 indicates that citations to 
two-hundred-twelvedistinct texts appear in North. Fewer are 
visible because the textual object activeboxes 1032 ''tile" on 
top of one another; the ''Zoom" feature is used to focus on 
a smaller area of the screen, and ultimately resolves down to 55 
a day-by-day level, making all the textuaJ object active 
boxes 1032 visible. 

This creates a text Tear-Off Window 1040 that remains 
visible until t.be researcher chooses to close it, no matter bow 
many subsequent screens the researcher exan1ines. T he text 
Tear-Off Window 1040 can be moved anywhere by dragging 
it with the mouse 42. The text Tear-Off Window 1040 
contains small text active boxes 1100 allowing the 
researcher to acces.s or '"pull up" the [ull text 1104 of the 
textual object it represenls with a single click of the mouse 
42. Th is feature also allows the researche r to run Cases-In 
Subroutine 232 Cases-AJter Subroutine 236 and Cases­
Similar Subroutine 240 searches on the textual object. (See 
below for a description of the Similarity screen 1008). 

The organization of tbe boxes on the screen, including 
their position on the horizontal axis 1036 aod vertical axis 
1012, represents the real " intelligence" behind the Cases-In 
screen 1000. The horizontal axis 1036 in the preferred 
embodiment represents time; with the left margin 1108 
corresponding to the present, i.e., the date 1092 when the 
search is run. The right margin 11U represents the date of 
decision of the earliest textual object cited in Textual object 
A. (Certain special materials, such as treatises updated 
a1mually, anu tb~ U.S. Cou::.titutiun, ar~ lo.:afieu in a .:olucno 
1116 to the left. of the margin.) 

The vertical axis 1012 in the preferre·d embodiment 
represents the degree to which Textual object A relied upon 
each particular textual object it contains. For example, if tbe 
Cases In screen 1000 is run on a district court case (Textual 
objecl A) which happens to be a "stop and search" textual 
object that mainly relics upon Terry v. Ohio 392 U.S. 1 
(1968), Terry will be at t!be top of the screen, v.rit.h al l other 
textual object active boxes 1032 appearing far below. The 
researcher can thus access the text of Terry directly without 
ever reading tbe text of Textual object A. Of course, the full 
text 1104 of Textual object A is also installltly available if 
desired. If the researcher wants to see where l erry "came 
from," the researchers can instantly, by clicking on a text 
active box 1100 within th~ Terry text Tear-Off Window 
1040, run the Cases-In Subroutine 232 for Terry-and so on. 
There is no limit to t: he nu mber of "levels" nr "gener~tions" 
the researchers may explore using this te chnique. It is 
therefore possible (assuming a sufficient cl!atabase 54) to 
find, in a matter of seconds, without having to read through 
layers of texts, the possibly long-forgotten eighteenth-
century precursors to a modern doctrine. 

Tbe Cases In screen 1000 creates ao instant visual sum­
mary or "blueprint" of a textual object. Tbc blueprint can 

The unique Cases In screen 1000 provides a schematic 
representation of the precedent from which Textual object A 
is built. The Cases In screen 1000 contains a textual object 
active box 1032 representing every textual object which is 
relied upon, or even mentioned, in Textual object A. Any 
citation in textual object A to a textual object that possesses 
potential persuasive authority, whether a statute, constitu­
tio nal provision, treatise, scholarly article, Rule of 
Procedure, etc., is treated as a " textual object." The textual 
object active boxes 1032 are color-coded to indicate the 

60 help a researcher make a preliminary jadgn1ent about 
whether a particular textual object is worth closer examina­
tion. Viewing the Cases In screens 1000 for a group of 
textual objects allows a researcher to recognize whether 
there are precedents common to that group. The blueprint 

65 tells the researcher wbetber Textual object A is primarily a 
statutory construction case, a textual object that relies on 
local Court of Appeals cases without Supreme Court 
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support, a textual object relying on precedent outside the 
circuit 1096 as persuasive authority, etc. 

34 
The Similarity screen for a given Textual object C is 

organi.r.ed like the Cases In screen 1000 and Cases After 
screen 1004, witb the same color-coded textual object active 
boxes representing textual objects, and time on the horizon-

The initial Cases In screen 1000 presents every citation 
within a given textual object. In a textual object with an 
unusually large number of citations, the screen will be 
crowded with textual object active boxes 1032. The GUI 
therefore contains a "zoom" feature that allows the 
researcher to expand any small portion of the screen. To get 
ba.ck to the "big picture," the researcher simply selects the 
"Fit in Window" menu item, or else selects the "zoom out" 
feature. The same "zoom," "zoom out," and "Fit in Win­
dow" functions are present in the Cases After screen 1004 
and Similarity screen 1008 as well. 

s tal axis 1036. However, tbe vertical axis 1012 represents tbe 
degree to which the represented textual object is related to 
Textual object C. The system is built on the principle that 
legal doctrines tend to emerge out of lines of textual objects 
developing a legal principle. Lines of textual objects contain 

The routine that calculates "degree to which Textual 
object A relies upon the cited textual object'' clearly ranks 
major textual objects at the top, textual objects mentioned 
only in passing at the boltom, and textual objects of poten­
tially greater relevance in between via display tbe appropri-

10 
"lead" textual objects that establish basic rules and subse­
quent textual objects that do not establish new rules, but 
apply and re-interpret the pre-existing rules in various 
circumstances. Some lead textual objects invent oew 
doctrines, while others moclify or redirect the law based on 

15 
earlier precedent. 

ate textual object active boxes 1032 in the appropriate place. 
In addition, the routine can recognize when a highly relevant 

20 
textual object is mentioned only in passing and give a higher 
weight to that textual ·object than it would otherwise receive 
in the ranking procedure. 

The "intelligence" behind the entire GUI is driven by the 
knowledge tbat the lawyers do not want the computer to do 25 
legal analysis or make judgments (or thenn, but simply guide 
them through the great mass of irrelevant material to those 
texts where lawyerly analysis of a problem begins. 

The Cases In screen 1000 is designed with practical legal 
research in mind. lt is common in legal research to locate a 30 
lower court textual object on the correct topic, call it " local 
Textual object A" However, the researcher desired to find 
tbe most persuasive authority available. The aim of this type 

The routine that operates behind the Similarity screen 
1008 determines which line or lines of textual objects that 
Textual object C can be grouped. The routine then ranks the 
textual objects io that line depending on bow closely they are 
related to Textual object C. For example, a typical similarity 
search starting with a Court of Appeals case in a certain 
circuit, Textual object D, will find the Supreme Court and 
Court o( Appeals cases that have established the pri_ociples 
followed in Textual object D. The Supreme Court and Court 
of Appeals case will appear as textual object active boxes 
whether or not they are cited in Textual object D. 
Fmthermore, the Similar Cases Subroutine 240 search will 
find tbe textual objects decided subsequent to Textual object 
D that have applied, and possibly modified, tlhose principles, 
whether or not those textual objects cite 1e.xtual object D. 

Similarity searches allow a researcher to find textual 
objects on the same topic that do not share common phrases 
and might be overlooked by a Boolean word search. Simi­
larity searches also allow researchers, who only have an 
ob~o.:ur~: tlbtrict <;uu11 <;a:,e, to "lap in" to t!I:It: lt:atl textual 
objects in any area. By organizing all case law in "concep-
tual space," the Similarity screens 1008 allow one to locate 
emerging topics that bave not been fom1ally recognized by 
those assigning "key numbers" or otherwise manually clas-

of research is to find the " lead" textual object or textual 
obj.:<.:t~ on a parti<;ular tupic. '1l1~ rc;..:;ai dit:f uiliniat.:lyd.:- 35 
sires the first textual object, most famous textual object, and 
most recent textualobjects of tbe Supreme Court (or state 
Supreme Court in state law issues) that stand for the same 
principle. ("Lead" textual objects also occur at tbe interme­
diate and trial court level.) 

The standard way to 11nd lead textual objects i:; tO read 
through the text of a local Textual object A until one finds 
references to "higher court text11al objects," then look up 
each of thost: higher court textual obj ects in turn. 'fl1e 
researcher tbenreads the text of those textual objects until 45 
the researcher determines the textual objects they have in 
common, the textual objects that appear many times. Very 
often, the lower court textual object from which the 
researcher started is of no real value in and of itself-it may 
well be from a different local jurisdiction-and the so 
researcher reads through it only to find citations within it. 
Since the GUt quickly locates and schematically diagrams 
the textual objects, this process is accelerated dramatically 
using tbc GUI. 

40 sifyiog textual objects-or even by the authors of the textual 
objects themselves. 

FIGS. SE through 50 depict multiple Sim'ilar Case Sub- 55 

routine 240 searches run in sequence. A Similarity Screen 
1008 for U.S. v. Caba)Jero, 936 f.2d 1292 (D.C. Cir. 1991), 
reveals via the case number box 1080, tbatl7textual objects 
were retrieved by Similar Cases Subroutine 240 search. The 
vertical axis 1012 indicates that the textual objects retrieved 60 
had similarity coefficient~ 1120 between 4% and 15% with 
respect to U.S. v. Caballero. Textual objects with less than 
4% similarity are not shown. 1be vertical axis 1012 repre­
sents degree of similarity, or topical relatedness, so that 
100% would be two identical texts. The Tear-Off Window 65 

1016 of U.S. v. Nurse 916 F.2d 20 (D.C. Cir. 1990) shows 
that the textual object has a similarity of 9%. 

Tbe ·'shape" of a Similarity Screen 1008 may convey a 
great deal of information about a particular legal concept. 
For example, the screen conveys to the researcher whether 
a certain concept, which is essential! y novel, is supported by 
Supreme Court case law. Or is an old doctrine that bas been 
recently applied i.n a new context. The system as a whole 
gives lawyers tbe ability to assess wbat textual objects are 
"available" on their topic, and to zero in on the text11al 
objects that arc most useful. The researcher has the ability to 
track down every subsequent reference to any particular 
textual objects hy utili7.ing multiple "Cases After" searches, 
identifying core precedents through "Cases In" searches, 
and by running new ··Similarity" searches to obtain any 
textual objects that emerge in closely related topic areas. The 
"Similarity'' algorithm is more " aggressive" then the others, 
since it contains built-in _judgments as to what "relatedness" 
means.lt also judges what is no longer sufficient to display 
on the screen. The bottom edge of the screen represents a 
minimum degree of similarity below which nhe connections 
are too tenuous to be worth pursuing. In the commercial 
prodtLct, this minimum level can be reset at the preference of 
the tlSer. 

FIG. SF is the Similarity Screen 1008 for U.S. v. Nurse. 
Clicking on the rllll search l'ear-Olf Window active box 
ll28, which is on the Tear-Off Window 1016 for Nurse 
produces FIG. SF. Clicking on the Textual Object Active 
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Box 1032 for U.S. v . .Jiordan. 951 F.2d 1278 (D.C. Cir. 1991) 
long enough to pull up its Tear-Oft" Window 1016, and the n 
clicking on Jordan's run search Tear-Off Window active box 
1020 (not shown), produces the Similarity Screen 1008 
shown in FIG. SG. 

FIG. 5G shows how multiple tear-off windows 1016 can 
be shown at the same time, here the U.S. v. Jordan similarity 
Tear-Off Window 1016 depicts for the three textual objects 
most similar to Jordan. Note that U.S. v. Jordan, 958 F.2d 
1085 (D.C. Ci r. 1992), is very closely related, i.e, 41%, to 
U.S. v. Jordan, 951 F.2d 1278 (D.C. Cir. 1991), apparently 
as it is a subsequent full textual object decision of the same 
dispute as the first textual object. 

5 

36 
of all textual objects in the database 54 to the paradigm 
textual object created by a selected pool of textual objects. 
Allot ber aspects of the PPSDS 536 display 38 are similar to 
Similar-Cases Screen 1008. 

Before displaying the text boxes 1032 representing result 
nodes 2104 on the screen to the user, the graphical user 
intcrl'ace program 70 optimally organizes and arranges the 
location 1032 of boxes on the X andY axis. I n the preferred 
embodiment, the GUl Program 70 uses a layout of boxes 

tO algorithm to optimally place boxes within a. window. 
Referring to FIG. 7, generally, a layout algorithm plots 

text boxes 1032 on a Cartesian axis as determined by their 
X andY values 1200. The algorithm compares the locations 
of boxes 1032 within a display window to determine if there 

15 are aoy overlapping boxes 1204. In order to perform this 
comparison, the preferred algorithm .initializes a first loop, 
for i=O to N, and chooses box; to begin the comparison. The 
algorithm next creates a second loop, for j=l to N, and 
cbooses boxi to compare with box;. For both loops, N is the 

FIG. 5H depicts a close-up view of an Execute Search 
Window 1024. The researcher can input a selected textual 
object that is either represented or not represented on a 
display 38 screen as a Textual Object Active Box 1032. The 
researcher can title his searc h by inputting the title in the 
Title Search box 1132. The researcher can then input the 
reference to the selected textual object in tbe reference input 
boxes 1136. The reference input boxes of the preferred 
embodiment allow the researcher to refer to the selected 
textual object by Volume, Category, Page and/or Section by 
inputting the appropriate values in the volume reference 
box, category reference box, page reference box, and/or 25 

section reference box, respectively. 

20 number of result nodes obtained. Performing N-2 compari­
sons provides tbe optimal number of comparisons needed to 
determine the existence of any overlaps. If the boxes 1032 
are a known size, c~rtain Stt:ps may be t:liminated from tbe 
method. 

More particularly, a pr-eferred algorithm compares the X 
and Y values of a first and second box 1032 to determine if 
the boxes 1032 are occupying the same Cartesian space 
1204. This comparison is accomplished by identifying the X 
andY coordinate pairs of the corners of the two boxes 1032, 

The researcher can also identify the type of search to be 
performed on the selected textual object by selecting the 
appropriate search in the Analysis box. 

Once the researcher bas inputt.ed aU the appropriate 
V<llues, the researcher executes the search by activating !be 
execute search button. 

Referring generally to FIGS. SA through SH, the PSDS 
524, PPUS 528, Pll.JIS 532 and PPSUS 536 of the UUI 
Program 70, also create s imilar displays to the CIDS 512, 
CADS 516, and SCDS 520 subroutines. Tbe only major 
difference between the screens created by the tbree textual 
ohject display subroutines and the four pool display sub­
routines is the information contained in the Execute Search 
window and the options available in the analysis box. 

The options in the. analysis box enable a researcher to 
select a textual object outside the pool of textual objects and 
compare bow tbe selected textual object relates to the pool 
of textual objects by selecting to the Pool-Similarity Sub­
roiUtin~ 244, tbe Pool-Paradigm Subroutine 248 or Poul­
lmportance Subroutine 252 of the CSPDM 66. 

'Joe PSDS 524 creates a Pool-Similarity Screen 1008. 'The 
vertical axis 1012 ranks tbe similarity of the objects in a pool 
of textual objects with respect to a selected textual object. 
All of the other aspects of this display 38 arc similar to the 
Similar Cases Screen. 

PPDS 528 creates a Pool-Paradigm Screen. The vertical 
axis 1012 ranks the similarity of the pool of textual objects 
on the screen with respect to the paradigm textual object. 
The paradigm textual object is calculated by averaging the 
mean of all th~ Euclidean distances of the pool ot textual 
objects on the screen. All of the other aspects of this display 
38 are similar to the Similar-Cases Screen. 

'lne PIDS 532 creates a Pool-frnporlance Screen. The 
ve.rtical axis 1012 ranks the importance of the pool of textual 
objects on the screen. All other aspects of the PIDS 532 
display 38 are similar to the Cases-In Screen 1000 and 
Cases-After Screen 1004. 

The PPSDS 536 creates a Pool-Paradigm Similarity 
Screen 1008. lbe vertical axis 1012 represents the similarity 

30 and tben choosing one of the coordinate pairs of a corner of 
the second box 1032 to be compared. The X value of that 
pair is compared to the X values of all of tbe coordinate pairs 
of the corners of the first box 1032. If the X value of the 
chosen coordinate pair is a value lcs.s than all of the first box 

35 o.:orru:a X valu.,;::, ur a valut: gn::alo:;! than all v( the first bux 
corner X values, then the algorithm compares t.be Y value of 
the chosen pair to all of the first box corner Y values. If the 
Y value of the chosen pair is either a value Jess than all of 
the first box comer Y values or a value greater than all of the 

40 first box corner Y values of the first box 1032, then the 
algorithm dctem1incs that the boxes 1032 do not overlap. 
The algorithm adds 1 to counter j and then repeats the 
routine . The routine is repeated until j reaches N and then ] 
is added to tbc i value, and the entire process is repeated 

45 again. This particular method ensures that every box is 
compared with every other box 1032. 

If during the comparison of the X values the algorithm 
finds tbat the X value of the chosen pair is greater than one 
of the first box corner X values, but is less than one of the 

so first box corner X values, then the algorithm determines that 
the boxes 1032 overlap. If during tbe comparison of the Y 
values the ~lgorithm finds that theY value of the chosen pair 
is greater than one of the .first box comer Y values but is less 
than one of the first box corner Y values, then the algorithm 

55 determines that the boxes 1032 overlap. 
If the preferred algorithm bas determined that two boxes 

1032 overlap, tben the algorithm moves 1208 one of the 
boxes 1032. Preferably, this is accomplished by adjusting 
theY values of the second box 1032 by increasing or adding 

60 a predetermined value (to its Y values.) The algorithm 
perfonns the above comparison routine 1204 again to see if 
there is an overlap. If there is an overlap, it moves 1208 the 
box again. Preferably, it adjusts 1208 the second box's Y 
value again, and compares 1204 again. If there is no overlap, 

65 then the algorithm adds 1 to the j counter and repeats tbe 
comparison routine with another box 1032 until N-2 com­
parisons have been completed. 
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that a six-sided box 1033 be used and appear to be " floating" 
at its appropriate location in the Z direction. More 
importantly, theinvention also can use the depth of the box 
1032 (size of the box 1032 in the Z direction) to convey 

When the preferred layout algorithm bas ensured that no 
boxes 1032 overlaps, the algorithm determines wbetber the 
results of the search will fit on one screen 1212. The 
algorithm compares the Y values of each of the boxes 1032 
with the highest Y value represented on a single screen 
display. If the Y value of one or more boxes 1032 exceeds 
the highest Y value represented on the screen display. then 

s additional information to the user (in addition to the infor­
mation provided by the location of the box 1032 in the X, Y, 
Z coordinate). 

the preferred algorithm increases the length of the X axis and 
rescales theY axis to match (e.g., doubling the length of the 
X axis) 1216. The algorithm again comp;ues the Yvalues of 10 
each of the boxes 1032 to the highest Y value on the screen 
to determine if the search results will fit on one screen 1212. 

First, using box depth , a bit of binary information is 
passed along to the user by the fact that the box 1033 bas no 
depth (little or nominal depth) or the box 1033 bas a 
significant depth in the Z direction. In the preferred 
embodiment, this binary piece of information informs the 
user of whether or not there is available (hidden) <lata 
associated with that box 1033. For example, a box 1033 or 

lf they will not, then the algorithm adjusts the X axis 1216 
again and compares the Yvalues 1212 again until the search 
results fit on one screen. 15 node which represents an object in the database 54 may bave 

associated graphics, ma]JS, menus, or text which is not 
shown. If the box 1033 i.s shown on tbe screen as having a 
significant depth then additional data associated vtirb that 

Once the search results fit oo one screen, the algorithm 
rep lots 1200 all of the boxes 1032 to their coordinate 
positions, and then performs the overlap comparison check 
1204 again to see if any boxes 1032 are overlapping. If 
boxes 1032 are ove(lappiog, the algorithm perfonns its 20 

adjustment step 1208 and the axis resizing step 1216 until 
the window displays 1220 all of the result nodes on a single 
screen without any of the boxes overlapping. 

At the option of the user, tbe algorithm can allow the 
display 1220 to scroll off the screen in the Y direction or the 25 

X direction without resizing 1216 tbe axes. This optioo 
enhances the information content of the map by keeping the 
scale of the axes small. 

box 1033 is available for viewing by the user. If the box 
1033 bas nominal or no depth then there is no additional data 
available to the user. 

In addition to the binary information of w hether or not 
additional data is available to the user, io tbe preferred 
embodiment tbe magnitude of tbe depth of tbe box 1033 
corresponds to the amount of additional o r hidden data 
available to the user. For example, if the box 1033 represents 

The preferred algorithm can perform this routine by 
acUusting 1208 the X axis, the Y axis, or both axes. The 
algorithm bas the additional capability of graphically break­
ing an axis, if one or a few result oodes 2104 are so far away 
graphically from the main body of result nodes 2104 that 
representing the far a.way result nodes 21.04 would uonec-

35 
essarily encuo1ber tbe grapllical display of the maio nodes. 
This graphical break may be represented by a squiggly line 

au object in the database 54 which has an extensive amount 
of associated da ta the magnitude of the depth of the box 
1033 would be large in compari~on to other boxes 1033 on 

30 the same screen. In this manner, a box 1033 which 

at the break point in the axis. Using this axis break allows 
aU of the result nodes 2104 to be displayed on ooe window, 
and still maximizes the informational content that the rela-

40 
tive spacing on the X or Y axis provides for the result nodes 
2104 which are positioned closer together. 

represents, for example, a textual object of great length 
would have a larger depth than a box 1033 representing a 
texrual object with little or no text associated with that object 
in the data base. In this manner, important information is 
visually passed to the user easily and on the same screen on 
which other information about the database 54 is being 
presented. 

Also, in advanced embodiments, the depth of a box 1033 
or the fact that a box 1033 has depth may be used to 
represent to the user than the box 1033 enables the user to 
tie-in or access another appl ication, program, menu, 
extension, and/or another database 54. In this way, active 
boxes 1033 with depth cao allow a user great flexibility to 

Various other specific methods of optimally organizing 
and locating boxes 1032 on a graphical computer display 38 
may be lllied with the GUI Program 70. 

In the preferred emhodiment, t.be graplhical user interface 
70 maximizes the types and quantity of information about 
particular boxes 1032, nodes 2008, objects in the database 

45 
move around within the database 54 or wi thio associated 
database 54s or even to access other applications. This can 
be particularly usef11l when the underlying data supporting a 
node or box 1032 is not located locally at the user's location 

54 that can be displayed without visually overloading the 
user. The preferred embodiments ergonomically and effi- so 
ciently represent complex data sets. Each embodiment must 
strike a balance between that which is technically and 
intellectually possible to be displayed on a screen, and that 
which can be visually understood and comprehended by the 
typical user of the database. 54 (on a screen). This method 55 
can also be used to display objects retrieved from a network, 
but it is not the prcfe.rred method at the present time. 

An important fean1re of the invention is its use of a 
three-dimensional box to coiD.Jllunicate information to the 
user, in addition to the information provided by the location 60 
of the hox in the X andY coordinates. Referring to FIG. 8, 
in the preferred embodiment a three coordinate view or map 
is displayed on a two dimensional CRT screen. The variables 
represented by the X, Y, and Z coordinate planes may be 
interchanged from one coordinate to another. In other words, 65 

the X, Y or Z coordin.ate plane may represent, for example, 
the variable time. For use of the Z coordinate, it is preferred 

and requires the user to access communication links or a 
second database 54 in order to obtain the underlying data. 
With this invention, the user is able to access the underlying 
data from the graphical user interface screen. 

Also in advanced embodiments, an axis may represent a 
variable such as cost data associated with a node 2008 or tbe 
cost of accessing the underlying data. ln one example, if the 
data is available only through a separate application which 
may impose a cost, tbe box's depth would increase in 
proportion to that cost. Or, it the application itselt imposes 
a cost for accessing data, then the depth of each box 1033 
would represent the cost of accessing that box's data. 

In summary, the depth of a box 1033 provides two types 
of information. First, bin:ary-type information regarding tbe 
presence of additional data or information, or lack thereof, 
and second, based on the relative measure ohhe depth of the 
box, 1033 the amount or size of the underlying data or 
information which is available and associated with that box 
1033. Thus, a box 1033 can be activated and brought to life 
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so that there is an extension that points to either data or 
another entity independent of the original database 54 which 
assist the GUI 70 user. 

40 
function performed by the preferred layout algorithm dis­
cussed above. Various tolerances or tbresbolcls may be set to 
ensure that the information or data within the box 1032 not 
only does not overlap, but is sufficiently spaced so that it can Additional information concerning the database is pre­

sented by this invention by the intelligent use of comments. 
Comments attached to the textual object boxes provide the 
user with easy access to vital information contained in the 
database. FIG. 3E shows the various information types 
which can be added to the database 54. For example, FIG. 

5 be easily understood by a user. If the information overlaps, 
the anchor points are moved and(or, the boxes are reshaped. 
Finally, the processed boxes are displayed 2220. 

3E shows that links 2004 are assigned weights 2032, that 10 
nodes 2008 are assigned node identifications ( IDs) 2010 and 
plot dates 2011 (creation date or the like), that link sub-types 
2020 can be assigned names 2021, comment descriptors 
2022, comment display orders 2023, comment place holders 
2027 and always display comment commands 2030, that 

15 
node sub-types 2024 ·Can be assigned names 2021 and title 
descriptors 2026, that node types 2016 can also be ass·igncd 
names 2021 as well as extra attributes in an extra-attributes 
table 2016, that link types 2012 can be a.<;signed names 2021 
and icon files 2014 for icon graphics and various visual 

20 
styles 2028 can be assigned to nodes 2008 and Jinks 2004. 
In addition to those items specifically described, various 
attrributes can be assigned to links 2004, nodes 2008 and link 
sub-types 2020 and node sub-types 2024. Tbe various addi­
tional information which is stored in the d atabase 54 can be 
shown on maps or on menus when using the database 54. 

25 

These identifications can be used as parr of the searching 
algorithms discussed previously. 

A unique feature of the graphical user interface program 
70 is its ability to optimally space the information within 

30 
displayed objects. More particularly, the GUI program 70 
arranges text and graphics within boxes 1032 or the like on 
a computer display 38 screen. The preferred GUl Program 
achieves this by using a box spacing algorithm as shown in 
FIG. 9. A preferred box spacing algorithm is described 

35 
below. 

The boxes 1032 used by the preferred GUT Program 70 
general.ly include different types of information or data sucb 
as box titles, textual inforaJation, and graphical information 
within the box 1032, as disc11ssed previously. The informa- 40 
tion types may be assigned to nodes 2008, node sub-types 
2024, links 2004, or link sub-types 2020. Preferably, the 
GUl 70 defines and/or selects points in the box 1032to serve 
as anchor points 2200 for each type of information. For 
examph:, the GUJ 70 may designate a point 2200 near the 45 
upper right band corner of a box 1032 as the anchor point for 
the graphical information, the lower left hand corner as the 
anchor for the textuali information, and !be upper left hand 
corner as the anchor point for the box title. In the preferred 
embodiment, the algorithm finds an arrangement which 50 
ke.eps the size of the boxes as small as possible while 
preventing overlaps between the different types of informa­
tion. 

Also, the preferred embodiment adjusts the positioning 
2212 of the information or data within the box 1032 to make 55 
the box 1032 aesthetically pleasing. Preferably, the anchor 
points are moved or adjusted to arrange or rearrange the 
content within the box. 

More particularly, to perform the function of arranging 
anchor points and reshaping boxes, the preferred box spac­
ing algorithm initializes a loop, for i=O to N, where N is tbe 
number of information types to be displayed on the box; 
chooses information typei and then in.itialize a second loop, 
for j=1 toN; and chooses informMion typei to compare to 
information type;. 

The preferred algorithm plots 2204 the (irst information 
type on the box 1032 at its designated anchor point. Tbe 
algorithm plots 2204 the information beginning at the 
anchor point and fills our horizontally or vertically from 
there until the information is plotted. After plotting, the 
algorithm determines if the information fits within a normal 
or default box size 2208. If the box is too small, the 
algorithm may adjus t 22U the box l032 dimensions hori­
zontal ly or vertically to accomu10date the size of the iufor-
mation. 

The algorithm then plots 2204 the second type informa­
tion in the box 1032. After this information is plotted, the 
algorithm determines X andY values of the ·first infom1ation 
type (using the left and lower edges of the main box as 
coordinate axes) and compares 2216 them with the X andY 
values of the second information type. Tbe box spacing 
algorithm performs this function in the same manner as tbe 
layout algorithm performs its comparison function. 

If there is an overlap, then the algorithm preferably 
ath:anpts to adjust thc: lu<.:ativn vf ao..:hor pvitH:. 2212 tv 
eliminate overlap. If this is not possible, the algorithm 
adjusts the size 2212 of the box by a set value in either the 
X or Y direction. The algorithm re-plots tl1e information 
types 2204 at their ancbor points. Preferably, the anchor 
points generally remain in the same relative position in the 
box, but as the box increases in size, the anchor points arc 
in an absolute sense farther away from each other. After 
adjustments, the algorithm runs the comparison routine 2216 
again to determine if the two information types overlap or 
are aesthetically displeasing. A box 1032 may be aestheti­
cally displeasing if the data within the box 1032 is not 
evenly or symmetricaLly distributed, or if data is too close. 

If the information types are appropriately spaced within 
the box, the algorithm adds 1 to the j counter, and compares 
2216 the first information typtl to th~; j+l information typ~. 
The algorithm continues to compare 2216 information types 
until the first information type has been compared 2216 with 
all of the information types in the box 1032. Then, the 
algorithm routine retmns to the i loop, adds 1 to i, and then 
compares 2216 the second information type to the other 
information types until tl:ne second has been compared 2216 
to all of the information types. U the algorithm ever finds an 
overlap, the algorithm adjust.s 2212 the location of tbe 
anchor points and(or the size of tbc box as described earl·ier Referring to FIG. 9, generaLly, the box spacing algorithm 

plots 2204 the information types at their designated anchor 
points and determines whether the plotted information fits 
within the default box size 2208. If necessary, the box 1032 
is re:si~ed 2212. Followiug, th~; algorithm chtXks for any 
overlap of information types within the box 2216 and adjusts 
the location of anchor points 2212, if necessary. 

60 to fit in all of the information. Once the algorithm has 
compared the information types 2216, found no overlap, and 
found that the information fits 2208 within t.hc box 1032, it 
displays 2220 the box 1032. In this way, the graphical user 
interface program 70 ensures that the information types 

The overlap checking function performed by the preferred 
box spacing algorithm is similar to the overlap checking 

65 displayed by the boxes 1032 do not overlap and are aes­
thetically pleasing, while keeping the size of the box 1032 
to a mioimum. 
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Many box spacing algorithms may be used with the GUI 
42 

A one (1) means that the comment 2112 is displayed on the 
to-node 2008 at all times whether or not the from-node 2008 
appears on the map. 

70. Many variations of the described algorithm are possible 
wbich will perform the function of spacing text and/or 
graphics within a circumscribed space on a display 38. In the 
preferred embodimeot, as shown in FIGS. lOA and lOB, 
commentS 2112 are used extensively on graphical displays 
to assist the user in understanding the data and relationships 

CommentS 21U may be active or inactive. Active com-
5 ments 2112 provide another means for a user to navigate in 

the database 54 in a customized and Hexible manner. Active 

of the data the user is viewing. In this manner, a great deal 
of information about a node 2008 or a link 2004 can be 
placed in or around a graphical box 1032 display for the 10 
node 2008. With this information a user has a better under-
s tanding of the relationship between data and the database 
54 and the graphical box 1032 represents more than just a 
location in the X, Y and/or Z coordinate plane. 

comments 2112 allow a user to jump or to acce.ss a menu, a 
map or an extension by selecting the comment 2112. The 
active comments 2112 may also allow a user to jump into a 
particular object in the database 54. In the preferred 
embodiment, comments 2112 which are always displayed or 
are global comments are preferably active comments. Com­
ments 2112 which are as.,.igned low priorities and/or are not 
global arc preferably not active comments 2112. Referring 

The comment descriptor shown on FIG . 3 E a!Jows com­
ments 2112 to be assigned to a particular link sub-type and 

15 to FIG. lOC, the comment 2U2 may be an icon or graphics 
such as the red flag 2020 shown in the node boxes 1032. 

for these comments 2112 to be displayed on the node box 
1032 of a linked node 2008. It is preferred that this comment 
descriptor assigned to a link sub-type be placed on the 
to-node 2008 of the link 2004. Some examples of possible 20 

comment descriptors are " overruled by," ·'criticizes," "dis­
tirnguishes." When a node box 1032 is displayed, these 
comment descriptorsmay be shown in any portion of the 
node box 1032. In a preferred embodiment, thenode box 
1032 is subdivided into three parts: (1) a title place holder 25 

part; (2) a graphics p lace bolder part; and (3) an indicator 
part. 

1o specify the specific place within the node box 1032 
that the comment will be displayed, a comment place holder 
2027, which is a more specific type of the anchor point 30 

discussed previously. In the preferred embodiment, a com­
ment place holder 2027, may specify th.rce different place 
bolder 2027 areas (title area, indicator area, or graphics area) 
in the node box 1032 in which the comment is to be 
displayed. Various other place bolder 2027 options within or 35 

in the vicinity of a box are possible. 

Coloring, shading, texture and background can be useful 
and very effective tools for visually passing infom1ation to 
a user. Shading, texture or coloring can be used both within 
boxes 1032 on the Sl:reen and in tbe bal:kgrou_nd area of the 
maps or screen displays. The coloring or background inside 
a box 1032 can represent a particular data type. In one 
embodiment, the user chooses a color to assign to aU the 
distinct data types used in the database 54. When the user 
subsequent uses the invention, the invention will display 
those data types in tbe color chosen by the user. For 
example, in a medical database where boxes 1032 represent 
patients, patients admille.d through an emergency room can 
be as.signed a different color box 1032 than patients admillcd 
through a normal process, or patients that survive a proce­
dure may have a different color box 1032 than patienL~ who 
die. This allows a user to see at a g lance what type of data 
he or she is looking at. Changing the color between boxes 
1032 is particularly useful and is discussed in fu.rther detail 
later. 

Some of the preferred uses for passing additional infor­
mation through the background are changing the back­
ground type of a map at a particular point oo tbe X, Y, or Z 

Also, using the commands available through the comment 
display order 2023 or the always display comment com­
mands 2030, tbe user or designer of the database 54 may 
specify when particular comments 2112 will or will not be 
displayed and in what position the comments 2ll2 will be 
displayed. In the preferred embodiment, the always display 
comment 2030 is used to make a comment always available 
or globally available at any time it is relevant. Jn other 
words, the comment will be displayed whenever the to-node 
box 1032 io; drawn on any map. It is preferred that this global 
comment be used whenever a comment is so important that 
it s hould be shown whenever relevant. 

40 
coordinate. A specific example would be changing the 
background coloring on a map at a particular point on an 
axis where thai point on tbe axis represents an average, a 
median, or an important date. Another example is creating a 
background coloring band between two points on the same 

45 
axis representing an acceptable or ideal range for a variable. 
Either the computer or the user can choose what value to 
change the background type around. The background can 
change on more than one axis creating "panels" or areas 
within a map or screen. 

Finally, for purposes of consistency within a particular 
application of the graphical user interface 70,. the coloring of 
the background of maps of the same type are preferably the 
same or similar. For example, source maps showing the 
source for a particular searched object may all have yellow 

The comment display order 2023 specifies the order or 50 
preference in which to display multiple -commems 2l16 in 
one comment plac·e holder 2 027. In the preferred 
embodiment, a number in the range of zero (0) to two 
hundred llfty-llve (255) is assigned as the priority of any 
specific comment 2112. Wherein zero (0) signifies that the 
comment 21U has high priority and sbolllld be displayed at 

55 background while influence maps which show objects that 
have been influenced from an identified obje-ct may aU have 
a blue backsround for the map. In this way, background, 
colori:ng and texture can play an important role in visually 
providing information to the user on a map or screen with 

tbe top of the title or indicator place holder or on the left in 
the graphics place bolder while a value of two hundred 
fifty-five (255) means that the comment 2112 has very low 
priority and should be located at the bottom of the title or 
indicator place holder 2027 or on the right in the graphics 
place holder. 

The always display comment 2030 can be simply a binary 
value of zero (0) or one (1) wherein if the value is zero (0) 
the comment 21U is only displayed on the to-node 2008 
when a link 2004 of the specified link type 2012 is repre­
sented on a map and the from-node 2008 is also on the map. 

60 the present invention. 

In order to present the mo~t aesthetically p lea<;ing display 
or output, the preferred GUI Program 70 chooses an optimal 
bit map 2300 or swatch to create a graphical display. In 
particular, the GUJ 70 determines the color, resolution, and 

65 style supported by a display 38, output from a printing 
device or any other computer output. The GUI Program 70 
preferably accomplishes this by categorizing general types 
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of displays 38 and output devices and assigning bit maps 
2300 or swatches for use with those general types. These 
general types may include types of printing devices such as 
color printers, laser printers, inkjet printers, dot matrix 
printers and types of displays such 38 as black and white 
monitors and color monitors with differing resolution capa­
bilities. This feature of the GUI 70 chooses the optimal bit 
maps 2300 or swatches to use as fill-in on boxes 1032 and 
the like used in the gJaphical display. 

To achieve this capability tbe GUJ Program 70 preferably 
uses an algorithm to determine what type of display 38 or 
printer or other output device is being used by the user. The 
algorithm then matches that type with one of the general 
typ es of categories stored in a look up table 2304, as shown 
in FIG. 11. If the type of display 38 or output device is an 
ex:act match with one of the stored types, then the algorithm 
instructs the GUl Program to use the bit map 23()() indicated 
by the table. If the type of display or printer does not match 
with one of the stored types, then the algorithm determines 
the optimal bitmap 2300 for this display 38 or printer. 

The preferred bit map fill algorithm determines an optimal 
fill by determining the category the display 38 or printer 
being used is closest to, and then pickiug a bitmap 2300 
according to certain weighted factors. The algorithm pref­
erably chooses a bitmap 2300 or swatch that will optimize 
the color depth and resolution of the display 38 or printer. If 
both color depth and resolution cannot be optimized by one 
bitmap 2300, the algorithm preferably chooses a category of 
bitmaps which will optimize the di<;play 38 or printer's color 
depth, and then looks in that sub-category for bitmaps 2300 
which will optimize its resolution. The use of this algorithm 
results in graphical outputs that take advantage of the user's 
hardware capabilities. 

'Toe GUI Program 70 also preferably uses the look up 
table to determine the best bit map 231)() to be used as a 
background for the windows 2300. The GUI Program 70 
executes an algorithm which determine what type of display 
38 is being used and accesses the look up table 2304 to 
determine the preferred bitmap 2300. If t he type of display 
38 being used is not in the table, the algorithm preferably 
selects the bitmap 2300 that is the best fit, again weighing 
factors such as color depth and resolution in determining the 
bes t bitmap 2300 for display as a wi ndow background 2308. 

44 
examp le, cascading may be used to arrange the currently 
displayed windows (11)00, 1004, 1008) in an orderly, 
consistently-overlapping fash ion. Tbe windows (1000, 
1004, 1008) are arranged such that each newly activated 

5 window (1000, 1004, 1008) is a fixed size, and the title bars 
of previous windows (1000, 1004, 1008) are sti ll visible. 
Tiling may also be used to arrange the currently displayed 
windows (1000, 1004, 1008) in an orderly, non-overlapping 
fashion. \Vhen using tiling, the child windows are drawn as 

10 large as possible witbin tbe parent frame window, covering 
the entire frame window area. There are two preferred 
methods of tiling, Tile Vertical and Tile Horizontal. Vertical 
tiling generally involves the side by side dlisplay of child 
windows (e.g., two windows (1000, 1004, 1008) side by 

15 side), shown in FIG. 13A, while horizontal is above and 
below (e.g. two windows (1000, 1004, l 008),one above and 
one below), shown in FIG. 13B. Minimizing may be used to 
display or represent a particular chi ld window in a very 
small space, examples of representative displays include 

20 graphics, icons and/or a text titles. The minimized child 
window may be displayed at various places in the parent 
window (e.g. at the bottom of the parent window, taskbar, or 
titlebar). Maxiroi:dng may also be used to di~play a particu­
lar child window as large as possible within a parent 

25 windows area. A maximized child window covers or 
ob~cure~ ali o ther act ive child windows. Restoring may be 
used to restore a minimized or maximized c!hild window to 
its previous state. Icon arranging may be performed to 
arrange all child windows being represented as icons in an 

30 orderly fashion. 
In addition, in the preferred GUJ 70 embodiment an auto 

arrange featu re is utilized for enhanced window manage­
meal. The auto arrange featllie solves many of the problems 
inherent in an interface which creates a large number of 

35 o.:!JiiLI wioduw,. When tho;; uumber of d Ji!J winuuw:s is large, 
no arrangement that tries to display ali windows at the same 
time works very well. The child windows eit!her become too 
small or too cluttered. Forcing the user to manually select a 
subset of the child windows i.n which the user is most 

40 interested, manually arranging those windows (1000, 1004, 
1008) to be viewed in a primary format and minimizing the 
rest of the windows (1000, 1004, 1008) for viewing in a 
secondary format (or ig11ored). The user mmst perform this 
window management each time a new arrangement is 

45 desired which often means each time a new window (1000, 
1004, 1008) i<> activated or displayed. The auto arrange 
feature automates this process for the user and intelligently 
arranges the windows (1000, 1004, 1008) for the user's 

It is preferred tha t the graphical user interface (GUl 70) 
use a windows approach or a Windows® type application. 
The preferred GUI 70 for a database 54· is unusual in that 
during the normal col!lrse of operation it is common (in fact 
preferred) for many search map windows (1000, 1004, 
1008) to be visible at any given time. The preferred GUl 70 50 
embodiments utilize various m~::chanisms to help manage 
these windows (1000, 1004, 1008) and avoid confusing the 
user with too many "open" or active windows (1000, 1004, 
1008). 

screen. 
With the auto arrange feature a limit is placed on the 

number of windows (1000, 1004, 1008) to be displayed in 
the pr imary fnrmar at any one time, a desi red number of 
activated windows (1000, 1004, 1008). This limit may be set 
by default, by the user, or by an intelligent process which 
analyzes for example, the amount of data to be visually 
represented, screen size, and other variables to determine an 
optimum number of windows (1000, 1004, 1008) and a 
layout for those windows (1000, 1004, 1008). 

An example of the type of hardware which may be used ss 
to implement a preferred window management system is 
shown in FIG. 1. Specifically, it is preferred tbat a processor 
30, display 38, memory 34, 58, and a input device such as 
a mouse 42 or keyboard 46 are used. Although the GUI 70 
is described primarily for use with a database management 60 
system, the GUI 70 may be used with many other software 
applications and in many other hardware configurations. 

For the preferred GUI 70 window management system 
embodiments, a parent window (or parent frame window) is 
used with rnu!Liple active child windows. Various mecha- 65 

nisms or commands may be utilized to help manage a 
plurality of active windows (1000, 1004, 1008). For 

Referring generally to foiG. 12, ooe vcrs1on of the auto 
arrange process involves the following general steps: (1) 
Based on a default value or through an intel ligent proces.<;, 
identify the most recently activated windows (1000, 1004, 
1008) which will be allocated the greatest amount of screen 
space 2080; (2) Using one of several methods, minimize the 
screen size of the remaining windows (1000, 1004, 1008) so 
that their identities may be recognized by the user but only 
need a small amount of screen space (e.g. icons, text) 2084; 
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(3) Arrange the identified windows (1000, 1004, 1008) in a 
useful and space .efficient manner (e.g. vertically, 
horizontally, cubes etc. 2088) ( 4) Arrange the minimized but 
recognizable windows (1000, 1004, 1008) in an orderly but 
non-obtrusive manner on the screen (e.g. arrange icons in 5 
lower corner of screen 2092). Using this automated process, 
the windows (1000, 1004, 1008) cau be automatically rear­
ranged each time a new window (1000, 1004, 10U8) is 
activated (by repeating the above steps) or whenever the 
user initiates the process. The windows (1000, 1004, 1008) 10 
are kept in an organized and useable fashion with little effort 
on the part of the user. The au to arrange can use different 
formats (primary, secondary, tertiary, etc) [or different levels 
of interest in the window (1000, 1004, 1008). 1be auto 
arrange feature can also be turned on or off at the will of the 15 
user. 

46 
left, lower right, and various shapes for the windows (1000, 
1004, 1008) such as hand sketched, rectangular, triangular, 
rhomboids, octagons etc. In this manner dlisplays can be 
generated which are suited for specific uses. Also, through 
this medium, the artistry and creativity of the user may be 
expressed in aesthetically pleasing displays. 

An innrw~tive fe~tme ()f the pre Ferren emhorliment is l"he 
ability to call up a search screen or map while viewing the 
data of a particular object in the database 54. This feature is 
imple mented through the use of embedded active links 
2004. By using embedded icons that are active within tbc 
data of an object being viewed or by using embedded text 
which is active within the data of an object in the database 
54, this feature allows the user to jump from viewing data to 
a search screen, menu, map or the like. Tbe search screen or 
map can be one which bas been previously generated or can 
be generated at tbe time of selecting the embedded active 
icon o r active text. 

The preferred method of using this feature is with text 
documents. Active icons -or active text arc embedded within 
the text documents and the user is alerted to these active 
icons or text through the use of highlighting or different 
coloring of the active icon or text. When the user sees an 
active icon or active text while viewing an object in the 
database 54, the user may choose to jump out of the object 
and into a map, search screen, or the like. 

Instead of recogruizing and rnin:imizing the windows 
(1000, 1004, 1008) which are beyond the desired number of 
active windows (1000, 1004, 1008), the system may simply 
ignore these windows (1000, 1004, 1008), or some combi- 20 
nation of minimizing and ignoring may he used 20R4. For 
example, if the desired number of active windows (1000, 
1004, 1008) for display is two, the last two activated 
windows (1000, 1004, 1008) may by arranged on the screeo 
side by side in a full format and an additional three windows 25 
(1000, 1004, 1008) may be recognized and minimized to 
icons [or display on a small portion of the screen. Any 
windows (1000, 1004, 1008) beyond the last Jive activated 
windows (1000, 1004, 1008) are ignored by the GUI 70 
window maoagement system. 

The system may be configured so that upon selection of 
an active icon or active portion of text, a menu is displayed 
to the user wherein the user may select the generation of a 

30 particular map or the return to an existing. map that was By providing some options, preferences options, for the 
auto arrange feature, tbe feature can be customized to tbe 
particular taste of a user. Tbe desired arrangement of the 
windows (1000, 1004, 1008), or target arrangement can be 
explicitly chosen by the user and changed at will by the user 35 

(or chosen from a list of available formats). For example, a 
user can specify the number of wiodows (1000, 1004, 1008) 
to display, the pan icular format each window (1000, 1004, 
1008) will appear on the screen, aod the layout oft he screen. 
There possible screen layouts are nearly limitless. Various 40 

formats are possible [or each window (1000, 1004, 1008), 
for example as \6, %, (ull, vertically stretched, horizontally 
stretched or enlarged format. The user can chose the number 
of windows (1000, 1004, 1008) to be displayed in each 
format for example two, three, or four windows (1000, 1004, 45 
1008) in the \6 format. And therefore, a target arrangement 
can be chosen such as full format, two windows (1000, 
1004, 1.008), vertically side by side . "lbus, when step three 
of the auto arrange process is preformed, the system will 
identify the two most recently activated windows (1000, so 
1004, 1008) and arrange the two windows (1000, 1004, 
I OOR) in the target :1 rrangement, side hy sicle, rather than in 
some other manner. In the preferred embodiment, a menu is 
provided to the user permitting the user to chose a target 
arrangement including number of windows (1000, 1004, ss 
1008), format of windows (1000, 1004, 1008), and screen 
arrangement. 

previously generated. 
Although these active links 2004 within an object in tbe 

database 54 have been described for use in jumping from an 
object in the database 54 to a map, the active links 2004 may 
be used to jump to other objects in the database 54 or 
extensions to other databases 54, other applications, or 
communication programs. Providing active links 2004 
within objects being viewed in a database 54 allows great 
flexibility for the user to navigate throug h data in any 
manner he chooses. 

To allow access to extensions to other databases, the 
preferred embodiment issei up in a modular fashion in order 
to be able to modularly add extensions or add on links to 
connect to other applications or programs which can be 
called up from the present invention. 

In the preferred embodiment, the invention is set up in a 
modular Eashjon to accept one or more extensions. An 
extension can be another application or can be a communi­
cations link to connect to another computer or application. 
Use of these connections is particularly well suited for the 
invention in that the underlying data need not he storeci 
loeall y with the user, ibut instead, through the use of 
extensions, the underlying data can be accessed by the user 
through an extension, another application and/or through a 
communications link. 

Multiple extensions are possible and it is possible for the 
same underlying data to be available through one or more 
extensions, this allows tbc user to choose wb.ich extension or 

For " high-end" po·wer users, the window management 
system can be modi.ficd to allow the user to custom build 
nearly any arbitrary layout for the screen. The user creates 
any number of arbitrary layouts, each of which is given a 
na.me that is inserted into a window menu and is stored in a 
database. After a layout has been named, it is then treated as 
a new window maoagement command which can be 
executed. In the most sophisticated embodiments, through 
the use of poioter and/or a mouse 42 the user selects anchor 
points., such as center points, or upper left, upper right, lower 

60 communication link it wi 11 use to access underlying data. In 
the preferred implementation, a hox 1032 is given depth to 
signify that an extension associated with a particular box 
1032 is available to the user. By activating the box 1032, the 
user is given the opportunity to use the extension. In the 

65 preferred embodiment with modular implementations of 
extensions, a user can add on or plug in further extensions 
or eliminate extensions. 

080 Facebook Inc. Ex. 1201



5,832,494 
47 48 

Another feature of the preferred embodiment is the ·'show 
usage" command. FIG. 8 is a screen display 38 depicting the 
use of tbe "show usage" command. TI1e preferred embodi­
ment includes this command to allow the user to see a 
portion of an object in the database 54 which uses cites or 5 
refers to the node 2008 from which the show usage com­
mand is requested. More specifically, the show usage com­
mand allows the user to see the text or data of a portion of 
the document that is represented by the node 2008 being 
searched. In the preferred embodiment, the show usage 

10 
command is only available from a result node 2104. When 

application, the invention immediately subclasses the third 
party software applications frame window. Through this 
subclassing technique, the present invention receives 
(intercepts) every message or command originally intended 
for the third party software. Since the invention is tbe first 
to receive each window message, it acts as a message arbiter. 
The LUessage arbiter bas the ability to recognize tbe message 
or command and decide bow each message should be 
processed. For example, the arbiter decides whether any 
given message should be processed by the master program 
(the invention) or by the subclassed third par ty software. 

a map or graphics display is shown the search node 2100 is 
the node 2008 upon wbich the search being displayed is 
based. The result nodes 2104 are the nodes 2008 which are 
graphically displayed as a result of the search conducted 

15 
upon the search node 2100. Referring to FIG. 8, the search 
nude 2100 is Alves v. Commissioner aod the result node 
2104 is 26 U.S.C. §83. 

The precise processing that is appropriate for a given 
message is somewhat message dependent. I lowever, the 
general message scheme dictates that messages intended for 
one of the child MDI windows (or that depend in some way 
on the content of a child window) are dispatched to the 
application that is the " re al" owner or creator of that child 
window. Thus, most messages are dispatched to the software 
application to which the child window belongs (to which the Through the use of the s how usage command, a user may 

immediately access that portion of the search node object 
2108 or document 2108 which refers to a specific result node 
2104. This is accomplished by breaking up the data con­
ne.ctt d to the search node 2100 into grou.ps o[ records with 
header identifiers. The data attached to the result node 2104 
will also have an identifier, a header identifier, which par­
ticularly identifies the data attached to it. When the user 
executes the show usage command after activating the result 
node 2104, the record or records in the data attached to the 
scrurce node 2100 which match the result node 2104 iden­
tifier v.'ill be displayed and highlighted. for example, in FIG. 
8, the Alves v. Commissioner document 2108 is shown 
highlighted at the appropriate location identifying 26 U.S.C. 
§83 2104. The show usage command is accessed through the 
use of a pull-down menu from the result node 26 U.S.C. §R3 
2104. Using the earlier example of modem an classical 
arc hitecture, if tbe search node 2100 was modern architec­
ture and the search requested items influencing modern 
architecture an influence map or graphic display wouJd be 
generated which would include the classical architecture 
node. By selecting the classical architecture node and using 
the "show usage" command on the classical architecture 
node (for example through a puLl-down menu or directly in 
the node box) the inve ntion will immediately bring the user 
to the first location io the modern architectural data where 
classical architecture i~; referred to as iolluencing modern 
architecture. Thus, in effect, the show usage command 
allows the user to jump from a result node 2104 to the 
spt:cific location 2108 in the search node 2100 where the 
result node 2104 is referenced or identified. 

Finally, one of the most important features of the inven­
tion is it5 method of imegrating itself with third party 
software applications. Althougb useful with many third 
party software applications, it is particularly useful to inte­
grate tbe present inve mion with third party database appli­
cations which operate in a windows t ype environment. 
Nearly all of the database management functions and graph·i­
cal user interf.ace 70 features can be used in an integrated 
scheme with third party database management software. 

The preferred metho d of integrating the present invention 
with third party software is through the use of a subclassing 
technique in a windows multiple document interface (MDI) 
environment. Specifically, the present invention can take 
advantage u[ tbt: wmmou behavior ~;:xbibitt:d by MDI appli­
cations to integrate wi th third party software operating in a 
windows environment. 

When the preferred embodiment of the invention is 
loaded to be used in conjunction with tbird party software 

20 window is a native), if itlhe window belongs to a subclassed 
application, the message is directed or forwarded to the 
subclassed application. The subclassed application then pro­
cesses the forwarded mts:;age and changes a cbjJd window 
display if necessary. Using this technique, the subclassed 

25 software application acts as if it alone owns the main frame 
window. Thus, operaliorn of the master program has little 
affect on the performance of subclassed program. Further, 
the operation of the subclassed program is transparent to the 
user. To the casual user, the master program operates all the 

30 windows and is the only user interface u_sed. 
Using this technique, more than one software application 

may be subclassed with the present invention. Also, each 
subclassed application may bave multiple cbild window 
displays. And finally, the master appUcation may generate its 

35 own nativt: wiodowl:> whi..:h may bt: Ji~playt:J sill)ulta­
neously with the child windows of a subclassed application. 

This computerized system for researching data is also 
etfective with any type of internal or global network appli­
cation (see generally FIGS. 14A and 14B). As long as a 

40 network stores data and provides links 2004 between that 
data, thh system can provide an e[ective and eOkient 
system for indexing, searching, aod displaying tbat data. For 
example, this system cao be applied to the Internet and the 
World Wide Web. The World Wiele Web is made up of 

45 numerous web sites which contain clocumeots and i nternet 
or web pages. Documents are usually defined in the art as 
unique pieces o f data, which includes text files, graphic files, 
audio files, aod video l'iles. A web page is usually a docu­
ment with its own Universal Resource Locator (URL). 

so URLs arc the standardized addresses commonly used for 
web pages. Generally, web sites are a collection of web 
pages. and documents. We b sites are USIJally identified by a 
home page, which may contain an overall starting point for 
the web site and a summary of what is to be found at the web 

55 site. Hyperjump links, or hyper! inks, is the name commonly 
given to the links which connect web pages, web sites, and 
docwnents o n the web. Hyperlinks are e lectronic links 
which allow end users to ju.mp to the specified web page or 
web s ite. The software code commonly used to create the 

60 majority of web pages containing text fi les is HyperText 
Markup Language (HT ML) . Other pages contai ning 
graphics, audio, video, an.d other resources m.ay not be coded 
in HT ML, but still will bt: conuectetl by hyperlinks. 

Tbe Internet can be viewed as an immense collection of 
65 linked documents providing varied information to the public 

via an elaborate electronic distribution channel. In the past, 
the eod user's ability to search, find, index, and navigate 
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through relevant documents of interest bas been primarily 
limited to word based queries which primarily rely on the 
target document's text indexing. Instead of relying on tex­
tual searching, this method and apparatus for indexing, 
searching, and displaying data analyzes hyper.links whicb 5 
connect web pages to other web pages in order to help the 
e11d user to search, find, and navigate through the relevant 
documents of interest. Tbis system analyzes hyperlinks 
using proximity indexing or clustering technology discussed 
previously. Once idemtified, the system displays the results 10 
in a variety of ways and end users are able to navigate 
directly to the documents identified by tbis system's ana­
ly:zatioo technology. 

In the preferred embodiment, tbis system uses the cluster 
liok generation algorithm described in FIG. 3H to search and 15 
identify closely associated documents located on the Internet 
in the same manner as described above. The system treats 
hyped inks 2004 on the Web in the same manner as it treats 
lirnks 2004 in a database, and it treats web pages on the Web 
in the same manner as it treats nodes 2008 in a database 54. 20 
Source links 2004 on the Web link a source node 2110R (or 
source web page) to a second node (or second web page). 
Influence links 2004 perform the same (u nction in reverse. 
Direct links 2032 (as described above) are tbe same as 
hyper! inks 2004, which use URLs, in the World Wiele Web, 25 
and they directly link one web page (or node) to another. 
Indirect links 2036 link two web pages or nodes 2008 
through more than one patb. A cluster link, for purposes of 
the Web, is any relationship between two web pages. 

To begin the process, as shown generally in FIG. 14A, a 30 
node 2008 is chosen 3000 for analysis. Next, the system 
accesses link data 3004 or "crawls" the source web page (or 
source node 2008) looking for URLs which directly link the 
source web page to othe-r web pages. Web crawling is a 
known technique in tbe an , performed by most World Wide 35 

Web search services, such as Yahoo (located at 
www.yaboo.corn) or AJta Vista. Crawling is accomplished 
by the use of autOmated programs called robots or spiders, 
which analyze a web page for objects which provide URL 
links to other web pages or documents. The source node 40 

2008, whe::ther it is a web page, the home page of a web site, 
or a document with oo links 2004, is a data document which 
may have been encoded in HTML or some other language. 
The encoded data document includes commands such as 
'' insert picture here" or " begin a new paragraph" or "place 45 
a link here to another document" along with the normal text 
of the document. These coded commands arc generally 
invisible to the end l!lser, although many Web documents 
reveal text containing coded links 2004 to other documents 
in different colors. The system reads the coded I ITivlL so 
instructions to identify 3008 the coded links, which are 
direct links 2032. There are many publicly known methods 
of identifying links 2004 from a coded document that one 
skilled in the art could employ to perform this function. 

FIG. l4B describes the embodiment of the invention 55 

which executes 3020• the cluster l ink generator algorithm 
2044 to generate direct and indirect lin__ks21104 to find tile set 
of candidate cluster links. After identifying 3008 all of the 
URLs referenced in the source web page, in the preferred 
embodiment, the cluster link generation algorithm 2044 60 
retrieves 2056 a list of URI .~ and clas.sifies them as the direct 
li111k.s 2032 to be analyzed. The cluster link generator 2044 
traces the Jinks 2032 to their destination nodes 2008 (a web 
site or web page) and performs a web crawl to retrieve 2056 
a list of URLs referenced by the source nodes 2008. The 65 

generator 2044 classifies the second set of nodes 2008 as 
being indirectly linked to the source node 2004, and the links 

so 
2036 to these nodes 2008 are added 2072 to the list of 
candidate cluster Unks. In order to find the set of candidate 
cluster links, the cluster link generator 2044 repeats the 
above steps 2052. In the more general method described in 
FIG. 14A, the system identifies 3012 the links 2036 wbicb 
have an indirect relationship and then displays 3020 the 
direct 2032 and indirect 2036 links. 

Once a candidate c luster link set is identified, the gen­
erator 2044 assigns 2064, 2076 weights 2034 to the candi­
date cluster Jinks 2004. The weight 2034 of eacb individual 
path or Link 2004 is a function of the weight 2034 of the path 
to the previous node 2008 and the weight 2034 of the last 
link 2004. In order to determine the weight 2034 o( an 
implied link 2004, the preferred formula, WC1.._1 =min(WC1, 

D; ... J *W1.._J) 2064, as previou.sly discussed, is used. Follow­
ing weighting, the generator 2044 sorts the set of candidate 
cluster links 2004 by weight, and a subset of these links 2004 
(those links 2004 above a specified cut-off weight) are 
retained for display 3020 to the end user. I n the preferred 
embodiment, the formula T=min(consrant, 4*d), discussed 
before determines the optimal cut-olt' weight. 

In another embodiment, !he Proximjty Iodexiog Applica­
tion Program (Program) 62 organizes and categorizes the 
crawled links 2004 using the statistical techniques and 
empirically generated algorithms de-scribed earlier in this 
application. The Program 62 treats URL addresses as cita­
tions and web pages as textual objects. Tbe Program 62 
applies some or all of the eighteen pattern list to determine 
the relatedness of the web pages (or nodes) which are linked 
to the source weh page (or node). The Program li2 weighs 
the patterns by importance, giving one type of data docu­
ment more importance than another type. For example, it 
may give more importance to a web site tlhan to a single 
document which has no o~her links. The Program 62 may use 
other facto rs to weigh the data documents, such as the 
number of "bits" (visits by other end users to the site, a 
number which is ava.ilable to web users) a data document 
receives in a specific time frame or the number of hyper! inks 
within a page. The Program 62 then forms a matrix based oo 
ordered pairs of documents, and the matrix calculations 
t.lisc~ed before or this :specilication can be carried out. The 
Program 62 generates a coefficient of similari ty which will 
determine the relatedness of web pages to each other and to 
the source web page. 'fl1e Program 62 displays the most 
similar web pages to the user. 

The preferred embodiment of the network application of 
this system uses the grapbical user interface program 70 to 
display the results of the algorithm as a list showing the 
selected links 2004 and the various data associated with the 
link.s .2004. The lloks 2004 shown oo th~: screen to the o::nu 
user are active links 20()4, similar to the active comments 
used in the text boxes 1032 described previously in this 
application. Tb~: end user may instantaneously link to the 
destination node 2008 that tbe user selects. The list format 
provides li.nk information in a style familiar to user of the 
Internet. However, this system is also capabEe of displaying 
the results in the user-friendly graphical format as described 
above. The graphical user interface program 70 described 
previously uses box coloring and sizing to commun.icate 
large amounts of informa tion quickly and intelligibly to the 
user. l n a preferred embodiment, different colors for boxes 
1032 arc assigned clcpcodiog on whattype of node2008 they 
represent (e.g., a web page, web site, a document, a file 
transfer protocol (FTP) (a common internet designation for 
news sites)). Preferably, the box 1032 is given depth. The 
amount of URL links a tilode 2008 contains may determine 
the amount o f depth. 
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The graphical user interface program 70 displays a list of 
the most related web pages to the source web page. This list 
includes documents, web sites, and pages which are directly 
or indirectly linked to the subject document or the subject 
topic. The links 2004 can be source links 2004 or influence 5 

Lirn.ks 2004, so tbe end user may monitor tbe sites to whjcb 
his site (the source web page) is referring, and the end user 
may view the sites which are referring to his site. The system 
can parse the URL of the destination nodes 2008 for a 
variety of information. Thus, the end user may monitor tO 
whether the connections to which b.is web site refers are still 
open, the end user ma.y view the date and time a destination 
node 2008 was modilied, and the end user may view the 
identi.fication of the organization or author of the destination 
node that directly or indirectly links to the source node 2008 t5 
. The GUI program 70 displays aU of this information either 
in the l'ist format or in the text box I 032 used in the graphical 
format. Graphical comments may be placed in the text box 
to communicate information quickly, such as showing a 
happy face for a connected application, and so forth. Hyper- 20 

links can appear as active comments in a text box in order 
to allow the user to instantaneously jump to the web page 
represented by the text box. 

Although this computerized system for researching data is 
described as functio n ing in the World Wide Web 25 

environment, it can function equally well in any network 
system. A network that utilizes any type of hypcrjump 2004 
to connect documents together can serve as the links 2004 
analyzed by this invention. This system therefore can be 
modified to navigate and search through internal company 30 
networks, and provide the same features as described above 
for the Web application. Additionally, tbe comment boxes 
cao be tailored to display critical information about com­
pany files, thus enhancing its usefulness for the company 
employee who is attempting to sort through company docu- 35 

ments stored on a network. 
What is claimed is: 
1. A method of analyzing a database with indirect 

relationships, using links and nodes, comprising the steps of: 
selecting a node for analysis; 40 

generating candidate cluster links for the selected node, 
wherein the step of generating comprises an analysis of 
one or more indirect relationships in the database; 

deriving actual cluster links from the candidate cluster 
links; 45 

identifying one or more nodes for display; and 
displaying the identity of one or more nodes using the 

actual cluster links. 
2. The method of claim 1 wherein each link is given a so 

length, the step of generating the candidate cluster links 
comprises the steps of: 

choosing a number as the maximum number of link 
lengths that will be examined; and 

examining only those links which are l ess than the maxi- 55 
mum number of link lengths. 

3. The method of claim 1 wherein the step of deriving 
actual cluster links comprises the step o[: 

selecting the top rated candidate cluster links, wherein the 
top rated candidate duster links are those which are 60 
most closely linked to the node under analysis. 

4. The method of claim 3 wherein the selecting step 
further ~.:omprllies the step of: 

calculating the top rated candidate links using the formula 
min( constant, 4* the number of direct links). 65 

5. The method of claim 1 wherein the step of generating 
the candidate cluster links comprises the step of: 

52 
eliminating candidate cluster links, wherein the number of 

candidate cluster Links are limited and tbe closest 
candidate cluster links are chosen over rhe remaining 
Links. 

6. The method of claim 1 wherein the step of displaying 
further comprises the step of: 

generating graphic,:; II"> di~play the identity of the node, 
wherein a box is used to graphically represent the node. 

7. The method of claim 1, wherein one or more nodes 
provide external connections to objects external to the 
database, the method further comprising the steps of: 

acti vating the desired node; and 
accessing tbe exteroa.l object linked to tbc node. 
8. The method of claim 7, wherein the external object is 

an independent application which can be execuied in 
background, the method further comprising the step of: 

executing tbe independent application. 
9. The method of claim 8, wherein one or more nodes 

provide links to more than one independent application 
which can be executed as an extension, the method further 
comprising the s teps of: 

displaying a list of independenr applications linked to rhe 
node, wherein the step of accessing accesses an inde­
pendent application. 

10. The method of claim 8, wherein tbe connection 
provides the independent application access to the informa­
tion stored within the database. 

11. The method of claim 7, wherein the external connec­
tiou is to another cornpuL~:r, wherein iufonnaliou is located 
that can be accessed, the step of accessing further compris­
ing the step of: 

accessing the information located within the computer. 
12. A method for determining the proximity of an object 

in a stored database to another object in the stored database 
using indirect relationsrups, links, and a display, comprising: 

selecting an object to determine the proximity of other 
objects to the selected object; 

generating a candidate cluster link set for the selected 
object, wherein the generating step includes an analysis 
of one or more indirect relationships io the database; 

deriving an actual cluster link set for the selected object 
using the generatecl candidate cluster liink set; and 

displaying one or more of the objects in the database, 
referred to in the actual cluster link set, on a display. 

13. The method of 12 wherein a set of direct links exists 
for tbe database, and wberein the step of generating a 
candidate cluster link set comprises: 

recursively analyzing portions of the set of direct links for 
indirect links. 

14. A method for rcp~:escnting the relationship between 
nodes using stored direct links, paths, and candidate cluster 
links, comprising the steps of: 

a) initializing a set of candidate cluster links; 
b) selecting the destination node of a path as tbe selected 

node to analyze; 
c) retrieving the set of direct links from the selected node 

to any other node in the database; 
d) determining the wei ght of the path using the retrieved 

direct links; 
repeating steps b through d for each path; and 
e) storing tbe determined weights as candidate cluster 

links. 
15. The method of claim 14 further comprising the step of 

deriving the actua l cluster links wherein the actual cluster 
links are a subset of the candidate cluster links. 
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16. -rllc method of claim 15 wherein the step of deriving 
compri..<;es the step of choosing the top rated candidate 
cluster links. 

L7. The method of claim 14 wherein the stored direct Links 
arc length L, the paths are counted i=O to N, the nodes are 5 
counted N0 to N1 .. 1, the weight's of the paths are stored as 
c,.)• and wherein tbe step of determining tbe weight of the 
path comprises tbe steps of: 

i) creating a new path P' of length i+l consisting of the 
path P plus the direct link L from the selected node to 10 
the node N1 .. 1 , for eacb direct link L ; 

ii) calculating the stored weight of the path (C1+ 1) com­
prising the steps of: 

deciding whether there already is a path in the cluster link 
from Node0 to Node1+J. and a stored weight, wherein: 

15 
if there is a not a lready a path, the stored weight of the 

path (C1 .. 1) is set equal to P'; 
if there already is a path, the combined weight wei+ I 

is added to the already stored weight of the existing 
path ( in cl+ 1); 

wherein the combined weight, we, .. ,. is computed 20 
from the weight of the path P (WC;), a dampening 
factor (01 , 1) and the weight of direct Link L(W;.1), 

and wherein the combined weight is computed using 
the following formula: WC, .. 1 ~min(WC,,D1 .. 1 *W1 .. 

1); and 
iii) repeating steps i and ii for each direct link. 
18. A method of analyzing a database having objects and 

a fm>t nurneric:al rc:prt:!>entalioo of dir~Xt relationship~ in the 
database. comprising the steps of: 

25 

54 
allocating a weight to each link, wherein tbe weight 

signifies the strength of the relationship represented by 
the link relative to the streogtb of other relationships 
represented by other links; 

generating link sub-types; 
g~:oerating uodc l>Ub-typcs; 
selecting. anchor points within the boxes for each infor­

mation type; 
placing each information type at their selected anchor 

point; 
determining whether the information of the placed infor­

mation type overflows the default box size, comprising 
tbc step of: 
adjusting the position of the anchor points; and 
adjusting the size of the box; 
determining whether a placed information type over­

laps aootber placed information type within the same 
box comprising the steps of; 

adjusting the position of tbe anchor points; and 
adjusting tbe size of the box; and 
displaying the box. 

23. A method of representing data in a computer database 
with relationships, comprising the steps of: 

assigning nodes node identifications; 
generating links. wherein each link represents a relation­

ship between two nodes and is idemified by the two 
nodes in which the relationship e~rists; 

allocating a weight to each link, wherein the weight 
signifies the strength of the relationship represented by 
the link relative to '!be strength of other relationships 
represented by other links; and 

disp laying a node identification. 

generating a second numerical representation ~~.sing tbe 30 
firSt numerical rcpresemation, wherein the second 
numerical representation accounts for indirect relation­
ships in the database; 

24. l11c method of claim 23, wherein tbe data in the 
database is objects, wherein the nodes represent objects and 
each object is assigned a node identification, and wherein the 

35 
storing the second numerical representation; 
identifying at least one object in the database, wherein the 

stored numerical representation is used to identify 
objects; and 

relationships that exist comprise direct relationships 

displaying one or more identified objects from the data­
base. 

19. The method of claim 18 wherein the step of generating 40 

a second numerical representation comprises: 
selecting an object in tbe database for analysis; 
analyzing the direct relationships expressed by the first 

numerical representation for indirect rclatioo~bips 
45 

involving the se!cctccl object; and 
creating a second numerical representation of the direct 

and indirect relationships involving the selected object. 
20. -rlle method of 18 wherein the step of identifying at 

least one object in the database comprises: 
searching for objects in a database using the stored 

numerical representation, wherein direct and/or indi­
rect relationships are searched. 

21. l be method of claim 18 wherein Lhe djsplayiog step 
comprises: 

generating a graphical display for representing an object 
in the database. 

so 

55 

22. A method of representing data in a computer database 
with relationships, wherein nodes or obj ects in a database 
are represented by boxes of a default box size, and wherein 60 
various information types may be a._c;signed to node, node 
sub-types, links, and link sub-types to be placed within the 
box, and assigned information types contain iufurmatioo, 
comprising the steps of: 

generating links, wherein each link represents a relation- 65 

ship between two nodes and is identified by the two 
nodes in which the relationship exists; 

between objects, further comprising the step of: 
searching generated links, wherein nodes are located by 

searching th,; g.:ncratc:d links. 
25. The method of claim 23 further comprising tbe step of: 
geoer;lling link sub-types, comprising the steps of: 

identifying each link sub-type with a name; and 
providing a comment to one or more link sub-types. 

26. The method of claim 25 further comprising the step of: 
specifying the place to display tbe comment using a 

comment place bolder. 
27. The method of claim 26 wherein multiple comments 

arc provided to a link sub-type, further comprising tbe step 
o(: 

specifying tbc order multiple comments appear in the 
comment place holder using a comment display order, 
comprising the steps of: 
assigning cnch comment a value; 
ranking the comments in order of their assigned value; 

and 
displaying the comments in order of tbeir rank. 

28. The method of claim 25 fu.nher comprising the step of: 
determining whether the comment will appear in all 

displays using the always display command, compris­
ing the steps of: 
as.c;igning each comment a binary value based on its 

importunce; 
displaying comments which have been assigned the 

first binary value on all displays; 
suppressing comments which have been assigned the 

second binary value from all displays wherein only 
one node of the !:ink subtype is displayed. 
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29. The method of claim 26 wherein icon files arc 
assigned to link sub-types. 

30. The method of claim 26 wherein visual styles are 
assigned to link sub-types. 

31. The method of claim 23 wherein attributes are 5 

assigned to nodes. 
32. The method of claim 31 further comprising the step of: 
generating node sub-types wherein the node sub-types are 

assigned information. 
33. A method of representing data in a computer database tO 

and for computerized searching of the data, wherein rela­
tionships exist in the database, comprisilllg: 

assigning links to represent relationships in the database; 

56 
generating node identifications based upon the assigned 

Links, wherein node >dentifications are generated so that 

each link represents a relationship between two iden­
tified nodes; 

storing the links and node identifications, wherein the 
links and nodes may be retrieved; 

searching for node identifications using the stored links; 
and 

displaying node identifications, wherein the displayed 
node identifications are located in the searching step. 

* * * * * 
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EX PARTE 
REEXAMINATION CERTIFICATE 

lSSUED UNDER 35 U.S. C. 307 

H IP. PATP.NT TS f·IF.RP.RV AMF'NO P.O AS 
INDICATED BELOW. 

2 
4~. The method of clairn 40, wherein the selected !10d? is 

an object on the world wide web, fi~rther comprising: 
selecling aclual cluster !inks from !he s10red candidale 

duster links based upon an analysis of a proximity of 
the selec ted node 10 another node; 

Matter enclosed in heavy brackets [ ] appeared in the 
patent, but has been deleted and is no longer a part of the 10 
patent; matter printed in italics Indicates additions made 

using actual cluster links to calculate a value }or an objec/ 
prior to a search query; wherein said value is used to 
determine the objecl's importance; and 

storing said value in an i11dex prior to searchiug. 
43. The method of claim 42, wherein the delermination of 

importance considers a number of limes the >;veb object is 
visited. to the patent. 

AS A RESUL:T OF REEXAMINATION, JT HAS BEEN 
Ot TI:::ttMJNeD THAT: 

1he patentability of claims 1-3, 5, 7-16 and 18-21 is con­
fimJed. 

Claims 23-25 and 31-33 arc caoccllcd. 

New claims 34-54 are added and determined to be patent­
able. 

Claims 4, 6, 17, 22 and 26-30 were not reexamined. 

44. 17w method of claim 41, wherein said de/ermined path 
includes at/east an indireCI relationship ofB citesf,f ciLes e, 

15 e cites d. and d cites A. 
45. The method of claim 19, wherein the direct relation­

ships are hyper/ink relatiumhips be/ween objects un the 
world wide web and the second numerical representation of 
direct and indirect relationships is a value !hat is generated 

20 by analyzing direct/ink weights in a set of paths between two 
indirectly related objects, and wherein the step of identifying 
uses at least the value to determine an object's importance 
for ranldng. 

46. The method o( claim 18, wherein the direct relation-
25 ships are hyper/ink relationships between objects on the 

world wide web and wherein generation of" the second 
numerical represelllalion uses a recursive analysis of a set of 
direct links between nvo objects and a damping factor; and 

34. The method of claim 1, wherein said use of c/wter 
links in displaying the identity a/identified 11odes comprises 
using one or more cluster links to determine a rank which is 
used as a factor in displa)'~ and wherein said generation of 30 
candidate cluster links recursively analyzes a set ol direct 
links in a path. 

said direct link weigh1s are calculated using a quantity of 
direct relation:;hips o.f an object. 

47. The method ofclaim 46. wherein the step o_{identifying 
objecls using the second numerical represe'fltation com­
prises a step of ran/..ing that considers at least a number of 35. The method of cla;,n 5, wherein said indirect relation­

shipS' are a chain ofhyperlink references between objects on 
lhe world wide web; and wherein/he step of generating uses 35 
a specified distance limit for determining whether a palh is 
examined. 

times a web object is visiled. 
48_ The method of claim 18, wherein the slep ofidentifying 

objects using the second numerical representation com­
prises using the second numerical representation and 
semanlicalfactors to rank objects for display 36. The method of claim 34, wherein !he selec/ed node is a 

star/ node and said actual cluster links are used to rank an 
importance of an object on the world wide web; and wherein 
the step of identifj,ing comprises using the rank and a key 
work search. 

31. The method of claim 34, wherein an independent 
application determines a cost associated with accessing the 
identified nodes. 

38. The method of claim 13, wherein said direct links are 
hyperlink relalionships o:l objects on the world tv ide web and 
said displayed objects referred to in the cluster link set 
includes at least the selected object, the methodji1rther com­
prising: 

generating an importance rank for the selec!ed object 
-using the acwal cluster links; and 

using the importance rank as a factor to determine an 
<Jrder of display. 

49. The method of claim 48, wherein the step of genera/-
40 ing the second numerical representation considers a quan­

tity of direct relationships from an object to other ol{jects. 
50. The method of claim 4 8, wherein the second numerical 

representation is used 10 determine an object's importance. 
51. The method of claim 48, wherein the identified objects 

45 include web sites and the step of identifying includes provid­
ing a U~tiversal Resource Loca/or thai identifies a web page 
within one o(said web sites. 

52. 1he ,;,ethod o.f claim 18, wherein the direct relation­
ships are hyper/ink relationships between objecls on the 

50 world wide web and wherein generation of the second 
numerical representation comprises: 

using a recursive ana(vsis of a set of direct links be/ween 
/wo- objec/s and a damping factor to genera1e a set of 
clusler links; 

39. The mel hod of claim 38, wherein one or more of said 55 
direct/inks includes a weight based upon a quantity ofdirect 
references from an object to other objects. 

selecting a subset of clusterlinksfrom the set of generated 
duster links using said recursive analysis; and 

using the subsel of cluster links lo calculate the second 
numerical representalion. 40. The melhod of claim 14, wherein said direct links are 

hyper/ink relationships on the world wide web and said 
paths are chains of hyper/inks that make up indirecl 
relationships, and wherein the determitWiion of the palh 
weight uses a damping factor. 

53. The method of claim 48, wherein the indirect relation-
60 ship of B ciles f f ciles e, e c ites d, aud d cites A is analyzed 

for a/ leas/ one idemified objec/. 

41 . 1'17e method of claim 40, wherein the generation of 
said direc/ links include a weigh! that uses !he number of 
hyper/inks contained in a web object pointing to other 65 
objects in ils calculalion. 

54. The method of claim 45. wherein an independent 
applicalion determines a cost associated with accessing the 
idenlijied objects. 

* * * * 
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