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ABSTRACT

ALVINN (Autonomous Land Vehicle In a Neural Network) is a 3-layer
back-propagation network designed for the task of road following.
Currently ALVINN takes images from a camera and a laser range finder
as input and produces as output the direction the vehicle should
travel in order to follow the road. Training has been conducted
using simulated road images. Successful tests on the Carnegie
Mellon autonomous navigation test vehicle indicate that the network
can effectively follow real roads under certain field conditions.
The representation developed to perform the task differs dramatically
when the network is trained under various conditions, suggesting the
possibility of a novel adaptive autonomous navigation system capable

of tailoring its processing to the conditions at hand. ! v, v "
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INTRODUCTION

Autonomous navigation has been a difficult problem for traditional vision and robouc
techruques. pnmarily because of the noise and vanability associated with real world
scenes. Autonomous navigation systems based on traditional image processing and pat-
tern recognition techniques often perform well under certain conditions but have problems
with others. Pant of the difficulty stems from the fact that the processing performed by
these systems remains fixed across various driving situatons.

Artificial neural networks have displayed promising performance and flexibility in other
domains characterized by high degrees of noise and variability, such as handwritten
character recognition (Jackel et al., 1988] [Pawlicki et al., 1988) and speech recognition
[Waibel et al., 1988]. ALVINN (Autonomous Land Vehicle In a Neural Network) is a
connectionist approach to the navigational task of road following. Specifically, ALVINN
is an artificial neural network designed to control the NAVLAB, the Camegie Melion
autonomous navigation test vehicle.

NETWORK ARCHITECTURE

ALVINN's current architecture consists of a single hidden layer back-propagation network
(See Figure 1). The input layer is divided into three sets of units: ™o “retinas” and a
single intensity feedback unit. The two retinas correspond to the two forms of sensory
input available on the NAVLAB vehicle; video and range information. The first retina,
consisting of 30x32 units, receives video camera input from a road scene. The activation
level of each unit in this retina is proportional to the intensity in the blue color band of
the corresponding patch of the image. The blue band of the color image is used because
it provides the highest contrast between the road and the non-road. The second retina,
consisting of 8x32 units, receives input from a laser range finder. The activation level of
each unit in this retina is proportional to the proximity of the corresponding ares in the
image. The road intensity feedback unit indicates whether the road is lighter or darker
than the non-road in the previous image. Each of these 1217 input units is fully connected
to the hidden layer of 29 units, which is in tum fully connected to the output layer.

The output layer coasists of 46 units, divided into two groups. The first set of 45 units
is a linear representation of the turn curvature along which the vehicle should travel in
order to head towards the road center. The middle unit represents the “travel straight
shead” condition while units to the left and right of the center represent successively
sharper left and right tums. The network is trained with a desired output vector of all
zeros except for a “hill” of activation centered on the unit representing the correct tum
curvature, which is the curvature which would bring the vehicle to the road center 7
meters shead of its current position. More specifically, the desired activation levels for
the nine units centered around the correct turn curvature unit are 0.10, 0.32, 0.61, 0.89,
1.00, 0.89, 0.61, 0.32 and 0.10. During testing, the turn curvature dictated by the network
is taken to be the curvature represented by the output unit with the highest activation
level.

The final output unit is & road intensity feedback unit which indicates whether the road
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