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AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING

SECURE DOMAIN NAMES

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims priority from and is a continuation patent application of co-

pending U.S. application serial number 09/558,210, filed April 26, 2000, which is a

continuation-in-part patent application of previously-filed US. application serial number

09/504,783, filed on February 15, 2000, now US. Pat. No. 6,502,135, issued December 31,

2002, which claims priority from and is a continuation-in-part patent application of previously-

filed US. application serial number 09/429,643, filed on October 29, 1999. The subject matter

of US. application serial number 09/429,643, which is bodily incorporated herein, derives from

provisional US. application numbers 60/106,261 (filed October 30, 1998) and 60/ 137,704 (filed

June 7, 1999). The present application is also related \to US. application serial number (Atty

Docket No. 47986838), filed April 26, 2000, and which is incorporated by reference herein.

BACKGROUND OF THE INVENTION

A tremendous variety of methods have been proposed and implemented to provide

security and anonymity for communications over the Internet. The variety stems, in part, from

the different needs of different Internet users. A basic heuristic framework to aid in discussing

these different security techniques is illustrated in FIG. 1. Two terminals, an originating terminal

100 and a destination terminal 110 are in communication over the Internet. It is desired for the

communications to be secure, that is, immune to eavesdropping. For example, terminal 100 may

transmit secret information to terminal 110 over the Internet 107. Also, it may be desired to

prevent an eavesdropper from discovering that terminal 100 is in communication with terminal

1 10. For example, if terminal 100 is a user and terminal 1 10 hosts a web site, terminal 100’s user

may not want anyone in the intervening networks to know what web sites he is "visiting."

Anonymity would thus be an issue, for example, for companies that want to keep their market

research interests private and thus would prefer to prevent outsiders from knowing which web-

sites or other Internet resources they are “visiting.” These two security issues may be called data

security and anonymity, respectively.
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Data security is usually tackled using some form of data encryption. An encryption key

48 is known at both the originating and terminating terminals 100 and 110. The keys may be

private and public at the originating and destination terminals 100 and 110, respectively or they

may be symmetrical keys (the same key is used by both parties to encrypt and decrypt). Many

encryption methods are known and usable in this context.

To hide traffic from a local administrator or ISP, a user can employ a local proxy server

in communicating over an encrypted channel with an outside proxy such that the local

administrator or ISP only sees the encrypted traffic. Proxy servers prevent destination servers

from determining the identities of the originating clients. This system employs an intermediate

server interposed between client and destination server. The destination server sees only the

lntemet Protocol (IP) address of the proxy server and not the originating client. The target server

only sees the address of the outside proxy. This scheme relies on a trusted outside proxy server.

Also, proxy schemes are vulnerable to traffic analysis methods of determining identities of

transmitters and receivers. Another important limitation of proxy servers is that the server knows

the identities of both calling and called parties. In many instances, an originating terminal, such

as terminal A, would prefer to keep its identity concealed from the proxy, for example, if the

proxy server is provided by an lntemet service provider (ISP).

To defeat traffic analysis, a scheme called Chaum’s mixes employs a proxy server that

transmits and receives fixed length messages, including dummy messages. Multiple originating

terminals are connected through a mix (a server) to multiple target servers. It is difficult to tell

which of the originating terminals are communicating to which of the connected target servers,

and the dummy messages confuse eavesdroppers’ efforts to detect communicating pairs by

analyzing traffic. A drawback is that there is a risk that the mix server could be compromised.

One way to deal with this risk is to spread the trust among multiple mixes. If one mix is

compromised, the identities of the originating and target terminals may remain concealed. This

strategy requires a number of alternative mixes so that the intermediate servers interposed

between the originating and target terminals are not determinable except by compromising more

than one mix. The strategy wraps the message with multiple layers of encrypted addresses. The

first mix in a sequence can decrypt only the outer layer of the message to reveal the next

destination mix in sequence. The second mix can decrypt the message to reveal the next mix and

so on. The target server receives the message and, optionally, a multi-layer encrypted payload
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containing return information to'send data back in the same fashion. The only way to defeat such

a mix scheme is to collude among mixes. If the packets are all fixed-length and intermixed with

dummy packets, there is no way to do any kind of traffic analysis.

Still another anonymity technique, called ‘cromwds,’ protects the identity of the originating

terminal from the intermediate proxies by providing that originating terminals belong to groups

of proxies called crowds. The crowd proxies are interposed between originating and target

terminals. Each proxy through which the message is sent is randomly chosen by an upstream

proxy. Each intermediate proxy can send the message either to another randomly chosen proxy

in the “crowd” or to the destination. Thus, even crowd members cannot determine if a preceding

proxy is the originator of the message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous lP Protocol allows users to select up to any

of five different pseudonyms, while desktop sofiware encrypts outgoing traffic and wraps it in

User Datagram Protocol (UDP) packets. The first server in a 2+-hop system gets the UDP

packets, strips off one layer of encryption to add another, then sends the traffic to the next server,

which strips off yet another layer of encryption and adds a new one. The user is permitted to

control the number of hops. At the final server, traffic is decrypted with an untraceable IP 0

address. The technique is called onion-routing. This method can be defeated using traffic

analysis. For a simple example, bursts of packets from a user during low-duty periods can reveal

the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized access and hostile exploitation or

damage to computers connected to the LAN. Firewalls provide a server through which all access

to the LAN must pass. Firewalls are centralized systems that require administrative overhead to

maintain. They can be compromised by virtual-machine applications (“applets”). They instill a

false sense of security that leads to security breaches for example by users sending sensitive

information to servers outside the firewall or encouraging use of modems to sidestep the firewall

security. Firewalls are not useful for distributed systems such as business travelers, extranets,

small teams, etc.

SUMMARY OF THE INVENTION

A secure mechanism for communicating over the intemet, including a protocol referred

to as the Tunneled Agile Routing Protocol (TARP), uses a unique two-layer encryption format

and special TARP routers. TARP routers are similar in function to regular lP routers. Each
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TARP router has one or more IP addresses and uses normal IP protocol to send IP packet

messages (“packets” or “datagrams”). The IP packets exchanged between TARP terminals via

TARP routers are actually encrypted packets whose true destination address is concealed except

to TARP routers and servers. The normal or “clear” or “outside” IP header attached to TARP IP

packets contains only the address of a next hop router or destination server. That is, instead of

indicating a final destination in the destination field of the IP header, the TARP packet’s IP

header always points to a next-hop in a series of TARP router hops, or to the final destination.

This means there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet since the destination could always be next-hop TARP router as well as the

final destination.

Each TARP packet’s true destination is concealed behind a layer of encryption generated

using a link key. The link key is the encryption key used for encrypted communication between

the hops intervening between an originating TARP terminal and a destination TARP terminal.

Each TARP router can remove the outer layer of encryption to reveal the destination router for

each TARP packet. To identify the link key needed to decrypt the outer layer of encryption of a

TARP packet, a receiving TARP or routing terminal may identify the transmitting terminal by

the sender/receiver IP numbers in the cleartext IP header.

Once the outer layer of encryption is removed, the TARP router determines the final

destination. Each TARP packet l40 undergoes a minimum number of hops to help foil traffic

analysis. The hops may be chosen at random or by a fixed value. As a result, each TARP packet

may make random trips among a number of geographically disparate routers before reaching its

destination. Each trip is highly likely to be different for each packet composing a given message

because each trip is independently randomly determined. This feature is called agile routing. The

fact that different packets take different routes provides distinct advantages by making it difficult

for an interloper to obtain all the packets forming an entire multi—packet message. The associated

advantages have to do with the inner layer of encryption discussed below. Agile routing is

combined with another feature that furthers this purpose; a feature that ensures that any message

is broken into multiple packets.

The IP address of a TARP router can be changed, a feature called 1P agility. Each TARP

router, independently or under direction from another TARP terminal or router, can change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the
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TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its IP address, it updates the other TARP routers and terminals which in turn

update their respective LUTs.

The message payload is hidden behind an inner layer of encryption in the TARP packet

that can only be unlocked using a session key. The session key is not available to any of the

intervening TARP routers. The session key is used to decrypt the payloads of the TARP packets

permitting the data stream to be reconstructed.

Communication may be made private using link and session keys, which in turn may be

shared and used according to any desired method. For example, public/private keys or symmetric

keys may be used.

To transmit a data stream, a TARP originating terminal constructs a series of TARP

packets from a series of IP packets generated by a network (IP) layer process. (Note that the

terms “network layer,” “data link layer,” “application layer,” etc. used in this specification

correspond to the Open Systems Interconnection (OSI) network terminology.) The payloads of

these packets are assembled into a block and chain-block encrypted using the session key. This

assumes, of course, that all the IP packets are destined for the same TARP terminal. The block is

then interleaved and the interleaved encrypted block is broken into a series of payloads, one for

each TARP packet to be generated. Special TARP headers IPT are then added to each payload

using the IP headers from the data stream packets. The TARP headers can be identical to normal

IP headers or customized in some way. They should contain a formula or data for deinterleaving

the data at the destination TARP terminal, a time—to-Iive (TTL) parameter to indicate the number

of hops still to be executed, a data type identifier which indicates whether the payload contains,

for example, TCP or UDP data, the sender’s TARP address, the destination TARP address, and

an indicator as to whether the packet contains real or decoy data or a formula for filtering out

decoy data if decoy data is spread in some way through the TARP payload data.

Note that although chain-block encryption is discussed here with reference to the session

key, any encryption method may be used. Preferably, as in chain block encryption, a method

should be used that makes unauthorized decryption difficult without an entire result of the

encryption process. Thus, by separating the encrypted block among multiple packets and making
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it difficult for an interloper to obtain access to all of such packets, the contents of the

communications are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil traffic analysis by reducing

the peak-to-average network load. It may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low

traffic periods so that communication bursts at one point in the lntemet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to portion, or entirety, of a message, and

that portion or entirety then interleaved into a number of separate packets. Considering the agile

IP routing of the packets, and the attendant difficulty of reconstructing an entire sequence of

packets to form a single block-encrypted message element, decoy packets can significantly

increase the difficulty of reconstructing an entire data stream.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of each server or terminal participating in the TARP system.

Because the encryption system described above is insertable between the data link and network

layers, the processes involved in supporting the encrypted communication may be completely

transparent to processes at the IP (network) layer and above. The TARP processes may also be

completely transparent to the data link layer processes as well. Thus, no operations at or above

the Network layer, or at or below the data link layer, are affected by the insertion of the TARP

stack. This provides additional security to all processes at or above the network layer, since the

difficulty of unauthorized penetration of the network layer (by, for example, a hacker) is

increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the lntemet without any compromise in security.
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IP address changes made by TARP terminals and routers can be done at regular intervals,

at random intervals, or upon detection of “attacks.” The variation of IP addresses hinders traffic

analysis that might reveal which computers are communicating, and also provides a degree of

immunity from attack. The level of immunity from attack is roughly proportional to the rate at

which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicating that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its IP address. In addition, it may create a subprocess that maintains the original IP

address and continues interacting with the attacker in some manner.

Decoy packets may be generated by each TARP terminal on some basis determined by an

algorithm. For example, the algorithm may be a random one which calls for the generation of a

packet on a random basis when the terminal is idle. Alternatively, the algorithm may be

responsive to time of day or detection of low traffic to generate more decoy packets during low

traffic times. Note that packets are preferably generated in groups, rather than one by one, the

groups being sized to simulate real messages. In addition, so that decoy packets may be inserted

in normal TARP message streams, the background loop may have a latch that makes it more

likely to insert decoy packets when a message stream is being received. Alternatively, if a large

number of decoy packets is received along with regular TARP packets, the algorithm may

increase the rate of dropping of decoy packets rather than forwarding them. The result of

dropping and generating decoy packets in this way is to make the apparent incoming message

size different from the apparent outgoing message size to help foil traffic analysis.

In various other embodiments of the invention, a scalable version of the system may be

constructed in which a plurality of IP addresses are preassigned to each pair of communicating

nodes in the network. Each pair of nodes agrees upon an algorithm for “hopping” between IP

addresses (both sending and receiving), such that an eavesdropper sees apparently continuously

random IP address pairs (source and destination) for packets transmitted between the pair.

Overlapping or “reusable” IP addresses may be allocated to different users on the same subnet,

since each node merely verifies that a particular packet includes a valid source/destination pair

from the agreed-upon algorithm. Source/destination pairs are preferably not reused between any
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two nodes during any given end-to-end session, though limited IP block sizes or lengthy sessions

might require it.

Further improvements described in this continuation-in-part application include: (1) a

load balancer that distributes packets across different transmission paths according to

transmission path quality; (2) a DNS proxy server that transparently creates a virtual private

network in response to a domain name inquiry; (3) a large-to-small link bandwidth management

feature that prevents denial-of-service attacks at system chokepoints; (4) a traffic limiter that

regulates incoming packets by limiting the rate at which a transmitter can be synchronized with a

receiver; and (5) a signaling synchronizer that allows a large number of nodes to communicate

with a central node by partitioning the communication fimction between two separate entities

The present invention provides key technologies for implementing a secure virtual

Internet by using a new agile network protocol that is built on top of the existing Internet

protocol (IP). The secure virtual Internet works over the existing Internet infrastructure, and

interfaces with client applications the same way as the existing Internet. The key technologies

provided by the present invention that support the secure virtual Internet include a “one-click”

and “no-click” technique to become part of the secure virtual Internet, a secure domain name

service (SDNS) for the secure virtual Internet, and a new approach for interfacing specific client

applications onto the secure virtual Internet. According to the invention, the secure domain

name service interfaces with existing applications, in addition to providing a way to register and

serve domain names and addresses.

According to one aspect of the present invention, a user can conveniently establish a

VPN using a “one-click” or a “no-click” technique without being required to enter user

identification information, a password and/or an encryption key for establishing a VPN. The

advantages of the present invention are provided by a method for establishing a secure

communication link between a first computer and a second computer over a computer network,

such as the Internet. In one embodiment, a secure communication mode is enabled at a first

computer without a user entering any cryptographic information for establishing the secure

communication mode of communication, preferably by merely selecting an icon displayed on the

first computer. Alternatively, the secure communication mode of communication can be enabled

by entering a command into the first computer. Then, a secure communication link is

established between the first computer and a second computer over a computer network based on
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the enabled secure communication mode of communication. According to the invention, it is

determined whether a secure communication software module is stored on the first computer in

response to the step of enabling the secure communication mode of communication. A

predetermined computer network address is then accessed for loading the secure communication

software module when the sofiware module is not stored on the first computer. Subsequently,

the proxy sofiware module is stored in the first computer. The secure communication link is a

virtual private network communication link over the computer network. Preferably, the virtual

private network can be based on inserting into each data packet one or more data values that vary

according to a pseudo-random sequence. Alternatively, the virtual private network can be based

on a computer network address hopping regime that is used to pseudorandomly change computer

network addresses or other data values in packets transmitted between the first computer and the

second computer, such that the second computer compares the data values in each data packet

transmitted between the first computer and the second computer to a moving window of valid

values. Yet another alternative provides that the virtual private network can be based on a

comparison between a discriminator field in each data packet to a table of valid discriminator

fields maintained for the first computer.

According to another aspect of the invention, a command is entered to define a setup

parameter associated with the secure communication link mode of communication.

Consequently, the secure communication mode is automatically established when a

‘ communication link is established over the computer network.

The present invention also provides a computer system having a communication link to a

computer network, and a display showing a hyperlink for establishing a virtual private network

through the computer network. When the hyperlink for establishing the virtual private network

is selected, a virtual private network is established over the computer network. A non-standard

top-level domain name is then sent over the virtual private network communication to a

predetermined computer network address, such as a computer network address for a secure

domain name service (SDNS).

The present invention provides a domain name service that provides secure computer

network addresses for secure, non-standard top-level domain names. The advantages of the

present invention are provided by a secure domain name service for a computer network that

includes a portal connected to a computer network, such as the Internet, and a domain name
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database connected to the computer network through the portal. According to the invention, the

portal authenticates a query for a secure computer network address, and the domain name

database stores secure computer network addresses for the computer network. Each secure

computer network address is based on a non-standard top-level domain name, such as .scom,

.sorg, .snet, .snet, .sedu, .smil and .sint.

The present invention provides a way to encapsulate existing application network traffic

at the application layer of a client computer so that the client application can securely

communicate with a server protected by an agile network protocol. The advantages of the

present invention are provided by a method for communicating using a private communication

link between a client computer and a server computer over a computer network, such as the

Internet. According to the invention, an information packet is sent from the client computer to

the server computer over the computer network. The information packet contains data that is

inserted into the payload portion of the packet at the application layer of the client computer and

is used for forming a virtual private connection between the client computer and the server

computer. The modified information packet can be sent through a firewall before being sent

over the computer network to the server computer and by working on top of existing protocols

(i.e., UDP, ICMP and TCP), the present invention more easily penetrates the firewall. The

information packet is received at a kernel layer of an operating system on the server side. It is

then determined at the kernel layer of the operating system on the host computer whether the

information packet contains the data that is used for forming the virtual private connection. The

server side replies by sending an information packet to the client computer that has been

modified at the kernel layer to containing virtual private connection information in the payload

portion of the reply information packet. Preferably, the information packet from the client

computer and the reply information packet from the server side are each a UDP protocol

information packet. Alternative, both information packets could be a TCP/IP protocol

information packet, or an ICMP protocol information packet.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an illustration of secure communications over the Internet according to a prior

art embodiment.

FIG. 2 is an illustration of secure communications over the lntemet according to a an

embodiment of the invention.
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FIG. 3a is an illustration of a process of forming a tunneled IP packet according to an

embodiment of the invention.

FIG. 3b is an illustration of a process of forming a tunneled IP packet according to

another embodiment of the invention.

FIG. 4 is an illustration of an 081 layer location of processes that may be used to

implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a tunneled packet according to an

embodiment of the invention.

FIG. 6 is a flow chart illustrating a process for forming a tunneled packet according to an

embodiment of the invention.

FIG. 7 is a flow chart illustrating a process for receiving a tunneled packet according to

an embodiment of the invention.

FIG. 8 shows how a secure session is established and synchronized between a client and a

TARP router.

FIG. 9 shows an IP address hopping scheme between a client computer and TARP router

using transmit and receive tables in each computer.

FIG. 10 shows physical link redundancy among three Internet Service Providers (ISPs)

and a client computer.

FIG. 1 1 shows how multiple IP packets can be embedded into a single “frame” such as an

Ethernet frame, and further shows the use of a discriminator field to camouflage true packet

recipients.

FIG. 12A shows a system that employs hopped hardware addresses, hopped IP addresses,

and hopped discriminator fields.

FIG. 12B shows several different approaches for hopping hardware addresses, IP

addresses, and discriminator fields in combination.

FIG. 13 shows a technique for automatically re-establishing synchronization between

sender and receiver through the use of a partially public sync value.

FIG. 14 shows a “checkpoint” scheme for regaining synchronization between a sender

and recipient.

FIG. 15 shows further details of the checkpoint scheme of FIG. 14.

11
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FIG. 16 shows how two addresses can be decomposed into a plurality of segments for

comparison with presence vectors.

FIG. 17 shows a storage array for a receiver’s active addresses.

FIG. 18 shows the receiver’s storage array after receiving a sync request.

FIG. 19 shows the receiver’s storage array after new addresses have been generated.

FIG. 20 shows a system employing distributed transmission paths.

FIG. 21 shows a plurality of link transmission tables that can be used to route packets in

the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value distributions associated with a

plurality of transmission links.

FIG. 228 shows a flowchart for setting a weight value to zero if a transmitter turns off.

FIG. 23 shows a system employing distributed transmission paths with adjusted weight

value distributions for each path.

FIG. 24 shows an example using the system of FIG. 23.

FIG. 25 shows a conventional domain-name look-up service.

FIG. 26 shows a system employing a DNS proxy server with transparent VPN creation.

FIG. 27 shows steps that can be carried out to implement transparent VPN creation based

on a DNS look-up function.

FIG. 28 shows a system including a link guard function that prevents packet overloading

on a low-bandwidth link LOW BW.

FIG. 29 shows one embodiment of a system employing the principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission rates by throttling the rate at

which synchronizations are performed.

FIG. 31 shows a signaling server 3101 and a transport server 3102 used to establish a

VPN with a client computer.

FIG. 32 shows message flows relating to synchronization protocols of FIG. 31.

FIG. 33 shows a system block diagram of a computer network in which the “one-click”

secure communication link of the present invention is suitable for use.

FIG. 34 shows a flow diagram for installing and establishing a “one-click” secure

communication link over a computer network according to the present invention.

12

Petitioner Apple - EX. 1002, p. 16



Petitioner Apple - Ex. 1002, p. 17

Docket No. 000479.001 11

FIG. 35 shows a flow diagram for registering a secure domain name according to the

present invention.

FIG. 36 shows a system block diagram of a computer network in which a private

connection according to the present invention can be configured to more easily traverse a

firewall between two computer networks.

FIG. 37 shows a flow diagram for establishing a virtual private connection that is

encapsulated using an existing network protocol.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIG. 2, a secure mechanism for communicating over the intemet employs a

number of special routers or servers, called TARP routers 122—127 that are similar to regular IP

routers 128-132 in that each has one or more IP addresses and uses normal IP protocol to send

normal-looking IP packet messages, called TARP packets 140. TARP packets 140 are identical

to normal IP packet messages that are routed by regular IP routers 128-132 because each TARP

packet 140 contains a destination address as in a normal IP packet. However, instead of

indicating a final destination in the destination field of the IP header, the TARP packet’s 140 IP

header always points to a next-hop in a series of TARP router hops, or the final destination,

TARP terminal 110. Because the header of the TARP packet contains only the next-hop

destination, there is no overt indication from an intercepted TARP packet of the true destination

of the TARP packet 140 since the destination could always be the next-hop TARP router as well

as the final destination, TARP terminal 1 10.

Each TARP packet’s true destination is concealed behind an outer layer of encryption

generated using a link key 146. The link key 146 is the encryption key used for encrypted

communication between the end points (TARP terminals or TARP routers) of a single link in the

chain of hops connecting the originating TARP terminal 100 and the destination TARP terminal

110. Each TARP router 122-127, using the link key 146 it uses to communicate with the

previous hop in a chain, can use the link key to reveal the true destination of a TARP packet. To

identify the link key needed to decrypt the outer layer of encryption of a TARP packet, a

receiving TARP or routing terminal may identify the transmitting terminal (which may indicate

the link key used) by the sender field of the clear IP header. Alternatively, this identity may be

hidden behind another layer of encryption in available bits in the clear IP header. Each TARP

router, upon receiving a TARP message, determines if the message is a TARP message by using

13

Petitioner Apple - EX. 1002, p. 17



Petitioner Apple - Ex. 1002, p. 18

Docket No. 000479.001 l l

authentication data in the TARP packet. This could be recorded in available bytes in the TARP

packet’s IP header. Alternatively, TARP packets could be authenticated by attempting to decrypt

using the link key 146 and determining if the results are as expected. The former may have

computational advantages because it does not involve a decryption process.

Once the outer layer of decryption is completed by a TARP router 122—127, the TARP

router determines the final destination. The system is preferably designed to cause each TARP

packet 140 to undergo a minimum number of hops to help foil traffic analysis. The time to live

counter in the IP header of the TARP message may be used to indicate a number of TARP router

hops yet to be completed. Each TARP router then would decrement the counter and determine

from that whether it should forward the TARP packet 140 to another TARP router 122-127 or to

the destination TARP terminal 110. If the time to live counter is zero or below zero afier

decrementing, for an example of usage, the TARP router receiving the TARP packet 140 may

forward the TARP packet 140 to the destination TARP terminal 110. If the time to live counter is

above zero afier decrementing, for an example of usage, the TARP router receiving the TARP

packet 140 may forward the TARP packet 140 to a TARP router 122-127 that the current TARP

terminal chooses at random. As 'a result, each TARP packet 140 is routed through some

minimum number of hops ofTARP routers 122-127 which are chosen at random.

Thus, each TARP packet, irrespective of the traditional factors determining traffic in the

Internet, makes random trips among a number of geographically disparate routers before

reaching its destination and each trip is highly likely to be different for each packet composing a

given message because each trip is independently randomly determined as described above. This

feature is called agile routing. For reasons that will become clear shortly, the fact that different

packets take different routes provides distinct advantages by making it difficult for an interloper

to obtain all the packets forming an entire multi-packet message. Agile routing is combined with

another feature that furthers this purpose, a feature that ensures that any message is broken into

multiple packets.

A TARP router receives a TARP packet when an IP address used by the TARP router

coincides with the IP address in the TARP packet’s IP header IPC. The IP address of a TARP

router, however, may not remain constant. To avoid and manage attacks, each TARP router,

independently or under direction from another TARP terminal or router, may change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the
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TARP address, is known only to TARP routers and terminals and may be correlated at any time

by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or

terminal changes its IP address, it updates the other TARP routers and terminals which in turn

update their respective LUTs. In reality, whenever a TARP router looks up the address of a

destination in the encrypted header, it must convert a TARP address to a real IP address using its

LUT.

While every TARP router receiving a TARP packet has the ability to determine the

packet’s final destination, the message payload is embedded behind an inner layer of encryption

in the TARP packet that can only be unlocked using a session key. The session key is not

available to any of the TARP routers 122-127 intervening between the originating 100 and

destination 110 TARP terminals. The session key is used to decrypt the payloads of the TARP

packets 140 permitting an entire message to be reconstructed.

In one embodiment, communication may be made private using link and session keys,

which in turn may be shared and used according any desired method. For example, a public key

or symmetric keys may be communicated between link or session endpoints using a public key

method. Any of a variety of other mechanisms for securing data to ensure that only authorized

computers can have access to the private information in the TARP packets 140 may be used as

desired.

Referring to FIG. 3a, to construct a series of TARP packets, a data stream 300 of IP

packets 207a, 207b, 207c, etc., such series of packets being formed by a network (IP) layer

process, is broken into a series of small sized segments. In the present example, equal-sized

segments l-9 are defined and used to construct a set of interleaved data packets A, B, and C.

Here it is assumed that the number of interleaved packets A, B, and C formed is three and that

the number of IP packets 207a-207c used to form the three interleaved packets A, B, and C is

exactly three. Of course, the number of IP packets spread over a group of interleaved packets

may be any convenient number as may be the number of interleaved packets over which the

incoming data stream is spread. The latter, the number of interleaved packets over which the data

stream is spread, is called the interleave window.

To create a packet, the transmitting software interleaves the normal IP packets 207a et.

seq. to form a new set of interleaved payload data 320. This payload data 320 is then encrypted

using a session key to form a set of session-key-encrypted payload data 330, each of which, A,
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B, and C, will form the payload of a TARP packet. Using the IP header data, from the original

packets 207a-207c, new TARP headers IPT are formed. The TARP headers IPT can be identical

to normal 1P headers or customized in some way. In a preferred embodiment, the TARP headers

IPT are IP headers with added data providing the following information required for routing and

reconstruction of messages, some of which data is ordinarily, or capable of being, contained in

normal IP headers:

l. A window sequence number — an identifier that indicates where the packet

belongs in the original message sequence.

2. An interleave sequence number — an identifier that indicates the interleaving

sequence used to form the packet so that the packet can be deinterleaved along with

other packets in the interleave window. '

3. A time-to-live (TTL) datum — indicates the number of TARP-router-hops to

be executed before the packet reaches its destination. Note that the TTL parameter

may provide a datum to be used in a probabilistic formula for determining whether to

route the packet to the destination or to another hop.

4. Data type identifier — indicates whether the payload contains, for example,

TCP or UDP data.

5. Sender’s address — indicates the sender’s address in the TARP network.

6. Destination address — indicates the destination terminal’s address in the TARP

network.

7. Decoy/Real — an indicator of whether the packet contains real message data or

dummy decoy data or a combination.

Obviously, the packets going into a single interleave window must include only packets

with a common destination. Thus, it is assumed in the depicted example that the IP headers of IP

packets 207a-207c all contain the same destination address or at least will be received by the

same terminal so that they can be deinterleaved. Note that dummy or decoy data or packets can

be added to form a larger interleave window than would otherwise be required by the size of a

given message. Decoy or dummy data can be added to a stream to help foil traffic analysis by

leveling the load on the network. Thus, it may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low
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traffic periods so that communication bursts at one point in the Internet cannot be tied to

communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized

packets permitting the interleave window size to be increased while maintaining a reasonable

size for each packet. (The packet size can be a single standard size or selected from a fixed range

of sizes.) One primary reason for desiring for each message to be broken into multiple packets is

apparent if a chain block encryption scheme is used to form the first encryption layer prior to

interleaving. A single block encryption may be applied to a portion, or the entirety, of a message,

and that portion or entirety then interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP packet construction, a series of IP

packets are accumulated to make up a predefined interleave window. The payloads of the

packets are used to construct a single block 520 for chain block encryption using the session key.

The payloads used to form the block are presumed to be destined for the same terminal. The

block size may coincide with the interleave window as depicted in the example embodiment of

FIG. 3b. Afier encryption, the encrypted block is broken into separate payloads and segments

which are interleaved as in the embodiment of Fig 3a. The resulting interleaved packets A, B,

and C, are then packaged as TARP packets with TARP headers as in the Example of FIG. 3a.

The remaining process is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP packets 340 are formed, each entire TARP packet 340, including the

TARP header IPT, is encrypted using the link key for communication with the first-hop—TARP

router. The first hop TARP router is randomly chosen. A final unencrypted IP header IPc is

added to each encrypted TARP packet 340 to form a normal IP packet 360 that can be

transmitted to a TARP router. Note that the process of constructing the TARP packet 360 does

not have to be done in stages as described. The above description is just a useful heuristic for

describing the final product, namely, the TARP packet.

Note that, TARP header IPT could be a completely custom header configuration with no

similarity to a normal IP header except that it contain the information identified above. This is so

since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by processes operating between the data

link layer and the network layer of each server or terminal participating in the TARP system.

Referring to FIG. 4, a TARP transceiver 405 can be an originating terminal 100, a destination
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terminal 110, or a TARP router 122-127. In each TARP Transceiver 405, a transmitting process

is generated to receive normal packets from the Network (IP) layer and generate TARP packets

for communication over the network. A receiving process is generated to receive normal IP

packets containing TARP packets and generate from these normal IP packets which are “passed

up” to the Network (IP) layer. Note that where the TARP Transceiver 405 is a router, the

received TARP packets 140 are not processed into a stream of IP packets 415 because they need

only be authenticated as proper TARP packets and then passed to another TARP router or a

TARP destination terminal 110. The intervening process, a “TARP Layer” 420, could be

combined with either the data link layer 430 or the Network layer 410. In either case, it would

intervene between the data link layer 430 so that the process would receive regular IP packets

containing embedded TARP packets and “hand up” a series of reassembled IP packets to the

Network layer 410. As an example of combining the TARP layer 420 with the data link layer

430, a program may augment the normal processes running a communications card, for example,

an Ethernet card. Alternatively, the TARP layer processes may form part of a dynamically

loadable module that is loaded and executed to support communications between the network

and data link layers.

Because the encryption system described above can be inserted between the data link and

network layers, the processes involved in supporting the encrypted communication may be

completely transparent to processes at the IP (network) layer and above. The TARP processes

may also be completely transparent to the data link layer processes as well. Thus, no operations

at or above the network layer, or at or below the data link layer, are affected by the insertion of

the TARP stack. This provides additional security to all processes at or above the network layer,

since the difficulty of unauthorized penetration of the network layer (by, for example, a hacker)

is increased substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture, security is

distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the Internet without any compromise in security.

Note that IP address changes made by TARP terminals and routers can be done at regular

intervals, at random intervals, or upon detection of “attacks.” The variation of IP addresses

hinders traffic analysis that might reveal which computers are communicating, and also provides
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a degree of immunity from attack. The level of immunity from attack is roughly proportional to

the rate at which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be

revealed, for example, by a regular series of messages indicates that a router is being probed in

some way. Upon detection of an attack, the TARP layer process may respond to this event by

changing its IP address. To accomplish this, the TARP process will construct a TARP-formatted

message, in the style of Internet Control Message Protocol (ICMP) datagrams as an example;

this message will contain the machine’s TARP address, its previous IP address, and its new IP

address. The TARP layer will transmit this packet to at least one known TARP router; then upon

receipt and validation of the message, the TARP router will update its LUT with the new IP

address for the stated TARP address. The TARP router will then format a similar message, and

broadcast it to the other TARP routers so that they may update their LUTs. Since the total

number of TARP routers on any given subnet is expected to be relatively small, this process of

updating the LUTs should be relatively fast. It may not, however, work as well when there is a

relatively large number of TARP routers and/or a relatively large number of clients; this has

motivated a refinement of this architecture to provide scalability; this refinement has led to a

second embodiment, which is discussed below.

Upon detection of an attack, the TARP process may also create a subprocess that

maintains the original IP address and continues interacting with the attacker. The latter may

provide an opportunity to trace the attacker or study the attacker’s methods (called “fishbowling”

drawing upon the analogy of a small fish in a fish bowl that “thinks” it is in the ocean but is

actually under captive observation). A history of the communication between the attacker and the

abandoned (fishbowled) IP address can be recorded or transmitted for human analysis or further

synthesized for purposes of responding in some way.

As mentioned above, decoy or dummy data or packets can be added to outgoing data

streams by TARP terminals or routers. In addition to making it convenient to spread data over a

larger number of separate packets, such decoy packets can also help to level the load on inactive

portions of the Internet to help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal 100, 110 or each router 122-

127 on some basis determined by an algorithm. For example, the algorithm may be a random one

which calls for the generation of a packet on a random basis when the terminal is idle.
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Alternatively, the algorithm may be responsive to time of day or detection of low traffic to

generate more decoy packets during low traffic times. Note that packets are preferably generated

in groups, rather than one by one, the groups being sized to simulate real messages. In addition,

so that decoy packets may be inserted in normal TARP message streams, the background loop

may have a latch that makes it more likely to insert decoy packets when a message stream is

being received. That is, when a series of messages are received, the decoy packet generation rate.

may be increased. Alternatively, if a large number of decoy packets is received along with

regular TARP packets, the algorithm may increase the rate of dropping of decoy packets rather

than forwarding them. The result of dropping and generating decoy packets in this way is to

make the apparent incoming message size different from the apparent outgoing message size to

help foil traffic analysis. The rate of reception of packets, decoy or otherwise, may be indicated

to the decoy packet dropping and generating processes through perishable decoy and regular

packet counters. (A perishable counter is one that resets or decrements its value in response to

time so that it contains a high value when it is incremented in rapid succession and a small value

when incremented either slowly or a small number of times in rapid succession.) Note that

destination TARP terminal 110 may generate decoy packets equal in number and size to those

TARP packets received to make it appear it is merely routing packets and is therefore not the

destination terminal.

Referring to FIG. 5, the following particular steps may be employed in the above-

described method for routing TARP packets.

0 SO. A background loop operation is performed which applies an algorithm which determines

the generation of decoy IP packets. The loop is interrupted when an encrypted TARP packet

is received.

0 $2. The TARP packet may be probed in some way to authenticate the packet before

attempting to decrypt it using the link key. That is, the router may determine that the packet

is an authentic TARP packet by performing a selected operation on some data included with

the clear IP header attached to the encrypted TARP packet contained in the payload. This

makes it possible to avoid performing decryption on packets that are not authentic TARP

packets.
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0 S3. The TARP packet is decrypted to expose the destination TARP address and an indication

of whether the packet is a decoy packet or part of a real message.

0 S4. 1f the packet is a decoy packet, the perishable decoy counter is incremented.

0 S5. Based on the decoy generation/dropping algorithm and the perishable decoy counter

value, if the packet is a decoy packet, the router may choose to throw it away. If the received

packet is a decoy packet and it is determined that it should be thrown away (S6), control

returns to step SO.

0 S7. The TTL parameter of the TARP header is decremented and it is determined if the TTL

parameter is greater than zero.

0 S8. If the TTL parameter is greater than zero, a TARP address is randomly chosen from a list i

of TARP addresses maintained by the router and the link key and IP address corresponding

to that TARP address memorized for use in creating a new IP packet containing the TARP

packet.

0 S9. If the TTL parameter is zero or less, the link key and IP address corresponding to the

TARP address of the destination are memorized for use in creating the new IP packet

containing the TARP packet.

0 S10. The TARP packet is encrypted using the memorized link key.

0 S11. An IP header is added to the packet that contains the stored IP address, the encrypted

TARP packet wrapped with an IP header, and the completed packet transmitted to the next

hop or destination.

Referring to FIG. 6, the following particular steps may be employed in the above-

described method for generating TARP packets.

0 S20. A background loop operation applies an algorithm that determines the generation of

decoy IP packets. The loop is interrupted when a data stream containing IP packets is

received for transmission.

0 S2]. The received IP packets are grouped into a set consisting of messages with a constant IP

destination address. The set is further broken down to coincide with a maximum size of an

interleave window The set is encrypted, and interleaved into a set of payloads destined to

become TARP packets.
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0 $22. The TARP address corresponding to the IP address is determined from a lookup table

and stored to generate the TARP header. An initial TTL count is generated and stored in the

header. The TTL count may be random with minimum and maximum values or it may be

fixed or determined by some other parameter.

0 S23. The window sequence numbers and interleave sequence numbers are recorded in the

TARP headers of each packet.

0 824. One TARP router address is randomly chosen for each TARP packet and the IP address

corresponding to it stored for use in the clear lP header. The link key corresponding to this

router is identified and used to encrypt TARP packets containing interleaved and encrypted

data and TARP headers.

0 S25. A clear lP header with the first hop router’s real IP address is generated and added to

each of the encrypted TARP packets and the resulting packets.

Refem'ng to FIG. 7, the following particular steps may be employed in the above-

described method for receiving TARP packets. I

0 S40. A background loop operation is performed which applies an algorithm which

determines the generation of decoy IP packets. The loop is interrupted when an encrypted

TARP packet is received.

0 S42. The TARP packet may be probed to authenticate the packet before attempting to

decrypt it using the link key.

0 S43. The TARP packet is decrypted with the appropriate link key to expose the destination

TARP address and an indication of whether the packet is a decoy packet or part of a real

message.

0 S44. If the packet is a decoy packet, the perishable decoy counter is incremented.

0 S45. Based on the decoy generation/dropping algorithm and the perishable decoy counter

value, if the packet is a decoy packet, the receiver may choose to throw it away.

0 S46. The TARP packets are cached until all packets forming an interleave window are

received.

0 S47. Once all packets of an interleave window are received, the packets are deinterleaved.
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0 S48. The packets block of combined packets defining the interleave window is then

decrypted using the session key.

0 S49. The decrypted block is then divided using the window sequence data and the IPT

headers are converted into normal IPC headers. The window sequence numbers are integrated

in the IPC headers.

o 850. The packets are then handed up to the IP layer processes.

1. SCALABILITY ENHANCEMENTS

The IP agility feature described above relies on the ability to transmit IP address changes

to all TARP routers. The embodiments including this feature will be referred to as “boutique”

embodiments due to potential limitations in scaling these features up for a large network, such as

the Internet. (The “boutique” embodiments would, however, be robust for use in smaller

networks, such as small virtual private networks, for example). One problem with the boutique

embodiments is that if IP address changes are to occur frequently, the message traffic required to

update all routers sufficiently quickly creates a serious burden on the Internet when the TARP

router and/or client population gets large. The bandwidth burden added to the networks, for

example in ICMP packets, that would be used to update all the TARP routers could overwhelm

the Internet for a large scale implementation that approached the scale of the Internet. In other

words, the boutique system’s scalability is limited.

A system can be constructed which trades some of the features of the above embodiments

to provide the benefits of IP agility without the additional messaging burden. This is

accomplished by IP address-hopping according to shared algorithms that govern IP addresses

used between links participating in communications sessions between nodes such as TARP

nodes. (Note that the IP hopping technique is also applicable to the boutique embodiment.) The

IP agility feature discussed with respect to the boutique system can be modified so that it

becomes decentralized under this scalable regime and governed by the above-described shared

algorithm. Other features of the boutique system may be combined with this new type of IP-

agility.

The new embodiment has the advantage of providing IP agility governed by a local

algorithm and set of IP addresses exchanged by each communicating pair of nodes. This local

governance is session-independent in that it may govern communications between a pair of
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nodes, irrespective of the session or end points being transferred between the directly

communicating pair of nodes.

In the scalable embodiments, blocks of IP addresses are allocated to each node in the

network. (This scalability will increase in the future, when Internet Protocol addresses are

increased to 128-bit fields, vastly increasing the number of distinctly addressable nodes). Each

node can thus use any of the IP addresses assigned to that node to communicate with other nodes

in the network. Indeed, each pair of communicating nodes can use a plurality of source IP

addresses and destination IP addresses for communicating with each other.

Each communicating pair of nodes in a chain participating in any session stores two

blocks of IP addresses, called netblocks, and an algorithm and randomization seed for selecting,

from each netblock, the next pair of source/destination IP addresses that will be used to transmit

the next message. In other words, the algorithm governs the sequential selection of IP-address

pairs, one sender and one receiver IP address, from each netblock. The combination of algorithm,

seed, and netblock (IP address block) will be called a “hopblock.” A router issues separate

transmit and receive hopblocks to its clients. The send address and the receive address of the IP

header of each outgoing packet sent by the client are filled with the send and receive IP

addresses generated by the algorithm. The algorithm is “clocked” (indexed) by a counter so that

each time a pair is used, the algorithm turns out a new transmit pair for the next packet to be sent.

The router’s receive hopblock is identical to the client’s transmit hopblock. The router

uses the receive hopblock to predict what the send and receive IP address pair for the next

expected packet from that client will be. Since packets can be received out of order, it is not

possible for the router to predict with certainty what IP address pair will be on the next

sequential packet. To account for this problem, the router generates a range of predictions

encompassing the number of possible transmitted packet send/receive addresses, of which the

next packet received could leap ahead. Thus, if there is a vanishingly small probability that a

given packet will arrive at the router ahead of 5 packets transmitted by the client before the given

packet, then the router can generate a series of 6 send/receive IP address pairs (or “hop window”)

to compare with the next received packet. When a packet is received, it is marked in the hop

window as such, so that a second packet with the same IP address pair will be discarded. If an

out-of-sequence packet does not arrive within a predetermined timeout period, it can be
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requested for retransmission or simply discarded from the receive table, depending upon the

protocol in use for that communications session, or possibly by convention.

When the router receives the client’s packet, it compares the send and receive IP

addresses of the packet with the next N predicted send and receive IP address pairs and rejects

the packet if it is not a member of this set. Received packets that do not have the predicted

source/destination IP addresses falling with the window are rejected, thus thwarting possible

hackers. (With the number of possible combinations, even a fairly large window would be hard

to fall into at random.) If it is a member of this set, the router accepts the packet and processes it

further. This link-based IP-hopping strategy, referred to as “IHOP,” is a network element that

stands on its own and is not necessarily accompanied by elements of the boutique system

described above. If the routing agility feature described in connection with the boutique

embodiment is combined with this link-based IP-hopping strategy, the router’s next step would

be to decrypt the TARP header to determine the destination TARP router for the packet and

determine what should be the next hop for the packet. The TARP router would then forward the

packet to a random TARP router or the destination TARP router with which the source TARP

router has a link-based IP hopping communication established.

Figure 8 shows how a client computer 801 and a TARP router 811 can establish a secure

session. When client 801 seeks to establish an IHOP session with TARP router 811, the client

801 sends “secure synchronization” request (“SSYN”) packet 821 to the TARP router 811. This

SYN packet 821 contains the client’s 801 authentication token, and may be sent to the router 811

in an encrypted format. The source and destination IP numbers on the packet 821 are the client’s

801 current fixed IP address, and a “known” fixed IP address for the router 811. (For security

purposes, it may be desirable to reject any packets from outside of the local network that are

destined for the router’s known fixed IP address.) Upon receipt and validation of the client’s 801

SSYN packet 82], the router 811 responds by sending an encrypted “secure synchronization

acknowledgment” (“SSYN ACK”) 822 to the client 801. This SSYN ACK 822 will contain the

transmit and receive hopblocks that the client 801 will use when communicating with the TARP

router 811. The client 801 will acknowledge the TARP router’s 811 response packet 822 by

generating an encrypted SSYN ACK ACK packet 823 which will be sent from the client’s 80]

fixed IP address and to the TARP router’s 811 known fixed IP address. The client 80] will

simultaneously generate a SSYN ACK ACK packet; this SSYN ACK packet, referred to as the
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Secure Session Initiation (SSI) packet 824, will be sent with the first {sender, receiver} IP pair in

the client’s transmit table 921 (FIG. 9), as specified in the transmit hopblock provided by the

TARP router 811 in the SSYN ACK packet 822. The TARP router 811 will respond to the SSI

packet 824 with an SSI ACK packet 825, which will be sent with the first {sender, receiver} IP

pair in the TARP router’s transmit table 923. Once these packets have been successfully

exchanged, the secure communications session is established, and all further secure

communications between the client 801 and the TARP router 811 will be conducted via this

secure session, as long as synchronization is maintained. If synchronization is lost, then the client

801 and TARP router 802 may re-establish the secure session by the procedure outlined in

Figure 8 and described above.

While the secure session is active, both the client 901 and TARP router 911 (FIG. 9) will

maintain their respective transmit tables 921, 923 and receive tables 922, 924, as provided by the

TARP router during session synchronization 822. It is important that the sequence of IP pairs in

the client’s transmit table 921 be identical to those in the TARP router’s receive table 924;

similarly, the sequence of IP pairs in the client’s receive table 922 must be identical to those in

the router’s transmit table 923. This is required for the session synchronization to be maintained.

The client 901 need maintain only one transmit table 921 and one receive table 922 during the

course of the secure session. Each sequential packet sent by the client 901 will employ the next

{send, receive} IP address pair in the transmit table, regardless of TCP or UDP session. The

TARP router 911 will expect each packet arriving from the client 901 to bear the next IP address

pair shown in its receive table.

Since packets can arrive out of order, however, the router 911 can maintain a “look

ahead” buffer in its receive table, and will mark previously-received IP pairs as invalid for future

packets; any future packet containing an IP pair that is in the look-ahead buffer but is marked as

previously received will be discarded. Communications from the TARP router 91 1 to the client

901 are maintained in an identical manner; in particular, the router 911 will select the next IP

address pair from its transmit table 923 when constructing a packet to send to the client 901, and

the client 901 will maintain a look-ahead buffer of expected IP pairs on packets that it is

receiving. Each TARP router will maintain separate pairs of transmit and receive tables for each

client that is currently engaged in a secure session with or through that TARP router.
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While clients receive their hopblocks from the first server linking them to the Internet,

routers exchange hopblocks. When a router establishes a link—based IP-hopping communication

regime with another router, each router of the pair exchanges its transmit hopblock. The transmit

hopblock of each router becomes the receive hopblock of the other router. The communication

between routers is governed as described by the example of a client sending a packet to the first

router.

While the above strategy works fine in the IP milieu, many local networks that are

connected to the Internet are Ethernet systems. In Ethernet, the IP addresses of the destination

devices must be translated into hardware addresses, and vice versa, using known processes

(“address resolution protocol,” and “reverse address resolution protocol”). However, if the link-

based IP-hopping strategy is employed, the correlation process would become explosive and

burdensome. An alternative to the link-based IP hopping strategy may be employed within an

Ethernet network. The solution is to provide that the node linking the Internet to the Ethernet

(call it the border node) use the link-based IP-hopping communication regime to communicate

with nodes outside the Ethernet LAN. Within the Ethernet LAN, each TARP node would have a

single IP address which would be addressed in the conventional way. Instead of comparing the

{sender, receiver} IP address pairs to authenticate a packet, the intra-LAN TARP node would

use one of the IP header extension fields to do so. Thus, the border node uses an algorithm

shared by the intra—LAN TARP node to generate a symbol that is stored in the free field in the IP

header, and the intra-LAN TARP node generates a range of symbols based on its prediction of

the next expected packet to be received from that particular source IP address. The packet is

rejected if it does not fall into the set of predicted symbols (for example, numerical values) or is

accepted if it does. Communications from the intra-LAN TARP node to the border node are

accomplished in the same manner, though the algorithm will necessarily be different for security

reasons. Thus, each of the communicating nodes will generate transmit and receive tables in a

similar manner to that of Figure 9; the intra-LAN TARP nodes transmit table will be identical to

the border node’s receive table, and the intra-LAN TARP node’s receive table will be identical to

the border node’s transmit table.

The algorithm used for IP address-hopping can be any desired algorithm. For example,

the algorithm can be a given pseudo-random number generator that generates numbers of the

range covering the allowed IP addresses with a given seed. Alternatively, the session participants
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can assume a certain type of algorithm and specify simply a parameter for applying the

algorithm. For example the assumed algorithm could be a particular pseudo-random number

generator and the session participants could simply exchange seed values.

Note that there is no permanent physical distinction between the originating and

' destination terminal nodes. Either device at either end point can initiate a synchronization of the

pair. Note also that the authentication/synchronization-request (and acknowledgment) and

hopblock-exchange may all be served by a single message so that separate message exchanges

may not be required.

As another extension to the stated architecture, multiple physical paths can be used by a

client, in order to provide link redundancy and further thwart attempts at denial of service and

traffic monitoring. As shown in Figure 10, for example, client 1001 can establish three

simultaneous sessions with each of three TARP routers provided by different lSPs 1011, 1012,

1013. As an example, the client 1001 can use three different telephone lines 1021, 1022, 1023 to

connect to the lSPs, or two telephone lines and a cable modem, etc. In this scheme, transmitted

packets will be sent in a random fashion among the different physical paths. This architecture

provides a high degree of communications redundancy, with improved immunity from denial-of-

service attacks and traffic monitoring.

2. FURTHER EXTENSIONS

The following describes various extensions to the techniques, systems, and methods

described above. As described above, the security of communications occurring between

computers in a computer network (such as the Internet, an Ethernet, or others) can be enhanced

by using seemingly random source and destination Internet Protocol (IP) addresses for data

packets transmitted over the network. This feature prevents eavesdroppers from determining

which computers in the network are communicating with each other while permitting the two

communicating computers to easily recognize whether a given received data packet is legitimate

or not. In one embodiment of the above-described systems, an IP header extension field is used

to authenticate incoming packets on an Ethernet.

Various extensions to the previously described techniques described herein include: (1)

use of hopped hardware or “MAC” addresses in broadcast type network; (2) a self-

synchronization technique that permits a computer to automatically regain synchronization with

a sender; (3) synchronization algorithms that allow transmitting and receiving computers to
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quickly re-establish synchronization in the event of lost packets or other events; and (4) a fast-

packet rejection mechanism for rejecting invalid packets. Any or all of these extensions can be

combined with the features described above in any of various ways.

A. Hardware Address Hopping

Internet protocol-based communications techniques on a LAN—or across any dedicated

physical medium—typically embed the IP packets within lower-level packets, oflen referred to
3

as “frames’ As shown in FIG. 1 1, for example, a first Ethernet frame 1 150 comprises a frame

header 1101 and two embedded IP packets IF] and 1P2, while a second Ethernet frame 1160

comprises a different frame header 1104 and a single IP packet 1P3. Each frame header

generally includes a source hardware address 1101A and a destination hardware address 1 101B;

other well-known fields in frame headers are omitted from FIG. 11 for clarity. Two hardware

nodes communicating over a physical communication channel insert appropriate source and

destination hardware addresses to indicate which nodes on the channel or network should receive

the frame.

It may be possible for a nefarious listener to acquire information about the contents of a

frame and/or its communicants by examining frames on a local network rather than (or in

addition to) the IP packets themselves. This is especially true in broadcast media, such as

Ethernet, where it is necessary to insert into the frame header the hardware address of the

machine that generated the frame and the hardware address of the machine to which frame is

being sent. All nodes on the network can potentially “see” all packets transmitted across the

network. This can be a problem for secure communications, especially in cases where the

communicants do not want for any third party to be able to identify who is engaging in the

information exchange. One way to address this problem is to push the address-hopping scheme

down to the hardware layer. In accordance with various embodiments of the invention, hardware

addresses are “hopped” in a manner similar to that used to change IP addresses, such that a

listener cannot determine which hardware node generated a particular message nor which node is

the intended recipient.

FIG. 12A shows a system in which Media Access Control (“MAC”) hardware addresses

are “hopped” in order to increase security over a network such as an Ethernet. While the

description refers to the exemplary case of an Ethernet environment, the inventive principles are

equally applicable to other types of communications media. In the Ethernet case, the MAC
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address of the sender and receiver are inserted into the Ethernet frame and can be observed by

anyone on the LAN who is within the broadcast range for that frame. For secure

communications, it becomes desirable to generate frames with MAC addresses that are not

attributable to any specific sender or receiver.

As shown in FIG. 12A, two computer nodes 1201 and 1202 communicate over a

communication channel such as an Ethernet. Each node executes one or more application

programs 1203 and 1218 that communicate by transmitting packets through communication

software 1204 and 1217, respectively. Examples of application programs include video

conferencing, e-mail, word processing programs, telephony, and the like. Communication

sofiware 1204 and 1217 can comprise, for example, an 081 layered architecture or “stack” that

standardizes various services provided at different levels of functionality.

The lowest levels of communication. software 1204 and 1217 communicate with

hardware components 1206 and 1214 respectively, each of which can include one or more ‘

registers 1207 and 1215 that allow the hardware to be reconfigured or controlled in accordance

with various communication protocols. The hardware components (an Ethernet network

interface card, for example) communicate with each other over the communication medium.

Each hardware component is typically pre-assigned a fixed hardware address or MAC number

that identifies the hardware component to other nodes on the network. One or more interface

drivers control the operation of each card and can, for example, be configured to accept or reject

packets from certain hardware addresses. As will be described in more detail below, various

embodiments of the inventive principles provide for “hopping” different addresses using one or

more algorithms and one or more moving windows that track a range of valid addresses to

validate received packets. Packets transmitted according to one or more of the inventive

principles will be generally referred to as “secure” packets or “secure communications” to

differentiate them from ordinary data packets that are transmitted in the clear using ordinary,

machine-correlated addresses.

One straightforward method of generating non-attributable MAC addresses is an

extension of the IP hopping scheme. In this scenario, two machines on the same LAN that desire

to communicate in a secure fashion exchange random-number generators and seeds, and create

sequences of quasi—random MAC addresses for synchronized hopping. The implementation and

synchronization issues are then similar to that of IP hopping.
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This approach, however, runs the risk of using MAC addresses that are currently active

on the LAN—which, in turn, could interrupt communications for those machines. Since an

Ethemet MAC address is at present 48 bits in length, the chance of randomly misusing an active

MAC address is actually quite small. However, if that figure is multiplied by a large number of

nodes (as would be found on an extensive LAN), by a large number of frames (as might be the

case with packet voice or streaming video), and by a large number of concurrent Virtual Private

Networks (VPNs), then the chance that a non-secure machine’s MAC address could be used in

an address-hopped frame can become non-trivial. In short, any scheme that runs even a small

risk of interrupting communications for other machines on the LAN is bound to receive

resistance from prospective system administrators. Nevertheless, it is technically feasible, and

can be implemented without risk on a LAN on which there is a small number of machines, or if

all of the machines on the LAN are engaging in MAC-hopped communications.

Synchronized MAC address hopping may incur some overhead in the course of session

establishment, especially if there are multiple sessions or multiple nodes involved in the

communications. A simpler method of randomizing MAC addresses is to allow each node to

receive and process every incident frame on the network. Typically, each network interface

driver will check the destination MAC address in the header of every incident frame to see if it

matches that machine’s MAC address; if there is no match, then the frame is discarded. In one

embodiment, however, these checks can be disabled, and every'incident packet is passed to the

TARP stack for processing. This will be referred to as “promiscuous” mode, since every incident

frame is processed. Promiscuous mode allows the sender to use completely random,

unsynchronized MAC addresses, since the destination machine is guaranteed to process the

frame. The decision as to whether the packet was truly intended for that machine is handled by

the TARP stack, which checks the source and destination IP addresses for a match in its IP

synchronization tables. If no match is found, the packet is discarded; if there is a match, the

packet is unwrapped, the inner header is evaluated, and if the inner header indicates that the

packet is destined for that machine then the packet is forwarded to the IP stack—otherwise it is

discarded. '

One disadvantage of purely-random MAC address hopping is its impact on processing

overhead; that is, since every incident frame must be processed, the machine’s CPU is engaged

considerably more often than if the network interface driver is discriminating and rejecting
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packets unilaterally. A compromise approach is to select either a single fixed MAC address or a

small number of MAC addresses (e.g., one for each virtual private network on an Ethernet) to

use for MAC-hopped communications, regardless of the actual recipient for which the message

is intended. In this mode, the network interface driver can check each incident frame against one

(or a few) pre-established MAC addresses, thereby freeing the CPU from the task of physical-

layer packet discrimination. This scheme does not betray any useful- information to an interloper

on the LAN; in particular, every secure packet can already be identified by a unique packet type

in the outer header. However, since all machines engaged in secure communications would

either be using the same MAC address, or be selecting from a small pool of predetermined MAC

addresses, the association between a specific machine and a specific MAC address is effectively

broken.

In this scheme, the CPU will be engaged more ofien than it would be in non-secure

communications (or in synchronized MAC address hopping), since the network interface driver

cannot always unilaterally discriminate between secure packets that are destined for that

machine, and secure packets from other VPNs. However, the non-secure traffic is easily

eliminated at the network interface, thereby reducing the amount of processing required of the

CPU. There are boundary conditions where these statements would not hold, of course—e.g., if

all of the traffic on the LAN is secure traffic, then the CPU would be engaged to the same degree

as it is in the purely-random address hopping case; alternatively, if each VPN on the LAN uses a

different MAC address, then the network interface can perfectly discriminate secure frames

destined for the local machine from those constituting other VPNs. These are engineering

tradeoffs that might be best handled by providing administrative options for the users when

installing the software and/0r establishing VPNs.

Even in this scenario, however, there still remains a slight risk of selecting MAC

addresses that are being used by one or more nodes on the LAN. One solution to this problem is

to formally assign one address or a range of addresses for use in MAC—hopped communications.

This is typically done via an assigned numbers registration authority; e.g., in the case of

Ethernet, MAC address ranges are assigned to vendors by the Institute of Electrical and

Electronics Engineers (IEEE). A formally-assigned range of addresses would ensure that secure

frames do not conflict with any properly-configured and properly-functioning machines on the

LAN.
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Reference will now be made to FIGS. 12A and 12B in order to describe the many

combinations and features that follow the inventive principles. As explained above, two

computer nodes 1201 and 1202 are assumed to be communicating over a network or

communication medium such as an Ethernet. A communication protocol in each node (1204 and

1217, respectively) contains a modified element 1205 and 1216 that performs certain functions

that deviate from the standard communication protocols. In particular, computer node 120]

implements a first “hop” algorithm 1208X that selects seemingly random source and destination

IP addresses (and, in one embodiment, seemingly random IP header discriminator fields) in order

to transmit each packet to the other computer node. For example, node 1201 maintains a

transmit table 1208 containing triplets of source (S), destination (D), and discriminator fields

(DS) that are inserted into outgoing 1P packet headers. The table is generated through the use of

an appropriate algorithm (e.g., a random number generator that is seeded with an appropriate

seed) that is known to the recipient node 1202. As each new IP packet is formed, the next

sequential entry out of the sender’s transmit table 1208 is used to populate the IP source, IP

destination, and IP header extension field (e.g., discriminator field). It will be appreciated that

the transmit table need not be created in advance but could instead be created on-the-fly by

executing the algorithm when each packet is formed. '

At the receiving node 1202, the same IP hop algorithm 1222X is maintained and used to

generate a receive table 1222 that lists valid triplets of source IP address, destination IP address,

and discriminator field. This is shown by virtue of the first five entries of transmit table 1208

matching the second five entries of receive table 1222. (The tables may be slightly offset at any

particular time due to lost packets, misordered packets, or transmission delays). Additionally,

node 1202 maintains a receive window W3 that represents a list of valid IP source, IP

destination, and discriminator fields that will be accepted when received as part of an incoming

IP packet. As packets are received, window W3 slides down the list of valid entries, such that

the possible valid entries change over time. Two packets that arrive out of order but are

nevertheless matched to entries within window W3 will be accepted; those falling outside of

window W3 will be rejected as invalid. The length of window W3 can be adjusted as necessary

to reflect network delays or other factors.

Node 1202 maintains a similar transmit table 1221 for creating IP packets and frames

destined for node 1201 using a potentially different hopping algorithm 1221X, and node 120]
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maintains a matching receive table 1209 using the same algorithm 1209X. As node 1202

transmits packets to node 1201 using seemingly random IP source, IP destination, and/or

discriminator fields, node 1201 matches the incoming packet values to those falling within

window W1 maintained in its receive table. In effect, transmit table 1208 of node 1201 is

synchronized (i.e., entries are selected in the same order) to receive table 1222 of receiving node

1202. Similarly, transmit table 1221 of node 1202 is synchronized to receive table 1209 of node

1201. It will be appreciated that although a common algorithm is shown for the source,

destination and discriminator fields in FIG. 12A (using, e.g., a different seed for each of the three

fields), an entirely different algorithm could in fact be used to establish values for each of these

fields. It will also be appreciated that one or two of the fields can be “hopped” rather than all

three as illustrated.

In accordance with another aspect of the invention, hardware or “MAC” addresses are

hopped instead of or in addition to IP addresses and/or the discriminator field in order to improve

security in a local area or broadcast—type network. To that end, node 1201 further maintains a

transmit table 1210 using a transmit algorithm 1210X to generate source and destination

hardware addresses that are inserted into frame headers (e.g., fields 1101A and 11018 in FIG.

11) that are synchronized to a corresponding receive table 1224 at node 1202. Similarly, node

1202 maintains a different transmit table 1223 containing source and destination hardware

addresses that is synchronized with a corresponding receive table 1211 at node 1201. In this

manner, outgoing hardware frames appear to be originating from and going to completely

random nodes on the network, even though each recipient can determine whether a given packet

is intended for it or not. It will be appreciated that the hardware hopping feature can be

implemented at a different level in the communications protocol than the IP hopping feature

(e.g., in a card driver or in a hardware card itself to improve performance).

FIG. 12B shows three different embodiments or modes that can be employed using the

aforementioned principles. In a first mode referred to as “promiscuous” mode, a common

hardware address (e.g., a fixed address for source and another for destination) or else a

completely random hardware address is used by all nodes on the network, such that a particular

packet cannot be attributed to any one node. Each node must initially accept all packets

containing the common (or random) hardware address and inspect the IP addresses or

discriminator field to determine whether the packet is intended for that node. In this regard,
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either the IP addresses or the discriminator field or both can be varied in accordance with an

algorithm as described above. As explained previously, this may increase each node’s overhead-

since additional processing is involved to determine whether a given packet has valid source and

destination hardware addresses.

In a second mode referred to as “promiscuous per VPN” mode, a small set of fixed

hardware addresses are used, with a fixed source/destination hardware address used for all nodes

communicating over a virtual private network. For example, if there are six nodes on an

Ethernet, and the network is to be split up into two private virtual networks such that nodes on

one VPN can communicate with only the other two nodes on its own VPN, then two sets of

hardware addresses could be used: one set for the first VPN and a second set for the second

VPN. This would reduce the amount of overhead involved in checking for valid frames since

only packets arriving from the designated VPN would need to be checked. IP addresses and one

or more discriminator fields could still be hopped as before for secure communication within the

VPN. Of course, this solution compromises the anonymity of the VPNs (i.e., an outsider can

easily tell what traffic belongs in which VPN, though he cannot correlate it to a specific

machine/person). It also requires the use of a discriminator field to mitigate the vulnerability to

certain types of DoS attacks. (For example, without the discriminator field, an attacker on the

LAN could stream frames containing the MAC addresses being used by the VPN; rejecting those

frames could lead to excessive processing overhead. The discriminator field would provide a

low-overhead means of rejecting the false packets.)

In a third mode referred to as “hardware hopping” mode, hardware addresses are varied

as illustrated in FIG. 12A, such that hardware source and destination addresses are changed

constantly in order to provide non-attributable addressing. Variations on these embodiments are

of course possible, and the invention is not intended to be limited in any respect by these

illustrative examples.

B. Extending the Address Space

Address hopping provides security and privacy. However, the level of protection is

limited by the number of addresses in the blocks being hopped. A hopblock denotes a field or

fields modulated on a packet-wise basis for the purpose of providing a VPN. For instance, if two

nodes communicate with IP address hopping using hopblocks of 4 addresses (2 bits) each, there

would be 16 possible address-pair combinations. A window of size 16 would result in most
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address pairs being accepted as valid most of the time. This limitation can be overcome by using

a discriminator field in addition to or instead of the hopped address fields. The discriminator

field would be hopped in exactly the same fashion as the address fields and it would be used to

determine whether a packet should be processed by a receiver.

Suppose that two clients, each using four-bit hopblocks, would like the same level of

protection afforded to clients communicating via IP hopping between two A blocks (24 address

bits eligible for hopping). A discriminator field of 20 bits, used in conjunction with the 4 address

bits eligible for hopping in the IP address field, provides this level of protection. A 24-bit

discriminator field would provide a similar level of protection if the address fields were not

hopped or ignored. Using a discriminator field offers the following advantages: (1) an arbitrarily

high level of protection can be provided, and (2) address hopping is unnecessary to provide

protection. This may be important in environments where address hopping would cause routing

problems.

C. Smchronization Technigues

It is generally assumed that once a sending node and receiving node have exchanged

algorithms and seeds (or similar information sufficient to generate quasi-random source and

destination tables), subsequent communication between the two nodes will proceed smoothly.

Realistically, however, two nodes may lose synchronization due to network delays or outages, or

other problems. Consequently, it is desirable to provide means for re-establishing

synchronization between nodes in a network that have lost synchronization.

One possible technique is to require that each node provide an acknowledgment upon

successfiil receipt of each packet and, if no acknowledgment is received within a certain period

of time, to re-send the unacknowledged packet. This approach, however, drives up overhead

costs and may be prohibitive in high—throughput environments such as streaming video or audio,

for example.

A different approach is to employ an automatic synchronizing technique that will be

referred to herein as “self—synchronization.” In this approach, synchronization information is

embedded into each packet, thereby enabling the receiver to re-synchronize itself upon receipt of

a single packet if it determines that is has lost synchronization with the sender. (If

communications are already in progress, and the receiver determines that it is still in sync with

the sender, then there is no need to re-synchronize.) A receiver could detect that it was out of
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synchronization by, for example, employing a “dead-man” timer that expires afier a certain

period of time, wherein the timer is reset with each valid packet. A time stamp could be hashed

into the public sync field (see below) to preclude packet-retry attacks.

In One embodiment, a “sync field” is added to the header of each packet sent out by the

sender. This sync field could appear in the clear or as part of an encrypted portion of the packet.

Assuming that a sender and receiver have selected a random-number generator (RNG) and seed

value, this combination of RNG and seed can be used to generate a random—number sequence

(RNS). The RNS is then used to generate a sequence of source/destination IP pairs (and, if

desired, discriminator fields and hardware source and destination addresses), as described above.

It is not necessary, however, to generate the entire sequence (or the first N—l values) in order to

generate the Nth random number in the sequence; if the sequence index N is known, the random

value corresponding to that index can be directly generated (see below). Different RNGs (and

seeds) with different fundamental periods could be used to generate the source and destination IP

sequences, but the basic concepts would still apply. For the sake of simplicity, the following

discussion will assume that IP source and destination address pairs (only) are hopped using a

single RNG sequencing mechanism.

In accordance with a “self-synchronization” feature, a sync field in each packet header

provides an index (i.e., a sequence number) into the RNS that is being used to generate IP pairs.

Plugging this index into the RNG that is being used to generate the RNS yields a specific random

number value, which in turn yields a specific IP pair. That is, an IP pair can be generated directly .

from knowledge of the RNG, seed, and index number; it is not necessary, in this scheme, to

generate the entire sequence of random numbers that precede the sequence value associated with

the index number provided.

Since the communicants have presumably previously exchanged RNGs and seeds, the

only new information that must be provided in order to generate an IP pair is the sequence

number. If this number is provided by the sender in the packet header, then the receiver need

only plug this number into the RNG in order to generate an IP pair — and thus verify that the IP

pair appearing in the header of the packet is valid. In this scheme, if the sender and receiver lose

synchronization, the receiver can immediately re-synchronize upon receipt of a single packet by

simply comparing the IP pair in the packet header to the IP pair generated from the index

number. Thus, synchronized communications can be resumed upon receipt of a single packet,
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making this scheme ideal for multicast communications. Taken to the extreme, it could obviate

the need for synchronization tables entirely; that is, the sender and receiver could simply rely on

the index number in the sync field to validate the IP pair on each packet, and thereby eliminate

the tables entirely.

The aforementioned scheme may have some inherent security issues associated with it —

namely, the placement of the sync field. If the field is placed in the outer header, then an

interloper could observe the values of the field and their relationship to the IP stream. This could

potentially compromise the algorithm that is being used to generate the lP-address sequence,

which would compromise the security of the communications. If, however, the value is placed in

the inner header, then the sender must decrypt the inner header before it can extract the sync

value and validate the IP pair; this opens up the receiver to certain types of denial-of—service

(DOS) attacks, such as packet replay. That is, if the receiver must decrypt a packet before it can

validate the IP pair, then it could potentially be forced to expend a significant amount of

processing on decryption if an attacker simply retransmits previously valid packets. Other attack

methodologies are possible in this scenario.

A possible compromise between algorithm security and processing speed is to split up the

sync value between an inner (encrypted) and outer (unencrypted) header. That is, if the sync

value is sufficiently long, it could potentially be split into a rapidly-changing part that can be

viewed in the clear, and a fixed (or very slowly changing) part that must be protected. The part

that can be viewed in the clear will be called the “public sync” portion and the part that must be

protected will be called the “private sync” portion.

Both the public sync and private sync portions are needed to generate the complete sync

value. The private portion, however, can be selected such that it is fixed or will change only

occasionally. Thus, the private sync value can be stored by the recipient, thereby obviating the

need to decrypt the header in order to retrieve it. If the sender and receiver have previously

agreed upon the frequency with which the private part of the sync will change, then the receiver

can selectively decrypt a single header in order to extract the new private sync if the

communications gap that has led to lost synchronization has exceeded the lifetime of the

previous private sync. This should not represent a burdensome amount of decryption, and thus

should not open up the receiver to denial-of-service attack simply based on the need to

occasionally decrypt a single header.

38

Petitioner Apple - Ex. 1002, p. 42



Petitioner Apple - Ex. 1002, p. 43

Docket No. 000479.001 l 1

One implementation of this is to use a hashing function with a one—to-one mapping to

generate the private and public sync portions from the sync value. This implementation is shown

in FIG. 13, where (for example) a first ISP 1302 is the sender and a second ISP 1303 is the

receiver. (Other alternatives are possible from FIG. 13.) A transmitted packet comprises a public

or “outer” header 1305 that is not encrypted, and a private or “inner” header 1306 that is

encrypted using for example a link key. Outer header 1305 includes a public sync portion while

inner header 1306 contains the private sync portion. A receiving node decrypts the inner header

using a decryption function 1307 in order to extract the private sync portion. This step is

necessary only if the lifetime of the currently buffered private sync has expired. (If the

currently-buffered private sync is still valid, then it is simply extracted from memory and

“added” (which could be an inverse hash) to the public sync, as shown in step 1308.) The public

and decrypted private sync portions are combined in function 1308 in order to generate the

combined sync 1309. The combined sync (1309) is then fed into the RNG (1310) and compared

to the IP address pair (131 l) to validate or reject the packet.

An important consideration in this architecture is the concept of “future” and “past”

where the public sync values are concerned. Though the sync values, themselves, should be

random to prevent spoofing attacks, it may be important that the receiver be able to quickly

identify a sync value that has already been sent — even if the packet containing that sync value

was never actually received by the receiver. One solution is to hash a time stamp or sequence

number into the public sync portion, which could be quickly extracted, checked, and discarded,

thereby validating the public sync portion itself.

In one embodiment, packets can be checked by comparing the source/destination IP pair

generated by the sync field with the pair appearing in the packet header. If (1) they match, (2) the

time stamp is valid, and (3) the dead-man timer has expired, then re-synchronization occurs;

otherwise, the packet is rejected. If enough processing power is available, the dead-man timer

and synchronization tables can be avoided altogether, and the receiver would simply

resynchronize (e.g., validate) on every packet.

The foregoing scheme may require large-integer (e.g., 160-bit) math, which may affect its

implementation. Without such large-integer registers, processing throughput would be affected,

thus potentially affecting security from a denial—of-service standpoint. Nevertheless, as large-
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integer math processing features become more prevalent, the costs of implementing such a

feature will be reduced.

D. Other Synchronization Schemes

As explained above, if W or more consecutive packets are lost between a transmitter and

receiver in a VPN (where W is the window size), the receiver’s window will not have been

updated and the transmitter will be transmitting packets not in the receiver’s window. The sender

and receiver will not recover synchronization until perhaps the random pairs in the window are

repeated by chance. Therefore, there is a need to keep a transmitter and receiver in

synchronization whenever possible and to re—establish synchronization whenever it is lost.

A “checkpoint” scheme can be used to regain synchronization between a sender and a

receiver that have fallen out of synchronization. In this scheme, a checkpoint message

comprising a random IP address pair is used for communicating synchronization information. In

one embodiment, two messages are used to communicate synchronization information between a

sender and a recipient:

l. SYNC_REQ is a message used by the sender to indicate that it wants to synchronize;

and

2. SYNC_ACK is a message used by the receiver to inform the transmitter that it has

been synchronized.

According to one variation of this approach, both the transmitter and receiver maintain three

checkpoints (see FIG. 14):

1. In the transmitter, ckpt_o (“checkpoint old”) is the IP pair that was used to re—send the

last SYNC_REQ packet to the receiver. In the receiver, ckpt_o (“checkpoint old”) is

the IP pair that receives repeated SYNC_REQ packets from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new”) is the IP pair that will be used to send

the next SYNC_REQ packet to the receiver. In the receiver, ckpt_n (“checkpoint

new”) is the IP pair that receives a new SYNC_REQ packet from the transmitter and

which causes the receiver’s window to be re-aligned, ckpt_o set to ckpt_n, a new

ckpt_n to be generated and a new ckpt_r to be generated.

3. In the transmitter, ckpt_r is the IP pair that will be used to send the next SYNC_ACK

packet to the receiver. In the receiver, ckpt_r is the IP pair that receives a new

SYNC_ACK packet from the transmitter and which causes a new ckpt_n to be
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generated. Since SYNC_ACK is transmitted from the receiver ISP to the sender ISP,

the transmitter ckpt_r refers to the ckpt_r of the receiver and the receiver ckpt_r refers

to the ckpt_r of the transmitter (see FIG. 14).

When a transmitter initiates synchronization, the IP pair it will use to transmit the next data

packet is set to a predetermined value and when a receiver first receiVes a SYNC_REQ, the

receiver window is updated to be centered on the transmitter’s next IP pair. This is the primary

mechanism for checkpoint synchronization.

Synchronization can be initiated by a packet counter (e.g., afier every N packets

transmitted, initiate a synchronization) or by a timer (every S seconds, initiate a synchronization)

or a combination of both. See FIG. 15. From the transmitter’s perspective, this technique

operates as follows: (1) Each transmitter periodically transmits a “sync request” message to the

receiver to make sure that it is in sync. (2) If the receiver is still in sync, it sends back a “sync

ack” message. (If this works, no further action is necessary). (3) If no “sync ack” has been

received within a period of time, the transmitter retransmits the sync request again. If the

transmitter reaches the next checkpoint without receiving a “sync ack” response, then

synchronization is broken, and the transmitter should stop transmitting. The transmitter will

continue to send sync_reqs until it receives a sync_ack , at which point transmission is

reestablished.

From the receiver’s perspective, the scheme operates as follows: (1) when it receives a

“sync request” request from the transmitter, it advances its window to the next checkpoint

position (even skipping pairs if necessary), and sends a “sync ack” message to the transmitter. If

sync was never lost, then the “jump ahead” really just advances to the next available pair of

addresses in the table (i.e., normal advancement).

' If an interloper intercepts the “sync request” messages and tries to interfere with

communication by sending new ones, it will be ignored if the synchronization has been

established or it will actually help to re-establish synchronization.

A window is realigned whenever a re-synchronization occurs. This realignment entails

updating the receiver’s window to straddle the address pairs used by the packet transmitted

immediately afier the transmission of the SYNC_REQ packet. Normally, the transmitter and

receiver are in synchronization with one another. However, when network events occur, the

receiver’s window may have to be advanced by many steps during resynchronization. In this
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case, it is desirable to move the window ahead without having to step through the intervening

random numbers sequentially. (This feature is also desirable for the auto-sync approach

discussed above).

E. Random Number Generator with a Jump-Ahead capability

An attractive method for generating randomly hopped addresses is to use identical

random number generators in the transmitter and receiver and advance them as packets are

transmitted and received. There are many random number generation algorithms that could be

used. Each one has strengths and weaknesses for address hopping applications.

Linear congruential random number generators (LCRs) are fast, simple and well

characterized random number generators that can be made to jump ahead n steps efficiently. An

LCR generates random numbers X1, X2, X3 Xk starting with seed X0 using a recurrence

Xi=(a X“ + b) mod c, (l)

where a, b and c define a particular LCR. Another expression for X,

Xi=((ai(Xo+b)-b)/(a-l)) mod c (2)

enables the jump-ahead capability. The factor ai can grow very large even for modest i if left

unfettered. Therefore some special properties of the modulo operation can be used to control the

size and processing time required to compute (2). (2) can be rewritten as:

X;=(ai(Xo(a-l)+b)-b)/(a-l) mod 0. (3)

It can be shown that:

(ai(X0(a-1)+b)—b)/(a-l) mod c =

((ai mod((a-1)c)(X0(a-l)+b) -b) /(a-l)) mod c (4).

(X0(a-1)+b) can be stored as (Xo(a-l)+b) mod c, b as b mod c and compute ai mod((a-1)c) (this

requires O(log(i)) steps).

A practical implementation of this algorithm would jump a fixed distance, n, between

synchronizations; this is tantamount to synchronizing every n packets. The window would

commence n IP pairs from the start of the previous window. Using X-w, the random number at

the j‘h checkpoint, as X0 and n as i, a node can store an mod((a-l)c) once per LCR and set

Xj+lw=XnU+l)=((a" mod((a-l)c) (ij (a-l)+b)-b)/(a-l))mod c, (5)

to generate the random number for the j+1lh synchronization. Using this construction, a node

could jump ahead an arbitrary (but fixed) distance between synchronizations in a constant

amount of time (independent of n).
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Pseudo-random number generators, in general, and LCRs, in particular, will eventually

repeat their cycles. This repetition may present vulnerability in the IP hopping scheme. An

adversary would simply have to wait for a repeat to predict future sequences. One way of coping

with this vulnerability is to create a random number generator with a known long cycle. A

random sequence can be replaced by a new random number generator before it repeats. LCRs

can be constructed with known long cycles. This is not currently true of many random number

generators.

Random number generators can be cryptographically insecure. An adversary can derive

the RNG parameters by examining the output or part of the output. This is true of LCGs. This

vulnerability can be mitigated by incorporating an encryptor, designed to scramble the output as

part of the random number generator. The random number generator prevents an adversary from

mounting an attack—e.g., a known plaintext attack—against the encryptor.

F. Random Number Generator Example

Consider a RNG where a=3 l ,b=4 and c=15. For this case equation (1) becomes:

Xi=(31 XH + 4) mod 15. (6)

Ifone sets X0=1, equation (6) will produce the sequence 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 1 1,

0, 4, 8, 12. This sequence will repeat indefinitely. For a jump ahead of 3 numbers in this

sequence a": 313=29791, c*(a-1)=15 *30=450 and an mod((a-1)c) =

313mod(15*30)=29791m0d(450)=91. Equation (5) becomes:

((91 (Xi30+4)-4)/30)mod 15 (7).

Table 1 shows the jump ahead calculations from (7) . The calculations start at 5 and jump ahead

3.

TABLE 1

«91 mam-4130
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Address hopping VPNs must rapidly determine whether a packet has a valid header and

thus requires further processing, or has an invalid header (a hostile packet) and should be

immediately rejected. Such rapid determinations will be referred to as “fast packet filtering.”

This capability protects the VPN from attacks by an adversary who streams hostile packets at the

receiver at a high rate of speed in the hope of saturating the receiver’s processor (a so-called

“denial of service” attack). Fast packet filtering is an important feature for implementing VPNs

on shared media such as Ethernet.

Assuming that all participants in a VPN share an unassigned “A” block of addresses, one

possibility is to use an experimental “A” block that will never be assigned to any machine that is

not address hopping on the shared medium. “A” blocks have a 24 bits of address that can be

hopped as opposed to the 8 bits in “C” blocks. In this case a hopblock will be the “A” block.

The use of the experimental “A” block is a likely option on an Ethernet because:

1. The addresses have no validity outside of the Ethernet and will not be routed out to a valid

outside destination by a gateway.

2. There are 224 (~16 million) addresses that can be hopped within each “A” block. This yields

>280 trillion possible address pairs making it very unlikely that an adversary would guess a

valid address. It also provides acceptably low probability of collision between separate VPNs

(all VPNs on a shared medium independently generate random address pairs from the same

“A” block).

3. The packets will not be received by someone on the Ethernet who is not on a VPN (unless

the machine is in promiscuous mode) minimizing impact on non-VPN computers.

The Ethernet example will be used to describe one implementation of fast packet

filtering. The ideal algorithm would quickly examine a packet header, determine whether the

packet is hostile, and reject any hostile packets or determine which active IP pair the packet

header matches. The problem is a classical associative memory problem. A variety of techniques

have been developed to solve this problem (hashing, B—trees etc). Each of these approaches has

its strengths and weaknesses. For instance, hash tables can be made to operate quite fast in a

statistical sense, but can occasionally degenerate into a much slower algorithm. This slowness

can persist for a period of time. Since there is a need to discard hostile packets quickly at all

times, hashing would be unacceptable.

H. Presence Vector Algorithm
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A presence vector is a bit vector of length 2n that can be indexed by n-bit numbers (each

ranging from 0 to 2"—l). One can indicate the presence of k n-bit numbers (not necessarily

unique), by setting the bits in the presence vector indexed by each number to 1. Otherwise, the

bits in the presence vector are 0. An n-bit number, x, is one of the k numbers if and only if the xu‘

bit of the presence vector is l. A fast packet filter can be implemented by indexing the presence

vector and looking for a 1, which will be referred to as the “test.”

For example, suppose one wanted to represent the number 135 using a presence vector.

The 135‘h bit of the vector would be set. Consequently, one could very quickly determine

whether an address of 135 was valid by checking only one bit: the 135‘h bit. The presence

vectors could be created in advance corresponding to the table entries for the IP addresses. In

effect, the incoming addresses can be used as indices into a long vector, making comparisons

very fast. As each RNG generates a new address, the presence vector is updated to reflect the

information. As the window moves, the presence vector is updated to zero out addresses that are

no longer valid.

There is a trade-off between efficiency of the test and the amount of memory required for

storing the presence vector(s). For instance, if one were to use the 48 bits of hopping addresses

as an index, the presence vector would have to be 35 terabytes. Clearly, this is too large for

practical purposes. Instead, the 48 bits can be divided into several smaller fields. For instance,

one could subdivide the 48 bits into four 12-bit fields (see FIG. 16). This reduces the storage

requirement to 2048 bytes at the expense of occasionally having to process a hostile packet. In

effect, instead of one long presence vector, the decomposed address portions must match all four

shorter presence vectors before further processing is allowed. (If the first part of the address

portion doesn’t match the first presence vector, there is no need to check the remaining three

presence vectors).

A presence vector will have a 1 in the ylh bit if and only if one or more addresses with a

corresponding field of y are active. An address is active only if each presence vector indexed by

the appropriate sub-field of the address is 1.

Consider a window of 32 active addresses and 3 checkpoints. A hostile packet will be

rejected by the indexing of one presence vector more than 99% of the time. A hostile packet will

be rejected by the indexing of all 4 presence vectors more than 99.9999995% of the time. On

average, hostile packets will be rejected in less than 1.02 presence vector index operations.
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The small percentage of hostile packets that pass the fast packet filter will be rejected

when matching pairs are not found in the active window or are active checkpoints. Hostile

packets that serendipitously match a header will be rejected when the VPN sofiware attempts to

decrypt the header. However, these cases will be extremely rare. There are many other ways this

method can be configured to arbitrate the space/speed tradeoffs.

I. Further Smchronization Enhancements

A slightly modified form of the synchronization techniques described above can be

employed. The basic principles of the previously described checkpoint synchronization scheme

remain unchanged. The actions resulting from the reception of the checkpoints are, however,

slightly different. In this variation, the receiver will maintain between 000 (“Out of Order”) and

2xWINDOW_SIZE+OoO active addresses (1 $000 SWINDOW_SIZE and WINDOW_SIZE

2]). 000 and WINDOW_SIZE are engineerable parameters, where 000 is the minimum

number of addresses needed to accommodate lost packets due to events in the network or out of

order arrivals and WINDOW_SIZE is the number of packets transmitted before a SYNC_REQ is

issued. FIG. 17 depicts a storage array for a receiver’s active addresses.

The receiver starts with the first 2xWINDOW_SIZE addresses loaded and active

(ready to receive data). As packets are received, the corresponding entries are marked as “used”

and are no longer eligible to receive packets. The transmitter maintains a packet counter,

initially set to 0, containing the number of data packets transmitted since the last initial

transmission of a SYNC_REQ for which SYNC_ACK has been received. When the transmitter

packet counter equals WINDOW_SIZE, the transmitter generates a SYNC_REQ and does its

initial transmission. When the receiver receives a SYNC_REQ corresponding to its current

CKPT~N, it generates the next WINDOW_SIZE addresses and starts loading them in order

starting at the first location afier the last active address wrapping around to the beginning of the

array afier the end of the array has been reached. The receiver’s array might look like FIG. 18

when a SYNC_REQ has been received. In this case a couple of packets have been either lost or

will be received out of order when the SYNC_REQ is received.

FIG. 19 shows the receiver’s array afier the new addresses have been generated. If the

transmitter does not receive a SYNC_ACK, it will re-issue the SYNC_REQ at regular intervals.

When the transmitter receives a SYNC_ACK, the packet counter is decremented by

WINDOW_SIZE. If the packet counter reaches 2xWINDOW_SIZE — 000 then the transmitter
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ceases sending data packets until the appropriate SYNC_ACK is finally received. The

transmitter then resumes sending data packets. Future behavior is essentially a repetition of this

initial cycle. The advantages of this approach are:

1. There is no need for an efficient jump ahead in the random number generator,

No packet is ever transmitted that does not have a corresponding entry in the receiver side

No timer based re-synchronization is necessary. This is a consequence of 2.5‘5”!"
The receiver will always have the ability to accept data messages transmitted within 000

messages of the most recently transmitted message.

J. Distributed Transmission Path Variant

Another embodiment incorporating various inventive principles is shown in FIG. 20. In

this embodiment, a message transmission system includes a first computer 2001 in

communication with a second computer 2002 through a network 2011 of intermediary

computers. In one variant of this embodiment, the network includes two edge routers 2003 and

2004 each of which is linked to a plurality of Internet Service Providers (ISPs) 2005 through

2010. Each ISP is coupled to a plurality of other ISPs in an arrangement as shown in FIG. 20,

which is a representative configuration only and is not intended to be limiting. Each connection

between ISPs is labeled in FIG. 20 to indicate a specific physical transmission path (e.g., AD is a

physical path that links ISP A (element 2005) to ISP D (element 2008)). Packets arriving at each

edge router are selectively transmitted to one of the ISPs to which the router is attached on the

basis of a randomly or quasi-randomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003 incorporates a plurality of link

transmission tables 2100 that identify, for each potential transmission path through the network,

valid sets of IP addresses that can be used to transmit the packet. For example, AD table 2101

contains a plurality of IP source/destination pairs that are randomly or quasi-randomly generated.

When a packet is to be transmitted from first computer 2001 to second computer 2002, one of the

link tables is randomly (or quasi-randomly) selected, and the next valid source/destination

address pair from that table is used to transmit the packet through the network. If path AD is

randomly selected, for example, the next source/destination IP address pair (which is pre-

determined to transmit between ISP A (element 2005) and ISP B (element 2008)) is used to

transmit the packet. If one of the transmission paths becomes degraded or inoperative, that link
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table can be set to a “down” condition as shown in table 2105, thus preventing addresses from

being selected from that table. Other transmission paths would be unaffected by this broken link.

3. CONTINUATION-IN-PART IMPROVEMENTS

The following describes various improvements and features that can be applied to the

embodiments described above. The improvements include: (1) a load balancer that distributes

packets across different transmission paths according to transmission path quality; (2) a DNS

proxy server that transparently creates a virtual private network in response to a domain name

inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of-service

attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by limiting the

rate at which a transmitter can be synchronized with a receiver; and (5) a signaling synchronizer

that allows a large number of nodes to communicate with a central node by partitioning the

communication function between two separate entities. Each is discussed separately below.

A. Load Balancer

Various embodiments described above include a system in which a transmitting node and

a receiving node are coupled through a plurality of transmission paths, and wherein successive

packets are distributed quasi-randomly over the plurality of paths. See, for example, FIGS. 20

and 21 and accompanying description. The improvement extends this basic concept to

encompass distributing packets across different paths in such a manner that the loads on the

paths are generally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node and a receiving node that are

linked via a plurality of transmission paths having potentially varying transmission quality.

Successive packets are transmitted over the paths based on a weight value distribution function

for each path. The rate that packets will be transmitted over a given path can be different for

each path. The relative “health” of each transmission path is monitored in order to identify paths

that have become degraded. In one embodiment, the health of each path is monitored in the

transmitter by comparing the number of packets transmitted to the number of packet

acknowledgements received. Each transmission path may comprise a physically separate path

(e.g., via dial-up phone line, computer network, router, bridge, or the like), or may comprise

logically separate paths contained within a broadband communication medium (e.g., separate

channels in an FDM, TDM, CDMA, or other type of modulated or unmodulated transmission

link).
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When the transmission quality of a path falls below a predetermined threshold and there

are other paths that can transmit packets, the transmitter changes the weight value used for that

path, making it less likely that a given packet will be transmitted over that path. The weight will

preferably be set no lower than a minimum value that keeps nominal traffic on the path. The

weights of the other available paths are altered to compensate for the change in the affected path.

When the quality of a path degrades to where the transmitter is turned off by the synchronization

function (i.e., no packets are arriving at the destination), the weight is set to zero. If all

transmitters are turned off, no packets are sent.

Conventional TCP/IP protocols include a “throttling” feature that reduces the

transmission rate of packets when it is determined that delays or errors are occurring in

transmission. In this respect, timers are sometimes used to determine whether packets have been

received. These conventional techniques for limiting transmission of packets, however, do not

involve multiple transmission paths between two nodes wherein transmission across a particular

path relative to the others is changed based on link quality.

According to certain embodiments, in order to damp oscillations that might otherwise

occur if weight distributions are changed drastically (e.g., according to a step function), a linear

or an exponential decay formula can be applied to gradually decrease the weight value over time

that a degrading path will be used. Similarly, if the health of a degraded path improves, the

weight value for that path is gradually increased. I

Transmission link health can be evaluated by comparing the number of packets that are

acknowledged within the transmission window (see embodiments discussed above) to the

number of packets transmitted within that window and by the state of the transmitter (i.e., on or

off). In other words, rather than accumulating general transmission statistics over time for a

path, one specific implementation uses the “windowing” concepts described above to evaluate

transmission path health.

The same scheme can be used to shifi virtual circuit paths from an “unhealthy” path to a

“healthy” one, and to select a path for a new virtual circuit.

FIG. 22A shows a flowchart for adjusting weight values associated with a plurality of

transmission links. It is assumed that software executing in one or more computer nodes

executes the steps shown in FIG. 22A. It is also assumed that the software can be stored on a

computer-readable medium such as a magnetic or optical disk for execution by a computer.
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Beginning in step 220], the transmission quality of a given transmission path is

measured. As described above, this measurement can be based on a comparison between the

number of packets transmitted over a particular link to the number of packet acknowledgements

received over the link (e.g., per unit time, or in absolute terms). Alternatively, the quality can be

evaluated by comparing the number of packets that are acknowledged within the transmission

window to the number of packets that were transmitted within that window. In yet another

variation, the number of missed synchronization messages can be used to indicate link quality.

Many other variations are of course possible.

In step 2202, a check is made to determine whether more than one transmitter (e.g.,

transmission path) is turned on. If not, the process is terminated and resumes at step 220].

In step 2203, the link quality is compared to a given threshold (e.g., 50%, or any arbitrary

number). If the quality falls below the threshold, then in step 2207 a check is made to determine

whether the weight is above a minimum level (e.g., 1%). If not, then in step 2209 the weight is

set to the minimum level and processing resumes at step 220]. If the weight is above the

minimum level, then in step 2208 the weight is gradually decreased for the path, then in step

2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they are

increased).

If in step 2203 the quality of the path was greater than or equal to the threshold, then in

step 2204 a check is made to determine whether the weight is less than a steady-state value for

that path. If so, then in step 2205 the weight is increased toward the steady—state value, and in

step 2206 the weights for the remaining paths are adjusted accordingly to compensate (e. g., they

are decreased). If in step 2204 the weight is not less than the steady-state value, then processing

resumes at step 220] without adjusting the weights.

The weights can be adjusted incrementally according to various functions, preferably by

changing the value gradually. In one embodiment, a linearly decreasing function is used to

adjust the weights; according to another embodiment, an exponential decay function is used.

Gradually changing the weights helps to damp oscillators that might otherwise occur if the

probabilities were abruptly.

Although not explicitly shown in FIG. 22A the process can be performed only

periodically (e.g., according to a time schedule), or it can be continuously run, such as in a

background mode of operation. In one embodiment, the combined weights of all potential paths
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should add up to unity (e.g., when the weighting for one path is decreased, the corresponding

weights that the other paths will be selected will increase).

Adjustments to weight values for other paths can be prorated. For example, a decrease of

10% in weight value for one path could result in an evenly distributed increase in the weights for

the remaining paths. Alternatively, weightings could be adjusted according to a weighted

formula as desired (e.g., favoring healthy paths over less healthy paths). In yet another variation,

the difference in weight value can be amortized over the remaining links in a manner that is

proportional to their traffic weighting.

FIG. 22B shows steps that can be executed to shut down transmission links where a

transmitter turns off. In step 2210, a transmitter shut-down event occurs. In step 221 l, a test is

made to determine whether at least one transmitter is still turned on. If not, then in step 2215 all

packets are dropped until a transmitter turns on. If in step 2211 at least one transmitter is turned

on, then in step 2212 the weight for the path is set to zero, and the weights for the remaining

paths are adjusted accordingly.

FIG. 23 shows~a computer node 2301 employing various principles of the above-

described embodiments. It is assumed that two computer nodes of the type shown in FIG. 23

communicate over a plurality of separate physical transmission paths. As shown in FIG. 23, four

transmission paths X1 through X4 are defined for communicating between the two nodes. ‘Each

node includes a packet transmitter 2302 that operates in accordance with a transmit table 2308 as

described above. (The packet transmitter could also operate without using the IP-hopping

features described above, but the following description assumes that some form of hopping is

employed in conjunction with the path selection mechanism). The computer node also includes

a packet receiver 2303 that operates in accordance with a receive table 2309, including a moving

window W that moves as valid packets are received. Invalid packets having source and

destination addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and destination IP addresses (or other

discriminator values) are selected from transmit table 2308 according to any of the various

algorithms described above, and packets containing these source/destination address pairs, which

correspond to the node to which the four transmission paths are linked, are generated to a

transmission path switch 2307. Switch 2307, which can comprise a software function, selects

from one of the available transmission paths according to a weight distribution table 2306. For
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example, if the weight for path X1 is 0.2, then every fifih packet will be transmitted on path X1.

A similar regime holds true for the other paths as shown. Initially, each link’s weight value can

be set such that it is proportional to its bandwidth, which will be referred to as its “steady-state”

value.

Packet receiver 2303 generates an output to a link quality measurement function 2304

that operates as described above to determine the quality of each transmission path. (The input

to packet receiver 2303 for receiving incoming packets is omitted for clarity). Link quality

measurement function 2304 compares the link quality to a threshold for each transmission link

and, if necessary, generates an output to weight adjustment function 2305. If a weight

adjustment is required, then the weights in table 2306 are adjusted accordingly, preferably

according to a gradual (e.g., linearly or exponentially declining) function. In one embodiment,

the weight values for all available paths are initially set to the same value, and only when paths

degrade in quality are the weights changed to reflect differences.

Link quality measurement function 2304 can be made to operate as part of a synchronizer

function as described above. That is, if resynchronization occurs and the receiver detects that

synchronization has been lost (e.g., resulting in the synchronization window W being advanced

out of sequence), that fact can be used to drive link quality measurement function 2304.

According to one embodiment, load balancing is performed using information garnered during

the normal synchronization, augmented slightly to communicate link health from the receiver to

the transmitter. The receiver maintains a count, MESS_R(W), of the messages received in

synchronization window W. When it receives a synchronization request (SYNC_REQ)

corresponding to the end of window W, the receiver includes counter MESS_R in the resulting

synchronization acknowledgement (SYNC_ACK) sent back to the transmitter. This allows the

transmitter to compare messages sent to messages received in order to asses the health of the

link.

If synchronization is completely lost, weight adjustment function 2305 decreases the

weight value on the affected path to zero. When synchronization is regained, the weight value

for the affected path is gradually increased to its original value. Alternatively, link quality can be

measured by evaluating the length of time required for the receiver to acknowledge a

synchronization request. In one embodiment, separate transmit and receive tables are used for

each transmission path.
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When the transmitter receives a SYNC_ACK, the MESS_R is compared with the number

of messages transmitted in a window (MESS_T). When the transmitter receives a SYNC__ACK,

the traffic probabilities will be examined and adjusted if necessary. MESS_R is compared with

the number of messages transmitted in a window (MESS_T). There are two possibilities:

I. If MESS_R is less than a threshold value, THRESH, then the link will be deemed to

be unhealthy. If the transmitter was turned off, the transmitter is turned on and the weight P for

that link will be set to _a minimum value MIN. This will keep a trickle of traffic on the link for

monitoring purposes until it recovers. If the transmitter was turned on, the weight P for that link

will be set to:

P’=0L>< MIN +(1- 0L)><P (1)

Equation 1 will exponentially damp the traffic weight value to MIN during sustained periods of

degraded service.

2. If MESS_R for a link is greater than or equal to THRESH, the link will be deemed

healthy. If the weight P for that link is greater than or equal to the steady state value S for that

link, then P is left unaltered. If the weight P for that link is less than THRESH then P will be set
to:

P’=B>< S +(l- B)><P (2)

where B is a parameter such that 0<=B<=l that determines the damping rate of P.

Equation 2 will increase the traffic weight to S during sustained periods of acceptable

service in a damped exponential fashion.

A detailed example will now be provided with reference to FIG. 24. As shown in FIG.

24, a first computer 240] communicates with a second computer 2402 through two routers 2403

and 2404. Each router is coupled to the other router through three transmission links. As

described above, these may be physically diverse links or logical links (including virtual private

networks).

Suppose that a first link L] can sustain a transmission bandwidth of 100 Mb/s and has a

window size of 32; link L2 can sustain 75 Mb/s and has a window size of 24; and link L3 can

sustain 25 Mb/s and has a window size of 8. The combined links can thus sustain 200Mb/s. The

steady state traffic weights are 0.5 for link Ll; 0.375 for link L2, and 0.125 for link L3.

MIN=1Mb/s, THRESH =0.8 MESS_T for each link, 0L=.75 and B=.5. These traffic weights will
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remain stable until a link stops for synchronization or reports a number of packets received less

than its THRESH. Consider the following sequence of events:

1. Link L1 receives a SYNC_ACK containing a MESS_R of 24, indicating that only 75%

of the MESS_T (32) messages transmitted in the last window were successfully received. Link 1

would be below THRESH (0.8). Consequently, link L] ’s traffic weight value would be reduced

to 0.12825, while link L2’s traffic weight value would be increased to 0.65812 and link L3’s

traffic weight value would be increased to 0.217938.

2. Link L2 and L3 remained healthy and link L1 stopped to synchronize. Then link L1 ’s

traffic weight value would be set to 0, link L2’s traffic weight value would be set to 0.75, and

link L33’s traffic weight value would be set to 0.25.

3. Link L1 finally received a SYNC_ACK containing a MESS_R of 0 indicating that

none of the MESS_T (32) messages transmitted in the last window were successfully received.

Link L1 would be below THRESH. Link L1 ’s traffic weight value would be increased to .005,

link L2’s traffic weight value would be decreased to 0.74625, and link L3’s traffic weight value

would be decreased to 0.24875.

4. Link L1 received a SYNC_ACK containing a MESS_R of 32 indicating that 100% of

the MESS~T (32) messages transmitted in the last window were successfully received. Link L1

would be above THRESH. Link L1 ’s traffic weight value would be increased to 0.2525, while

link L2’s traffic weight value would be decreased to 0.560625 and link L3’s traffic weight value

would be decreased to .186875.

5. Link L1 received a SYNC_ACK containing a MESS_R of 32 indicating that 100% of

the MESS_T (32) messages transmitted in the last window were successfully received. Link Ll

would be above THRESH. Link L1 ’s traffic weight value would be increased to 0.37625; link

L2’s traffic weight value would be decreased to 0.4678125, and link L3’s traffic weight value

would be decreased to 0.1559375.

6. Link L1 remains healthy and the traffic probabilities approach their steady state traffic

probabilities.

B. Use of a DNS Proxy to Transparently Create Virtual Private Networks

A second improvement concerns the automatic creation of a virtual private network

(VPN) in response to a domain-name server look-up filnction.
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Conventional Domain Name Servers (DNSs) provide a look-up function that returns the

IP address of a requested computer or host. For example, when a computer user types in the web

name “Yahoo.com,” the user’s web browser transmits a request to a DNS, which converts the

name into a four-part IP address that is returned to the user’s browser and then used by the

browser to contact the destination ,web site.

This conventional scheme is shown in FIG. 25. A user’s computer 2501 includes a client

application 2504 (for example, a web browser) and an IP protocol stack 2505. When the user

enters the name of a destination host, a request DNS REQ is made (through IP protocol stack

2505) to a DNS 2502 to look up the IP address associated with the name. The DNS returns the

IP address DNS RESP to client application 2504, which is then able to use the IP address to

communicate with the host 2503 through separate transactions such as PAGE REQ and PAGE

RESP.

In the conventional architecture shown in FIG. 25, nefarious listeners on the Internet

could intercept the DNS REQ and DNS RESP packets and thus learn what IP addresses the user

was contacting. For example, if a user wanted to set up a secure communication path with a web
’

site having the name “Target.com,’ when the user’s browser contacted a DNS to find the IP

address for that web site, the true IP address of that web site would be revealed over the Internet

as part of the DNS inquiry. This would hamper anonymous communications on the Internet.

One conventional scheme that provides secure virtual private networks over the Internet

provides the DNS server with the public keys of the machines that the DNS server has the

addresses for. This allows hosts to retrieve automatically the public keys of a host that the host

is to communicate with so that the host can set up a VPN without having the user enter the public

key of the destination host. One implementation of this standard is presently being developed as

part of the FreeS/WAN project(RFC 2535).

The conventional scheme suffers from certain drawbacks. For example, any user can

perform a DNS request. Moreover, DNS requests resolve to the same value for all users.

According to certain aspects of the invention, a specialized DNS server traps DNS

requests and, if the request is from a special type of user (e.g., one for which secure

communication services are defined), the server does not return the true IP address of the target

node, but instead automatically sets up a virtual private network between the target node and the

user. The VPN is preferably implemented using the IP address “hopping” features of the basic

55

Petitioner Apple - Ex. 1002, p. 59



Petitioner Apple - Ex. 1002, p. 60

Docket No. 000479.001 l l

invention described above, such that the true identity of the two nodes cannot be determined

even if packets during the communication are intercepted. For DNS requests that are determined

to not require secure services (e.g., an unregistered user), the DNS server transparently “passes

through” the request to provide a normal look-up function and return the IP address of the target

web server, provided that the requesting host has permissions to resolve unsecured sites.

Different users who make an identical DNS request could be provided with different results.

FIG. 26 shows a system employing various principles summarized above. A user’s

computer 2601 includes a conventional client (e.g., a web browser) 2605 and an IP protocol

stack 2606 that preferably operates in accordance with an IP hopping function 2607 as outlined

above. A modified DNS server 2602 includes a conventional DNS server function 2609 and a

DNS proxy 2610. A gatekeeper server 2603 is interposed between the modified DNS server and

a secure target site 2704. An “unsecure” target site 2611 is also accessible via conventional IP

protocols.

According to one embodiment, DNS proxy 2610 intercepts all DNS lookup functions

from client 2605 and determines whether access to a secure site has been requested. If access to

a secure site has been requested (as determined, for example, by a domain name extension, or by

reference to an internal table of such sites), DNS proxy 2610 determines whether the user has

sufficient security privileges to access the site. If so, DNS proxy 2610 transmits a message to

gatekeeper 2603 requesting that a virtual private network be created between user computer 260]

and secure target site 2604. In one embodiment, gatekeeper 2603 creates “hopblocks” to be used

by computer 2601 and secure target site 2604 for secure communication. Then, gatekeeper 2603

communicates these to user computer 2601. Thereafier, DNS proxy 2610 returns to user

computer 2601 the resolved address passed to it by the gatekeeper (this address could be

different from the actual target computer) 2604, preferably using a secure administrative VPN.

The address that is returned need not be the actual address of the destination computer.

Had the user requested lookup of a non-secure web site such as site 2611, DNS proxy

would merely pass through to conventional DNS server 2609 the look-up request, which would

be handled in a conventional manner, returning the IP address of non-secure web site 261 1. If

the user had requested lookup of a secure web site but lacked credentials to create such a

connection, DNS proxy 2610 would return a “host unknown” error to the user. In this manner,
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different users requesting access to the same DNS name could be provided with different look-up

results.

Gatekeeper 2603 can be implemented on a separate computer (as shown in FIG. 26) or as

a function within modified DNS server 2602. In general, it is anticipated that gatekeeper 2703

facilitates the allocation and exchange of information needed to communicate securely, such as

using “hopped” IP addresses. Secure hosts such as site 2604 are assumed to be equipped with a

secure communication function such as an IP hopping function 2608.

It will be appreciated that the functions of DNS proxy 2610 and DNS server 2609 can be

combined into a single server for convenience. Moreover, although element 2602 is shown as

combining the functions of two servers, the two servers can be made to operate independently.

FIG. 27 shows steps that can be executed by DNS proxy server 2610 to handle requests

for DNS look-up for secure hosts. In step 2701, a DNS look-up request is received for a target

host. In step 2702, a check is made to determine whether access to a secure host was requested.

If not, then in step 2703 the DNS request is passed to conventional DNS server 2609, which

looks up the IP address of the target site and returns it to the user’s application for further

processing.

In step 2702, if access to a secure host was requested, then in step 2704 a further check is

made to determine whether the user is authorized to connect to the secure host. Such a check can

be made with reference to an internally stored list of authorized IP addresses, or can be made by

communicating with gatekeeper 2603 (e.g., over an “administrative” VPN that is secure). It will

be appreciated that different levels of security can also be provided for different categories of

hosts. For example, some sites may be designated as having a certain security level, and the

security level of the user requesting access must match that security level. The user’s security

level can also be determined by transmitting a request message back to the user’s computer

requiring that it prove that it has sufficient privileges.

If the user is not authorized to access the secure site, then a “host unknown” message is

returned (step 2705). If the user has sufficient security privileges, then in step 2706 a secure

VPN is established between the user’s computer and the secure target site. As described above,

this is preferably done by allocating a hopping regime that will be carried out between the user’s

computer and the secure target site, and is preferably performed transparently to the user (i.e., the

user need not be involved in creating the secure link). As described in various embodiments of
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this application, any of various fields can be “hopped” (e.g., IP source/destination addresses; a

field in the header; etc.) in order to communicate securely.

Some or all of the security functions can be embedded in gatekeeper 2603, such that it

handles all requests to connect to secure sites. In this embodiment, DNS proxy 2610

communicates with gatekeeper 2603 to determine (preferably over a secure administrative VPN)

whether the user has access to a particular web site. Various scenarios for implementing these

features are described by way of example below:

Scenario #1: Client has permission to access target computer, and gatekeeper has a rule

to make a VPN for the client. In this scenario, the client’s DNS request would be received by the

DNS proxy server 2610, which would forward the request to gatekeeper 2603. The gatekeeper

would establish a VPN between the client and the requested target. The gatekeeper would

provide the address of the destination to the DNS proxy, which would then return the resolved

name as a result. The resolved address can be transmitted back to the client in a secure

administrative VPN.

Scenario #2: Client does not have permission to access target computer. In this scenario,

the client’s DNS request would be received by the DNS proxy server 2610, which would forward

the request to gatekeeper 2603. The gatekeeper would reject the request, informing DNS proxy

server 2610 that it was unable to find the target computer. The DNS proxy 2610 would then

return a “host unknown” error message to the client.

Scenario #3: Client has permission to connect using a normal non-VPN link, and the

gatekeeper does not have a rule to set up a VPN for the client to the target site. In this scenario,

the client’s DNS request is received by DNS proxy server 2610, which would check its rules and

determine that no VPN is needed. Gatekeeper 2603 would then inform the DNS proxy server to

forward the request to conventional DNS server 2609, which would resolve the request and

return the result to the DNS proxy server and then back to the client.

Scenario #4: Client does not have permission to establish a normal/non-VPN link, and

the gatekeeper does not have a rule to make a VPN for the client to the target site. In this

scenario, the DNS proxy server would receive the client’s DNS request and forward it to

gatekeeper 2603. Gatekeeper 2603 would determine that no special VPN was needed, but that

the client is not authorized to communicate with non-VPN members. The gatekeeper would

reject the request, causing DNS proxy server 2610 to return an error message to the client.
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C. Large Link to Small Link Bandwidth Management

One feature of the basic architecture is the ability to prevent so-called “denial of service”

attacks that can occur if a computer hacker floods a known Internet node with packets, thus

preventing the node from communicating with other nodes. Because IP addresses or other fields

are “hopped” and packets arriving with invalid addresses are quickly discarded, Internet nodes

are protected against flooding targeted at a single IP address.

In a system in which a computer is coupled through a link having a limited bandwidth

(e.g., an edge router) to a node that can support a much higher-bandwidth link (e.g., an Internet

Service Provider), a potential weakness could be exploited by a determined hacker. Referring to

FIG. 28, suppose that a first host computer 2801 is communicating with a second host computer

2804 using the IP address hopping principles described above. The first host computer is

coupled through an edge router 2802 to an Internet Service Provider (ISP) 2803 through a low

bandwidth link (LOW BW), and is in turn coupled to second host computer 2804 through parts

of the Internet through a high bandwidth link (HIGH BW). In this architecture, the ISP is able to

support a high bandwidth to the intemet, but a much lower bandwidth to the edge router 2802.

Suppose that a computer hacker is able to transmit a large quantity of dummy packets

addressed to first host computer 2801 across high bandwidth link HIGH BW. Nonnally, host

computer 2801 would be able to quickly reject the packets since they would not fall within the

acceptance window permitted by the IP address hopping scheme. However, because the packets

must travel across low bandwidth link LOW BW, the packets overwhelm the lower bandwidth

link before they are received by host computer 2801. Consequently, the link to host computer

2801 is effectively flooded before the packets can be discarded.

According to one inventive improvement, a “link guard” fianction 2805 is inserted into

the high-bandwidth node (e.g., ISP 2803) that quickly discards packets destined for a low-

bandwidth target node if they are not valid packets. Each packet destined for a low-bandwidth

node is cryptographically authenticated to determine whether it belongs to a VPN. If it is not a

valid VPN packet, the packet is discarded at the high-bandwidth node. If the packet is

authenticated as belonging to a VPN, the packet is passed with high preference. If the packet is a

valid non-VPN packet, it is passed with a lower quality of service (e.g., lower priority).

In one embodiment, the ISP distinguishes between VPN and non-VPN packets using the

protocol of the packet. In the case of IPSEC [rfc 2401], the packets have IP protocols 420 and
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421. In the case of the TARP VPN, the packets will have an IP protocol that is not yet defined.

The ISP’s link guard, 2805, maintains a table of valid VPNs which it uses to validate whether

VPN packets are cryptographically valid. According to one embodiment, packets that do not

fall within any hop windows used by nodes on the low-bandwidth link are rejected, or are sent

with a lower quality of service. One approach for doing this is to provide a copy of the IP

hopping tables used by the low-bandwidth nodes to the high-bandwidth node, such that both the

high-bandwidth and low-bandwidth nodes track hopped packets (e.g., the high-bandwidth node

moves its hopping window as valid packets are received). In such a scenario, the high-

bandwidth node discards packets that do not fall within the hopping window before they are

transmitted over the low-bandwidth link. Thus, for example, ISP 2903 maintains a copy 2910 of

the receive table used by host computer 2901. Incoming packets that do not fall within this

receive table are discarded. According to a different embodiment, link guard 2805 validates each

VPN packet using a keyed hashed message authentication code (HMAC) [rfc 2104].

According to another embodiment, separate VPNs (using, for example, hopblocks) can be

established for communicating between the low-bandwidth node and the high-bandwidth node

(i.e., packets arriving at the high-bandwidth node are converted into different packets before

being transmitted to the low-bandwidth node).

As shown in FIG. 29, for example, suppose that a first host computer 2900 is

communicating with a second host computer 2902 over the Internet, and the path includes a high

bandwidth link HIGH BW to an ISP 2901 and a low bandwidth link LOW BW through an edge

router 2904. In accordance with the basic architecture described above, first host computer 2900

and second host computer 2902 would exchange hopblocks (or a hopblock algorithm) and would

be able to create matching transmit and receive tables 2905, 2906, 2912 and 2913. Then in

accordance with the basic architecture, the two computers would transmit packets having

seemingly random IP source and destination addresses, and each would move a corresponding

hopping window in its receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to deduce that packets having a

certain range of IP addresses (e.g., addresses 100 to 200 for the sake of simplicity) are being

transmitted to ISP 2901, and that these packets are being forwarded over a low-bandwidth link.

Hacker computer 2903 could thus “flood” packets having addresses falling into the range 100 to

200, expecting that they would be forwarded along low bandwidth link LOW BW, thus causing
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the low bandwidth link to become overwhelmed. The fast packet reject mechanism in first host

computer 3000 would be of little use in rejecting these packets, since the low bandwidth link was

effectively jammed before the packets could be rejected. In accordance with one aspect of the

improvement, however, VPN link guard 2911 would prevent the attack from impacting the

performance of VPN traffic because the packets would either be rejected as invalid VPN packets

or given a lower quality of service than VPN traffic over the lower bandwidth link. A denial-of-

service flood attack could, however, still disrupt non-VPN traffic.

According to one embodiment of the improvement, ISP 2901 maintains a separate VPN

with first host computer 2900, and thus translates packets arriving at the ISP into packets having

a different IP header before they are transmitted to host computer 2900. The cryptographic keys

used to authenticate VPN packets at the link guard 2911 and the cryptographic keys used to

encrypt and decrypt the VPN packets at host 2902 and host 2901 can be different, so that link

guard 2911 does not have access to the private host data; it only has the capability to authenticate

those packets. I

According to yet a third embodiment, the low-bandwidth node can transmit a special

message to the high-bandwidth node instructing it to shut down all transmissions on a particular

IP address, such that only hopped packets will pass through to the low-bandwidth node. This

embodiment would prevent a hacker from flooding packets using a single IP address. According

to yet a fourth embodiment, the high-bandwidth node can be configured to discard packets

transmitted to the low-bandwidth node if the transmission rate exceeds a certain predetermined

threshold for any given IP address; this would allow hopped packets to go through. In this

respect, link guard 2911 can be used to detect that the rate of packets on a given IP address are

exceeding a threshold rate; further packets addressed to that same IP address would be dropped

or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicating using “hopping” technology, a

treasonous insider could internally flood the system with packets. In order to prevent this

possibility, one inventive improvement involves setting up “contracts” between nodes in the

system, such that a receiver can impose a bandwidth limitation on each packet sender. One

technique for doing this is to delay acceptance of a checkpoint synchronization request from a

sender until a certain time period (e.g., one minute) has elapsed. Each receiver can effectively
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control the rate at which its hopping window moves by delaying “SYNC ACK” responses to

“SYNC_REQ” messages.

A simple modification to the checkpoint synchronizer will serve to protect a receiver

from accidental or deliberate overload from an internally treasonous client. This modification is

based on the observation that a receiver will not update its tables until a SYNC_REQ is received

on hopped address CKPT_N. It is a simple matter of deferring the generation of a new CKPT_N

until an appropriate interval after previous checkpoints.

Suppose a receiver wished to restrict reception from a transmitter to 100 packets a

second, and that checkpoint synchronization messages were triggered every 50 packets. A

compliant transmitter would not issue new SYNC,REQ messages more often than every 0.5

seconds. The receiver could delay a non-compliant transmitter from synchronizing by delaying

the issuance of CKPT_N for 0.5 second afier the last SYNC_REQ was accepted.

In general, if M receivers need to restrict N transmitters issuing new SYNC_REQ

messages afier every W messages to sending R messages a second in aggregate, each receiver

could defer issuing a new CKPT_N until MxNxW/R seconds have elapsed since the last

SYNC_REQ has been received and accepted. If the transmitter exceeds this rate between a pair

of checkpoints, it will issue the new checkpoint before the receiver is ready to receive it, and the

SYNC_REQ will be discarded by the receiver. Afier this, the transmitter will re-issue the

SYNC_REQ every T1 seconds until it receives a SYNC_ACK. The receiver will eventually

update CKPT_N and the SYNC_REQ will be acknowledged. If the transmission rate greatly

exceeds the allowed rate, the transmitter will stop until it is compliant. If the transmitter exceeds

the allowed rate by a little, it will eventually stop afier several rounds of delayed synchronization

until it is in compliance. Hacking the transmitter’s code to not shut off only permits the

transmitter to lose the acceptance window. In this case it can recover the window and proceed

only afier it is compliant again.

Two practical issues should be considered when implementing the above scheme:

1. The receiver rate should be slightly higher than the permitted rate in order to allow for

statistical fluctuations in traffic arrival times and non-uniform load balancing.

2. Since a transmitter will rightfully continue to transmit for a period afier a SYNC_REQ

is transmitted, the algorithm above can artificially reduce the transmitter’s bandwidth. If events

prevent a compliant transmitter from synchronizing for a period (e.g. the network dropping a
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SYNC_REQ or a SYNC_ACK) a SYNC_REQ will be accepted later than expected. After this,

the transmitter will transmit fewer than expected messages before encountering the next

checkpoint. The new checkpoint will not have been activated and the transmitter will have to

retransmit the SYNC_REQ. This will appear to the receiver as if the transmitter is not

compliant. Therefore, the next checkpoint will be accepted late from the transmitter’s

perspective. This has the effect of reducing the transmitter’s allowed packet rate until the

transmitter transmits at a packet rate below the agreed upon rate for a period of time.

To guard against this, the receiver should keep track of the times that the last C

SYNC_REQs were received and accepted and use the minimum of MxNxW/R seconds afier the

last SYNC_REQ has been received and accepted, 2xMxNxW/R seconds afier next to the last

SYNC_REQ has been received and accepted, CxMxNxW/R seconds after (C-l)lh to the last

SYNC_REQ has been received, as the time to activate CKPT_N. This prevents the receiver

from inappropriately limiting the transmitter’s packet rate if at least one out of the last C

SYNC_REQs was processed on the first attempt.

FIG. 30 shows a system employing the above-described principles. In FIG. 30, two

computers 3000 and 3001 are assumed to be communicating over a network N in accordance

with the “hopping” principles described above (e.g., hopped IP addresses, discriminator values,

etc.). For the sake of simplicity, computer 3000 will be referred to as the receiving computer and

computer 3001 will be referred to as the transmitting computer, although full duplex operation is

of course contemplated. Moreover, although only a single transmitter is shown, multiple

transmitters can transmit to receiver 3000.

As described above, receiving computer 3000 maintains a receive table 3002 including a

window W that defines valid IP address pairs that will be accepted when appearing in incoming

data packets. Transmitting computer 3001 maintains a transmit table 3003 from which the next

IP address pairs will be selected when transmitting a packet to receiving computer 3000. (For

the sake of illustration, window W is also illustrated with reference to transmit table 3003). As

transmitting computer moves through its table, it will eventually generate a SYNC_REQ

message as illustrated in function 3010. This is a request to receiver 3000 to synchronize the

receive table 3002, from which transmitter 300] expects a response in the form of a CKPT_N

(included as part of a SYNC_ACK message). If transmitting computer 300] transmits more

messages than its allotment, it will prematurely generate the SYNC_REQ message. (If it has
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been altered to remove the SYNC_REQ message generation altogether, it will fall out of

synchronization since receiver 3000 will quickly reject packets that fall outside of window W,

and the extra packets generated by transmitter 300] will be discarded).

In accordance with the improvements described above, receiving computer 3000

performs certain steps when a SYNC_REQ message is received, as illustrated in FIG. 30. In step

3004, receiving computer 3000 receives the SYNC_REQ message. In step 3005, a check is

made to determine whether the request is a duplicate. If so, it is discarded in step 3006. In step

3007, a check is made to determine whether the SYNC_REQ received from transmitter 300] was

received at a rate that exceeds the allowable rate R (i.e., the period between the time of the last

SYNC_REQ message). The value R can be a constant, or it can be made to fluctuate as desired.

If the rate exceeds R, then in step 3008 the next activation of the next CKPT_N hopping table

entry is delayed by W/R seconds afier the last SYNC_REQ has been accepted.

Otherwise, if the rate has not been exceeded, then in step 3109 the next CKPT_N value is

calculated and inserted into the receiver’s hopping table prior to the next SYNC_REQ from

thetransmitter 3101. Transmitter 310] then processes the SYNC_REQ in the normal manner.

E. Signaling Synchronizer

In a system in which a large number of users communicate with a central node using

secure hopping technology, a large amount of memory must be set aside for hopping tables and

their supporting data structures. For example, if one million subscribers to a web site

occasionally communicate with the web site, the site must maintain one million hopping tables,

thus using up valuable computer resources, even though only a small percentage of the users may

actually be using the system at any one time. A desirable solution would be a system that

permits a certain maximum number of simultaneous links to be maintained, but which would

“recognize” millions of registered users at any one time. In other words, out of a population of a

million registered users, a few thousand at a time could simultaneously communicate with a

central server, without requiring that the server maintain one million hopping tables of

appreciable size.

One solution is to partition the central node into two nodes: a signaling server that

performs session initiation for user log-on and log-off (and requires only minimally sized tables),

and a transport server that contains larger hopping tables for the users. The signaling server

listens for the millions of known users and performs a fast-packet reject of other (bogus) packets.
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When a packet is received from a known user, the signaling server activates a virtual private link

(VPL) between the user and the transport server, where hopping tables are allocated and

maintained. When the user logs onto the signaling server, the user’s computer is provided with

hop tables for communicating with the transport server, thus activating the VPL. The VPLs can

be torn down when they become inactive for a time period, or they can be torn down upon user

log-out. Communication with the signaling server to allow user log-on and log-off can be

accomplished using a specialized version of the checkpoint scheme described above.

FIG. 31 shows a system employing certain of the above-described principles. In FIG. 31,

a signaling server 3101 and a transport server 3102 communicate over a link. Signaling server

3101 contains a large number of small tables 3106 and 3107 that contain enough information to

authenticate a communication request with one or more clients 3103 and 3104. As described in

more detail below, these small tables may advantageously be constructed as a special case of the

synchronizing checkpoint tables described previously. Transport server 3102, which is

preferably a separate computer in communication with signaling server 3101, contains a smaller

number of larger hopping tables 3108, 3109, and 31 10 that can be allocated to create a VPN with

one of the client computers.

According to one embodiment, a client that has previously registered with the system

(e.g., via a system administration function, a user registration procedure, or some other method)

transmits a request for information from a computer (e.g., a web site). In one variation, the

request is made using a “hopped” packet, such that signaling server 3101 will quickly reject

invalid packets from unauthorized computers such as hacker computer 3105. An

“administrative” VPN can be established between all of the clients and the signaling server in

order to ensure that a hacker cannot flood signaling server 3101 with bogus packets. Details of

this scheme are provided below.

Signaling server 3101 receives the request 3111 and uses it to determine that client 3103

is a validly registered user. Next, signaling server 3101 issues a request to transport server 3102

to allocate a hopping table (or hopping algorithm or other regime) for the purpose of creating a

VPN with client 3103. The allocated hopping parameters are returned to signaling server 3101

(path 3113), which then supplies the hopping parameters to client 3103 via path 31 14, preferably

in encrypted form.
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Thereafter, client 3103 communicates with transport server 3102 using the normal

hopping techniques described above. It will be appreciated that although signaling server 3101

and transport server 3102 are illustrated as being two separate computers, they could of course be

combined into a single computer and their functions performed on the single computer.

Alternatively, it is possible to partition the functions shown in FIG. 31 differently from as shown

without departing from the inventive principles.

One advantage of the above-described architecture is that signaling server 3101 need only

maintain a small amount of information on a large number of potential users, yet it retains the

capability of quickly rejecting packets from unauthorized users such as hacker computer 3105.

Larger data tables needed to perform the hopping and synchronization functions are instead

maintained in a transport server 3102, and a smaller number of these tables are needed since they

are only allocated for “active” links. After a VPN has become inactive for a certain time period

(e. g., one hour), the VPN can be automatically torn down by transport server 3102 or signaling

server 3101.

A more detailed description will now be provided regarding how a special case of the

checkpoint synchronization feature can be used to implement the signaling scheme described

above.

The signaling synchronizer may be required to support many (millions) of standing, low

bandwidth connections. It therefore should minimize per-VPL memory usage while providing

the security offered by hopping technology. In order to reduce memory usage in the signaling

server, the data hopping tables can be completely eliminated and data can be carried as part of

the SYNC_REQ message. The, table used by the server side (receiver) and client side

(transmitter) is shown schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT_N, CKPT_O and CKPT_R remain the same from

the previous description, except that CKPT_N can receive a combined data and SYNC_REQ

message or a SYNC_REQ message without the data.

The protocol is a straightforward extension of the earlier synchronizer. Assume that a

client transmitter is on and the tables are synchronized. The initial tables can be generated “out

of band.” For example, a client can log into a web server to establish an account over the

Internet. The client will receive keys etc encrypted over the Internet. Meanwhile, the server will

set up the signaling VPN on the signaling server.
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Assuming that a client application wishes to send a packet to the server on the client’s

standing signaling VPL:

1. The client sends the message marked as a data message on the inner header using the

transmitter’s CKPT_N address. It turns the transmitter off and starts a timer T] noting CKPT_O.

Messages can be one of three types: DATA, SYNC_REQ and SYNC_ACK. In the normal

algorithm, some potential problems can be prevented by identifying each message type as part of

the encrypted inner header field. In this algorithm, it is important to distinguish a data packet

and a SYNC_REQ in the signaling synchronizer since the data and the SYNC_REQ come in on

the same address.

2. When the server receives a data message on its CKPT_N, it verifies the message and

passes it up the stack. The message can be verified by checking message type and and other

information (i.e., user credentials) contained in the inner header It replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter sideVCKPT_R to correspond

to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its

payload.

3. When the client side receiver receives a SYNC_ACK on its CKPT_R with a payload

matching its transmitter side CKPT_O and the transmitter is off, the transmitter is turned on and

the receiver side CKPT_R is updated. If the SYNCfiACK’s payload does not match the

transmitter side CKPT_O or the transmitter is on, the SYNC_ACK is simply discarded.

4. T] expires: If the transmitter is off and the client’s transmitter side CKPT_O matches

the CKPT_O associated with the timer, it starts timer T] noting CKPT_O again, and a

SYNC_REQ is sent using the transmitter’s CKPT_O address. Otherwise, no action is taken.

5. When the server receives a SYNC_REQ on its CKPT_N, it replaces its CKPT_O with

CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT_R to correspond

to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT_O in its I

payload.

6. When the server receives a SYNC_REQ on its CKPT_O, it updates its transmitter side

CKPT_R to correspond to the client’s receiver side CKPT_R and transmits a SYNC_ACK

containing CKPT_O in its payload.

FIG. 32 shows message flows to highlight the protocol. Reading from top to bottom, the

client sends data to the server using its transmitter side CKPT_N. The client side transmitter is
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turned off and a retry timer is turned off. The transmitter will not transmit messages as long as

the transmitter is turned off. The client side transmitter then loads CKPT_N into CKPT_O and

updates CKPT_N. This message is successfully received and a passed up the stack. It also

synchronizes the receiver i.e., the server loads CKPT_N into CKPT_O and generates a new

CKPT_N, it generates a new CKPT_R in the server side transmitter and transmits a SYNC_ACK

containing the server side receiver’s CKPT_O the server. The SYNC_ACK is successfully

received at the client. The client side receiver’s CKPT_R is updated, the transmitter is turned on

and the retry timer is killed. The client side transmitter is ready to transmit a new data message.

Next, the client sends data to the server using its transmitter side CKPT_N. The client

side transmitter is turned off and a retry timer is turned off. The transmitter will not transmit

messages as long as the transmitter is turned off. The client side transmitter then loads CKPT_N

into CKPT_O and updates CKPT_N. This message is lost. The client side timer expires and as a

result a SYNC_REQ is transmitted on the client side transmitter’s CKPT_O (this will keep

happening until the SYNC_ACK has been received at the client). The SYNC_REQ is

successfully received at the server. It synchronizes the receiver i.e., the server loads CKPT_N

into CKPT_O and generates a new CKPT_N, it generates an new CKPT_R in the server side

transmitter and transmits a SYNC_ACK containing the server side receiver’s CKPT_O the

server. The SYNC_ACK is successfiJlly received at the client. The client side receiver’s

CKPT_R is updated, the transmitter is turned off and the retry timer is killed. The client side

transmitter is ready to transmit a new data message.

There are numerous other scenarios that follow this flow. For example, the SYNC_ACK

could be lost. The transmitter would continue to re-send the SYNC_REQ until the receiver

synchronizes and responds.

The above-described procedures allow a client to be authenticated at signaling server

3201 while maintaining the ability of signaling server 3201 to quickly reject invalid packets,

such as might be generated by hacker computer 3205. In various embodiments, the signaling

synchronizer is really a derivative of the synchronizer. It provides the same protection as the

hopping protocol, and it does so for a large number of low bandwidth connections.

F. One-Click Secure On-line Communications and Secure Domain Name Service

The present invention provides a technique for establishing a secure communication link

between a first computer and a second computer over a computer network. Preferably, a user
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enables a secure communication link using a single click of a mouse, or a corresponding minimal

input from another input device, such as a keystroke entered on a keyboard or a click entered

through a trackball. Alternatively, the secure link is automatically established as a default setting

at boot-up of the computer (i.e., no click). FIG. 33 shows a system block diagram 3300 of a

computer network in which the one-click secure communication method of the present invention

is suitable. In FIG. 33, a computer terminal or client computer 3301, such as a personal

computer (PC), is connected to a computer network 3302, such as the Internet, through an ISP

3303. Alternatively, computer 3301 can be connected to computer network 3302 through an

edge router. Computer 3301 includes an input device, such as a keyboard and/or mouse, and a

display device, such as a monitor. Computer 3301 can communicate conventionally with

another computer 3304 connected to computer network 3302 over a communication link 3305

using a browser 3306 that is installed and operates on computer 3301 in a well-known manner.

Computer 3304 can be, for example, a server computer that is used for conducting

e-commerce. In the situation when computer network 3302 is the Internet, computer 3304

typically will have a standard top-level domain name such as .com, .net, .org, .edu, .mil or .gov.

FIG. 34 shows a flow diagram 3400 for installing and establishing a “one-click” secure

communication link over a computer network according to the present invention. At step 3401 ,

computer 3301 is connected to server computer 3304 over a non-VPN communication link 3305.

Web browser 3306 displays a web page associated with server 3304 in a well-known manner.

According to one variation of the invention, the display of computer 3301 contains a hyperlink,

or an icon representing a hyperlink, for selecting a virtual private network (VPN) communication

link (“go secure” hyperlink) through computer network 3302 between terminal 3301 and server

3304. Preferably, the “go secure” hyperlink is displayed as part of the web page downloaded

from server computer 3304, thereby indicating that the entity providing server 3304 also

provides VPN capability.

By displaying the “go secure” hyperlink, a user at computer 3301 is informed that the

current communication link between computer 3301 and server computer 3304 is a non-secure,

non-VPN communication link. At step 3402, it is determined whether a user of computer 3301

has selected the “go secure” hyperlink. If not, processing resumes using a non-secure

(conventional) communication method (not shown). If, at step 3402, it is determined that the

user has selected the “go secure” hyperlink, flow continues to step 3403 where an object
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associated with the hyperlink determines whether a VPN communication software module has

already been installed on computer 3301. Alternatively, a user can enter a command into

computer 3301 to “go secure.”

If, at step 3403, the object determines that the sofiware module has been installed, flow

continues to step 3407. If, at step 3403, the object determines that the software module has not

been installed, flow continues to step 3404 where a non-VPN communication link 3307 is

launched between computer 330] and a website 3308 over computer network 3302 in a well-

known manner. Website 3308 is accessible by all computer terminals connected to computer

network 3302 through a non-VPN communication link. Once connected to website 3308, a

software module for establishing a secure communication link over computer network 3302 can

be downloaded and installed. Flow continues to step 3405 where, after computer 3301 connects

to website 3308, the software module for establishing a communication link is downloaded and

installed in a well-known manner on computer terminal 3301 as soflware module 3309. At step

3405, a user can optionally select parameters for the sofiware module, such as enabling a secure

communication link mode of communication for all communication links over computer network

3302. At step 3406, the -communication link between computer 330] and website 3308 is then

terminated in a well-known manner.

By clicking on the “go secure” hyperlink, a user at computer 3301 has enabled a secure

communication mode of communication between computer 3301 and server computer 3304.

According to one variation of the invention, the user is not required to do anything more than

merely click the “go secure” hyperlink. The user does not need to enter any user identification

information, passwords or encryption keys for establishing a secure communication link. All

procedures required for establishing a secure communication link between computer 3301 and

server computer 3304 are performed transparently to a user at computer 3301.

At step 3407, a secure VPN communications mode of operation has been enabled and

sofiware module 3309 begins to establish a VPN communication link. In one embodiment,

software module 3309 automatically replaces the top-level domain name for server 3304 within

browser 3406 with a secure top—level domain name for server computer 3304. For example, if

the top-level domain name for server 3304 is .com, software module 3309 replaces the .com top-

level domain name with a .scom top-level domain name, where the “3” stands for secure.

Alternatively, software module 3409 can replace the top-level domain name of server 3304 with
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any other non-standard top-level domain name.

Because the secure top-level domain name is a non—standard domain name, a query to a

standard domain name service (DNS) will return a message indicating that the universal resource

locator (URL) is unknown. According to the invention, software module 3409 contains the URL

for querying a secure domain name service (SDNS) for obtaining the URL for a secure top-level

domain name. In this regard, sofiware module 3309 accesses a secure portal 3310 that interfaces

a secure network 3311 to computer network 3302. Secure network 3311 includes an internal

router 3312, a secure domain name service (SDNS) 3313, a VPN gatekeeper 3314 and a secure

proxy 3315. The secure network can include other network services, such as e-mail 3316, a

plurality of chatrOoms (of which only one chatroom 3317 is shown), and a standard domain

name service (STD DNS) 3318. Of course, secure network 331 1 can include other resources and

services that are not shown in FIG. 33.

When software module 3309 replaces the standard top-level domain name for server

3304 with the secure top-level domain name, software module 3309 sends a query to SDNS 3313

at step 3408 through secure portal 3310 preferably using an administrative VPN communication

link 3319. In this configuration, secure portal 3310 can only be accessed using a VPN

communication link. Preferably, such a VPN communication link can be based on a technique

of inserting a source and destination IP address pair into each data packet that is selected

according to a pseudo-random sequence; an IP address hopping regime that pseudorandomly

changes IP addresses in packets transmitted between a client computer and a secure target

computer; periodically changing at least one field in a series of data packets according to a

known sequence; an Internet Protocol (IP) address in a header of each data packet that is

compared to a table of valid IP addresses maintained in a table in the second computer; and/or a

comparison of the IP address in the header of each data packet to a moving window of valid IP

addresses, and rejecting data packets having IP addresses that do not fall within the moving

window. Other types of VPNs can alternatively be used. Secure portal 3310 authenticates the

query from software module 3309 based on the particular information hopping technique used

for VPN communication link 3319.

SDNS 3313 contains a cross-reference database of secure domain names ' and

corresponding secure network addresses. That is, for each secure domain name, SDNS 3313

stores a computer network address corresponding to the secure domain name. An entity can
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register a secure domain name in SDNS 3313 so that a user who desires a secure communication

link to the website of the entity can automatically obtain the secure computer network address

for the secure website. Moreover, an entity can register several secure domain names, with each

respective secure domain name representing a different priority level of access in a hierarchy of

access levels to a secure website. For example, a securities trading website can provide users

secure access so that a denial of service attack on the website will be ineffectual with respect to

users subscribing to the secure website service. Different levels of subscription can be arranged

based on, for example, an escalating fee, so that a user can select a desired level of guarantee for

connecting to the secure securities trading website. When a user queries SDNS 3313 for the

secure computer network address for the securities trading website, SDNS 3313 determines the

particular secure computer network address based on the user’s identity and the user’s

subscription level.

At step 3409, SDNS 3313 accesses VPN gatekeeper 3314 for establishing a VPN

communication link between software module 3309 and secure server 3320. Server 3320 can .

only be accessed through a VPN communication link. VPN gatekeeper 3314 provisions

computer 3301 and secure web server computer 3320, or a secure edge router for server

computer 3320, thereby creating the VPN. Secure server computer 3320 can be a separate server

computer from server computer 3304, or can be the same server computer having both non-VPN

and VPN communication link capability, such as shown by server computer 3322. Returning to

FIG. 34, in step 3410, SDNS 3313 returns a secure URL to software module 3309 for the .scom

server address for a secure server 3320 corresponding to server 3304.

Alternatively, SDNS 3313 can be accessed through secure portal 3310 “in the clear”, that

is, without using an administrative VPN communication link. In this situation, secure portal

3310 preferably authenticates the query using any well-known technique, such as a

cryptographic technique, before allowing the query to proceed to SDNS 3319. Because the

initial communication link in this situation is not a VPN communication link, the reply to the
,,

query can be “in the clear. The querying computer can use the clear reply for establishing a

VPN link to the desired domain name. Alternatively, the query to SDNS 3313 can be in the

clear, and SDNS 3313 and gatekeeper 3314 can operate to establish a VPN communication link

to the querying computer for sending the reply.

At step 341], software module 3309 accesses secure server 3320 through VPNA.
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communication link 3321 based on the VPN resources allocated by VPN gatekeeper 3314. At

step 3412, web browser 3306 displays a secure icon indicating that the current communication

link to server 3320 is a secure VPN communication link. Further communication between

computers 3301 and 3320 occurs via the VPN, e.g., using a “hopping” regime as discussed

above. When VPN link 3321 is terminated at step 3413, flow continues to step 3414 where

software module 3309 automatically replaces the secure top-level domain name with the

corresponding non-secure top-level domain name for server 3304. Browser 3306 accesses a

standard DNS 3325 for obtaining the non-secure URL for server 3304. Browser 3306 then

connects to server 3304 in a well-known manner. At step 3415, browser 3306 displays the “go

secure” hyperlink or icon for selecting a VPN communication link between terminal 330] and

server 3304. By again displaying the “go secure” hyperlink, a user is informed that the current

communication link is a non-secure, non-VPN communication link.

When software module 3309 is being installed or when the user is off-line, the user can

optionally specify that all communication links established over computer network 3302 are

secure communication links. Thus, anytime that a communication link is established, the link is

a VPN link. Consequently, sofiware module 3309 transparently accesses SDNS 3313 for

obtaining the URL for a selected secure website. In other words, in one embodiment, the user

need not “click” on the secure option each time secure communication is to be effected.

Additionally, a user at computer 3301 can optionally select a secure communication link

through proxy computer 3315. Accordingly, computer 3301 can establish a VPN

communication link 3323 with secure server computer 3320 through proxy computer 3315.

Alternatively, computer 330] can establish a non-VPN communication link 3324 to a non-secure

website, such as non-secure server computer 3304.

FIG. 35 shows a flow diagram 3500 for registering a secure domain name according to

the present invention. At step 350], a requester accesses website 3308 and logs into a secure

domain name registry service that is available through website 3308. At step 3502, the requestor

completes an online registration form for registering a secure domain name having a top-level

domain name, such as .com, .net, .org, .edu, .mil or .gov. Of course, other secure top-level

domain names can also be used. Preferably, the requestor must have previously registered a non-

secure domain name corresponding to the equivalent secure domain name that is being
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requested. For example, a requestor attempting to register secure domain name “website.scom”

must have previously registered the corresponding non-secure domain name “websiteicom”.

At step 3503, the secure domain name registry service at website 3308 queries a non-

secure domain name server database, such as standard DNS 3322, using, for example, a whois

query, for determining ownership information relating to the non-secure domain name

corresponding to the requested secure domain name. At step 3504, the secure domain name

registry service at website 3308 receives a reply from standard DNS 3322 and at step 3505

determines whether there is conflicting ownership information for the corresponding non-secure

domain name. If there is no conflicting ownership information, flow continues to step 3507,

otherwise flow continues to step 3506 where the requestor is informed of the conflicting

ownership information. Flow returns to step 3502.

When there is no conflicting ownership information at step 3505, the secure domain

name registry service (website 3308) informs the requestor that there is no conflicting ownership

information and prompts the requestor to verify the information entered into the online form and

select an approved form of payment. After confirmation of the entered information and

appropriate payment information, flow continues to step 3508 where the newly registered secure

domain name sent to SDNS 3313 over communication link 3326.

If, at step 3505, the requested secure domain name does not have a corresponding

equivalent non-secure domain name, the present invention informs the requestor of the situation

and prompts the requestor for acquiring the corresponding equivalent non-secure domain name

for an increased fee. By accepting the offer, the present invention automatically registers the

corresponding equivalent non-secure domain name with standard DNS 3325 in a well-known

manner. Flow then continues to step 3508.

G. Tunneling Secure Address Hopping Protocol Through Existing

I Protocol Using Web Proxy

The present invention also provides a technique for implementing the field hopping

schemes described above in an application program on the client side of a firewall between two

computer networks, and in the network stack on the server side of the firewall. The present

invention uses a new secure connectionless protocol that provides good denial of service

rejection capabilities by layering the new protocol on top of an existing IP protocol, such as the

ICMP, UDP or TCP protocols. Thus, this aspect of the present invention does not require

74

Petitioner Apple - EX. 1002, p. 78



Petitioner Apple - Ex. 1002, p. 79

Docket No. 000479.001 l 1

changes in the Internet infrastructure.

According to the invention, communications are protected by a client-side proxy

application program that accepts unencrypted, unprotected communication packets from a local

browser application. The client-side proxy application program tunnels the unencrypted,

unprotected communication packets through a new protocol, thereby protecting the

communications from a denial of service at the server side. Of course, the unencrypted,

unprotected communication packets can be encrypted prior to tunneling.

The client-side proxy application program is not an operating system extension and does

not involve any modifications to the operating system network stack and drivers. Consequently,

the client is easier to install, remove and support in comparison to a VPN. Moreover, the client-

side proxy application canbe allowed through a corporate firewall using a much smaller "hole"

in the firewall and is less of a security risk in comparison to allowing a protocol layer VPN

through a corporate firewall.

The server-side implementation of the present invention authenticates valid field-hopped

packets as valid or invalid very early in the server packet processing, similar to a standard virtual

private network, for greatly minimizing the impact of a denial of service attempt in comparison

to normal TCP/IP and HTTP communications, thereby protecting the server from invalid

communications.

FIG. 36 shows a system block diagram of a computer network 3600 in which a virtual

private connection according to the present invention can be configured to more easily traverse a

firewall between two computer networks. FIG. 37 shows a flow diagram 3700 for establishing a

virtual private connection that is encapsulated using an existing network protocol.

In FIG. 36 a local area network (LAN) 3601 is connected to another computer network

3602, such as the Internet, through a firewall arrangement 3603. Firewall arrangement operates

in a well-known manner to interface LAN 3601 to computer network 3602 and to protect LAN

3601 from attacks initiated outside of LAN 3601.

A client computer 3604 is connected to LAN 3601 in a well-known manner. Client

computer 3604 includes an operating system 3605 and a web browser 3606. Operating system

3605 provides kernel mode functions for operating client computer 3604. Browser 3606 is an

application program for accessing computer network resources connected to LAN 3601 and

computer network 3602 in a well-known manner. According to the present invention, a proxy

75

Petitioner Apple - Ex. 1002, p. 79



Petitioner Apple - Ex. 1002, p. 80

Docket No. 000479.001 11

application 3607 is also stored on client computer 3604 and operates at an application layer in

conjunction with browser 3606. Proxy application 3607 operates at the application layer within

client computer 3604 and when enabled, modifies unprotected, unencrypted message packets

generated by browser 3606 by inserting data into the message packets that are used for forming a

virtual private connection between client computer 3604 and a server computer connected to

LAN 3601 or computer network 3602. According to the invention, a virtual private cOnnection

does not provide the same levelof security to the client computer as a virtual private network. A

virtual private connection can be conveniently authenticated so that, for example, a denial of

service attack can be rapidly rejected, thereby providing different levels of service that can be

subscribed to by a user.

Proxy application 3607 is conveniently installed and uninstalled by a user because proxy

application 3607 operates at the application layer within client computer 3604. On installation,

proxy application 3607 preferably configures browser 3606 to use proxy application for all web

communications. That is, the payload portion of all message packets is modified with the data

for forming a virtual private connection between client computer 3604 and a server computer.

Preferably, the data for forming the virtual private connection contains field-hopping data, such.

as described above in connection with VPNs. Also, the modified message packets preferably

conform to the UDP protocol. Alternatively, the modified message packets can conform to the

TCP/IP protocol or the ICMP protocol. Alternatively, proxy application 3606 can be selected

and enabled through, for example, an option provided by browser 3606. Additionally, proxy

application 3607 can be enabled so that only the payload portion of specially designated message

packets is modified with the data for forming a virtual private connection between client

computer 3604 and a designated host computer. Specially designated message packets can be,

for example, selected predetermined domain names.

Referring to FIG. 37, at step 3701, unprotected and unencrypted message packets are

generated by browser 3606. At step 3702, proxy application 3607 modifies the payload portion

of all message packets by tunneling the data for forming a virtual private connection between

client computer 3604 and a destination server computer into the payload portion. At step, 3703,

the modified message packets are sent from client computer 3604 to, for example, website

(server computer) 3608 over computer network 3602.
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Website 3608 includes a VPN guard portion 3609, a server proxy portion 3610 and a web

server portion 3611. VPN guard portion 3609 is embedded within the kernel layer of the

operating system of website 3608 so that large bandwidth attacks on website 3608 are rapidly

rejected. When client computer 3604 initiates an authenticated connection to website 3608, VPN

guard portion 3609 is keyed with the hopping sequence contained in the message packets from

client computer 3604, thereby performing a strong authentication of the client packet streams

entering website 3608 at step 3704. VPN guard portion 3609 can be configured for providing

different levels of authentication and, hence, quality of service, depending upon a subscribed

level of service. That is, VPN guard portion 3609 can be configured to let all message packets

through until a denial of service attack is detected, in which case VPN guard portion 3609 would

allow only client packet streams conforming to a keyed hopping sequence, such as that of the

present invention.

Server proxy portion 3610 also operates at the kernel layer within website 3608 and

catches incoming message packets from client computer 3604 at the VPN level. At step 3705,

server proxy portion 3610 authenticates the message packets at the kernel level within host

computer 3604 using the destination IP address, UDP ports and discriminator fields. The

authenticated message packets are then forwarded to the authenticated message packets to web

server portion 361 l as normal TCP web transactions.

At step 3705, web server portion 361 1 responds to message packets received from client

computer 3604 in accordance with the particular nature of the message packets by generating

reply message packets. For example, when a client computer requests a webpage, web server

portion 3611 generates message packets corresponding to the requested webpage. At step 3706,

the reply message packets pass through server proxy portion 3610, which inserts data into the

payload portion of the message packets that are used for forming the virtual private connection

between host computer 3608 and client computer 3604 over computer network 3602. Preferably,

the data for forming the virtual private connection is contains field-hopping data, such as

described above in connection with VPNs. Server proxy portion 3610 operates at the kernel

layer within host computer 3608 to insert the virtual private connection data into the payload

portion of the reply message packets. Preferably, the modified message packets sent by host

computer 3608 to client computer 3604 conform to the UDP protocol. Alternatively, the

modified message packets can conform to the TCP/IP protocol or the ICMP protocol.
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At step 3707, the modified packets are sent from host computer 3608 over computer

network 3602 and pass through firewall 3603. Once through firewall 3603, the modified packets

are directed to client computer 3604 over LAN 3601 and are received at step 3708 by proxy

application 3607 at the application layer within client computer 3604. Proxy application 3607

operates to rapidly evaluate the modified message packets for determining whether the received

packets should be accepted or dropped. If the virtual private connection data inserted into the

received information packets conforms to expected virtual private connection data, then the

received packets are accepted. Otherwise, the received packets are dropped.

While the present invention has been described in connection with the illustrated

embodiments, it will be appreciated and understood that modifications may be made without

departing from the true spirit and scope of the invention.
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CLAIMS

What is claimed is:

l. A system for providing a secure domain name service over a computer network,

comprising:

a portal connected to a computer network, the portal authenticating a query for a secure

computer network address; and

a domain name database connected to the computer network through the portal, the

domain name database storing secure computer network addresses for the computer network.

2. The system of claim 1, wherein each secure computer network address is based on a

non-standard top-level domain name.

3. The system of claim 2, wherein the non-standard top-level domain name is one of

.scom, .sorg, .snet, .sgov, .sedu, .smil and .sint.

4. The system of claim 1, wherein the computer network includes the Internet.

5. The system of claim 1, wherein the secure portal comprises an edge router.

6. The system of claim 1, wherein the portal authenticates the query using a

cryptographic technique.

7. The system of claim 1, wherein the portal is connectable to a virtual private network

link through the computer network.

8. The system of claim 7, wherein the secure communication link is one of a plurality of

secure communication links in a hierarchy of secure communication links.

9. The system of claim 7, wherein the virtual private network is based on inserting into

each data packet one or more data values that vary according to a pseudo-random sequence.
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10. The system of claim 7, wherein the virtual private network is based on a computer

network address hopping regime that is used to pseudorandomly change computer network

addresses in packets transmitted between a first computer and a second computer.

11. The system of claim 7, wherein the virtual private network is based on comparing a

value in each data packet transmitted between a first computer and a second computer to a

moving window of valid values.

12. The system of claim 7, wherein the virtual private network is based on a comparison

of a discriminator field in a header of each data packet to a table of valid discriminator fields

maintained for a first computer.

13. A method for registering a secure domain name, comprising steps of:

receiving a request for registering a secure domain name;

verifying ownership information for an equivalent non-secure domain name

corresponding to the secure domain name;

registering the secure domain name in a secure domain name service when the

ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

14. The method according to claim 13, wherein the step of verifying ownership

information includes steps of:

determining whether the equivalent non-secure domain name corresponding to the

secure domain name has been registered in a non-secure domain name service; and

querying whether the equivalent non-secure domain name should be registered in

the non-secure domain name service .when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

15. A computer-readable storage medium, comprising:

a storage area; and
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computer-readable instructions for a method for registering a secure domain

name, the method comprising steps of:

receiving a request for registering a secure domain name;

verifying ownership information for an equivalent non-secure domain

name corresponding to the secure domain name;

registering the secure domain name in a secure domain name service when

the ownership information for the equivalent non-secure domain name is consistent with

ownership information for the secure domain name.

16. The computer-readable medium according to claim 15, wherein the step of verifying

ownership information includes steps of:

determining whether the equivalent non—secure domain name corresponding to the

secure domain name has been registered in a non-secure domain name service; and

querying whether the equivalent non-secure domain name should be registered in

the non-secure domain name service when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

17. A method for registering a domain name, comprising steps of:

(i) receiving a request for registering a first domain name;

(ii) verifying ownership information for a second domain name corresponding to the

first domain name; and

(iii) registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

18. The method of claim 17, wherein the first domain name comprises a non-standard

top—level domain and the second domain name comprises a standard top-level domain.

19. The method of claim 17, further comprising the step of storing information

corresponding to the registration performed in step (iii) in a database separate from a database

storing information for standard domain name registrations.

8|

Petitioner Apple - EX. 1002, p. 85



Petitioner Apple - Ex. 1002, p. 86

Docket No. 000479.001 l l

20. The method according to claim 17, wherein the step of verifying ownership

information includes steps of:

(a) determining whether the second domain name has been registered in a domain

name service; and

(b) querying whether the second domain name should be registered in the domain

name service when the second domain name has not been registered in the

domain name service.

21. A computer-readable medium, comprising computer-readable instructions for a

method for registering a domain name, the method comprising steps of:

(i) receiving a request for registering a first domain name;

(ii) verifying ownership information for a second domain name corresponding to the

first domain name; and

(iii) registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

22. The computer readable medium of claim 21, wherein the first domain name

comprises a non-standard top-level domain and the second domain name comprises a standard

top-level domain.

23. The computer-readable medium of claim 21, wherein the step of verifying ownership

information includes steps of:

(a) determining whether the second domain name has been registered in a domain

name service; and

(b) querying whether the second domain name should be registered in the domain

name service when the second domain name has not been registered in the

domain name service.
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ABSTRACT

A secure domain name service for a computer network is disclosed that includes a portal

connected to a computer network, such as the Internet, and a domain name database connected to

the computer network through the portal. The portal authenticates a query for a secure computer

network address, and the domain name database stores secure computer network addresses for

the computer network. Each secure computer network address is based on a non-standard top-

level domain name, such as .scom, .sorg, .snet, .snet, .sedu, .smil and .sint.
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We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,

Code ofFederal Regulations, §1.56(a).

Prior Foreign Applicati'on(s)
We hereby claim foreign priority benefiE under Title 35, United States Code, §l 19 ofany foreign application(s) fer

patent or inventors certificate listed below and have also identified below any foreign application(s) for patent or inventors
certificate having a filing date before that ofthe applicatim On which priority is clairned:

 
Prior United States Provisional Application(s)

We hereby claim priority benefits under Title 35, United States Code, §l l9(e)(l) ofany U.S. provisional application
listed below:

   
 

~-72'. '.. 1r. .... -:~~---- : . :~: '.,, ... .... .. "‘-2 “ .. . .‘N -. ,-.. 1‘.).€

mom mom was

60/137,704 7 June 1999  
PriOr United States Applicafion(s)

We hereby claim the benefit under Title 35, United States Code, §120 ofany United States application(s) listed below
and, insofar as the subject matter ofeach ofthe claims ofthis application is not disclosed in the prior United States applieation in

the manner provided by the first paragraph ofTitle 35, United States Code, §1 12, we acknowledge the duty to disdose material

information as defined in Title 37, Code ofFederal Regulations, §l 56(a) which occurred between the filing date ofthe prior '
application and the national or PCT international filing date of this application:
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Power ofAttorney
And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revoeetion, to

prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at

Oistomer Numbm 22907 (WDC)

Please address all correspondence and telephone connmmieetions to the address and telephone number for this Customer
Number.

We hereby declare that all statements made herein ofour own knowledge are true and that all statements made on
mformetion and belief are believed to be true; and further that these statements were made with the knowledge that willful

false smemenm and the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 ofthe

United States Code and that such Willfill false statements may jeepardize the validity ofthe application or any patent issuing
thereon.

Signature Wing" , 2942; Date ll (IDLPQE
Full Name ofFirst Inventor Larson Victor

, 'Family Name First Given Name Second Given Name

Residence 1m Vm‘‘ ia Citizenship USA
Post Ofliee Address 12026 Lisa Mg'e gang aim, Vim;nia 22033

Signature Date
Full Name ofSecond Inventor Short H] Robert Mm

Family Name First Given Name Second Given Name

Residence 1.28st, Vgg'inia Citizenship §1§A
Pest Office Address 38710 Goose Creek Lane, Leesbg, Vgg'Eia 20175

Signature Date
Full Name ofThird Inventor thgej Edmund Cola

Family Name First Given Name SecOnd Given Name

Residence Crownsvillg, Miami Citizenship QSA
Post Office Address 1101 gm Com; Crownsville. Myland 21032

Date 1% ZZ afié

Family Name ' First Given Name Second Given Name

Residence Scum gigging, Virama'ig Citizenship USA

Post Oflice Address 26203 Ma Circle, South Riding. Vggg’' ia 20152
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JOINT DECLARATION FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residence, post office address and citizenship are as stated below next to our names;

We believe we are the original, first andjoint inventors of the subject matter which is claimed and for which a patent is
sought on the invention entitled AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING SECURE

DOMAIN NAMES, the specification of which

X is attached hereto.

[3 was filed on as Application Serial Number and was amended on (if
applicable).

[3 was filed under the Patent Cooperation Treaty (PCT) and accorded International Application
No. , filed , and amended on (if any).

We hereby state that we have reviewed and understand the contents of the above-identified specification, including the
claims, as amended by any amendment referred to above.

We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,

Code ofFederal Regulations, §l.56(a).

Prior Foreign Application(s)

We hereby claim foreign priority benefits under Title 35, United States Code, §1 19 of any foreign application(s) for

patent or inventofs certificate listed below and have also identified below any foreign application(s) for patent or inventot’s

certificate having a filing date before that of the application on which priority is claimed:

, - _ . - ‘ ‘PriorityaClaimed
a Date ofFiling Date of Issue ' ' Under 35U...SC

ApplicationN94,” (daymonth year) (day:month year) §119 
Prior United States Provisional Application(s)

We hereby claim priority benefits under Title 35, United States Code, §ll9(e)(l) ofany US. provisional application
listed below:

7‘ _ Date ofFiling Priority Claimed

U.S. Provisional Application No. . (day month year) Under 35 U.S.C.es§l 19(e)(l)

Prior United States Application(s)

We hereby claim the benefit under Title 35, United States Code, §120 ofany United States application(s) listed below

and, insofar as the subject matter ofeach ofthe claims ofthis application is not disclosed in the prior United States application in

the manner provided by the first paragraph ofTitle 35, United States Code, §1 12, we acknowledge the duty to disclose material

information as defined in Title 37, Code of Federal Regulations, §l.56(a) which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:
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Date of Filing Status —— Patented.

Application Serial No. (Day, Month, Year) Pending, Abandoned
09/558,210 26 April 2000 Pending

09/504,783 15 February 2000 Patented .

09/429,643 29 October 1999 Pending

  

  
   

 

Power of Attorney

And we hereby appoint. both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at:

Customer Number: 22907 (WDC)

Please address all correspondence and telephone communications to the address and telephone number for this Customer
Number.

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both. under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the application or any patent issuing

  

thereon.

Signature Date
Full Name of First Inventor Larson Victor

Family Name First Given Name Second Given Name
Residence Fairfax, Virginia Citizenship USA
Post Office Address 12026 Lisa Marie Court Fairfax Vir 'nia 22033

Signature /C>‘Z

 

 \h Date fl /7 {Cs 2
Full Name of Second Inventor‘ ort. IH Robert Dunham

Family Name First Given Name Second Given Name
Residence LeesburO. Viroinia Citizenship USA  

Post Office Address 38710 Goose Creek Lane LeesburO. Viroinia 20175 

 

 

 

 

 

Signature Date
Full Name of Third Inventor Munger Edmund Colby

Family Name First Given 1 ‘ame Second Given Name
Residence Crownsville, Maryland Citizenship USA
Post Office Address 1101 O a COurt Crownsville. Marvland 21032

Signature Date
Full Name of Fourth Inventor Williamson Michael

Family Name First Given Name Second Given Name
Residence South RidinO. Virninia Citizenship USA

 

Post Office Address 26203 Ocala Circle, South Riding, Virginia 20152

_——_______—_—.—__——————————-
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JOINT DECLARATION FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:

Our residence, post office address and citizenship are as stated below next to our names;

We believe we are the original, first and joint inventors ofthe subject matter which is claimed and for which a patent is

sought on the invention entitled AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING SECURE
DOMAIN NAMES the specification of which
 

K1 is attached hereto.

D was filed on as Application Serial Number and was amended on (if
applicable).

El was filed under the Patent Cooperation Treaty (PCT) and accorded International Application
No. filed , and amended on (if any).
 

We hereby state that we have reviewed and understand the contents ofthe above-identified specification, including the
claims, as amended by any amendment referred to above.

We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,

Code ofFederal Regulations, §1.56(a).

Prior Foreign Application(s)

We hereby claim foreign priority benefits under Title 35, United States Code, §ll9 of any foreign application(s) for

patent or inventor‘s certificate listed below and have also identified below any foreign application(s) for patent or inventor's
certificate having a filing date before that of the application on which priority is claimed:

Date ofFiling Date of Issue Under 35 USC-
Application No. (day month year) (day month year) §119

Prior United States Provisional Application(s)

We hereby claim priority benefits under Title 35, United States Code, §1 l9(e)(1) of any US. provisional application
listed below:

Date of Filing Priority Claimed

U.S. Provisional Application No. (day month year) Under 35 U.S.C.—§%119(e)(l)60/106,261 30 October 1998

Prior United States Application(s)

We hereby claim the benefit under Title 35, United States Code, §120 ofany United States application(s) listed below
and, insofar as the subject matter ofeach ofthe claims of this application is not disclosed in the prior United States application in

the manner provided by the first paragraph ofTitle 35, United States Code, §1 12, we acknowledge the duty to disclose material

information as defined in Title 37, Code ofFederal Regulations, §l.56(a) which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:

 

 
Priority Claimed
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Date ofFiling Status —— Patented,

Application Serial No. (Day, Month, Year) Pending, Abandoned
 

  
     

Power of Attorney _

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to

prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at:

Qistomcr Number: 22907 (WDC)

Please address all correspondence and telephone communications to the address and telephone number for this Customer
Number.

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful

false statements and the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the application or any patent issuing

 

thereon.

Signature Date
Full Name ofFirst Inventor Larson Victor

Family Name First Given Name Second Given Name
Residence Fairfag, Virg'gia Citizenship USA
Post Office Address 12026 Lisa Marie Court, Fairfax, Virginia 22033

Signature Date
 Full Name of Second Inventor Short HI Robert Dunham

Family Name First Given Name Second Given Name

Residence Leesbgrg, Virginia Citizenship USA
Post Oflice Address 38710 Goose Creek Lane, Leesburg, Virginia 20175

Date // Az'gimfif‘g Z00 E
Edmund Colb

Family Name First Given Name Second Given Name

Residence Crownsville, Myland Citizenship USA

Post Oflice Address 1101 Opaca Court, Crownsville, Magland 21032

 
 Signature

Full Name of Third Inventor     

Signature Date
Full Name ofFourth Inventor Williamson Michael

Family Name First Given Name Second Given Name

Residence South Riding, Virginia Citizenship USA
Post Office Address 26203 Ocala Circle, South Riding, Virginia 20152
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Suggested classification::

Suggested Group Art Unit::
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Sequence submission?::
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Request for Early Publication?::
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Applicant Information

Applicant Authority Type::

Primary Citizenship Country::

Status:

Given Name:

Middle Name:
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Name Suffix:

City of Residence::

State or Province of Residence::
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Street of mailing address::
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Primary Citizenship Country::
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Middle Name::

Family Name::
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State or Province of Residence::

Country of Residence::

Street of mailing address::

City of mailing address::

State or Province of mailing address::

Country of mailing address::

Postal or Zip Code of mailing address::

Applicant Authority Type::

Primary Citizenship Country::

Status::

Given Name::

Middle Name::

Family Name::

Name Suffix:

City of Residence:

State or Province of Residence::

Country of Residence:

Leesburg

VA

USA

20175

Inventor

USA

Full Capacity

Edmund

Colby

Munger

Crownsville

MD

USA

1101 Opaca Court

Crownsville

MD

USA

21032

Inventor

USA

Full Capacity

Michael

Williamson

South Riding

VA

USA

3 Initial 11/18/03

Petitioner Apple - EX. 1002, p. 136



Petitioner Apple - Ex. 1002, p. 137

Street of mailing address:: 26203 Ocla Circle

City of mailing address:: South Riding

State or Province of mailing address:: VA

Country of mailing address:: USA

Postal or Zip Code of mailing address:: 20152

Correspondence Information

Correspondence Customer Number: 22907
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Domestic Priority Information
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Assignee name:: Science Applications International Corporation
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PATENT APPLICATION

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of )

Victor Larson et al. ; Group Art Unit: TBA

Serial No.: TBA ; Examiner: TBA
(CONT of09/558,210) )

Filed: Herewith ; Atty. Docket No.2 00479.00111
For: AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING

SECURE DOMAIN NAMES

INFORMATION DISCLOSURE STATEMENT

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

Sir:

Pursuant to 37 C.F.R. 1.56, the attention of the Patent and Trademark Office is hereby

directed to the reference(s) listed on the attached PTO-1449. A copy of each cited prior art

reference was provided or cited in the prior application in accordance with 37 C.F.R. 1.98(d). It

is respectfully requested that the information be expressly considered during the prosecution of

this application, and that the reference(s) be made of record therein and appear among the

"References Cited" on any patent to issue therefrom.
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Applicant does not waive any right to take appropriate action to establish patentability

over the listed documents should they be applied as a reference against the claims of the present

application.

The accompanying Information Disclosure Statement is being filed within three months

of the US. filing date OR before the mailing date of a first Office Action on the merits. No

certification or fee is required.

Respectfully submitted,

BANNER & WITCOFF, LTD.

3.9: 13$
Ross A. Dannenberg

Registration No. 49,024

1001 G Street, NW.

Eleventh Floor

Washington, DC. 20001—4597

(202) 824—3000

Dated: November 18, 2003
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Victor Larson et aI.
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U.S. DEPARTMENT OF COMMERCE
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  99/9299 /2/29/9/_
won/m 9/29/99_

OTHER DOCUMENTS (Includin-
Search Report (dated 6/1 8/02), International Application No. PCT/US0 I/13260

Search Report (dated 6/2 8/02), International Application No. PCT/USO I/I326l

  

Author, Title, Date, Pertinent Pa - es, Etc.
 

 
 
 
 
 

 
 

 

 
 

Donald E. Eastlake, “Domain Name System Security Extensions", DNS Security Working Group, April 1998, 51 pages

— D. B. Chapman et al., “Building Internet Firewalls", November I995, pages 278-297 and pages 351-375
P. Srisuresh et al., “DNS extensions to Network Address Translators", July 1998, 27 pages

Laurie Wells, “Security Icon", October I9, I998, I page

W. Stallings, “Cryptography And Network Security", 2 ‘ Edition, Chapter 13, IP Security, June 8, 1998, pages 399-440

W. Stallings, “New Cryptography and Network Security Book", June 8, I998, 3 pages

 FASBENDER, KESDOGAN, and KUBITZ: “Variable and Scalable Security: Protection of Location Information in
Mobile IP", [EEE publication, I996, pages 963-967

EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this form with next communimfion to applicant
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EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
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Linux FreeS/WAN Index File, printed from htt ://libert .freeswan . or /freeswan trees/freeswan-
1 . 3/doc/ on February 21, 2002, 3 Pa_&s
J. Gilmore, “Swan: Securing the Internet against Wiretapping”, printed from
htt ://libert .freeswan.or /freeswan trees/freeswan-l.3/doc/rationale.html onFebruary
21,2002,4

Glossary for the Linux FreeS/WAN project, printed from
htt ://libert .freeswan.or /freeswan trees/freeswan-l.3/doc/ lossar .html onFebruary
21,2002,25

Alan 0. Frier et al., “The SSL Protocol Version 3.0", November 18, 1996, printed from
htt : //www . netsca-e . com/en- /ssl3/draft302 . txt on Febmary 4, 2002, 56 page:

EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy ofthis form with next communication to applicant.
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Search Report (dated 8/20/02), International Application No. PCT/USOI/0434O

Search Report (dated 8/23/02), lntemational Application No. PCT/USOl/l 3260

Shree Murthy et al., “Congestion—Oriented Shortest Multipath Routing”, Proceedings of IEEE INFOCOM, 1996, page:
l028-1036

Jim Jones et al., “Distributed Denial of Service Attacks: Defenses”, Global Integrity Corporation, 2000, page: 1-14

 
  
  
  
 
 

  

James E. Bellaire, “New Statement of Rules — Naming Internet Domains”, Internet Newsgroup, July 30, 1995, 1 page

D. Clark, “US Calls for Private Domain-Name System", Computer, IEEE Computer Society, August l, 1998, page: 22-25

August Bequai, “Balancing Legal Concems Over Crime and Security in Cyberspace", Computer & Security, Vol. 17, No. 4,
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-Rich Winkel, “CAQ: Networking With Spools: The NET & The Control Of Information”, Internet Newsgroup, June 2 l,1997, 4 pages
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Search Report (dated 10/7/02), International Application No. PCT/U801/ 13261

F. HaIsaII, “Data Communications, Computer Networks And Open Systems", Chapter 4, Protocol Basics, I996, pages I98-
203

Reiter, Michael K. and Rubin, Aviel D. (AT&T Labs — Research), “Crowds: Anonymity for Web Transmissions", pages I-23
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PATENT APPLICATI 

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In Re Application Of

Group Art Unit: 2143
Victor Larson et al.

Examiner: TBD

Serial No.: 10/714,849

Atty. Dkt. No. 000479.00111vvvvvvv
Filed: November 18, 2003

For: IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE

COMMUNICATIONS WITH ASSURED SYSTEM AVAILABILITY

PRELIMINARY AMENDMENT

Honorable Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313—1450

Sir:

Prior to an examination on the merits, please amend the above-identified application as

follows.

05/13l2004 SDIRETBI 00000013 190733 10714849
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

IN THE SPECIFICATION:

Please amend the first paragraph on p. 1 as follows:

This application claims priority from and is a continuation patent application of co-

pending US. application serial number 09/558,210, filed April 26, 2000, which is a

continuation-in-part patent application of previously-filed US. application serial

number 09/504,783, filed on February 15, 2000, now US. Pat. No. 6,502,135, issued

December 31, 2002, which claims priority from and is a continuation-in-part patent

application of previously-filed US. application serial number 09/429,643, filed on

October 29, 1999. The subject matter ofUS. application serial number 09/429,643,

which is bodily incorporated herein, derives from provisional US. application

numbers 60/106,261 (filed October 30, 1998) and 60/137,704 (filed June 7, 1999).

The present application is also related to US. application serial numberWeket

Ne.—47—9:86838)O9/558,209, filed April 26, 2000, and which is incorporated by

reference herein.

Please amend the paragraph beginning on p. 71, In. 2, as follows:

Because the secure top-level domain name is a non-standard domain name, a query to

a standard domain name service (DNS) will return a message indicating that the

universal resource locator (URL) is unknown. According to the invention, software

module 34-09%contains the URL for querying a secure domain name service

(SDNS) for obtaining the URL for a secure top-level domain name. In this regard,

software module 3309 accesses a secure portal 33 10 that interfaces a secure network

3311 to computer network 3302. Secure network 3311 includes an internal router

3312, a secure domain name service (SDNS) 3313, a VPN gatekeeper 3314 and a

secure proxy 3315. The secure network can include other network services, such as

e—mail 3316, a plurality of chatrooms (of which only one chatroom 3317 is shown),

and a standard domain name service (STD DNS) 3318. Of course, secure network

3311 can include other resources and services that are not shown in FIG. 33.

2
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

IN THE CLAIMS:

Please amend claims 1, 2, 5-7, 13, and 15, and add new claims 24-27, as follows:

1. (Presently Amended) A system for providing a secure domain name service over a

computer network, comprising:

a portal—server connected to a computer network, the portal—server authenticating a
 

query for a secure computer network address having a top-level domain reserved for secure network

connections; and

 
a domain name database connected to the computer network through the pertalserver,

the domain name database storing secure computer network addresses for the computer network.

2. (Presently Amended) The system of claim 1, wherein eac—h—seeure—eemputer—nefiverk

address—is—based—en the top—level domain name is a non—standard top-level domain name.

3. (Original) The system ofclaim 2, wherein the non-standard top-level domain name is one

of .scom, .sorg, .snet, .sgov, .sedu, .smil and .sint.

4. (Original) The system of claim 1, wherein the computer network includes the Internet.

5. (Presently Amended) The system ofclaim 1, wherein the seeurepertalserver comprises an
 

edge router.

6. (Presently Amended) The system of claim 1, wherein the portal—server authenticates the
 

query using a cryptographic technique.

7. (Presently Amended) The system ofclaim 1, wherein the portal-server is connectable to a
 

virtual private network link through the computer network.

8. (Original) The system of claim 7, wherein the secure communication link is one of a

plurality of secure communication links in a hierarchy of secure communication links.

3
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

9. (Original) The system ofclaim 7, wherein the virtual private network is based on inserting

into each data packet one or more data values that vary according to a pseudo-random sequence.

10. (Original) The system of claim 7, wherein the virtual private network is based on a

computer network address hopping regime that is used to pseudorandomly change computer network

addresses in packets transmitted between a first computer and a second computer.

11. (Original) The system of claim 7, wherein the virtual private network is based on

comparing a value in each data packet transmitted between a first computer and a second computer

to a moving window of valid values.

12. (Original) The system of claim 7, wherein the virtual private network is based on a

comparison of a discriminator field in a header of each data packet to a table of valid discriminator

fields maintained for a first computer.

13. (Presently Amended) A method for registering a secure domain name, comprising steps

of:

receiving a request for registering a secure domain name;

verifying ownership information for an equivalent non-secure domain name

corresponding to the secure domain name; and
 

registering the secure domain name in a secure domain name 'service when the

ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

14. (Original) The method according to claim 13, wherein the step of verifying ownership

information includes steps of:
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determining whether the equivalent non-secure domain name corresponding to the secure

domain name has been registered in a non-secure domain name service; and

querying whether the equivalent non-secure domain name should be registered in the non-

secure domain name service when the equivalent non-secure domain name has not been registered in

the non-secure domain name service.

15. (Presently Amended) A computer-readable storage medium, comprising:

a storage area; and

computer-readable instructions for a method for registering a secure domain name, the

method comprising steps of:

receiving a request for registering a secure domain name;

verifying ownership information for an equivalent non-secure domain name

corresponding to the secure domain name;gig

registering the secure domain name in a secure domain name service when the

ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

16. (Original) The computer-readable medium according to claim 15, wherein the step of

verifying ownership information includes steps of:

determining whether the equivalent non-secure domain name corresponding to the

secure domain name has been registered in a non-secure domain name service; and

querying whether the equivalent non-secure domain name should be registered in the

non-secure domain name service when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

17. (Original) A method for registering a domain name, comprising steps of:

(i) receiving a request for registering a first domain name;

(ii) verifying ownership information for a second domain name corresponding to the

first domain name; and
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(iii) registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

18. (Original) The method of claim 17, wherein the first domain name comprises a non—

standard top-level domain and the second domain name comprises a standard top-level domain.

19. (Original) The method of claim 17, further comprising the step of storing information

corresponding to the registration performed in step (iii) in a database separate from a database storing

information for standard domain name registrations.

20. (Original) The method according to claim 17, wherein the step of verifying ownership

information includes steps of:

(a) determining whether the second domain name has been registered in a domain name

service; and

(b) querying whether the second domain name should be registered in the domain name

service when the second domain name has not been registered in the domain name

service.

21. (Original) A computer-readable medium, comprising computer-readable instructions for

a method for registering a domain name, the method comprising steps of:

(i) receiving a request for registering a first domain name;

(ii) verifying ownership information for a second domain name corresponding to the first

domain name; and

(iii) registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

22. (Original) The computer readable medium of claim 21, wherein the first domain name

comprises a non—stande top-level domain and the second domain name comprises a standard top-

level domain.
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23. (Original) The computer-readable medium of claim 21, wherein the step of verifying

ownership information includes steps of:

(a) determining whether the second domain name has been registered in a domain name

service; and

(b) querying whether the second domain name should be registered in the domain name

service when the second domain name has not been registered in the domain name

service.

24. (New) The method of claim 13, wherein the secure domain name has a top-level

domain reserved for secure network connections.

25. (New) The computer-readable storage medium of claim 15, wherein the secure

domain name has a top-level domain reserved for secure network connections.

26. (New) An apparatus configured to query a computer network address having a top—

level domain reserved for secure network connections.

27. (New) A method comprising querying a computer network address having a top-level

domain reserved for secure network connections.
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REMARKS

Consideration and allowance are respectfully requested. Claims 1-27 are now pending. By

this Preliminary Amendment, claims 1, 2, 5-7, 13, and 15 are amended, and new claims 24-27 are

added.

The present application is a continuation ofUS. Patent Application Serial No. 09/558,210.

In that application, a non-final Office Action was mailed on October 1, 2003 (paper no. 12). The

following remarks are made with reference to that Office Action.

The above-referenced Office Action rejected claims 1-12 under 35 U.S.C. 102(e) as being

anticipated by US. Patent No. 6,119,171 to Alkhatib (“Alkhatib”). Also, claims 13-17, 19-21, and

23 were rejected under 35 U.S.C. 102(e) as being anticipated by US. Patent No. 6,016,512 to

Huitema (“Huitema”). Also, claims 18 and 22 were rejected under 35 U.S.C. 103(a) as being

unpatentable over Huitema in view of Alkhatib.

Independent claim 1 as amended recites a server connected to a computer network, the server

authenticating a query for a secure computer network address having a top-level domain reserved for

secure network connections. Applicants do not concede that Alkhatib authenticates a query for a

secure computer network address. In any event, Alkhatib fails to teach or suggest a top-level domain

reserved for secure network connections, as amended in claim 1.

Claims 2-12, which depend from claim 1, are also allowable for at least those reasons set

forth above with regard to claim 1, and further in view of the additional features recited therein.

For example, claim 2 recites that the top-level domain name is a non—standard top-level

domain name. Alkhatib refers to top-level domains “.com”, “.edu , .gov , .mil”, “.net”, and

“.org”. Alkhatib, col. 1, lns. 35-43. However, these were standard top-level domains at the time of
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Applicants’ invention, and thus are not non-standard top-level domains as required by the claim.

The Examiner apparently also relies upon Alkhatib referring to the domain name “saturn.ttc.com”.

Alkhatib, col. 1, In. 45. However, this also uses the standard top-level domain “.com”, and not a

non—standard top-level domain as required by the claim. The domain name “satum” is a third-level

domain name, the domain name “ttc” is a second level domain name, and the domain name “.com” is

the standard top level domain name. Note that “saturn” and “ttc” are not part of the top-level

domain.

Also, claim 3 recites that the non—standard top-level domain name is one of .scom, .sorg,

.snet, .sgov, .sedu, .smil and .sint. The Examiner refers to Alkhatib at col. 1, lns. 39-43 to teach this

feature. This is a baffling anticipation-based rejection, in that Alkhatib fails to mention even a single

one ofthe top-level domain names .scom, .sorg, .snet, .sgov, .sedu, .smil, or .sint specifically listed in

claim 3. Applicants request that the Examiner point out precisely where Alkhatib discloses even a

single one of these recited top-level domain names.

Independent claim 13 recites verifying ownership information for an equivalent non-secure

domain name corresponding to a secure domain name. Huitema fails to teach or suggest this feature.

Indeed, Huitema fails to teach or suggest both a secure domain name and an equivalent non-secure

domain name corresponding to the secure domain name. The Examiner refers to col. 4 ofHuitema,

but this merely discloses various data sets containing domain names. Huitema further discloses that

an address such as “192.4.18.101” can be used to build the inverse name “101 .18.4.192.in-

addr.arpa.”. However, this pair of addresses is not a secure domain name and a corresponding non-

secure domain name as required by claim 13.

Claim 13 further recites registering the secure domain name in a secure domain name service
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when the ownership information for the equivalent non-secure domain name is consistent with

ownership information for the secure domain name. Huitema also fails to teach or suggest this

feature. Huitema is unconcerned with whether any ownership information is consistent with

anything else, much less whether ownership information for a non-secure domain name is consistent

with ownership information for a secure domain name. Again, Huitema does not even disclose the

secure and corresponding non-secure domain names as required by claim 13.

Independent claims 15, 17, and 21 are also allowable for at least similar reasons as those set

forth above with regard to claim 13, and further in view of the various differing features recited

therein.

Claims 14 and 24, which depend from claim 13, claims 16 and 25, which depend from claim

15, claims 18-20, which depend from claim 17, and claims 22 and 23, which depend from claim 21,

are also allowable for at least those reasons set forth above with regard to their respective

independent claims, and further in view of the additional features recited therein.

For example, claims 18 and 22 recite that the first domain name comprises a non-standard

top-level domain and the second domain name comprises a standard top—level domain. The

Examiner concedes that Huitema fails to teach or suggest this feature. Alkhatib similarly fails to

teach or suggest this feature because, as previously discussed, Alkhatib fails to teach or suggest a

non—standard top-level domain.

10
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A.

For at least the reasons set forth above, Applicants submit that the pending claims distinguish

over the applied references, and are in condition for allowance. Should the Examiner feel that

further discussion and/or amendment would be helpful in the prosecution of this application, the

Examiner is invited to telephone the Applicants’ undersigned representative at the number appearing

below.

Respectfully Submitted,

By:
Jordan N. Bodner

Registration No. 42,338

BANNER & WITCOFF, LTD.

1001 G Street, N.W., 11‘h Floor

Washington, DC. 20001

(202) 824-3000

Dated: May 18, 2004
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In Re Application of:

Victor LARSON, et al. Group Art Unit: 2143

Serial No.: 10/714,849 Examiner: TBD

Filed: November 18, 2003

For: IMPROVEMENTS TO AN AGILE

NETWORK PROTOCL FOR SECURE

COMMUNICATIONS WITH ASSURED

SYSTEM AVAILABILITY

vvvvvvvvvvvv
INFORMATION DISCLOSURE STATEMENT

Commissioner for Patents

Customer Service Window

Randolph Building

401 Dulany Street

Alexandria, VA 22314

Sir: 4

This Information Disclosure Statement is submitted for consideration by the United States Patent

and Trademark Office in accordance with the duty of disclosure. The references listed in the PTO/SB/08a

form were cited in a European Search Report from a related application. A copy of the Search Report is
also submitted herewith.

Transmitted herewith is:

[X] A PTO/SB/08a form

[ ] A Background Art Information Paper

[X] A copy of each item of information listed on the PTO 1449 form

[ ] Concise explanation of non-English langua e informationg

[ ] concise explanation of relevance:

[ ] English translation of foreign language information

[ ] English language version of foreign patent office report citing
information

[ ] English language abstract(s) of foreign patent document(s)

[ ] This application relies, under 35 U.S.C. §120, on the earlier filing date ofUS

Application Serial No. ****, filed ***. The information identified on the attached PTO
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1449 form was submitted to and/or cited by the Patent and Trademark Office in this

earlier application and, therefore, copies are not required to be provided in this

application.

1. [X] This Information Disclosure Statement is filed before the later of:

0 three months from the filing date of this national application;

0 three months from the date of entry of the national stage as set forth in 37 CFR

1.491 in an international application; or

o the mailing date of a first office action on the merits.

In accordance with 37 CFR 1.97(b), no fee is required.

2. [ ] This Information Disclosure Statement is filed after the events noted in

paragraph 1, but before either:

 

o a final action under 37 CFR 1.113, or an action that otherwise closes prosecution,
0 a Notice of Allowance under 37 CFR 1.311.

In accordance with 37 CFR l.97(c), also enclosed is

[] a fee under 37 CFR l.l7(p) for $180.00; or

[ ] a certification as stated below.

3. [ ] This Information Disclosure Statement is filed before payment of the issue

fee, but after either

0 a final action under 37 CFR 1.113, or an action that otherwise closes prosecution;
- a Notice of Allowance under 37 CFR 1.311.

In accordance with 37 CFR 1.97(d), also enclosed is:

[ ] a certification, as stated below; and

[ ] the IDS processing fee set forth in 37 CFR 1.l7(p)(1) in the amount of $180.00.

Certification under 1.97ge)1 or 1.97(C)2

The undersigned states:

[] Each item of Information contained in this Information Disclosure Statement was cited in a

communication from a foreign Patent Office in a counterpart foreign application not more than three

months prior to the filing date of this Information Disclosure Statement (e1 certification); or
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[ ] No item of information contained in this Information Disclosure Statement was first cited in any

communication from a foreign Patent Office in a counterpart foreign application or, to the lcnowledge of

the undersigned, having made reasonable inquiry, was known to any individual designated in 37 CFR

1.56(c) more than three months prior to the filing date of this Information Disclosure Statement (62

certification).

TOTAL FEES: $

[ ] Please charge Deposit Account No. 19-0733 in the amount of $ .

[X] No fee is required.

[X] Please charge or credit Deposit Account No. 19-0733 for any deficiency or overpayment
associated with this Information Disclosure Statement.

A duplicate copy of this sheet is enclosed for accounting purposes.

It is respectfully requested that the Examiner fully consider each item of information, initial the

enclosed Form PTO-1449 in the appropriate place to indicate that the information has been considered,

and return a copy of the initialed form to the undersigned in accordance with MPEP Section 609.

Respectfully submitted,

BANNER & WITCOFF, LTD. By:
Suite 1100 an N. Bodner

1001 G Street, NW. Registration No. 42,338

Washington, DC. 20001-4597

(202) 824-3000

Dated: June 3, 2005
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(54) Pseudo network adapter for frame capture, encspsulatlon and encryption

(57) A new pseudo network adapter provides an
interface for capturing packets from a local communica-

tions protocol stack for transmission on the virtual pri-
vate network. and includes a Dynamic Host

Configuration Protocol (DHCP) server emulator. and an

Address Resolution Protocol (ARP) server emulator.
The new system indicates to the local communications

protocol stack that nodes on a remote private network
are reachable through a gateway that is in turn reacha-

ble through the pseudo network adapter. A transmit

path in the system processes data packets from the
local communications protocol stack for transmission

through the pseudo network adapter. An encryption

engine encrypts the data packets and an encapsulation

engine enmpsulates the encrypted data packets into

tunnel data frames. The network adapter further

includes an interface into a transport layer of the local

communications protocol stack for capturing received
data packets from the remote server node. and a

receive path for processing received data packets cap-
tured from the transport layer of the local communica

tions protocol stack The receive path includes a

decapsulation engine, and a decryption engine. and

passes the decrypted. decapsulated data packets back

to the local communications protocol stack for delivery
to a user.
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1 EP0838930A2 2

Description

FIELD OF THE INVENTION

The invention relates generally to establishing 5
secure virtual private networks. The invention relates

specifically to a pseudo network adapter for capturing.
encapsulating and encrypting messages or frames.

W2 10

In data communications it is often required that
secure communications be provided between users of

network stations (also referred to as "network nodes") at
different physical locations. Secure communications 15

must potentially extend over public networks as well as

through secure private networks. Secure private net-

works are protected by "firewalls". which separate the
private network from a public network. Firewalls ordinar-

ily provide some combination of packet filtering. circuit 20

gateway, and application gateway technology, insulating
the private network from unwanted communications

with the public network.

One approach to providing secure communications

is to form a virtual private network In a virtual private 25

network. secure communications are provided by
encapsulating and encrypting messages. Encapsulated

messaging in general is referred to as "tunneling". Tun-
nels using encryption may provide protected communi-

cations between users separated by a public network. 30
or among a subset of users of a private network

Encryption may for example be performed using an
encryption algorithm using one or more encryption
"keys“. When an encryption key is used. the value of the

key determines how the data is encrypted and 35

decrypted. When a public-key encryption system is

used. a key pair is associated with each communicating
entity. The key pair consists of an encryption key and a
decryption key. The two keys are formed such that it is

unfeasible to generate one key from the other. Each 40

entity makes its encryption key public. while keeping its
decryption key secret. When sending a message to
node A, for example. the transmitting entity uses the

public key of node A to encrypt the message. and then

the meesage can only be decrypted by node A using 45
node A's private key.

In a symmetric key encryption system a single key
is used as the basis for both encryption and decryption.
An encryption key in a symmetric key encryption system
is sometimes referred to as a "shared" key. For exam- 50
ple, a pair of communicating nodes A and B could com-

municate securely as follows: a first shared key is used
to encrypt data sent from node A to node B. while a sec-

ond shared key is to be used to encrypt data sent from
node B to node A. In such a system. the two shared 55
keys must be known by both node A and node B. More

examples of encryption algorithms and keyed encryp-

tion are disclosed in many textbooks. for example

"Applied Cryptography - Protocols. Algorithms, and

Source Code in C". by Bruce Schneier, published by
John \Mley and Sons, New York. New York. copyright
1994.

Information regarding what encryption key or keys
are to be used. and how they are to be used to encrypt
data for a given secure communications session is

referred to as "key exchange material". Key exchange
material may for example determine what keys are used

and a time duration for which each key is valid. Key
exchange material for a pair of communicating stations
must be known by both stations before encrypted data
can be exchanged in a secure communications session.

How key exchange material is made known to the com-

municating stations for a given secure communications

session is referred to as “session key establishment".

A tunnel may be implemented using a virtual or
"pseudo" network adapter that appears to the communi-

cations protocol stack as a physical device and which

provides a virtual private network A pseudo network

adapter must have the capability to receive packets

from the communications protocol stack. and to pass
received packets back through the protocol stack either
to a user or to be transmitted.

A tunnel endpoint is the point at which any encryp-
tion/decryption and encapsulation/decapsulation pro-
vided by a tunnel is performed. In existing systems, the

tunnel end points are pre-determined network layer
addresses. The source network layer address in a
received message is used to determine the "creden-

tials' of an entity requesting establishment of a tunnel
connection. For example, a tunnel server uses the
source network layer address to determine whether a

requested tunnel connection is authorized. The source

network layer address is also used to determine which

cryptographic key or keys to use to decrypt received
messages.

Existing tunneling technology is typically performed

by encapsulating encrypted network layer packets (also
referred to as "frames") at the network layer. Such sys-
tems provide “network layer within network layer"
encapsulation of encrypted messages Tunnels in exist-
ing systems are typically between firewall nodes which

have statically allocated IP addresses. In such existing
systems. the statimlly allocated IP address of the fire-

wall is the address of a tunnel end point within the fire-
wall. Existing systerns fail to provide a tunnel which can

perform authorization based for an entity which must
dynamically allocate its network layer address. This is

especially problematic for a user wishing to establish a
tunnel in a mobile computing environment. and who
requests a dynamically allocated IP address from an

Internet Service Provider (ISP).

Because existing virtual private networks are based

on network layer within network layer encapsulation.
they are generally only capable of providing connection-

less datagram type services. Because datagram type
services do not guarantee delivery of packets. existing
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tunnels can only easily employ encryption methods over

the data contained within each transmitted packet.

Encryption based on the contents of multiple packets is

desirable. such as cipher block chaining or stream

ciphering over multiple packets. For example. encrypted

data would advantageously be formed based not only

on the contents of the present packet data being
encrypted. but also based on some attribute of the con-

nection or session history between the communicating

stations. Examples of encryption algorithms and keyed
encryption are disclosed in many textbooks. for exam-

ple "Applied Cryptography - Protocols. Algorithms. and

Source Code in C". by Bruce Schneier. published by

John Wiley and Sons. New York. New York. copyright
1994.

Thus there is required a new pseudo network

adapter providing a virtual private network having a
dynamically determined end point to support a user in a
mobile computing environment. The new pseudo net-

work adapter should appear to the communications pro-
tocol stack of the node as an interface to an actual

physical device. The new pseudo network adapter

should support guaranteed. in-order delivery of frames

over a tunnel to conveniently support cipher block

chaining mode or stream cipher encryption over multi-
ple packets.

MA E INVENTI N

A new pseudo network adapter is disclosed provid-
ing a virtualprivate network The new system includes
an interface for capturing packets from a local commu-
nicationsprotocol stack for transmission on the virtual

private network The interface appears to the local com-

munications stack as a network adapter device driver
for a network adapter.

The invention. in its broad form. includes a pseudo

network adapter as recited in claim 1. providing a virtual
network and a method therefor as recited in claim 9.

The system as described hereinafter further

includes a Dynamic Host Configuration Protocol
(DHCP) server emulator. and an Address Resolution

Protocol (ARP) server emulator. The new system indi-
cates to the local communications protocol stack that

nodes on a remote private network are reachable

through a gateway that is in turn reachable through the
pseudo network adapter. The new pseudo network

adapter includes a transmit path for processing data
packets from the local communications protocol stack

for transmission through the pseudo network adapter.

The transmit path includes an encryption engine for
encrypting the data packets and an encapsulation

engine for encapsulating the encrypted data packets

into tunnel data frames. The pseudo network adapter
passes the tumel data frames back to the local commu-

nications protocol stack for transmission to a physical
network adapter on a remote server node.

Preferably. as described hereinafter. the pseudo
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network adapter includes a digest value in a digest field

in each of the tumel data frames. A keyed hash function

is a hash function which takes data and a shared cryp-

tographic key as inputs. and outputs a digital signature

referred to as a digest. The value of the digest field is
equal to an output of a keyed hash function applied to

data consisting of the data packet encapsulated within
the tunnel data frame concatenated with a counter

value equal to a total number of tunnel data frames pre-
viously transmitted to the remote server node. In

another aspect of the system. the pseudo network
adapter processes an Ethernet header in each one of

the captured data packets. including removing the
Ethernet header.

The new pseudo network adapter further includes

an interface into a transport layer of the local communi-

cations protocol stack for capturing received data pack-

ets from the remote server node, and a receive path for
processing received data packets captured from the

transport layer of the local communications protocol

stack The receive path includes a decapsulation

engine, and a decryption engine. and passes the
decrypted. decapsulated data packets back to the local

communications protocol stack for delivery to a user.

Thus there is disclosed a new pseudo network

adapter providing a virtual private network having
dynamically determined and points to support users in a

mobile computing environment. The new pseudo net-

work adapter provides a system for capturing a fully
formed frame prior to transmission. The new pseudo

network adapter appears to the communications proto-

col stack of the station as an interface to an actual phys-
ical device. The new pseudo network adapter further

includes encryption capabilities to conveniently provide

secure communications between tunnel end points

using stream mode encryption or cipher block chaining
over multiple packets.

BRIEF DESCRIP‘HON OF THE DRAWINGS

A more detailed understanding of the invention may
be had from the following description of a preferred
embodiment. given by way of example and to be under-

stood in conjunction with the awompanying drawing in
which:

0 Fig. 1 is a block diagram showing the Open Syso
tems Interconnection (OSI) reference model;

0 Fig. 2 is a block diagram showing the TCP/IP inter-
net protocol suite;

0 Fig. 3 is a block diagram showing an exemplary

embodiment of a tunnel connection across a public
network between two tunnel servers:

0 Fig. 4 is a flow chart showing an examplary embod-
iment of steps performed to establish a tunnel con-
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nection;

Fig. 5 is a flow chart showing an examplary embod-

iment of steps performed to perform seesion key
management for a tunnel connection;

Fig. 6 is a block diagram showing an examplary
embodiment of a relay frame;

Fig. 7 is a block diagram showing an examplary
embodiment of a connection request frame;

Fig. 8 is a block diagram showing an exemplary
embodiment of a connection response frame;

Fig. 9 is a block diagram showing an examplary
embodiment of a data frame;

Fig. 10 is a blod< diagram showing an examplary
embodiment of a close connection frame;

Fig. 11 is a state diagram showing an examplary
embodiment of a state machine forming a tunnel

connection in a network node initiating a tunnel
connection;

Fig. 12 is a state diagram showing an examplary
embodiment of a state machine forming a tunnel
connection in a server computer;

Fig. 13 is a state diagram showing an examplary
embodiment of a state machine forming a tunnel
connection in a relay node;

Fig. 14 is a blodr diagram showing an examplary
embodiment of a tunnel connection between a cli-

ent computer (tunnel client) and a server computer
(tunnel server);

Fig. 15 is a blodr diagram showing an examplary
embodiment of a pseudo network adapter;

Fig. 16 is a block diagram showing an examplary
embodiment of a pseudo network adapter;

Frg. 17 is a flow chart showing steps performed by
an examplary embodiment of a pseudo network
adapter during packet transmission;

Fig. 18 is a flow chart showing steps performed by
an examplary embodiment of a pseudo network

adapter during packet receipt;

Fig. 19 is a data flow diagram showing data flow in

an examplary embodiment of a pseudo network
adapter during packet transmission;

Fig. 20 is a data flow diagram showing data flow in
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an examplary embodiment of a pseudo network

adapter during padret receipt;

0 Fig. 21 is atdiagram showing the movement of

encrypted and unencrypted data in an examplary
embodiment of a system including a pseudo net-
work adapter;

0 Fig. 22 is a diagram showing the movement of

encrypted and unencrypted data in an examplary
embodiment of a system including a pseudo net-
work adapter; and ,

0 Fig 23 is a flow chart showing steps initialization of

an examplary embodiment of a system including a
pseudo network adapter.

DETAILED DESCRIP'HON OF THE PREFERRED
EMBODIMENTS

Now with reference to Frg. 1 there is described for
purposes of explanation, communications based on the

Open Systems Interconnection (OSI) reference model.
in Fig. 1 there is shown communications 12 between a

first protocol stack 10 and a second protocol stack 14.

The first protocol stack 10 and second protocol stack 14

are implementations of the seven protocol layers (Appli-

cation layer. Presentation layer, Session layer. Transport
layer. Network layer, Data link layer, and Physical layer)
of the OSI reference model. A protocol stadr implemen~
tation is typically in some combination of software and

hardware. Descriptions of the specific services provided
by each protocol layer in the OSI reference model are

found in many text books. for example "Computer Net-
works". Second Edition. by Andrew S. Tannenbaum.

published by Prentice-Hall. Englewood Cliffs. New Jer-
sey. copyright 1988.

As shown in Fig. 1. data 1 1 to be transmitted from a

sending process 13 to a receiving process 15 is passed

down through the protocol stack 10 of the sending proc-
ess to the physical layer 9 for transmission on the data

path 7 to the receiving process 15. As the data 11 is

passed down through the protocol stack 10. each proto-

col layer prepends a header (and possibly also appends
a trailer) portion to convey inlomtation used by that pro-

tocol layer. For example, the data link layer 16 of the
sending process wraps the information received from
the network layer 17 in a data link header 18 and a data

link layer trailer 20 before the message is passed to the
physical layer 9 for transmission on the actual transmis-
sion path 7.

Frg. 2 shows the TCP/IP protocol stack Some pro—
tocol layers in the TCP/IP protocol stack correspond
with layers in the OSI protocol stack shown in Fig. 1.
The detailed services and header formats of each layer
in the TCP/IP protocol stack are described in many
texts. for example 'lntemetworking with TCP/lP, Vol. 1:
Principles, Protocols. and Architecture“. Second Edi-
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tion, by Douglas E. Comer. published by Prentice-Hall.

Englewood Cliffs. New Jersey. copyright 1991. The

Transport Control Protocol (TCP) 22 corresponds to the
Transport layer in the OSI reference model. The TCP.

protocol 22 provides a connection-oriented, end to and

transport service with guaranteed. in-sequence packet
delivery. In this way the TCP protocol 22 provides a reli-
able. transport layer connection.

The IP protocol 26 corresponds to the Network

layer of the OSI reference model. The IP protocol 26

provides no guarantee of packet delivery to the upper
layers. The hardware link level and access protocols 32

correspond to the Data link and Physical layers of the
OSI reference model.

The Address Resolution Protocol (ARP) 28 is used
to map IP layer addresses (referred to as 'IP

addresses") to addresses used by the hardware link

level and access protocols 32 (referred to as "physical

addresses" or "MAC addresses"). The ARP protocol
layer in each network station typically contains a table of

mappings between IP addresses and physical

addresses (referred to as the "ARP cache"). When a

mapping between an IP address and the corresponding
physical address is not known, the ARP protocol 28

issues a broadcast packet (an "ARP request" packet) on
the local network. The ARP request indicates an IP

address for which a physical address is being
requested. The ARP protocols 28 in each station con-

nected to the local network examine the ARP request.

and if a station recognizes the IP address indicated by
the ARP request. it issues a response (an "ARP

response" or "ARP reply" packet) to the requesting sta-
tion indicating the responder's physical address. The

requesting ARP protocol reports the received physical
address to the local IP layer which then uses it to send

datagrams directly to the responding station. As an

alternative to having each station respond only for its

own IP address, an ARP server may be used to respond

for a set of IP addresses it stores internally. thus poten-
tially eliminating the requirement of a broadcast

request. In that case. the ARP request can be sent

directly to the ARP server for physical addresses corre-

sponding to any IP address mappings stored within the
ARP sewer.

At system start up. each station on a network must
determine an IP address for each of its network inter-

faces before it can communicate using TCP/IP. For

example. a station may need to contact a server to
dynamically obtain an IP address for one or more of its

network interfaces. The station may use what is referred,
to as the Dynamic Host Configuration Protocol (DHCP)
to issue a request for an IP address to a DHCP server.
For example. a DHCP module broadcasts a DHCP

request packet at system start up requesting allocation
of an IP address for an indicated network interface.

Upon receiving the DHCP request packet. the DHCP

server allocates an IP address to the requesting station
for use with the indicated network interface. The
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requesting station then stores the IP address in the

response from the server as the IP address to associate

with that network interface when communicating using
TCP/IP.

Fig. 3 shows an example configuration of network

nodes for which the presently disclosed system is appli-
cable. In the example of Fig. 3. the tunnel server A is an

initiator of the tunnel connection. As shown in Fig. 3. the
term 'tunnel relay" node is used to refer to a station

which forwards data packets between transport layer
connections (for example TCP connections).

For example. in the present system a tunnel relay
may be dynamically configured to fonivard packets

between transport layer connection 1 and transport
layer connection 2. The tunnel relay replaces the

header information of packets received over transport
layer connection 1 with header information indicating
transport layer connection 2. The tunnel relay can then

forward the packet to a firewall, which may be conven-
iently programmed to pass packets received over trans-

port layer connection 2 into a private network on the

other side of the firewall. In the present system. the tun-

nel relay dynamically forms transport layer connections

when a tunnel connection is established. Accordingly
the tunnel relay is capable of performing dynamic load
balancing or providing redundant service for fault toler-
ance over one or more tunnel servers at the time the
tunnel connection is established.

Fig. 3 shows a Tunnel Server A 46 in a private net-
work N1 48. physically connected with a first Firewall

50. The first Firewall 50 separates the private network

N1 48 from a public network 52. for example the Inter-

net. The first Firewall 50 is for example physically con-
nected with a Tunnel Relay B 54, which in turn is

virtually connected through the public network 52 with a

Tunnel Relay C. The connection between Tunnel Relay
B and Tunnel Relay C may for example span multiple
intervening forwarding nodes such as routers or gate-
ways through the public network 52.

The Tunnel Relay C is physically connected with a

second Firewall 58. which separates the public network
52 from a private network N2 60. The second Firewall
58 is physically connected with a Tunnel Server D 62 on

the private network N2 60. During operation of the ele-

ments shown in Fig. 3. the Tunnel Server D 62 provides
routing of IP packets between the tunnel connection

with Tunnel Server A 46 and other stations on the pri-
vate network N2 60. In this way the Tunnel Server D 62
acts as a router between the tunnel connection and the
private network N2 60.

During operation of the elements shown in Fig. 3.
the present system establishes a tumel connection

between the private network N1 48 and the private net-
work N2 60. The embodiment of Fig. 3 thus eliminates

the need for a dedicated physical cable or line to provide
secure communications between the private network 48
and the private network 60. The tunnel connection

between Tunnel Server A 46 and Tunnel Server D 62 is
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composed of reliable. pair-wise transport layer connec-

tions between Tunnel Server A 46 (node 'A"). Tunnel
Relay B 54 (node '3'). Tunnel Relay C 56 (node "C").
and Tunnel Sewer D 62 (node '0'). For example. such

pair-wise connections may be individual transport layer
connections between each node A and node B. node B
and node C. and node C and node D. In an alternative

embodiment. as will be described below. a tunnel con-

nection may alternatively be formed between a stand-
alone PC in a public network and a tunnel server within
a private network.

Fig. 4 and Fig. 5 show an example embodiment of
steps performed during establishment of the tunnel con-

nection between Tunnel Server A 46 (node 'A") and
Tunnel Server D 62 (node '0') as shown in Fig. 3. Prior
to the steps shown in Fig. 4, node A selects a tunnel

path to reach node D. The tunnel path includes the tun-

nel end points and any intervening tunnel relays. The
tunnel path is for example predetermined by a system
administrator for node A. Each tunnel relay along the
tunnel path is capable of finding a next node in the tun-

nel path. for example based on a provided next node

name (or “next node arc”). using a predetermined nam-

ing convention and service. for example the Domain
Name System (DNS) of the TCPIlP protocol suite.

During the steps shown in Fig. 4. each of the nodes

A. B and C perform the following steps:

- resolve the node name of the next node in the tun-

nel path. for example as found in a tunnel relay
frame:

- establish a reliable transport layer (TCP) connec-
tion to the next node in the tunnel path;

- forward the tunnel relay frame down the newly
formed reliable transport layer connection to the
next node in the tunnel path.

As shown for example in Fig. 4. at step 70 node A
establishes a reliable transport layer connection with
node B. At step 72 node A identifies the next down-

stream node to node B by sending node B a tunnel relay
frame over the reliable transport layer connection

between node A and node B. The tunnel relay frame
contains a sting buffer describing all the nodes along
the tunnel path (see below description of an example
tunnel relay frame format). At step 74. responsive to the
tunnel relay frame from node A. node B searches the

sting buffer in the relay frame to determine if the string
buffer includes node B's node name. If node B finds its

node name in the string buffer. it looks at the next node

name in the sting buffer to find the node name of the

next node in the tumel path.

Node B establishes a reliable transport layer con-
nection with the next node in the tunnel path. for exam-
ple node C. Node B further forms an association

between the reliable transport layer connection between
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Node A and Node B, over which the relay frame was

received. and the newly formed reliable transport layer
connection between Node B and Node C. and as a

result fonlvards subsequent packets received over the

reliable transport layer connection with Node A onto the

reliable transport layer connection with Node C. and

vice versa. At step 76 node B forwards the tumel relay
frame on the newly formed reliable transport layer con-
nection to node C.

At step 78. responsive to the relay frame forwarded
from node B. node C determines that the next node in

the tunnel path is the last node in the tunnel path, and
accordingly is a tunnel server. Node C may actively
determine whether alternative tunnel servers are availa-

ble to form the tunnel connection. Node C may select
one of the alternative available tunnel servers to form

the tunnel connection in order to provide load balancing
or fault tolerance. As a result node C may form a trans-
port layer connections with one of several available tun-

nel servers, for example a tunnel server that is relatively
underutilized at the time the tunnel connection is estab-

lished. In the example embodiment. node C establishes

a‘reliable transport layer connection with the next node

along the tunnel path. in this case node D.

Node C further forms an association between the

reliable transport layer connection between Node B and

Node C. over which the relay frame was received, and

the newly formed reliable transport layer connection
between Node C and Node D, and as a result forwards

subsequent packets received over the reliable transport
layer connection with Node B to the reliable transport
layer connection with Node D, and vice versa. At step 80
node C forwards the relay frame to node D on the newly
formed reliable transport layer connection.

Fig. 5 shows an example of tunnel end point
authentication and sharing of key exchange material

provided by the present system. The present system
supports passing authentication data and key exchange
material through the reliable transport layer connections

previously established on the tunnel path. The following
are provided by use of a key exchange/authentication

REQUEST frame and a key exchange/authentication
RESPONSE frame:

a) mutual authentication of both endpoints of the
tunnel connection;

b) establishment of shared session encryption keys
and key lifetimes for encrypting/authenticating sub-
sequent data sent through the tunnel connection;

d) agreement on a shared set of cryptographic
tansfomts to be applied to subsequent data; and

e) exchange of any other connection-saecific data

between the tunnel endpoints. for example strength
and type of cipher to be used. any compression of
the data to be used. etc. This data can also be used
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by clients of this protocol to qualify the nature of the
authenticated connection.

At step 90 a key exchange/authentication request

frame is forwarded over the reliable transport layer con-
nections formed along the tunnel path from node A to

node D. At step 92, a key exchange/authentication
response frame is fonrvarded from node D back to node

A through the reliable transport layer connections. The

attributes exchanged using the steps shown in Fig. 5
may be used for the lifetime of the tunnel connection. In

an alternative embodiment the steps shown in Fig. 5 are

repeated as needed for the tunnel end points to

exchange sufficient key exchange material to agree
upon a set of session parameters for use during the tun-

nel connection such as cryptographic keys. key dura-

tions. and choice of encryption/decryption algorithms.

Further in the disclosed system, the names used for

authentication and access control with regard to node A

and node D need not be the network layer address or

physical address of the nodes. For example, in an alter-

native embodiment where the initiating node sending
the tunnel relay frame is a stand-alone PC located

within a public network. the user's name may be used

for authentication and/or access control purposes. This

provides a significant improvement over existing sys-
tems which base authorization on predetermined IP
addresses.

Fig. 6 shows the format of an example embodiment
of a tunnel relay frame. The tunnel frame formats shown

.in Figs. 6. 7, 8 and 9 are encapsulated within the data

portion of a transport layer (TC P) frame when transmit-
ted. Alternatively, another equivalent. connection-ori-

ented transport layer protocol having guaranteed, in-

sequence frame delivery may be used. The example
TCP frame format. including TCP header fields. is con-
ventional and not shown.

The field 100 contains a length of the frame. The

field 102 contains a type of the frame, for example a

type of RELAY. The field 104 contains a tunnel protocol
version number. The field 106 contains an index into a

string buffer field 1 12 at which a name of the originating
node is located. for example a DNS host name of the

node initially issuing the relay frame (node A in Fig. 3).
The fields following the origin index field 106 contain

indexes into the string buffer 112 at which names of

nodes along the tunnel path are lomted. For example
each index may be the offset of a DNS host name within

the string buffer 112. In this way the field 108 contains

the index of the name of the first node in the tunnel path.

for example node B (Fig. 3). The field 110 contains the

index of the name of the second node in the tunnel path,

etc. The field 112 contains a string of node names of
nodes in the tunnel path.

During operation of the present system. the initiat-
ing node. for example node A as shown in Fig.3. trans-
mits a tunnel relay frame such as the tunnel relay frame

shown in Fig. 6. Node A sends the tunnel relay frame to
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the first station along the tunnel path. for example node
B (Fig. 3). over a previously established reliable trans-

port layer connection. Node B searches the string buffer
in the tunnel relay frame to find its node name. for exam-

ple its DNS host name. Node B finds its node name in

the string buffer indexed by path index 0. and then uses
the contents of path index 1 110 to determine the loca-

tion within the string buffer 112 of the node name of the

next node along the tunnel path. Node B uses this node

name to establish a reliable transport layer connection

with the next node along the tunnel path. Node B then

forwards the relay frame to the next node. This procees
continues until the end node of the tunnel route. for

example tunnel server D 62 (Fig. 3) is reached.

Fig. 7 shows the format of an example embodiment

of a key exchangekey authentication request frame.
The field 120 contains a length of the frame. The field

122 contains a type of the frame, for example a type of

REQUEST indicating a key exchange/key authentica-

tion request frame. The field 124 contains a tunnel pro-
tocol version number. Thefield 126 contains an offset of

the name of the entity initiating the tunnel connection,

for example the name of a user on the node originally .
issuing the request frame. This name and key exchange

material in the request frame are used by the receiving

tunnel end point to authenticate the key
exchange/authentication REQUEST. The name of the

entity initiating the tunnel connection is also use to

authorize any subsequent tunnel connection. based on

predetermined security policies of the system. The field
128 contains an offset into the frame of the node name

of the destination node. for example the end node of the

tunnel shown as node D 62 in Fig. 3.
The field 130 contains an offset into the frame at

which key exchange data as is stored. for example

within the string buffer field 138. The key exchange data
for example includes key exchange material used to
determine a shared set of encryption parameters for the

life of the tunnel connection such as cryptographic keys

and any validity times associated with those keys. The
key exchange data. as well as the field 132. further

include information regarding any shared set of crypto-
graphic transforms to be used and any other connec-

tion-specific parameters. such as strength and type of
cipher to be used. type of compression of the data to be

used. etc. The field 134 contains flags. for example indi-
mting further information about the frame. The field 136

contains client data used in the tunnel end points to con-

figure the local routing tables so that packets for nodes
reachable through the virtual private network are sent

through the pseudo network adapters. In an example

embodiment. the string buffer 138 is encrypted using a
public encryption key of the receiving tunnel end point.

During operation of the present system, one of the

end nodes of the tunnel sends a key exchange/authen-
tication REQUEST frame as shown in Fig. 7 to the other

end node of the tunnel in order to perform key exchange

and authentication as described in step 90 of Fig. 5.
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Fig. 8 shows the format of an example embodiment

of a key exchange/key authentication response frame.
referred to as a connection RESPONSE frame. The

field 150 contains a length of the frame. The field 152

contains a type of the frame, for example a type of con-

nection RESPONSE indicating a key exchange/key
authentication request frame. The field 154 contains a
tunnel protocol version number.

The field 156 contains an offset into the frame at

which key exchange data as is stored. for example
within the string buffer field 163. The key exchange data
for example includes key exchange material to be used
for encryption/decryption over the life of the tunnel con-

nection and any validity times associated with that key
exchange material. The key exchange data, as well as

the field 158, further includes information regarding any
shared set of cryptographic transforms to be applied to
subsequent data and any other connection-specific
parameters. such as strength and type of cipher to be
used, any compression of the data to be used. etc. The

field 160 contains flags. for example indicating other
information about the frame. The client data field 162

contains data used by the pseudo network adapters in

the tunnel end points to configure the local routing
tables so that packets for nodes in the virtual private
network are sent through the pseudo network adapters.
The string buffer includes key exchange material. The

string buffer is for example encrypted using a public
encryption key of the receiving tunnel end point. in the
this case the inifiator of the tunnel connection.

During operation of the present system. one of the

end nodes of the tunnel sends a key exchange/authen-
tication RESPONSE frame as shown in Fig. 7 to the

other end node of the tunnel in order to perform key
exchange and authentication as described in step 92 of
Fig. 5.

Fig. 9 shows the format of an example embodiment

of an tunnel data frame used to communicate through a
tunnel connection. Fig. 9 shows how an IP datagram
may be encapsulated within a tunnel frame by the
present system for secure communications through a
virtual private network The field 170 contains a length
of the frame. The field 172 contains a type of the frame,
for example a type of DATA indicating a tunnel data
frame. The field 174 contains a tunnel protocol version
number.

The fields 176, 178 and 182 contain information

regarding the encapsulated datagram. The field 180

contains flags indicating information regarding the
frame. The field 184 contains a value indicating the
length of the optional padding 189 at the end of the

frame. The frame format allows for optional padding in
the event that the amount of data in the frame needs to

be padded to an even block boundary for the purpose of
being encrypted using a block cipher. The field 186 con-

tains a value indicating the length of the digest field 187.
The data frame format includes a digital signature

generated by the transmitting tunnel and point referred

10

15

20

25

30

35

50

to as a "digest". The value of the digest ensures data

integrity, for example by detecting invalid frames and
replays of previously transmitted valid frames. The

digest is the output of a conventional keyed crypto-
graphic hash function applied to both the encapsulated
datagram 190 and a monotonically increasing
sequence number. The resulting hash output is passed

as the value of the digest field 187. The sequence
number is not included in the data frame. In the example
enbodiment. the sequence number is a counter main-

tained by the transmitter (for example node A in Fig. 3)
of all data frames sent to the receiving node (for exam-
ple node D in Fig. 3) since establishment of the tunnel
connection.

In order to determine if the data frame is invalid or a

duplicate. the receiving node decrypts the encapsulated
datagram 190. and applies the keyed cryptographic
hash function (agreed to by the tunnel end nodes during
the steps shown in Fig. 5) to both the decrypted encap-
sulated datagram and the value of a counter indicating
the number of data frames received from the transmitter

since establishment of the tunnel connection. For exam-

ple the keyed hash function is applied to the datagram
concatenated to the counter value. If the resulting hash
output matches the value of the digest field 187. then

the encapsulated datagram 190 was received correctly
and is not a duplicate. If the hash output does not match

the value of the digestfield 187, then the integrity check
fails. and the tunnel connection is closed. The field 188

contains an encrypted network layer datagram. for
example an encrypted lP datagram.

The encapsulated datagram may be encrypted
using various encryption techniques. An example
enbodiment of the present system advantageously
encrypts the datagram 190 using either a stream cipher
or cipher block chaining encryption over all data trans-
mitted during the life of the tunnel connection. This is

enabled by the reliable nature of the transport layer con-
nections within the tunnel connection. The specific type
of encryption and any connection specific symmetric
encryption keys used is determined using the steps
shown in Fig. 5. The fields in the tunnel data frame other

than the encapsulated datagram 188 are referred to as
the tunnel data frame header fields.

Fig. 10 is a block diagram showing an example
enbodiment of a "close connection" frame. The field

190 contains the length of the frame. The field 191 con-

tains a frame type. for example having a value equal to
CLOSE. Field 192 contains a value equal to the current
protocol version number of the tunnel protocol. The field

193 contains a status code indicating the reason the
tunnel connection is being closed.

During operation of the present system. when end
point of a tunnel connection determines that the tunnel

connection should be closed. a close connection frame

as shown in Fig. 10 is transmitted to the other end point
of the tunnel connection. When a close connection

close frame is received, the receiver closes the tunnel
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connection and no further data will be transmitted or

received through the tunnel connection.

Fig. 11 is a state diagram showing an example
embodiment of forming a tunnel connection in a node

initiating a tunnel connection. In Fig. 11. Fig. 12. and
Fig. 13, states are indicated by ovals and actions or

events are indicated by rectangles. For example the tun-

nel server node A as shown in Fig. 3 may act as a tunnel

connection initiator when establishing a tunnel connec-

tion with the tunnel sewer node D. Similarly the client
system 247 in Fig. 14 may act as a tunnel connection

initiator when establishing a tunnel connection with the

tunnel server. The tunnel initiator begins in an idle state

194. Responsive to an input from a user indicating that
a tunnel connection should be established. the tunnel

initiator transitions from the idle state 194 to a TCP

Open state 195. In the TCP Open state 195. the tunnel

initiator establishes a reliable transport layer connection

with a first node along the tunnel path. For example, the
tunnel initiator opens a socket interface associated with

a TCP connection to the first node along the tunnel
path. in Fig. 3 node A opens a socket interface associ-
ated with a TCP connection with node B.

Following establishment of the reliable transport
layer connection in the TCP Open state 195. the tunnel
initiator enters a Send Relay state 197. In the Send

Relay state 197, the tunnel initiator transmits a relay
frame at 198 over the reliable transport layer connec-

tion. Following transmission of the relay frame. the tun-

nel initiator enters the connect state 199. If during
transmission of the relay frame there is a transmission
error, the tunnel initiator enters the Network Error state

215 followed by the Dying state 208. in the Dying state
208. the tunnel initiator disconnects the reliable trans-

port layer connection formed in the TCP Open state
195. for example by disconnecting a TCP connection

with Node B. Following the disconnection at 209. the
tunnel initiator emers the Dead state 210. The tunnel ini-

tiator subsequemly transitions back to the idle state 194

at a point in time predetermined by system security con-
figuration parameters.

in the Connect state 199. the tunnel initiator sends

a key exchange/authentication REQUEST frame at 200

to the tunnel server. Following transmission of the key
exchange/authentication REQUEST frame 200. the tun-

nel initiator enters the Response Wait state 201. The

tunnel initiator remains in the Response Wait state 201

until it receives a key exchange/authentication
RESPONSE frame 202 from the tunnel server. After the

key exchange/authentication RESPONSE frame is

received at 202. the tunnel initiator emers the Author-

ized state 203, in which it may send or receive tunnel

data frames. Upon receipt of a CLOSE connection
frame at 216 in the Authorized state 203. the tunnel ini-

tiator transitions to the Dying state 208.

Upon expiration of a session encryption key at 211.
the tunnel initiator enters the Reconnect state 212. and
sends a CLOSE connection frame at 213 and discon-
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nects the TCP connection with the first node along the
tunnel path at 214. Subsequently the tunnel initiator
emers the TCP Open state 195.

If during the authorized state 203. a local user

issues an End Session command at 204. or there is a

detection of an authentication or cryptography error in a
received data frame at 205, the tunnel initiator emers

the Close state 206. During the Close state 206 the tun-
nel initiator sends a CLOSE connection frame at 207 to

the tunnel server. The tunnel initiator then enters the
Dying state at 208.

Figure 12 is a state diagram showing the states
within an example embodiment of a tunnel server. for

example node D in Fig. 3 or tunnel server 253 in Fig. 14.
The tunnel server begins in an Accept Wait state 217. In
the Accept Wait state 217. the tunnel server receives a

request for a reliable transport layer connection. for

example a TCP connection reguest 218 from the last

node in the tunnel path prior to the tunnel server. for

example Node C in Fig. 3. In response to a TCP con-

nection request 218 the tunnel server accepts the
request and establishes a socket interface associated

with the resulting TCP connection with Node C.

Upon establishment of the TCP connection with the

last node in the tunnel path prior to the tunnel server.

the tunnel server enters the Receive Relay state 219. In
the Receive Relay state 219. the tunnel server waits to

receive a relay frame at 220. at which time the tunnel

server enters the Connect Wait state 221. If there is

some sort of network error 234 during receipt of the

relay frame at 219. the tunnel server enters the Dying
state 230. During the Dying state 230 the tunnel server

disconnects at 231 the transport layer connection with

the last node in the tunnel path prior to the tunnel
server. After disconnecting the connection. the tunnel
server enters the Dead state 232.

In the Connect Wait state 221, the tunnel server

waits for receipt of a key exchange/authentication

REQUEST frame at 222. Following receipt of the key
exchange/authentication REQUEST frame at 222. the

tunnel server determines whether the requested tunnel
connection is authorized at step 223. The determination
of whether the tunnel connection is authorized is based

on a name of the tunnel initiator. and the key exchange
material within the key exchange/authentication
REQUEST frame.

If the requested tunnel connection is authorized the

tunnel server sends a key exchange/authentication
RESPONSE frame at 224 back to the tunnel initiator. if

the requested tunnel connection is not authorized. the
tunnel server enters the Close state 228. in which it

sends a close connection frame at 229 to the tunnel cli-

ent. Following transmission of the CLOSE connection

frame at 229. the tunnel server enters the Dying state
230.

If the requested tunnel connection is determined to

be authorized at step 223. the tunnel server enters the

Authorized state 225. In the Authorized state. the tunnel
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server transmits and receives tunnel data frames

between itself and the tunnel initiator. If during the
Authorized state 225. the tunnel sewer receives a

CLOSE connection frame at 233. the tunnel server tran-

sitions to the Dying state 230. If during the authorized
state 225. the tunnel sewer receives an end session

command from a user at 226, then the tunnel server

transitions to the Close state 228, and transmits a close
connection frame at 229 to the tunnel initiator. If the tun-

nel server in the Authorized state 225 detects an integ-
rity failure in a received packet. the tunnel sewer
transitions to the Close state 228. In the close state 228

the tunnel server sends a CLOSE connection frame at

229 and subsequently enters the Dying state 230.

Fig. 13 is a state diagram showing an example

embodiment of a state machine within a tunnel relay
node. The tunnel relay node begins in an Accept Wait
state 235. When a request is received to form a reliable

transport layer connection at 236. a reliable transport

layer connection is accepted with the requesting node.
For example. a TCP connection is accepted between

the relay node and the preceding node in the tunnel
path.

The relay node then transitions to the Receive

Relay state 237. During the Receive Relay state 237.

the relay node receives a relay frame at 238. Following
receipt of the relay frame at 238, the relay node deter-
mines what forwarding address should be used to for-
ward frames received from the TCP connection

established resqaonsive to the TCP connect event 236. If

the next node in the tunnel path is a tunnel sewer. the
tomarding address may be selected at 239 so as to

choose an underutilized tunnel sewer from a group of

available tunnel sewers or to choose an operational
server where others are not operational.

Following determination of the forwarding address
or addresses in step 239. the relay node enters the For-
ward Connect state 240. In the Fomrard Connect state

240, the relay node establishes a reliabletransport layer

connection with the node or nodes indicated by the for-

warding address or addresses determined in step 239.
Following establishment of the new connection at

event 241, the tunnel relay enters the Forward state

242. During the Fowvard state 242, the relay node for-
wards all frames between the connection established at

236 and those connections established at 241. Upon
detection of a network error or receipt of a frame indicat-
ing a closure of the tunnel connection at 243. the tunnel

relay enters the Dying state 244. Following the Dying
state 244. the relay node disconnects any connections

established at event 241. The relay node then enters
the Dead state 246.

Fig. 14 shows an example embodiment of a virtual

private network 249 formed by a pseudo network
adapter 248 and a tunnel connection between a tunnel

client 247 and a tunnel sewer 253 across a public net-
work 251. The tunnel sewer 253 and tunnel client 247

are for example network stations including a CPU or
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microprocessor. memory, and various l/O devices. The

tunnel sewer 253 is shown physically connected to a

private LAN 256 including a Network Node 1 257 and a

Network Node 2 258. through a physical network
adapter 254. The tunnel sewer 253 is further shown

physically connected with a firewall 252 which sepa-
rates the private LAN 256 from the public network 251.

The firewall 252 is physically connected with the public
network 251. The tunnel sewer 253 is further shown

including a pseudo network adapter 255. The client sys-
tem 247 is shown including a physical network adapter
250 physically connected to the public network 251.

During operation of the elements shown in Fig. 14,
nodes within the virtual private network 249 appear to
the tunnel client 247 as if they were physically con-
nected to the client system through the pseudo network
adapter 248. Data transmissions between the tunnel cli-

ent and any nodes that appear to be within the virtual

private network are passed through the pseudo network
adapter 248. Data transmissions between the tunnel cli-

ent 247 and the tunnel sewer 253 are physically accom-
plished using a tunnel connection between the tunnel
client 247 and the tunnel sewer 253.

Fig. 15 shows elements in an example embodiment

of a pseudo network adapter such as the pseudo net-
work adapter 248 in Fig. 14. In an example embodiment
the elements shown in Fig. 15 are implemented as soft-

ware executing on the tunnel client 247 as shown in Fig.
14. In Fig. 15 there is shown a pseudo network adapter
259 including a virtual adapter driver interface 263, an

encapsulation engine 264, an encryption engine 265, a

decapsulation engine 268, and a decryption engine
266. Further shown in the pseudo network adapter 259
are an ARP server emulator 270 and a Dynamic Host

Configuration Protocol (DHCP) server emulator.

The pseudo network adapter 259 is shown inter-

faced to a TCP/lP protocol stack 260. through the virtual

adapter driver interface 260. The TCPIIP protocol stack

260 is shown interfaced to other services in an operat-
ing system 261 . as well as a physical network adapter's
driver 262. The physical network adapters driver 262 is

for example a device driver which controls the operation

of a physical network adapter such as physical network
adapter 250 as shown in Fig. 14.

During operation of the elements shown in Fig. 15,
the pseudo network adapter 259 registers with the net-
work layer in the TCPIIP stack 260 that it is able to reach

the IP addresses of nodes within the virtual private net-

work 249 as shown in Fig. 14. For example, the pseudo
network adapter on the client system registers that it

can reach the pseudo network adapter on the sewer.

Subsequently. a message from the tumel client

addreesed to a node reachable through the virtual pri-
vate network will be passed by the TCPIIP stack to the

pseudo network adapter 259. The pseudo network

adapter 259 then encrypts the message. and encapsu-
lates the message into a tunnel data frame. The pseudo
network adapter 259 then passes the tunnel data frame
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back to the TCPIIP protocol stack 260 to be sent

through to the physical network adapter in the tunnel
server. The tunnel sewer passes the received data

frame to the pseudo network adapter in the server.

which de-encapsulates and decrypts the message.

Fig. 16 shows a more detailed example embodi-

ment of a pseudo network adapter 280. The pseudo

network adapter 280 includes a virtual network adapter
driver interface 288. The transmit path 290 includes an

encryption engine 292. and an enmpsulation engine
294. The encapsulation engine 294 is interfaced with a

TCPIIP transmit interface 312 within a TCPIIP protocol
stack. for example a socket interface associated with

the first relay node in the tunnel path. or with the remote

tunnel end point if the tunnel path includes no relays.

In the example embodiment of Fig. 16, the pseudo

network adapter 280 appears to the TCPIIP protocol

stack 282 as an Ethernet adapter. Accordingly. ethernet

packets 286 for a destination addresses understood by

the TCPIIP protocol stack to be reachable through the

virtual private network are passed from the TCPIIP pro-

tocol stack 282 to the virtual network adapter interface

288 and through the transmit path 290. Similarly, ether-
net packets 284 received through the pseudo network

adapter 280 are passed from the receive path 296 to the
virtual network adapter interface 288 and on to the

TCPIIP protocol stack 282.

Further shown in the pseudo network adapter 280

of Fig. 16 is a receive path 296 having a decryption

engine 298 interfaced to the virtual network adapter
interface 288 and a decapsulation engine 300. The
decapsulation engine 300 in turn is interfaced to a

TCPIIP receive function 314 in the TCPIIP protocol
stack 282. for example a socket interface associated

with the first relay in the tunnel path. or with the remote

tunnel end point if the tunnel path includes no relays.
The pseudo network adapter 280 further includes an
ARP server emulator 304 and a DHCP server emulator

306. ARP and DHCP request packets 302 are passed
to the ARP server emulator 304 and DHCP server emu-

lator 306 respectively. When a received packet is
passed from the receive path 296 to the TCPIIP stack
282. a receive event must be indicated to the TCPIIP

stack 282. for example through an interface such the

Network Device Interface Specification (NDIS), defined
by Microsoftm Corporation.

Also in Fig. 16 is shown is an operating system 310
coupled with the TCPIIP protocol stack 282. The

TCPIIP protocol stack 282 is generally considered to be
a component part of the operating system. The operat-

ing system 310 in Fig. 16 is accordingly the remaining
operating system functions and procedures outside the

TCPIIP protocol stack 282. A physical network adapter
308 is further shown operated by the TCPIIP protocol
stack 282.

During operation of the elements shown in Fig. 16.

a user passes data for transmission to the TCPIIP pro-
tocol stack 282. and indicates the IP address at the
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node to which the message is to be transmitted. for

example through a socket interface to the TCP layer.
The TCPIIP protocol stack 282 then determines

whether the destination node is reachable through the
virtual private network. It the message is for a node that

is reachable through the virtual private network. the

TCPIIP protocol stack 282 an ethernet packet 286 cor-

responding to the message to the pseudo network

adapter 280. The pseudo network adapter 280 then

passes the ethernet packet 286 through the transmit

path, in which the ethernet packet is encrypted and
encapsulated into a tunnel data frame. The tunnel data

frame is passed back into the TCPIIP protocol stack 282
through the TCPIIP transmit function 312 to be transmit-

ted to the tunnel server through the tunnel connection.

In an example embodiment. a digest value is calculated

for the tunnel data frame before encryption within the

transmit path within the pseudo network adapter.

Further during operation of the elements shown in

Fig. 16, when the TCPIIP protocol stack 282 receives a

packet from the remote endpoint of the TCPIIP tunnel

connection, for example the tunnel server. the packet is

passed to the pseudo network adapter 280 responsive

to a TCP receive event. The pseudo network adapter

280 then decapsulates the packet by removing the tun-
nel header. The pseudo network adapter further
decrypts the decapsulated data and passes it back to

the TCPllP protocol stack 282. The data passed from
the pseudo network adapter 280 appears to the TCPIIP

protocol stack 282 as an ethernet packet received from
an actual physical device. and is the data it contains is

passed on to the appropriate user by the TCPIIP proto-
col stack 282 based on information in the ethernet

packet header provided by the pseudo network adapter.

Fig. 17 is a flow chart showing steps performed by

an example embodiment of a pseudo network adapter

during packet transmission. such as in the transmit path
290 of Fig. 14. The TCPIIP protocol stack determines

that the destination node of a packet to be transmitted is
reachable through the virtual LAN based on the destina-

tion IP address of the packet and a network layer routing
table. At step 320 the packet is passed to the pseudo
network adapter from the TCPIIP protocol stack As a

result. a send routine in the pseudo adapter is triggered
for example in the virtual network adapter interface 288
of Fig. 16.

At step 322 the pseudo network adapter send rou-

tine processes the Ethemet header of the packet pro-
vided by the TCPIIP stack and removes it At step 324.
the send routine determines whether the packet is an

ARP request packet It the packet is an ARP request
packet for an lP address of a node on the virtual LAN.

such as the pseudo network adapter 01 the tunnel

sewer. then step 324 is followed by step 326. Other-

wise, step 324 is followed by step 330.

At step 326. the ARP server emulator in the pseudo

network adapter generates an ARP reply packet. For

example. if the ARP request were for a physical address
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corresponding to the IP address of the pseudo network

adapter on the tunnel server, the ARP reply would indi-
cate a predetermined. reserved physical address to be

associated with that IP address. At step 328 the pseudo
network adapter passes the ARP response to the virtual

network adapter interface. The virtual network adapter
interface then indicates a received packet to the TCP/IP

protocol stack. for example using an NDIS interface.

The TCP/IP protocol stack then processes the ARP

response as if it had been received over an actual phys-
ical network

At step 330 the send routine determines whether

the packet is a DHCP request packet requesting an IP
address for the pseudo network adapter. If so, then step
330 is followed by step 332. Othenivise. step 330 is fol-
lowed by step 334.

At step 334, the DHCP server emulator in the

pseudo network adapter generates a DHCP response.
The format of DHCP is generally described in the DHCP

RFC. At step 328 the pseudo network adapter passes
the DHCP response to the virtual network adapter inter-
face. for example indicating an IP address received from

the tunnel server in the client data field of the key
exchange/authentication RESPONSE frame. The vir-

tual network adapter interface then indicates a received

packet to the TCP/lP protocol stack. The TCP/IP proto-
col staok then processes the DHCP response as if it had
been received over an actual physical network

At step 334 the pseudo network adapter encrypts
the message using an encryption engine such that only
the receiver is capable of decrypting and reading the
message. At step 336 the pseudo network adapter
encapsulates the encrypted message into a tunnel data

frame. At step 338 the pseudo network adapter trans-
mits the tumel data frame through the tunnel connec-
tion using the TCP/IP protocol stadc

Fig. 18 is a flow chart showing steps performed by
an example embodiment of a pseudo network adapter
during packet receipt. such as in the receive path 296 of
Fig. 14.

At step 350. the pseudo network adapter is notified
that a packet has been received over the tunnel connec

tion. At step 352 the pseudo network adapter decapsu-
lates the received message by removing the header
fields of the tunnel data frame. At step 354 the pseudo
network adapter decrypts the decapsulated datagram
from the tunnel data frame. At step 356. in an example
errbodiment. the pseudo network adapter forms an
Ethernet packet from the decapsulated message. At
step 358 the pseudo network adapter indicates that an

Ethernet packet has been received to the TCP/IP proto-
col stack through the virtual network adapter interface.
This causes the TCP/IP protocol stack to behave as if it
had received an Ethernet packet from an actual Ether-
net adapter.

Fig. 19 shows the data flow within the transmit path
in an example embodiment of a pseudo network
adapter. At step 1 370. an application submits data to be
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transmitted to the TCP protocol layer 372 within the
TCP/IP protocol stack. The application uses a conven-

tional socket interface to the TCP protocol layer 372 to
pass the data. and indicates the destination IP address

the data is to be transmitted to. The TCP protocol layer
372 then passes the data to the lP protocol layer 374
within the TCP/IP protocol stack At step 2 376, the
TCP/IP protocol stack refers to the routing table 378 to
determine which network interface should be used to
reach the destination IP address.

Because in the example the destination IP address

is of a node reachable through the virtual private net-
work. the IP layer 374 determines from the routing table
378 that the destination IP address is reachable through
pseudo network adapter. Accordingly at step 3 380 the

TCP/IP protocol stack passes a packet containing the
data to the pseudo network adapter 382.

At step 4 384. the pseudo network adapter 382
encrypts the data packets and encapsulates them into
tunnel data frames.

The pseudo network adapter 382 then paeses the
tunnel data frames packets back to the TCP protocol
layer 372 within the TCP/IP protocol stack through a
conventional sod<et interface to the tunnel connection

with the first node in the tunnel path.

The TCP protocol layer 372 then forms a TCP layer
packet for each tunnel data frame, having the tunnel
data frame as its data. The TCP frames are passed to
the IP layer 374. At step 5 386 the routing table 378 is
again searched. and this time the destination IP

address is the IP address aesociated with the physical
network adapter on the tunnel server, and accordingly is
determined to be reachable over the physical network
adapter 390. Accordingly at step 6 388 the device driver

390 for the physiesl network adapter is called to pass
the packets to the physical network adapter. At step 7
392 the physical network adapter transmits the data
onto the physical network 394.

Fig. 20 is a data flow diagram showing data flow in

an example embodimem of packet receipt involving a
pseudo network adapter. At step 1 410 data arrives over

the physical network 412 and is received by the physical
network adapter and passed to the physical network
driver 414. The physical network driver 414 passes the
data at step 2 418 through the IP layer 420 and TCP

layer 422 to the pseudo network adapter 426 at step 3
424, for example through a conventional socket inter-

face. At step 4 428 the pseudo network adapter 426
decrypts and decapsulates the received data and

passes it back to the IP layer of the TCP/IP protocol
stack. for example through the TDl (Transport Layer
Dependent interface API) of the TCP/IP stack. The data

is then passed through the TCP/IP protocol stack and to
the user associated with the destination IP address in
the decapsulated datagrams at step 5 430.

Fig. 21 shows data flow in an example embodiment
of packet transmission involving a pseudo network
adapter. Fig. 21 shows an example embodimentfor use
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on a Microsoft“ \Mndows 95“I PC platform. In Fig. 21 a
user application 450 passes unencrypted data to an

interface into the TCP layer of the TCP/IP protocol, for
example the WinSock API 452. The user indicates a

destination IP address associated with a node reacha-

ble through a virtual private network accessible through
the pseudo network adapter.

The TCP layer 454 passes the data to the IP layer
456, which in turn passes the data to the Network

Device Interface Specification Media Access Control

(NDIS MAC) interface 458. The pseudo network

adapter 459 has previously registered with the routing
layer (IP) that it is able to reach a gateway address
associated with the destination IP address for the user

data. Accordingly the IP layer uses the NDIS MAC layer
interface to invoke the virtual device driver interface 460

to the pseudo network adapter 459. The pseudo net-
work adapter 459 includes a virtual device driver inter-

face 460. an ARP server emulator 462. and a DHCP
server emulator 464.

In the example embodiment of Fig. 19, the pseudo
network adapter 459 passes the data to a tunnel appli-
cation program 466. The tunnel application program
466 encrypts the IP packet received from the IP layer
and encapsulates it into a tunnel data frame. The tunnel

application then passes the tunnel data frame including
the encrypted data to the MnSock interface 452. indi-
cating a destination IP address of the remote tunnel end

point. The tunnel data frame is then passed through the
TCP layer 454, IP layer 456, NDIS MAC layer interface
458. and physical layer 468. and transmitted on the net—

work 470. Since the resulting packets do not contain a

destination .IP address which the pseudo network

adapter has registered to convey, these packets will not
be diverted to the pseudo network adapter.

Fig. 22 is a data flow diagram showing data flow in
an example embodiment of packet transmission involv-

ing a pseudo network adapter. The embodiment shown

in Fig. 22 is for use on a UNIX platform. In Fig. 20 a user
application 472 passes unencrypted data to a socket
interface to the TCPIIP protocol stack in the UNIX

socket layer 474, indicating a destination IP address of

a node reachable through the virtual private network.

The UNIX socket layer 474 passes the data through
the TCP layer 476 and the IP layer 478. The pseudo
network adapter 480 has previously registered with the
routing layer (IP) that it is able to reach a gateway asso-
ciated with the destination IP address for the user data.
Accordingly the IP layer 478 invokes the virtual device

driver interface 482 to the pseudo network adapter 480.
The IP layer 478 passes the data to the pseudo network
adapter 480. The pseudo network adapter 480 includes
a virtual device driver interface 482. and a DHCP server
emulator 484.

In the example embodiment of Fig. 22. the pseudo
network adapter 480 passes lP datagrarrs to be trans-
mitted to a UNIX Daemon 486 associated with the tun-

nel connection. The UNIX Daemon 486 encrypts the IP
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packet(s) received from the IP layer 478 and encapsu-
lates them into tunnel data frames. The UNIX Daemon
486 then passes the tunnel data frames to the UNIX

socket layer 474. through a socket associated with the
tunnel connection. The tunnel data frames are then

processed by the TCP layer 476. IP layer 478. data link
layer 488. and physical layer 490 to be transmitted on

the network 492. Since the resulting packets are not
addressed to an IP address which the pseudo network
adapter 480 has registered to convey. the packets will
not be diverted to the pseudo network adapter 480.

Fig. 23 is a flow chart showing steps to initialize 3
example embodiment of a virtual private network The

steps shown in Fig. 23 are performed for example in the
tunnel client 247 as shown in Fig. 14. At step 500 a tun-
nel application program executing in the tunnel client

sends a tunnel relay frame to the tunnel server. At step
502 the tunnel application program sends a tunnel key
exchange/authentication REQUEST frame to the tunnel

server. The tunnel application in the tunnel server

ignores the contents of the client data field in the tunnel

key exchange/authentication REQUEST frame. The

tunnel application in the tunnel server fills in the client

data field in the tunnel key exchange/authentication
RESPONSE frame with Dynamic Host Configuration
Protocol (DHCP) information. for example including the
following information in standard DHCP format:

1) IP Address for tunnel client Pseudo Network
Adapter

2) IP Address for tunnel server Pseudo Network
Adapter

3) Routes to nodes on the private network physi-
cally connected to the tunnel server which are to be
reachable over the tunnel connection.

At step 504 the tunnel application receives a tunnel

key exchange/authentication RESPONSE frame from
the tunnel server. The client data field 508 in the tunnel

connection response is made available to the pseudo
network adapter in the tunnel client. The tunnel applica-
tion in the tunnel client tells the TCP/IP stack that the

pseudo network adapter in the tunnel client is active.

The pseudo network adapter in the tunnel client is

active and ready to be initialized at step 510.
The tunnel client system is configured such that it

must obtain an IP address for the tunnel client pseudo
network adapter dynamically. Therefore the TCP/IP

stack in the tunnel client broadcasts a DHCP request
packet through the pseudo network adapter. Accord-
ingly, at step 512 the pseudo network adapter in the cli-
ent receives a conventional DHCP request packet from
the TCPIIP stack requesting a dynamically allocated IP
addrees to associate with the pseudo network adapter.
The pseudo network adapter passes the DHCP request
packet to the DHCP server emulator within the pseudo
network adapter, which forms a DHCP response based
on the client data 508 received from the tunnel applica-
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tion. The DHCP response includes the IP address for

the client pseudo adapter provided by the tunnel server

in the client data. At step 514 the pseudo network

adapter passes the DHCP response to the TCP/lP
stack

At step 520. the tunnel application modifies the
routing tables within the tunnel client TCP/IP stack to

indicate that the routes to the nodes attached to the pri-
vate network to which the tunnel server is attached all

are reachable only through the pseudo network adapter

in the tunnel server. The IP address of the pseudo net-
work adapter in the tunnel server provided in the client

data is in this way specified as a gateway to the nodes
on the private network to which the tunnel server is

attached. In this way those remote nodes are viewed by

the TCP/IP stack as being reachable via the virtual pri-
vate network through the client pseudo network
adapter.

At step 516 the pseudo network adapter in the tun-

nel client receives an ARP request for a physical
address associated with the IP address of the pseudo

' network adapter in the tunnel server. The pseudo net-
work adapter passes the ARP request to the ARP

server emulator. which forms an ARP reply indicating a
reserved physical address to be associated with the IP

address of the pseudo network adapter in the tunnel

server. At step 518 the pseudo network adapter passes
the ARP response to the TCP/lP stack in the tunnel cli-

ent. In response to the ARP response. the TCPIIP stack

determines that packets addressed to any node on the

virtual private network must be initially transmitted
through the pseudo network adapter.

In an example embodiment the present system
reserves two physical addresses to be associated with

the pseudo network adapter in the client and the pseudo

network adapter in the server respectively These

reserved physical addresses are used in responses to

AFtP requests passed through the pseudo network

adapter for physical addresses corresponding to the IP

addresses for the pseudo network adapter in the client

and the pseudo network adapter in the server respec-
tively. The reserved physical addresses should have a

high likelihood of not being used in any actual network
interface.

While the invention has been described with refer-

ence to specific example embodiments. the description

is not meant to be construed in a limiting sense. Various
modifications of the disclosed embodiments. as well as

other embodiments of the invention. will be apparent to

persons skilled in the art upon reference to this descrip-
tion. Specifically. while various embodiments have been

described using the TCP/IP protocol stack. the invention

may advantageome be applied where other communi-
cations protocols are used. Also. while various flow

charts have shown steps performed in an example
order. various implementations may use altered orders
of step in order to apply the invention. And further. while

certain Specific software and/or hardware platforms
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have been used in the description. the invention may be

applied on other platforms with similar advantage. ft is
therefore contemplated that the appended claims will
cover any such modifications or embodiments which fall

within the scope of the invention.

Claims

1. A pseudo network adapter providing a virtual pri-
vate network. comprising:

an interface for capturing packets from a local
communications protocol stack for transmis-

sion on said virtual private network. said inter-

face appearing to said local communications

protocol stack as a network adapter device
driver for a network adapter connected to said
virtual private network.

a first server emulator. providing a first reply

packet responsive to a first request packet cap-
tured by said interface for capturing packets

from said local communications protocol stack

for transmission on said virtual private network.

said first request packet requesting a network

layer address for said pseudo network adapter,

said first reply indicating a network layer
address for said pseudo network adapter; and

a second server emulator. providing a second

reply packet responsive to an second request

packet captured by said interface for capturing
packets from said local communications proto-

col stack for transmission on said virtual private

network. said second request packet request-

ing a physical address conesponding to a net-

work layer address of a second pseudo
network adapter. said second pseudo network
adapter located on a remote server node, said

second reply indicating a predetermined.
reserved physical address

2. The pseudo network adapter of claim 1. further

comprising a means for indicating to said local com-

munications protocol stack that said predeter-
mined. reserved physical address is reachable

through said pseudo network adapter. wherein said

means for indicating modifies a data structure in

said local communications protocol stack indicating

which nodes or networks are reachable through
each network interface of the local system.

3. The pseudo network adapter of claim 1. further

comprising a means for indicating to said local com-
munications protocol stack that one or more nodes

on a remote private network connected to said

remote server node are reachable through a gate-

way node equal to said second pseudo network
adapter on said remote server node.
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4. The pseudo network adapter of claim 1. further
comprising:

a transmit path for processing data packets
captured by said interface for capturing packets
from said local communications protocol stack
for transmission on said virtual private network;

an encryption engine, within said transmit path.
for encrypting said data packets;

an encapsulation engine, within said transmit

path, tor encapsulating said encrypted data
packets into tunnel data frames: and

a means for passing said tunnel data frames

back to said local communications protocol
stack for transmission to a physical network
adapter on said remote sewer node.

5. The pseudo network adapter of claim 4, wherein
said transmit path further includes means for stor-

ing a digest value in a digest field in each of said

tunnel data frames, said digest value equal to an
output of a keyed hash function applied to said data
packet encapsulated within said tunnel data frame

concatenated with a counter value equal to a total

number of tunnel data frames previously transmit-
ted to said remote server node.

The pseudo network adapter of claim 4, wherein
said transmit path further includes means tar

processing an Ethernet header in each one of said

» captured data packets, said processing of said
Ethernet header including removing said Ethernet

.header.

The pseudo network adapter of claim 1, further
comprising:

an interface into a transport layer of said local

communications protocol stack for capturing
received data packets from said remote sewer
node.

The pseudo network adapter of claim 7. further
comprising:

a receive path for processing received data
packets captured by said interface into said
transport layer of said local communications

protwol stackfor capturing received data pack-
ets from said remote server node;

an decapsulation engine, within said receive

path, for decapsulating said received data

packets by removing a tunnel frame header;

an decryption engine. within said receive path.
for decrypting said received data packets; and

a means for passing said received data pack-
ets back to said local communications protocol
stack for delivery to a user.
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A method for providing a pseudo network adapter
tor a virtual private network, comprising the steps
of:

capturing packets from a local communications

protocol stack for transmission on said virtual

private network, said capturing through an
interface appearing to said local communica-

tions stack as a network adapter device driver
for a network adapter connected to said virtual
private network;

issuing a first reply packet responsive to a first
request packet captured by said interface for
capturing packets from said local communica-

tions protocol stack for transmission on said vir-

tual private network, said first request packet
requesting a network layer address for said

pseudo network adapter, said first reply indicat-
ing a network layer address for said pseudo
network adapter; and

issuing a second reply packet responsive to a

second request packet captured by said inter-
face for capturing packets from said local com-

munications protocol stack for transmission on

said virtual private network. said second

request packet requesting a physical address
corresponding to a network layer address of a

second pseudo network adapter. said second
pseudo network adapter located on a remote

server node. said ARP Reply indicating a pre-
determined. reserved physiml address.

10. The method of claim 9. further comprising indicat-

11.

ing to said local communications protocol stack that
said predetermined. reserved physical address is

reachable through said pseudo network adapter.
wherein said step of indicating to said local commu-
nications protocol stack modifies a data structure in

said local communications protocol stack indicating
which nodes or networks are reachable through
each network interface of the local system.

The method of claim 9. further comprising indicat-
ing to said local communications protocol stack that

one or more nodes on a remote private network
connected to said remote server node are reacha-

ble through a gateway node equal to said second
pseudo network adapter on said remote server

node, wherein said step of indicating to said local
communications protocol stack that one or more

nodes on said remote private network connected to

said remote server node are reachable through a
gateway node equal to said second pseudo net-
work adapter on said remote server node modifies
a network layer routing table in said local communi-
cations protocol stack

12. The method of claim 9. further comprising:
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processing data packets captured by said inter-
face for capturing packets from said local com-
munications protocol stack for transmission on

said virtual private network in a transmit data

path;

encrypting said data packets in an encryption

engine, within said transmit path;

encapsulating said encrypted data packets into

tunnel data frames by an encapsulation

engine, within said transmit path; and
passing said tunnel data frames back to said

local communications protocol stack for trans-

mission to a physical network adapter on said

remote server node, wherein said transt path

further includes storing a digest value in a
digest field in each of said tunnel data frames.

said digest value equal to an output of a keyed

hash function applied to said data packet
encapsulated within said tunnel data frame

concatenated with a counter value equal to a

total number of tunnel data frames previously
transmitted to said remote server node.

The method of claim 12, wherein said transmit path
further includes processing an Ethernet header in

each one of said captured data packets, said

processing of said Ethernet header including
removing said Ethernet header.

The method of claim 9. further comprising captur-
ing received data packets from said remote server

node through an interface into a transport layer of
said local communications protocol stack. further
comprising:

processing received data packets captured by

said interface into said transport layer of said
local communications protocol stack for captur-
ing received data packets from said remote

server node in a receive path;

decapsulating said received data packets by

removing a tunnel frame header in an decapsu-

Iation engine. within said receive path;

decrypting said received data packets in a

decryption engine within said receive path; and

passing said received data frames packets

back to said local communications protocol
stack for delivery to a user.

The method of claim 9. wherein said network layer
address for said pseudo network adapter and said

predetermined. reserved physical address is corn-

municated to said pseudo network adapter from
said remote server node as client data in a connec-

tion response frame.
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Kommunikationssystem und -Verfahren

Da5 erfindungsgemaBe System umfalSt ein virtuelles
privates Netzwerk (15) und eine externe Vorrichtung
(12(m)), welche durch ein digitales Netzwerk (14) mitein—
ander verbunden sind. Da5 virtuelle private Netzwerk (15)
waist eine Firewall (30), wenigstens eine interne Vorrich-
tung (31(5)) und einen Namen—Server (32) auf, welche je-
weils eine Netzwerkadresse besitzen. Die interne Vorrich-
tung (31(5)) besitzt auch eine Sekundaradresse, und der
Namen—Server (32) ist derart konfiguriert, daB er eine Zu-
ordnung zwischen der Sekundaradresse und der Netz-

werkad resse bereitstellt. In Reaktion auf eine Anfrage von
der externen Vorrichtung (12(m)) zum Aufbau einer Ver—
bindung zur Firewall (30) fibermittelt die Firewall (30) der
externen Vorrichtung (12(m)) die Netzwerkadresse des
Namen-Servers (32). In Reaktion auf eine Anfrage von ei-
nem Bediener oder ahnlichem, welche die Sekundarad—
resse der internen Vorrichtung (31(5)) enthélt und einen
Zugriff an die interne Vorrichtung (31(5)) anfordert, er—
zeugt die externe Vorrichtung" (12(m)) eine Netzwerk-
adressen-Anfragenach richt zur Ubertragung fiber die Ver-
bindung an die Firewall (30), welche eine Auflésung der
Netzwerkadresse, die der Sekundéradresse zugeordnet
ist, anfordert. Die Firewall (30) fibermittelt die Adressen-
auflésungsanfrage an den Namen-Server (32), und der
Namen-Server (32) fibermittelt die Netzwerkadresse, wel—
che der Sekundaradresse zugeordne’t ist, an die Firewall
(30). Da raufhin stellt die Firewall (30) die Netzwerkadresse
in einer

 
Petitioner Apple - EX. 1002, p. 214

.11....
.A.41.__

BESTAVAlLABLECOPY



Petitioner Apple - Ex. 1002, p. 215

DE 199 24575 A1
" 1

Beschreibung

Die Erfindung betrifft allgemein das Gebiet der digitalen
Kommunikationssysteme und -verfahren, und insbesondere
Systeme und Verfahren zum Vereinfachen der Kommunika-
tion zwischen Vorrichtungen, welche mit offentlichen Netz-
werken verbunden sind, z. B. dem Internet, und Vorrichtun-
gen, welche mit privaten Netzwerken verbunden sind.

Digitale Netzwerke wurden entwickelt, um die Ubertra-

gung von Information, welche auch Daten und Programme
umfaBt, fiber digitale Computersysteme und andere Digital-
vorriclitungen zu emioglichen. Es wurde eine Vielzahl von
Arten von Netzwerken entwickelt und realisiert, einschlieB—

lich sog. Fernverbindungsnetze (\the-Area Networks,
nachfolgend "WAN" genannt) und lokale Netzwerke (Local
Area Networks, nachfolgend "LAN" genannt), welche eine
Information unter Verwendung verschiedener Informations—
fibertragungsmethoden fibermitteln. In] allgemeinen werden
LANs innerhalb kleiner geographischer Bereiche realisiert,
z.B. innerhalb eines einzelnen Bfirogebaudes oder a'hnli-
chem, zum Ubertragen von Information innerhalb eines be-
stimmten Bfiros, einer Firma oder einer ahnlichen Art von

Organisationseinheit. Andererseits werden WANs im allge-
meinen auf relativ groBen geographischer Bereichen reali-
siert und konnen verwendet werden, um Information sowohl

zwischen LANs als auch zwischen Vorrichtungen, welche
nicht mit LANs verbunden sind, zu fibertragen. Deranige
WANs umfassen auch offentliche Netzwerke, z. B. das In-

ternet, welche zur Informationsfibertragung zwischen einer
Anzahl von Untemehmen verwendet werden konnen.

Es sind mehrere Probleme im Zusammenhang der Kom-
munikation fiber ein Netzwerk aufgetreten, insbesondere in
einem groBen ofl’entlichen WAN, wie es 2. B. das Internet
ist. Im allgemeinen werden Informationen fiber ein Netz-

werk in Nachrichtenpaketen fibertragen, welche ausgehend
von einer Vorrichtung, als Quelle bzw. Quellenvorfichtung,
zu einer anderen Vorrichtung, als Ziel bzw. Zielvorrichtung,
fiber einen oder mehrere Router oder allgemein Schaltungs-
knoten im Netzwerk fibertragen werden. Jedes Nachrlchten-

pakct enthalt cinc Zicladrcssc, wclchc von den Schaltungs-
knoten verwendet wird, um das jeweilige Nachrichtenpaket
an die geeignete Zielvorrichtung zu leiten. Z.B. im Internet
haben solche Adressen die Form von "n"-Bit Zahlen (wobei
"n" 32 oder 128 scin kann), wobci solchc Zahlcnkolonncn

ffir einen Benutzer schwierig sind zu merken und einzuge-
ben, Wenn die oder der Benutzer die Ubertragung eines
Nachrichtenpakets veranlassen mochte. Um einen Benutzer

von der Notwendigkeit zu befreien, sich solche spezifische
Zahlen-Intemetadressen zu merken und einzugeben, stelll
das Internet einen zweiten Adressierungsmechanismus be-
reit, der (lurch Benutzer derjeweiligen Vorrichtungen einfa-
cher handzuhaben ist. Bei diesem Adressierungsmechanis-
mus werden Intemet-Domains, wie etwa LANs, Intemet-
Servioe-Provider (nachfolgend "ISP" genannt) und fihnli-
che, welche im Internet verbunden sind, durch ffir einen Be-

nutzer relativ einfach les- und merkbare Namen identifiziert,
die nachfolgend als "Klartextnamen" bezeichnet werden.

Um den Einsatz von solchen Klanextnamen umzusetzen,
werden Namen-Server, auch als DNS-Server fiir "Domain

Name Server" bezeichnet, bereitgestellt, um die Klanextna-
men in die geeigneten Internetadressen umzuwandeln.

Wenn ein Bediener einer Vorrichtung, der die Ubertragung
eines Nachn'chtenpakets an eine andere Vorrichtung
wfinscht, den Klanextnamen der anderen Vorrichtung ein-
gibt, nimmt die Vorrichtung zuerst Kontakl mit einem Na-
men-Server auf. Im allgemeinen kann der Namen-Server ein

Teil des ISP selbst sein oder er kann eine spezielle Vorn'ch-
tung sein, welche durch den ISP fiber das Internet zugang-
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lich ist; in jedem Fall wird der ISP den Namen-Server iden-

tifizieren, welcher fijr die Vorrichtung zu verwenden ist,
wenn sich die Vorrichtung beim ISP einloggt, d. h. anmel-
det. Falls der Namen-Server, nachdem die Vorrichtung einen
Kontakt hergestellt hat, eine Zahlen-Intemetadresse ffir den

Klartext-Domainnamen besitzt oder erhalten kann, fibermit-
telt der Namen-Server die Zahlen-Intemetadresse, welche

dem Klartext—Domainnamen entspricht, zu der Vorrichtung
des Bedieners. Die Vorrichtung kann sodann die Zahlen-In—

temetadresse, welche von dem Namen-Server zurfickgesen-
det wurde, in das Nachn'chtenpaket einffigen und das Nach-
richtenpaket an den ISP ffir die Ubertragung fiber das Inter-
net auf konventioneller Weise liefem. Die Intemet-Schal-
tungsknoten verwenden die Zahlen-Internetadresse, um das

Nachrichtenpaket an die gewfinschte Zielvom'chtung zu
fibermitteln.

Andere Probleme treten insbesondere in Verbindung mit
der Ubertragung von Information fiber ein offentliches
WAN. z. B. das Internet, auf. Ein Problem besteht darin, si-
cherzustellen, daB die fiber das WAN fibertragene Informa-
tion, welche die Quellenvorrichtung und die Zielvorn'chtung
vertraulich behalten mfichten, auch tatsachlich vertraulich

bleibt gegenfiber moglichen Lauschem, Welche die Informa-

tion abfangen konnen. Um die Vertraulichkeit zu wahren,
wurden verschiedene Fonnen von Verschlfisselung entwik-
kelt und werden verwendet, um die Information vor der

Ubertragung durch die Quellenvorrichtung zu verschlfisseln
und die Information nach deren Empfang durch die Zielvor-
richtung zu entschlfisseln. Falls gewfinscht wird, daB bei-
spielsweise die gesamte In formation, welche zwischen einer

bestimmten Quellenvorrichtung und einer bestimmten Ziel-
vorrichtung fibertragen wird, vertraulich bleiben soll, kfin-
nen die Vorrichtungen einen sog. "Sicherheitstunnel" zwi-
schen den Vorrichtungen einrichten, der im wesentlichen si-
cherstellt, daB die gesamte Information, welche von der

Quellenvorrichtung an die Zielvorrichtung fibertragen wird,
vor der Ubertragung verschlfisselt wird (mit Ausnahme von
bestimmten Protokollinformationen, wie Adresseninforma—

tion, welche den FluB von Netzpaketen fiber das Netzwerk
zwischcn dcr Qucllcn- und Ziclvorrichtung stcucrt), und daB
die verschlfisselte Information vor der Verwendung durch
die Zielvom'chtung entschlfisselt wird. Die Quellen- und
Zielvorrichtungen kfinnen jeweils fiir sich eine Verschlfisse-
lung bzw. Entschlfisselung durchfiihrcn, odcr dic Vcrschlfis-
selung und Entschlfisselung kann durch andere Vorrichtun-

gen durchgefiihrt werden, bevor die Nachrichtenpakete fiber
das Internet fibertragen werden.

Ein weiteres Problem, welches insbesondere im Zusam-

menhang mitUntemehmen, Regierungséimtem und privaten
Organisationen auftn'tt, deren private Netzwerke, welche
LANs, WANs oder elwaige Kornbinalionen derselben sein
konnen, mit offenflichen WANS, z. B. dem Internet, verbun-

den sind, besteht darin, sicherzustellen, daB deren private
Netzwerke sicher sind gegenfiber anderen Netzwerken, zu
welchen z. B. die Untemehmen keinen Zugfifi haben moch-
ten, oder einen Zugriflc durch andere zu regulieren und zu
kontrollieren, zu welchen z. B. die jeweiligen Organisatio-
nen einen begrenzten Zugritf haben mochten. Um dies um-

zusetzen, verbinden die Organisationen in der Regel ihre
privaten Netzwerke mit ofiendichen WANs fiber eine be-
grenzte Anzahl von Gateways, welche manchmal als "Fue-

walls" bezeichnet werden, durch welche der gesamte Netz-
verkehr zwischen dem intemen und dem ofienflichen Netz-

werk lauft. In der Regel sind Netzwerkadressen von Do-
mains und Vorrichtungen in dem privaten Netzwerk "hinter"

der Firewall den Namen-Servem bekannt, welche in den pri-
vaten Netzwerken vorgesehen sind; sie Sind aber nicht zu-
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Berhalb der privaten Netzwerke, was die Kommunikation

zwischen einer Vorrichtung auBerhalb des privaten Netz-
werkes und einer Vorrichtung innerhalb des privaten Netz-
werkes schwierig macht.

Ein Ziel der vorliegend Erfindung ist es, hier Abhilfe zuschaffen.

Dieses Ziel en'eicht die Erfindung durch die Gegenstfinde
der Ansprfiche 1, 7 und 13. Bevorzugte Ausffihrungsbei-
spiele der Erfindung sind in den jeweils abhé‘mgigen Ansprfi-
chen beschrieben.

Danach schafit die Erfindung ein neuaniges und verbes-
sertes System und ein Verfahren zum Vereinfachen von

Kommunikation zwischen Vorrichtungen, welche mit 6f-
fentlichen Netzwerken, z. B. dem Internet, verbunden sind,
und Vorrichtungen, welche mit privaten Netzwerken ver-
bunden sind, wobei die Auflosung von Sekundiiradressen,

wie etwa Text- bzw. Klanextnamen im Internet, in die zuge—
horigen Netzwerkadressen durch Namen-Server oder ia'hnli-

che Vorrichtungen, die mit den privaten Netzwerken ver-
bunden sind, ermdglicht wird.

Hierffir stellt die Erfindung ein System zur Verffigung mit
einem virtuellen Privaten Netzwerk und einer extemen Vor-

richtung, welche durch ein digitales Netzwerk miteinander
verbunden sind, sowie ein Kommunikationsverfahren und

ein Computerprogrammprodukt zum gemeinsamen Verwen-
den ,mit einem derartiges System. l)as virtuelle private Netz-
werk weist eine Firewall bzw. ein Firewall-System, Wenig-
stens eine inteme Vorrichtung und einen Namen-Server auf,
welche jeweils eine Netzwerkadresse besitzen. Die inteme

Vorrichtung hesitzt femer eine Sekundiiradresse, und der

Namen-Server ist derart konfigun'ert, daB er eine Zuordnung
zwischen der Sekundiiradresse und der Netzwerkadresse be-

reitstellt. In Reaktion auf eine Anfrage von der extemen
Vorrichtung zum Aufbau einer Verbindung zur Firewall
fibermittelt die Firewall der extemen Vorrichtung die Netz-
werkadresse des Namen-Servers. In Reaktion auf eine An-

frage vonteinem Bediener oder iihnlichem, welche die Se-
kundfimdresse der intemen Vorn'chtung enthalt und einen
Zugriff an die interne Vorrichtung anfordert, erzeugt die ex-
temc Vorrichtung cinc thzwcrkadrcsscn-Anfragcnachricht
zur Ubertragung fiber die Verbindung an die Firewall, wel-
che eine Aufl6sung der Netzwerkadresse, die der Sekundfi-
radresse zugeordnet ist, anfordert. Die Firewall fibermittelt

dic Adrcssenauflfisungsanfragc an den Namcn-Scrvcr und
der Namen-Server fibermittelt die Netzwerkadresse, welche
der Sekunda‘radresse zugeordnet ist, an die Firewall. Darauf-
hin stellt die Firewall die Nelzwerkadresse in einer Netz-

werkadressenantwortnachricht zur Ubertragung fiber die
Verbindung an die exteme Vorrichtung bereit. Die externe
Vorrichtung kann sodann die auf diese Weise bereitgestellte
Netzwerkadresse in nachfolgenden an die inteme Vorrich—
tung gerichtete Kommunikationen mit der Firewall verwen—
den.

Weitere Vorteile und Ausgestaltungen der Erfindung erge-
ben sich aus der nachfolgenden detaillierten Beschreibung
eines bevorzugten Ausffihrungsbeispiels. In der Beschrei-
bung wird auf die beigeffigte schematische Zeichnung Be-
zug genommen. Darin zeigt.‘

Fig. 1 ein funktionelles Blockdiagramm eines erfindungs-
gemiiBen Netzwerkes.

Fig. I zeigt ein funktionelles Blockdiagramm eines Netz-
werkes 10, welches gem‘aB der vorliegenden Erfindung auf—
gebaut ist. Das Netzwerk 10 gemfiB Fig. 1 umfaBt einen In-
temet-Service—Provider (nachfolgend "ISP") 11, welcher die
Ubertragung von Nachrichtenpaketen zwischen einer oder
mehreren Vorrichtungen 12(1) bis 12(M) (nachfolgend all-
gemeinen mit dem Bezugszeichen 12(m) identifiziert), wel-
che mit dem ISP 11 verbunden sind, und anderen Vorrich-
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tungen, welche allgemein durch ein Bezugszeichen 13 ge-
kennzeichnet sind, fiber das Internet 14 ermoglicht, wobei
die Ubertragung von Information in Nachrichtenpaketen
zwischen den Vorrichtungen 12(m) und 13 realisiert wird.
Der ISP 11 verbindet das Internet 14 fiber eine oder mehrere

logische Verbindungen oder Gateways oder fihnlichem (im
vorliegenden allgemein als "Verbindungen" bezeichnet),
welche allgemein durch das Bezugszeichen 41 gekennzeich-
net sind, Der ISP 11 kann ein offentlicher ISP sein, welcher
in diesem Falle die Verbindung mit Vorrichtungen 12(m)
herstellt, welche durch Bediener betrieben werden konnen,
die der allgemeinen Offentlichkeit angehoren, so daB diese
Bediener Zugang zu dem Internet erlangen. Alternativ dazu
kann der ISP 11 ein privater ISP sein. In diesem Falle wer-

den die damit verbundenen Vorrichtungen 12(m) im allge-
meinen beispielsweise durch Angestellte eines bestimmten
Unternehmens oder einer Regierungseinrichtung, Mitglie—
dern von einer privaten Organisation oder a'hnlichen betrie-

ben, um diesen Angestellten oder Mitglieder einen Zugang
in das Internet bereit zu stellen.

In an sich konventioneller Weise weist das Internet ein

Netz von Schaltungsknoten auf (welche nicht separat darge-
stellt sind). welche die ISPs 11 und die Vorrielitungen 13
miteinander verbinden, um dazwischen die Ubertragung
von Nachrichtenpaketen zu ermoglichen. Die Nachrichten—
pakete, welche fiber das lntemet l4 fibertragen werden,
stimmen mit denjenigen fiberein, welche durch das sog. In-
temetprotokoll (1P) definiert werden, und umfassen einen
Kopfabschnitt, einen Datenabschnitt und k6nnen einen Feh-
Iererfassungs- und/oder Korrekturahschnitt aufweisen. Der

Kopfabschnitt enthéilt Information, Welche verwendet wird,
um das Nachrichtenpaket fiber das Internet 14 zu fibertra-
gen, beispielsweise eine Zieladresse, welche die Vbrrich-

tung identifiziert, Welche das Nachrichtenpaket als Zielvor-
richtung empfangen soll, und eine Quellenadresse, welche
diejenige Vorrichtung identifizien, welche das Nachrichten-

paket erzeugt hat. In jedem Nachrichtenpaket haben die
Ziel- und Quellenadresse jeweils die Form einer Zahl, wel-

che eindeutig die jeweilige Ziel- bzw. Quellenvorrichtung
idcntifizicrt. Dic Schaltungsknotcn im Internet 14 vcrwcn-

den wenigstens die Zieladresse eines jeweiligen Nachrich-
tenpaketes, um das jeweilige Nachrichtenpaket an die Ziel-
vorrichtung zu fibermitteln, wenn die Zielvorrichtung an das
Intcrnct angcschlossen ist, odcr an cincn ISP 11 oder andcrc

Vorrichtungen, welche an das Internet 14 angeschlossen
sind, welche sodann das Nachrichtenpaket an das geeignete
Ziel senden werden. Der Datenabschnill eines jeden Nach-
richtenpakets enthalt die in dem Nachrichtenpaket fibertra-
genen Daten; und der Fehlererfassungs- und/oder Korrek—
turabschnitt enthalt Fehlererfassungs- find/oder Korrektur-
informationen, welche verwendel werden kfinnen, um zu
verifizieren, daB das Nachrichtenpaket in korrekter Weise
von der Quelle zu der Zielvorrichtung fibertragen wurde (im
Fall der Fehlererfassungsinfonnation), und um ausgewahlte
Arten von Fehlem zu korrigieren, falls das Nachrichtenpa-
ket nicht korrekt fibertragen wurde (im Falle der Fehlerkor-
rekturinformation).

Die Vorrichtungen 12(m), welche mit dem ISP 11 verbun-

den sind, kfinnen jede beliebige Anzahl von Arten von Vor-
richtnngen umfassen, welche fiber das Internet 14 mit ande-
ren Vorrichtungen l3 kommunizieren, umfassend z. B. Per-
sonalcomputer, Computer-Workstations und ahnliches. Jede

Vorrichtung 12(m) kommuniziert mit dem ISP 11, um Nach—
richtenpakete fiir die Ubertragung fiber das Internet 14 an
diesen zu fibertragen, oder um Nachrichtenpakete, welche
durch den ISP 11 fiber das Internet empfangen werden, von
diesem zu empfangen. Dabei kann jedes geeignete Protokoll

verwendet werden, zfiégfiitgfiaenli‘filigfi'ewlpfigénfmza p- 216
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koll (allgcmcin mil "PPP" abgekfirzl), falls die Vorrichtung
12(m) fiber cine Point-to-Poinl Verbindung mit dem ISP ll
vcrbunden ist, odcr irgcndcin konvcntionellcs "Multi-Drop"
Protokoll, falls dic Vorrichtung 12(m) mil dcm ISP 11 fiber
cin "Multi-Drop"-Nclzwcrk, z. B. das Elhcmct, verbundcn
isl, odcr a‘hnliches. Die Vorrichtungcn 12(m) sind im allgc-
mcinen cntsprcchcnd dcr fiblichcn Compulcrarchilcktur mil
gcspcichcrtcn Programmcn aufgcbaut, welche z. B. cinc Sy-
slemeinhcit, cine Bildschirmanzeigeeinhcit und Bedicncr-
cingabecinrichlungcn, wie ctwa cine Tastatur odcr cine

Maus, umfaBt. Einc Systcmcinheil weist im allgcmcinen
einc oder mchrerc Prozcssor-, Spcichcr-, Masscnspcichcr-
cinrichtungcn, z. B. chtplallcn- und/odcr Bandspcichcrclc—
mcnte, oder andcrc Elemente (nichl scparat gezeigt) auf, wic
etwa thzwerk- und/odcr Telcphonschnitlstcllcneiniichlun-

gen, um die jeweilige Vorrichtung an den ISP ll anzukop—
pcln. Die Prozessor- bzw. Vcrarbcilungscinrichtungen verar-
beilen Programme, cinschlieBlich Anwcndungsprogrammc,
untcr dcr Stcucrung cines Bctricbssystcms, um vcrarbcitcte
Datcn zu crzeugen. Die Bildschirmcinhcit crmoglicht cs dcr
Vorrichtung, die verarbeitcten Daten und einen Verarbei-

tungsslalus der Dalen dem Benulzer anzuzeigcn, und die
Bedicncrcingabecinrichtung crmoglicht cs dem Bediener.
Daten einzugebcn und die Verarbeitung zu steucm.

Diese Elcmentc dcr Vorrichtung 12(m) arbciten in Ver-
bindung mil einer gecignctcn Programmicrung so zusam-
men, um einc Vorrichtung 12(m) mil cincr Anzahl von funk-

tioncllen Elemenlcn bcreit zustellen, bcispielswcisc cinc
Bedicncrschnittstcllc 20, cine thzwcrkschnitlstellc 21, ci-
nen Nachrichtcnpakelgcnerator 22, eincn Nachrichtcnpakct-
cmpfanger und -prozcssor 23, cine ISP Einloggstcucrung
bzw. Anmcldungsstcucrung 24, eincn Intcmetparamelcr-
speichcr 25 und im Zusammenhang mil der vorlicgenden
Erfindung cincn Sichcrhcits-Nachrichtenpakctprozcssor 26.
Die Bedicncrschnittstcllc 20 ermoglicht, daB die Vorrich-
tung 12(m) Eingabeinformationcn von dcr/den Bcdiencrcin-

gabcvorrichtung(en) dcr Vorrichtung 12(m) cmpfangt und
die Ausgabcinformationcn dem Bedicncr auf der/dcn Bild-

schirmcinrichtung(cn) dcr Vorrichtung 12(m) angezcigt
wcrdcn. Dic Nclzwcrkschnittstcllc 21 crm6glicht cine Ver-
bindung dcr Vorrichtung 12(m) mit dem ISP ll unter Ver-

wendung des geeignctcn PPP odcr Nclzwerkprolokolls, um
Nachrichtcnpaketc an den ISP 11 zu fibertragcn und von die-
scm Nachrichtcnpakctc zu cmpfangcn. Die thzwcrk-
schnittstcllc 21 kann eine Verbindung mit dem ISP 11 fiber
das offenflichc Telcfonnctz vorschcn, um cincn Wfihlvcrbin-

dungsnclzwcrkbctricb (sog. Dial-Up Bchicb) dcr Vorrich—
tung 12(m) fibcr das offentlichc Telcfonnetz zu crm6gli-
chen. Alternativ odcr zusatzlich dazu kann dic thzwcrk-

schnittstellc 21 cinc Verbindung durch den ISP 11 fiber bei-
spiclswcise ein konvcntioncllcs LAN ermiiglichcn, wic
ctwa das Ethernet. In Reaktion auf eine durch dic Bedicncr-

schnittslellc 20 geliefertc Eingabe und/odcr in Reaktion auf
Anfragen aus Programmcn (nichl gczeigt), welche durch die
Vorrichtung 12(m) verarbeitct werden, kommuniziert dic

ISP Einloggstcuerung 24 fiber die Netzwerkschnittstclle 21,
um die Initialisierung (sog. "Log-On") einer Kommunikali-
onssilzung zwischcn dcr Vorrichtung 12(m) und dem ISP 11

zu ermoglichcn. Wahrend dieser Kommunikationssitzung
kann die Vorrichtung 12(m) Information in dcr Form von

Nachrichtenpakctcn an andcre Vorrichtungcn fiber das Inter-
net 14 sowie an andcre Vorrichtungcn 12(m') (wobci m' 45
m), welche milder ISP 11 odcr mil andcren ISPS vcrbundcn

sind, fiberlragcn. Wiihrend cincs Log-On-Bctriebs cmpfangt
dic ISP Einloggsteuerung 24 die Intcmclprotokollparameter
(IF-Parameter). welche im Zusammcnhang mil cincr Nach-
richlenpaketerzeugung wiihrend der Kommunikalionssit—
zung verwendct wcrden.
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Wéihrcnd einer Kommunikationssilzung crzcugt dcr
Nachrichtcnpakctgencrator 22 Nachrichtcnpakctc zur chr-
tragung durch die Nclzwcrkschnittstcllc 21 in Reaktion auf
cinc Eingabe, welche durch dcn Bedicncr fibcr dic Bedicncr-
schnittstcllc 20 gcliefcrt wird find/odcr in Rcaktion auf An-

fragcn aus Programmcn (nichl scparal gezcigt), welche
durch die Vorrichtung 12(m) vcrarbcitet wcrdcn. Die Nclz-

wcrkschnitlstclle 21 cmpfangt auch Nachrichtcnpakctc aus
dem ISP 11 und licfcrt dicse an den Nachrichtenpaketcmp—
fangcr und ~prozessor 23 zur Verarbeitung und Bereitstcl-
lung an die Bedicnerschnittslellc 20 und/oder andcrcn Pro-

grammen (nichl gczcigt), welche durch die Vorrichtung
12(m) vcrarbcitcl wcrdcn. Falls dic cmpfangcncn Nachrich-
tcnpakctc cine Information enthallen, z. B. ch-Scitcn oder

ahnliches, welche dcm Bedicncr angczcigl wcrdcn soll,
kann die Information dcr Bedicncrschnillstclle 20 gclicfert
wcrdcn, damit die Information auf dcr Bildschirmcinheit der

Vorrichtung angezcigl wird. Zusalzlich odcr allemaliv dazu

kann dic Information an andcre Programme (nichl gezeigt)
zur Verarbeitung gelicfcrl wcrdcn, welche durch dic Vor-
richtung 12(m) verarbeitct wcrdcn.

lm allgcmcinen konncn dic Elemenle, wic dic Bedicncr-

schnittstcllc 20, dcr Nachrichtcnpakctgcncrator 22, der
Nachn'chtcnpakctempfanger und -prozcssor 23, dic ISP Ein- fl
loggstcuerung 24 und dcr Internetparamclerspcichcr25 Ele-
mcnle cincs konventionellcn Internet-Browsers enlhalten,
wie dic von Mosaic, Netscape Navigator und Microsoft In-
ternet Explorer.

Me cs oben crw‘zihnt wurdc, weist dic Vorrichtung 12(m)
im Zusammcnhang mit der vorlicgendcn Erfindung cincn
Sichcrhcits-Nachrichtcnpakctprozcssor 26 auf. Dcr Sichcr-
hcits-Nachrichtenpakctprozessor 26 ermoglicht dcn Aufbau
und Vcrwcndung cincs "Sicherheitstunnels" zwischcn der

Vorrichtung 12(m) und andcrcn Vorrichtungcn 12(m') (wo-
bei m' 7': m) oder 13, wie es wclchcs wciter untcn bcschric-
bcn wird. Im allgcmcinen wird in eincm solchen Sicher—

hcitstunnel Information in wenigstcns dem Datcnabschnitt
dcr zwischcn dcr Vorrichtung 12 (m) und einer spczifischcn
andcrcn Vorrichtung 12(m') (wobci m' 7': m) odcr 13 fiber-

tragcncn Nachrichlcnpakcte gchcimgchaltcn, bcispiclswcisc
durch Vcrschlfisselung des Datcnabschniltcs vor der Uber-

tragung durch dic Qucllcnvon'ichtung. Die Information in

andcren Abschnitten eines dcrartigen Nachrichtenpakets
kann cbcnfalls gchcimgchaltcn wcrdcn, mil Ausnahmc dcr

Information, wclchc bcnotigt wird, um die chrtragung dcs
jcwciligcn Nachrichlcnpakets zwischcn den Vorrichtungcn
zu ennfiglichcn, also 1. B. wcnigstcns die Ziclinfonnaljon,
damit die Schaltungsknotcn des Internets und die ISPs die
Vorrichtung identifiziercn konncn, welche das Nachrichtcn-
pakcl cmpfangcn soll.

Zusa'tzlich zu dem ISP ll kann cine Viclzahl von andcrcn

ISPs dic Verbindung zum Intcrnct herstellen, wic es durch
dic Pfcile 16 angcdeulet ist, um cinc Kommunikation zwi-

schen Vorrichtungcn, welche an dicsen andcrcn ISPS ange-
schlosscn sind, mil andcren Vorrichtungcn fiber das Internet
zu crméglichen, welche die Vorrichtungcn 12(n), welche an
dcm ISP 11 angeschlosscn sind, umfassen konnen.

Dic Vorrichtungcn l3, auf welche die Vorrichtungcn
12(m) zugreifcn und mil wclchcn diesc kommunizicren,
konncn auch von jcdcr belicbigcn Anzahl von Arlen von
Vorrichtungcn scin, cinschlicBlich Personaloomputcr, Com-
puter-Workstations und ahnliches, odcr auch Minicompuler
und GroBrcchner, GroBspcichersysteme, Rechenserver, lo-
kale thzwcrke (LANs) und chverbindungsnctzwerke
(WANs), Wclche derartigc Vorrichtungcn und zahlrciche an-
dcre Arlen von Vorrichtungcn cnthallen. die direkl odcr in-
dirckl mit den thzwerken verbundcn wcrdcn k6nnen. Nach

der vorlicgcnden Erfillggfitlilgfiglrwxfiffi'és Ei'Efdfr “02, p . 2 1 7
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richtungen wenigstens ein privates Netzwerk, welches als
virtuelles privates Netzwerk 15 gekennzeichnet ist und 2. B.
die Form eines LAN oder eines WAN haben kann. Das vir-

tuelle private Netzwerk 15 kann jede der Vorrichtungen
12(m') (wobei m' 98 m) aufweisen (wobei die Verbindung
zu dem Internet 14 fiber einen ISP erfolgt) oder der Vorrich-
tungen 13 (wobei die Verbindung zu dem Internet 14 unmit-
telbar erfolgt). Bei dem vorliegend beschriebenen Ausffih-
rungsbeispiel wird angenommen, daB das virtuelle Netz-

werk 15 eine Vorrichtung 13 aufweist. Das virtuelle private
Netzwerk 15 umfaBt selbst mehrere Vorrichtungen, welche
hier als eine Firewall bzw. ein Firewall-System 30. mehrere
Server 31(1) bis 31(S) (im naehfolgenden allgemein mit
dem Bezugszeichen 31(s) angegeben) und ein Namen-Ser—
ver 32 gekennzeichnet sind, wobei allesamt durch eine

Ubenragungsverbindung 33 miteinander verbunden sind.
Die Firewall 30 und die Server 31(s) konnen ahnlich sein

wie jede der verschiedenen Arten von Vorrichtungen 12(m)
und 13. die hier beschrieben sind. und konnen daher bei-

spielsweise umfassen Personalcomputer, Computer-Work-
stations und ahnliches, aber auch Minicomputer und GroB-
rechner, GroBspeichersysteme, Reehenserver, lokale Netz-
werke (LANs) und Femverbindungsnetzwerke (WANs),
welche deranige Vorrichtungen und zahlreiche andere Arten
von Vorrichtungen umfassen, welche direkt oder indirekt
mit. den Netzwerken verbunden werden konnen.

Wie oben ausgefijhrt wurde, kommunizieren diese Vor-

richtungen einschlieBlich der Vorrichtungen 12(m) und der
Vorrichtungen 13 durch Ubertragung von Nachrichtenpake-
ten fiber das Internet. Die Vorrichtungen 12(m) und I3 k6n-

nen Information in einem Peer-to—Peer bzw. gleichrangigem
Modus, in einem Client-Server Modus oder nach beiden die-

ser Modi fiberuagen. Im allgemeinen fibertragt eine Vorrich-
tung in einer Peer-to—Peer Nachrichtenpaketfibertragung In-
formation ~in einem oder mehreren Nachrichtenpaketen an
die andere Vorrichtung. Andererseits kann cine Vorrichtung,
welche in'-einem Client-Server Modus als Client fungiert1
ein Nachrichtenpaket an eine andere Vorrichtung fibertra-
gen, welche als Server fungiert, um beispieISWeise einen
Dienst dureh die andere Vorrichtung auszulfisen. Mehrcrc
Arten derartiger Dienste sind dem Fachmann bekannt, bei-
spielsweise das Wiedergewinnen bzw. Auslesen von Infor—

mation aus der anderen Vorrichtung, damit diese aktiviert
wird, um Verarbeitungsoperationcn und dcrgleichen durch-
zufiihren. Falls der Server dazu dient, dem Client vor allem

Informationen zu liefem, kann dieser allgemein als ein Spei-
cherserver bezeichnet werden. Falls der Server andererseils

Verarbeitungsoperationen auf Anfrage des Client ausfiihren
soll, kann dieser allgemein als ein Reehnerserver bezeichnet
werden. Andere Arten von Servem zum Ausfiihren von an-

deren Arten von Diensten und Operationen auf Anl‘rage von
Clients sind dem Fachmann ebenfalls bekannt.

Wenn in einer Client-Server Anordnung eine Vorrichtung
12(m) einen Dienst durch beispielsweise eine Vorrichtung
13 ausgeffihrt haben mochte, erzeugt die Vorrichtung 12(m)
eines oder mehrere Anfragenaehrichtenpakete zur Ubertra—
gung an die Vorrichtung 13, welche den benotigten Dienst
anfordern. Das Anfragenaehrichtenpaket enth'alt die Inter-
netadresse der Vorrichtung 13, welche als die Zielvorrich-
tung das Nachrichtenpaket empfangt und den Dienst aus-
fiihrt. Die Vorrichtung 12 (m) fibertragt das/die Anfragen-
achrichtenpaket(e) an den ISP 11. Der ISP 11 fibertragt dar-
aufhin das Nachrichtenpaket fiber das Internet an die Vbr-
richtung 13.

Falls die Vorrichtung 13 die Form eines WAN oder LAN

haL empfangt das WAN oder LAN dasldie Nachrichtenpa-
ket(e) und leitet dieses/diese zu einer dort angeschlossenen
Vorrichtung weiter, welche den angeforderten Dienst aus~
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fiihren 5011.

In jedem Fall wird die Vorrichtung 13, welche den ange-
forderten Dienst ausffihren soll, nach Empfang des/der An-
fragenachrichtenpaket(e) die Anfrage bearbeiten. Falls die

Vorrichtung 12(m), welche das/die Anfragenachrichtenpa-
ket(e) erzeugt hat, oder deren Bediener die notwendigen Be-
fugnisse hat, um den Dienst von der Vorrichtung 13 anzufor—
dem, und falls der angeforderte Dienst die Einleitung einer
Informationsfibertragung aus der Vorrichtung 13 als ein
Speicherserver an die Vorrichtung 12(m) als ein Client um-
faBt, eneugt die Vorrichtung 13 eines oder mehrere Ant.-

wortnachrichtenpakete, welche die angeforderten Infomia-
tion enthalten, und fibertragt das/die Paket(e) fiber das Inter-
net 14 an den ISP 11. Daraufhin fibertragt der ISP ll das/die
Nachrichtenpaket(e) an die Vorrichtung 12(m). Falls ande-
rerseits der angeforderte Dienst die Einleitung eines Verar—
beitungsvorganges durch die Vorrichtung 13 als ein Rechen-
server beinhaltet, wird die Vorrichtung 13 den/die angefor—
derten Rechendienst(e) ausffihren, Falls die Vorrichtung 13
verarbeitete Daten, welche wahiend den Rechenvorgangen
erzeugt wurden, an die Vorrichtung 12(m) als Client zurfick-
senden soll, erzeugt die Vorrichtung 13 zusatzlich eines oder
mehrere Antwortnachrichtenpakete‘ welche die verarbeite-
ten Daten enthalten und fibenragt das/die Paket(e) fiber das

Internet 14 an den ISP 11. Der ISP 11 fibertragt daraufhin
das/die Nachrichtenpaket(e) an die Vorrichtung 12(m). Ent-
sprechende Operationen konnen durch die Vorrichtungen
12(m) und 13, dem ISP 11 und dem Internet 14 in Verbin-

dung mit anderen Arten von Diensten ausgeffihrt werden,
welche durch die Server-Vorrichtungen I3 bereitgestellt
werden konnen.

“fie oben angemerkt wurde, enthalt jedes Nachrichtenpa-
ket, welches durch die Vorrichtungen 12(m) und l3 zur
Ubertragung fiber das Internet 14 erzeugt wird, eine Ziel-
adresse,Welche von den Schaltungsknoten verwendet wird,
um das jeweilige Nachrichtenpaket an die geeignete Ziel-
vorrichtung zu leiten. Adressen im Internet haben die Form

von "n"-Bit Zahlen (wobei "n" beim gegenwartigen Stan-
dard 32 oder 128 sein kann). Um insbesondere einen Bedie-

ner ciner Vorrichtung 12(m) von der Notwendigkcit zu be-
freien, sich spezifische Zahlenkolonnen bzw. Zahlen~Inter-

netadressen zu merken und diese der Vorrichtung 12(m) ein-
zugeben, um die Emeugung eines Nachrichtenpakets zur
chrtragung fibcr das Internet einzulciten, stellt das Internet
einen zweiten Adressierungsmechanismus zur Verfiigung,
welcher einfacher durch menschliche Bediener der jeWeili-
gen Vorrichtungen handhabbar ist. Bei diesem Adressie-

rungsmechanismus werden Intemet-Domains, wie etwa
LANs, Intemet-Service-Provider (ISPs) und ahnliche, wel-
che in bzw. mit dem Internet verbunden sind, durch relativ

einfaeh les- und merkbare Namen, sog. Klartextnamen,
identifiziert. Dabei soll sich hier die Bezeichnung "Klartext—
name" aufjede Art von Namenstext beziehen, z. B. auch auf

Abkfirzungen, generische Bezeichnungen, Phantasiebe-
griffe, etc. Um das System der Klartext—Domainnamen um—

zusetzen, ist der ISP 11 mit einem Namen-Server l7 (der
aueh als ein DNS Server (Domain Name Server) bezeichnet
werden kann) verbunden, welcher die Klanext-Domainna-

men auflosen bzw. in eine gfiltige Intemetadresse umwan-
deln kann, um die geeignete Internetadresse ffir das in dem
jeweiligen Klartextnamen angegebene Ziel bereitzustellen.
Im allgemeinen kann der Namen-Server ein Teil des ISP 11

oder damit direkt verbunden sein, wie es in Fig. l gezeigt
ist, oder er kann eine bestimmte Vorrichtung sein, welche
durch den ISP fiber das Internet zuganglich ist. Jedenfalls
wenn sich die Vorrichtung 12(m) bei dem ISP 11 wahrend
einer Kommunikationssitzung einloggt, wird der ISP 11,

wie oben hingempgt‘i‘t‘iafiaraefiaréwmmz, p- 218
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kollparameter (IP-Parameter) zuordnen, welche die Vorrich-

tung 12(m) w'ahrend der Kommunikationssitzung venaven-
det1 und welche in dem Intemetparameterspeicher 25 ge-
speichert sind. Diese IP-Parameter enthalten Informationen,we

(a) eine Intemetadresse fiir die Vorrichtung 12(m),
welche die Vorrichtung 12(m) wahrend der Kommu-
niationssitzung identifizien; und

(b) die Identifizierung eines Namen-Servers 17, wel-
chen die Vorrichtung 12(m) wahrend der Konimunika-
tionssitzung verwendet.

Wenn di_e Vorrichtung 12(m) Nachrichtenpakete zur
Ubertragung erLeugt, ffigt sie ihre Intemetadresse (obiger
Punkt (a)) als die Quellenadresse ein. Die Vorrichtung(en)
l3, welche die jeweiligen Nachrichtenpakete empf‘angt/
empfangen, kann/kénnen die Quellenadresse aus den Nach-

richtenpaketen. welche von der Vorrichtung 12(m) empfan-
gen werde-n, in Nachrichtenpaketen verwenden, welche die

Vorrichtung(en) 13 zur Ubertragung an die Vorrichtung
12(m) erzeugt/erzeugen, so daB das lntemet in der Lage ist,
die durch die jeweilige Vorrichtung l3 erzeugten Nachrich-
tenpakete an die Vorrichtung 12(m) zu leiten. Falls die Vor-
richtung 12(m) auf den Namen-Server 17 fiber das Internet

14 zugreift, hat die durch den [SP 11 bereitgestellte Identifi-
zierung des Namen-Servers 17 (siehe oben unter (b)) die
Form einer Zahlen-Intemetadresse, welche es der Vorrich-
tung 12(m) ermb'glicht, ffir den Namen-Server 17 Nachrich-

ten 7.u er7.eugen, welche eine Auflosung der Klartext-Inter~
netadressen in Zahlen-Intemetadressen anfordern. Der ISP
ll kann der Vorrichtung 12(m) auch andere IP-Parameter

zuordnen, wenn diese sich beim ISP ll einloggt, beispiels-
weise die Identitizierung einer Verbindung zu dem Internet
14, welche fu‘r Nachrichten zu verwenden ist, die durch die
Vorrichtung 12(m) fibersandt werden, insbesondere falls der

ISP 11 Mehrfach-Gateways aufweist. In der Regel speichert
die Vorrichtung 12(m) die Intemetparameter im Internetpa-
rameterspeicher 25 fiir die Verwendung wahrend der Kom-
munikatjonssitzung.

Wenn ein Bediener die Vorrichtung 12(m) veranlassen
mochte, daB sie ein Nachrichtenpaket an eine Vorrichtung
l3 fibertragt gibt der oder die Bediener(in) die Intemet-
adressc dcr Vorrichtung 13 an die Vorrichtung 12(m) fiber
die Bedienerschnittstelle 20 ein, sowie eine Information

oder die Identifizierung der in der Vorrichtung l2(m).aufbe~
wahrten Information, welche in der Nachricht fiberragen
werden sollen. Die Bedienerschnittstelle 20 aktiviert darauf-

hin den Paketgenerator 22 zur Freigabe der benotigten Pa-
kete zur Ubertragung durch den ISP 11 fiber das Internet 14.
Falls

(i) der Bediener die Zahlen-Intemetadresse bereitge-
stellt hat, oder

(ii) der Bediener die Klartext-Intemetadresse bereitge-
stellt hat, aber der Paketgenerator 22 bereits die Zah—
len-Intemetadresse besitzt, welche der durcb den Be-
diener eingegebenen Klartext—Intemetadresse ent-
spricht,

kann der Paketgenerator 22 unmittelbar nach Aktivierung
durch die Bedienerschnittstelle 20 die Pakete erzeugen und
diese an die Netzwerkschnittstelle 21 zur Ubertragung an
den ISP 11 liefem.

Falls aber der Bediener die Klartext-Intemetadresse der

Vorrichtung 13, an welche die Pakete zu fibertragen sind,
eingegeben hat, und falls der Paketgenerator 22 die entspre-
chende Zahlen-Intemetadresse davon nicht bereits besitzt,
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ermoglicht es der Paketgenerator 22, daB die Netzwerk-
adresse von dem Namen-Server l7, der in dem IP-Parame-
terspeicher 25 identifiziert ist, erhalten wird.

Bei diesem Vorgang wird der Paketgenerator 22 anfang-
lich den Namen-Server 17 kontaktieren, um zu versuchen,
die geeignete Zahlen-Intemetadresse von dem Namen-Ser-

ver 17 zu erhalten. Bei diesem Vorgang wird die Vorrichtung
12(m) geeignete Nachrichtenpakete zur Ubertragung an den
Namen-Server 17 unter Verwendung der Zahlen-Intemet-
adresse des Namen-Servers l7 erzeugen, welche durch den
ISP 11 bereitgestellt wird, wenn sich die Vorrichtung 12(m)
zu Beginn der Kommunikationssitzung einloggt. Jedenfalls
wenn der Namen-Server 17 die Zahlen—Intemetadresse fiir

den Klartextnamen besitzt oder erhalten kann, wird der Na-
men-Server 17 die Zahlen—Intemetadresse an die Vorrich-
tung 12(m) fibermitteln. Die Zahlen-Intemetadresse wird
durch den Paketgenerator 22 fiber die Netzwerkschnittstelle

21 und den Paketempfanger und -prozessor 23 empfangen.
Nachdem der Paketgenerator 22 die Zahlen-Intemetadresse

empfangen hat, kann er die notwendigen Nachrichtenpakete
zur Ubertragung an die Vorrichtung 13 durch die Netzwe-rk-
schnitlstelle 21 und den ISP ll erzeugen.

Me oben ausgefiihrt wurde, ist in Fig. 1 eine der Vorrich-
tungen l3, welche an das Internet 14 angeschlossen sind, ein
virtuelles privates Netzwerk 15, wobei das virtuelle private
Netzwerk 15 eine Firewall bzw. ein Firewall-System 30,
mehrere als Server 31(s) gekennzeichnete Vorrichtungen
und einen Namen-Server 32 aufweist, die durch eine Uber-
tragungsverbindung 33 miteinander verbunden sind. Die
Server 31 (5), die Firewall 30 und der Namen-Server 32 Ron-
nen als z. B. in einem LAN oder WAN verbundene Vorrich-
tungen untereinander Information in Form von Nachrichten-
paketen austauschen. Da die Firewall 30 mit dem Internet 14

verbunden ist und darfiber Nachrichtenpakete empfangen
kann, hat sie auch eine Intemetadresse. Zusatzlich haben
wenigstens die Server 31(s), welche fiber das Internet zu-
ganglich sind, auch jeweilige Intemetadressen. Dabei client

der Namen-Server 32 der Umwandlung von Klartext-Inter-
netadressen ffir die Server 31(s) innerhalb des virtuellen pri-
vatcn thzwcrkcs 15in die jcwciligcn Zahlcn-Intcmctadres-sen.

Im allgemeinen wird das virtuelle private Netzwerke 15

von einem Untemehmen, einem Regierungsamt, einer Orga-
nisation odcr ahnlichcm gchaltcn, welche mochten, daB dic
Server 31(s) Zugriff auf andere Vorrichtungen auBerhalb des
virtuellen privaten Netzwerkes 15 haben find an diese Infor-

mation fiber das Internet 14 fibertragen konnen, aber welche
ebenfalls mochten, daB der Zugriff an die Server 31(s) durch
Vorrichtungen 12(m) und andere exteme Vorrichtungen
fiber das Internet 14 in einer kontrollierten Weise begrenzt
ist. Die Firewall 30 dienl dazu, den Zugrifl‘ (lurch Vorrich-
tungen auBerhalb des virtuellen privaten Netzwerkes 15 auf
Server 31(s) innerhalb des virtuellen privaten Netzwerkes
15 zu kontrollieren. Bei diesem Vorgang stellt die Firewall
30 auch die Verbindung zum Internet 14 her und empfangt
Nachrichtenpakete darfiber zur Ubertragung an einen Server
31(s). Falls das Nachrichtenpaket angibt, daB die Quelle des
Nachrichtenpaketes einen Zugriff auf einen bestimmten Ser-

ver 31(s) anfordert, und falls die Quelle fiir den Zugriff an
den Server 31(s) authorisiert ist, sendet die Firewall 30 das

Nachrichtenpaket fiber die Ubertragungsverbindung 33 an
den Server 31(s). Falls andererseits die Quelle nicht authori—
siert ist, auf den Server 31(s) zuzugreifen, wird die Firewall
30 das Nachrichtenpaket nicht an den Server 31(s) fibersen-
den, und kann anstelle ein Antwortnachrichtenpaket an die
Quellenvorrichtung fibemtitteln. welches angibt, daB die
Quelle nicht fiir den Zugriff an den Server 31(s) authorisiert

isL Die Firewall kanrpgflifilbfigebgqsfig wiEiie. 3116132, p_ 219
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ren Vorrichtungen 31(s) in dem virtuellen privaten Netz-
werk 15, wobei zusatzlich eine oder mehrere Verbindungen
mit dem Internet vorhanden sind, welche allgemein durch
das Bezugszeichen 43 gekennzeichnet sind.

Kommunikationen zwischen Vorrichtungen auBerhalb
des virtuellen privaten Netzwerkes 15, z. B. der Vorrichtung
12(m), und einer Vorrichtung, z. B. einem Server 31(s), in-
nerhalb des virtuellen pn'vaten Netzwerkes 15 kann fiber ei-
nen Sicherheitstunnel zwischen der Firewall 30 und der ex-

temen Vorrichtung, wie es oben beschrieben ist, erreicht
werden, damit die ausgetauschten Information geheim blei-
ben, wahrend diese fiber das Internet 14 und durch den ISP
ll fibertragen werden. Ein Sicherheitstunnel zwischen der

Vorrichtung 12(m) und dem virtuellen privaten Netzwerk 15
ist in Fig. 1 durch logische Verbindungen dargestellt, welche
durch die Bezugszeichen 40, 42 und 44 gekennzeichnet
sind; es versteht sich, daB die logischen Verbindung 42 eine
der logischen Verbindungen 41 zwischen dem ISP ll und

dem Internet 14 und die logische Verbindung 44 eine der lo-
gischen Verbindungen 43 zwischen dem Internet 14 und der
Firewall 30 umfaBt.

Der Autbau eines Sicherheitstunnels kann durch eine

Vorrichtung 12(m), die extem zu dem virtuellen privaten
Netzwerk 15 ist, ausgelost werden. Bei diesem Vorgang er-
zeugt die Vorrichtung 12(m) in Reaktion auf eine Aufforde-

rung durch deren Bediener ein Nachrichtenpaket zur Uber-
tragung durch den ISP ll und das Internet 14 an die Firewall
30, welches den Aufbau eines Sicherheitstunnels zwischen
der Vorrichtung 12(m) und der Firewall 30 anfordert. Das
Nachrichtenpaket kann an eine hestimmte Zahlen-lntemet-

adresse gerichtet sein, welche der Firewall 30 zugeordnet ist
und welche ffir Sicherheitstunnelaufbauanfragen reserviert
ist, und welche femer der Vorrichtung 12(m) bekannt ist und
durch den Namen-Server 17 bereitgestellt wird. Falls die
Vorrichtung 12(m) authorisiert ist, auf einen Server 31(s) in
dem virtuellen privaten Netzwerk 15 zuzugreifen, nehmen
die Vorrichtung»12(m) als Client und die Firewall 30 einen
Dialog auf, welcher den Austausch von einem oder mehre-
ren Nachrichtenpaketen fiber das Internet 14 umfaBt. Wéih-

rcnd dcs Dialogs kann dic Firewall 30 dcr Vorrichtung
12(m) die Identifizierung eines Entschlfisselungsalgorith-
mus und einen zugehorigen Exitschlfisselungsschlfissel be-
reitstellen, welche die Vorrichtung 12(m) beim Entschlfis-
scln dcr vcrschlfisscltcn Abschnittc dcr Nachrichtcnpakctc
zu verwenden hat, welche das virtuelle private Netzwerk an
die Vorrichtung 12(m) fibertragt. Zusatzlich dazu kann die

Firewall 30 der Vorrichtung 12(m) auch die Identifizierung
eines Verschlfisselungsalgorithmus und einen zugehorigen
Verschlfisselungsschlfissel bereitstellen, welche die Vorrich-
tung 12(m) beim Verschlfisseln der Abschnitte der Nach-

richlenpakele zu verwenden hat, welche die Vorrichtung
12(m) an das virtuelle private Netzwerk 15 fibertr‘cigl und
welche verschlfisselt werden sollen. Alternativ dazu kann

die Vorrichtung 12(m) die Identifizierung des Verschlfissel-
ungsalgorithmus und des Verschlfisselungsschlfissels, wel-
che die Vorrichtung 12(m) verwenden wird, an die Firewall
30 wfihrend des Dialogs liefern. Die Vorrichtung 12(m)
kann in ihrem IP-Parameterspeicher 25 Informationen be-
treffend den Sicherheitstunnel speichem, einschlieBlich der
Information in Verbindung mit der Identifizierung der Fire-
wall 30 und der Identifizierungen der Verschlfisselungs- und
Entschlfisselungsalgorithmen und dazugehoriger Schlfissel
ffir Nachrichtenpakete, welche durch den Sicherheitstunnel
fibertragen werden.

Sodann konnen die Vorrichtung 12(m) und die Firewall
30 Nachrichtenpakete fiber den Sicherheitstunnel fibertra-
gen. Beim Erzeugen von Nachrichtenpaketen zur Ubertra-
gung fiber den Sicherheitstunnel verwendet die Vorrichtung
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12(m) den Sicherheits-Paketprozessor 26, um die Ab-
schnitte der Nachrichtenpakele zu verschlfisseln, welche vor
der Ubertragung durch die NetZWerkschnittstelle 21 an den
ISP 11 zur Ubertragung fiber das Internet 14 an die Firewall
30 verschlfisselt werden sollen, und um die verschlfisselten

Abschnitte der Nachrichlenpakete zu entschlfisseln, welche
durch die Vorrichtung 12(m) empfangen werden und welche
verschlfisselt sind. Insbesondere nachdem der Paketgene-ra-
tor 22 ein Nachrichtenpaket zur Ubertragung an die Firewall
30 fiber den Sicherheitstunnel erzeugt hat, liefen er das
Nachn'chtenpaket an den Sicherheits-Paketprozessor 26.
Der Sicherheits-Paketprozessor 26 verschlfisselt daraufhin
die Abschnitte des Nachn'chtenpakets, welche verschlfisselt

werden sollen, unter Verwendung des Verschlfisselungsal-
gorithmus und des Verschlfisselungsschlfissels. Nachdem

die Firewall 30 ein Nachrichtenpaket von der Vorrichtung
12(m) fiber den Sicherheitstunnel empfangen hat, wird sie
dieses entschlfisseln und, falls der beabsichtigte Empfa‘nger
des Nachrichtenpakets eine andere Vorrichtung, z. B. ein
Server 31(s), in dem virtuellen privaten Netzwerk 15 ist,
wird die Firewall 30 das Nachrichtenpaket an diese andere
Vorrichtung fiber die Ubertragungsverbindung 33 fibertra-
gen.

Wenn ein Nachrichtenpaket von einer Vorrichtung, z. B.
einem Server 31(s), in dem virtuellen privaten Netzwerk 15
an die Vorrichtung 12(m) fiber den Sicherheitstunnel fiber-
tragen werden soll, empfangt die Firewall 30 ein solches

Nachrichtenpaket fiber die Ubertragungsverbindung 33 und
verschlfisselt das Nachrichtenpaket zur Ubertragung fiber
daq lntemet 14 an den [SP 1]. Der [SP 11 sendet daraufhin

das Nachrichtenpaket an die Vorrichtung 12(m), insbeson-
dere an deren Netzwerkschnittstelle 21. Die Netzwerk-
schnittstelle 21 liefen das Nachrichtenpaket an den Sicher-
heits-Paketprozessor 26, welcher die verschlfisselten Ab-

schnitte des Nachrichtenpakets unter Verwendung des Ent-
schlfisselungsalgorithmus und -sch1fissels entschlfisselt.

Ein Problem tritt auf im Zusammenhang mit Zugrifl°en
durch eine Vorrichtung, z. B. einer Vorrichtung 12(m), wel-
che extem zum virtuellen privaten Netzwerk 15 ist, und ei-
ncr Vorrichtung, z. B. cincm Scrvcr 31(s), wclchc cxtcrn zu
der Firewall ist, namlich dann, wenn dem Namen-Server l7

keine Zahlen-Intemetadressen fiir die Server 31(s) und an-
dere Vorrichtungen bereitgestellt sind, die sich innerhalb des
virtuollcn privaten thzwcrkcs 15 bcfindcn — mit Ausnahmc

der Zahlen-Internetadressen, welche der Firewall 30 zuge-
ordnet sind. Folglich wird die Vorrichtung 12(m) nach Ein-
gabe der Klanexl—Inlemeladresse durch den Bediener nicht
in der Lage sein, die Zahlen-Intemetadresse des Servers
31(s) zu erhallen, wenn er auf den Namen-Server 17 zu-
greift.

Wenn die Vorrichtung 12(m) und die Firewall 39 zusam-
menarbeiten, um einen dazwischenliegenden Sicherheits-
tunnel aufzubauen, liefert die Firewall 30 zur Behebung des
obigen Problems an die Vorrichtung 12(m) zusatzlich zu
moglichen Identifikationen der Verschlfisselungs- und Ent-
schlfisselungsalgorithmen und -schlfisseln, welche irn Zu-
sammenhang mil der Ubertragung der Nachn'chtenpakete
fiber den Sicherheitstunnel zu verwenden sind, an die Vor-
richtung 12(m) auch die Identifizierung eines Namen-Ser-
vers, z. B. eines Namen-Servers 32, innerhalb des virtuellen

privaten Netzwerkes 15, auf welchen die Vorrichtung 12(m)
zugreifen kann, um die geeigneten Zahlen-Intemetadressen
fiir die Klanext-Interuetadressen zu erbalten, welche durch
den Bediener einer Vorrichtung 12(m) eingegeben werden.
Die Identifizierung des Namen-Servers 32 wird ebenfalls in

dem IP-Parameterspeicher 25 gespeichert, zusammen mit
der Identifizierung dds Namen-Servers 17, welche durcb den

13p 11 bereitgestellt figglefiaolblaelg fifpfiorgcytgili‘fi'bz, p. 220
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beim ISP ll zu Beginn einer Kommunikationssilzung ein—
geloggl wurde. Wenn daher die Vorrichlung 12(m) ein
Nachrichtenpaket an eine Vorrichlung, z. B. einen Server
31(5), in de111virtuellen privaten Nelzwerk 15 unter Verwen-

dung einer Klarlexl-Inlerneladresse fiberlragen mochle, wel-
che z. B. durch einen Bediener bereilgeslelll bzw. eingege-
ben wurde, greifl die Vorrichlung 12(m) zu Beginn auf den
Namen-Server l7 zu, wie e5 oben beschrieben wurde, um zu

versuchen, die zu der Klarlexl—Inlerneladresse zugehorige
Zahlen-Inlemeladresse zu erhallen. Da der Namen-Server 10

17 auBerhalb des virluellen privalen Nelzwerkes 15 i5l und
die durch die Vorrichlung 12(m) angeforderlen Information
nichl besilzl, sendel er ein enlsprechend laulendes Anlworl-
nachrichlenpakel. Die Vorrichlung 12(m) wird sodann ein

Anfragenachrichlenpakel zur Uherlragung an den Namen-
Server 32 durch die Firewall 30 find fiber den Sicherheils-

lunnel erzeugen. Falls der Namen-Server 32 eine Zahlen-In—
lemetadresse besilzl, welche zu der Klanext-Inlemeladresse

in dem Anfragenachrichlenpakel gehorl. welches durch die
Vorrichlung 12(m) gelieferl wird, 5lelll er die Zahlen-Inler-

neladresse in einer Weise bereil, welche im allgemeinen der-
jenigen ahnlich isl, welche oben im Zusammenhang mil
dem Namen-Server 17 beschrieben wurde mit der Aus-
nahme, daB die Zahlen-Inlemeladresse durch den Namen-

Server 32 in einem an die Firewall 30 gerichlelen Nachrich-
lenpakel gelieferl wird, und die Firewall 30 sodann das
Nachrichlenpakel fiber den Sicherheilslunnel an die Vorrich-
lung 12(m) fibermillell. E5 verslehl sich, daB sich in dem

Nachn'chlenpakel, welches durch die Firewall 30 fibemagen
wird, die Zahlen-lnlemeladresse in dem Nachrichtenpakel
im Dalenabschnill de5 Nachrichlenpakets befindel, welches

fiber den Sicherheilslunnel fibemagen wird und enlspre-
chend verschlfissell sein wird. Das Nachrichlenpakel wird
durch die Vorrichlung 12(m) in einer ahnlichen Weise verar-

beilel, wie 5ie oben im Zusammenhang mil anderen Nach-
richlenpakelen beschrieben wurde, welche durch die Vor-

richlung 12(m) fiber den Sicherheilslunnel empfangen wer-
den Das heiBl, daB das Nachrichtenpakel durch den Sicher-
heits-Pakelprozessor 26 vor dem Uhermilleln an den Pakel-

cmpfangcr und -prozcssor 23 zur Vcrarbcilung cnlschlfisscll
wird. Die Zahlen-Inlerneladresse fiir den Server 31(5) kann
in einem Cache in einer Zugrifiskontrollisle (ACL) in dem
IP-Paramelerspeicher 25 gespeicherl werden, zusammen
mil dcr Zuordnungsinformalion hczfiglich dcr zugchorigcn
Klanexl-Inlemetadresse, einer Angabe, daB der Server
31(5), der dieser Klarlexl-Inlemetadresse zugeordnel i5l,
fiber die Firewall 30 des virluellen pri vaten Nelzwerkes 15
zuganglich ist, und die Identifizierungen der Verschlfissel-
ungs— und Enlschlfisselungsalgorilhmen und -5chlfissel, wel—

che fiir eine Verschlfisselung und Enlschlfisselung der geeig-
nelen Abschnilte der Nachn'chtenpakete zu verwenden sind,
welche an den Server 31(5) fibenragen und von diesem er—
hallen werden.

E5 verstehl sich, daB1n Reaktion auf ein Nachrichlenpa-
kel von der Vorrichlung 12(m), welches beim Namen-Server
32 die Bereilslellung einer Zahlen—Inlemetadresse fiir eine
durch die Vorrichlung 12(m) angegebene Klanexl—Inlemel-
adresse anfordert, falls der Namen-Server 32 keine Zuord-
nungsinformation zwischen der Klanexl—Intemeladresse
und einer Zahlen-Inlemetadresse hesilzl, der Namen—Server

32 ein Anlworlnachrichlenpakel, das enlsprechend laulel,
fiberlragen kann. Falls die Vorrichlung 12(m) cine Identifi-
zierung von anderen Namen-Servern hesilzl, welche Z. B.

mil anderen virluellen privalen Nelzwerken (nichl gezeigl)
verbunden sein konnen und zu welchen die Vorrichlung
12(m) Zugriff hat, dann kann die Vorrichlung 12(m) versu-
chen, auf die anderen Namen-Server in einer ahnlichen

Weise, wie es oben beschrieben isl, zuzugreifen. Falls die
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Vorrichlung 12(m) nichl in der Lage isl, eine Zahlen—Inler-
netadresse, welche der Klanexl-Inlemeladresse zugeordnel
i5l, von irgendeinem der Namen-Server zu erhallen, zu wel-

chem sie Zugrifi‘ hal und welche i111 allgemeinen i111 IP-Para—
meler5peicher_25 der Vorrichlung 12(m) identifizierl 5ind,
wird 5ie allgemein nichl in der Lage sein, auf eine Vorrich-
lung mil der vorgegebenen Klarlexl—Inlemeladnesse zuzu-

greifen und wird den Bediener oder ein Programm, welche
den Zugriff angefordert haben, dementsprechend unlerrich-ten.

Mil diesem Hintergrund werden nun Operationen, welche
durch die Vorrichlung 12(m) und das virluelle private Nelz-
werk 15 in Verbindung mil der vorliegenden Erfindung
durchgeffihrl werden, im Detail beschrieben. Im allgemei-
nen laufen die Operationen in zwei Phasen ab. In einer er-
5len Phase arbeilen die Vorrichlung 12(m) und das virluelle
private Nelzwerk 15 zusammen, um einen Sicherheilslunnel
durch da5 Inlemel 14 aufzubauen. In dieser erslen Phase lie-

ferl da5 virluelle private Nelzwerk 15, in5besondere die Fi-
rewall 30, die Identifizierung eines Namen-Servers 32, und
e5 kann auch die den Verschlfisselungs- und Enlschlfissel-
ungsalgorilhmus und ~5chlfi55el belreffende Information be-
reitslellen, wie e5 oben beschrieben wurde. In der zweilen

Phase, nachdem der Sicherheilslunnel eingerichlel wurde,
kann die Vorrichlung 12(m) die wahrend der erslen Phase

gelieferlen [nfonnalion im lusammenhang mit der lineu-
gung und Uherlragung von Nachrichlenpakelen an einen
oder mehrere Server 31(5)1n dem virluellen privalen Nelz-
werk 15 und bei dem nolwendigen Umwandlungsvorgang
der Klarlexlrlntemeladressen 711 Zahlen-lnlemeladressen
aus dem Namen-Server 32, welcher durch die Firewall 30
wfihrend der erslen Phase idenlifizierl wurde, verwenden.

Folglich erzeugl die Vorrichlung 12(m)in der erslen (Si-

cherheilslunnelaufbau)phase zu Beginn ein Nachrichlenpa-
kel zur Uberlragung an die Firewall 30, welches einen Auf-

bau eines Sicherheilslunnels anforderl Das Nachrichtenpa-
kel entha'll eine Zahlen-Inlemeladresse fiir die Firewall,
(welche durch den Bediener der Vorrichlung oder ein Pro-
gramm bereilgestelll werden kann, welches durch die Vor-
richlung 12(m) vcrarbcilcl wird, odcr durch dcn Namcn-Scr-
ver 17 bereilgeslelll werden kann, nachdem eine Klanexl—

Inlemeladresse durch den Bediener oder ein Programm be-
reilgeslelll wurde), und welche insbesondere dazu dienl, die

Firewall 30 zu vcranlasscn, mil dcr Vorrichlung 12(m) cincn
Sicherheilslunnel aufzubauen. Falls die Firewall 30 die An-

frage bezfiglich de5 Sicherheilslunnelaufbaus akzeptierl und
falls die Flrewall 30 die Verschlfisselungs- und Enlschlfis-
selungsalgorilhmen und ~schlfissel bereilslelll, so wie e5

oben angegeben wurde, erzeugl die Firewall 30 ein Anl-
worlnachrichlenpakel zur Uberlragung an die Vorrichlung
12(111), welches die Verschlfisselungs— und Enlschlfissel-
ungsalgorithmen und —5chlfissel identifizierl. Wie oben be-

schrieben, wird dieses Anlworlnachrichlenpakel nichl ver-
schlfisselL Wenn die Vorrichlung 12(m) die Antwon emp-
fangl, werden die Identifizierungen der Verschlfisselungs-
und inlschlfisselungsalgorilhmen und -5chlfissel in dem IP-
Pammelerspeicher 25 gespeicherl.

Zu einem spaleren Zcilpunkl1n der erslen Phase erzeugl
die Firewall 30 auch ein Nachrichlenpakel zur Uberlragung
an die Vorrichlung 12(m), welches die Zahlen-Inlernet-
adrecse des Namen-Servers 32 enthall. Bei diesem Nach-

richtenpaket wird der Abschnill des Nachn’chlenpakels,
welcher die Zahlen-Inlemeladresse de5 Namen-Servers 32

enlhéill, unter Venvendung eines Verschlfisselungsalgorith-
mus und Verschlfisselungsschlfissels verschlfisselt, und dies

kann unter Verwendung des F11lschlfisselungsalgorithmus
und -schlfissels, die durch das zuvor beschriebene Anlworl-

nachrichtenpakel geyéfiltibvlqlngAmgr EWIUPUUZ, p. 221
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werden. Diese Nachricht hat im allgemeinen die folgende
Struktur:

"<HA(FW),HA(DEV12(m)><SEC_TUN>

<ENCR<<IIA(FW),HA(DEV_12(m)><(DNS_ADRS:IIA'(-
NS_’b>>"

wobei

(i) "HA(FW)" die Quellenadresse darstellt, d. h. eine
Zahlen-Intemetadresse der Firewall 30,
(ii) "IIA(DEV__12(m))" die Zieladresse darstellt, d. 11.
die Zahlen-Intemetadresse der Vorrichtung 12 (m),
(iii) "DNS_ADRS:IIA(NS)" angibt, daB
"IIA(NS_32)" die Zahlen-Inlemetadresse des Namen-

Servers 32 darstellt, ffir dessen Benutzung die Vorrich-
tung 12(m) authorisiert ist, und

(iv) "ENCR<. . . .>" bedeutet, daB die Information,
zwischen den Klammern "<" und ">" verschlfisselt ist.

Der Anfangsabschnitt der Nachricht

"l[A(FW),IIA(DEV_12(m))>“ bildet wenigstens einen 'l‘eil
des Kopfabschnitts der Nachricht. und
"<ENCR<<IIA(FW),IIA(DEV_12(m))><IIA(NS>>>"
stellt wenigstens einen Teil des Datenabschnitts der Nach-

richt dar. "<SHC_'|'UN>" stellt. einen Hinweis in dem Kopf—
abschnitt dar, welcher angibt, daB die Nachricht fiber den Si-

cherheitstunnel fibertragen wird, wodurch auch angezeigt
wird, daB der Datenabschnitt der Nachricht verschlfisselle
Information enthalt.

Nachdem die Vorrichtung 12(m) die Nachricht von der
Firewall 30 empfangt, wie es oben beschrieben wurde, und
weil das Nachrichtenpaket den <SEC_TUN> Hinweis enl-
halt, fibem‘agt deren Netzwerkschnittstelle 21 den ver-
schlfisselten Abschnitt

"<ENCR<<IIA(FW),IIA(DEV_12(m)><DNS_ADRS:IIA(-
NS_32)>>>" an den Sicherheits-Paketprozessor 26 zur Ver-
arbeitung. Der Sicherheits-Paketprozessor 26 entschlfisselt
den verschlfisselten Abschnitt, bestimmt weiter, daB der Ab-
schnitt "IIA(NS_32)" dic Zahlcn-Intcmctadrcssc dcs Na-

men-Servers darstellt, insbesondere des Namen-Servers 32,
ffir dessen Benutzung die Vorrichtung 12(m) authorisiert ist,
und speichert diese Adresse in dem IP-Parameterspeicher 25
zusammcn mit cincr Angabc, daB dic dorthin gcrichtctcn
Nachrichtenpakete zu der Firewall 30 zu fibertragen sind,
und daB die Daten in den Nachrichtenpaketen unter VerWen-
dung des Verschlfisselungsalgorilhmus und -schlfissels, die
davor durch die Firewall 30 fibermittelt wurden, zu ver-
schlfisseln sind. F3 versteht sich, daB aufgrund der Tatsache,
daB die Zahlen-Internetadresse des Namen-Servers 32 von
der Firewall an die Vorrichlung 12(m) in verschliisselter
Form fibertragen wird, dime vertraulich bleibt, selbst wenn
das Paket durch einen Dritten abgefangen wird.

In Abhangigkeit des speziellen Protokolls, welches fiir
den Aufbau des Sicherheitstunnels verwendet wird, konnen
die Firewall 30 und die Vorrichtung 12(m) auch Nachrich-
tenpakete austauschen, welche andere Information enthalten
als die oben beschriebenen.

Wie oben erwahnt wurde, kann die Vorrichtung 12(m) in
der zweiten Phase nach der Einrichtung des Sicherheitstun-
nels die Information, welche wahrend der ersten Phase be-

reitgectellt wurde, im Zusammenhang mit dem Erzeugen
und Ubertmgen von Nachrichtenpaketen zu einem oder
mehreren der Server 31(s) in dem virtuellen privaten Netz-
werk 15 nulzen. Falls bei diesen Operationen der Bediener
einer Vorrichtung 12(m) oder ein Programm, welches durch
eine Vorrichtung 12(m) verarbeitet wird, mochte, daB die
Vorrichtung 12(m) ein Nachrichtenpaket an einen Server
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31(5) in dem virtuellen privaten Netzwerk 15 fibertragt, und
falls der Bediener durch die Bedienerschnittstelle 20 oder
das Programm eine Klartext-Intemetadresse bereitstellt,
wird zunachst die Vorrichtung 12(m), insbesondere der Pa-

ketgenerator 22, bestimmen, ob der IP-Parameterspeicher
25 dort in einem Cache eine Zahlen-Intemetadresse gespei-
chert hat, welche zu der Klartext—Internetadresse gehon.
Falls dies nicht der Fall ist, erzeugt der Paketgenerator 22
ein Anfragenachrichtenpaket zur Ubettragung an den Na-
men-Server 17, um von diesem die zu der Klartext-Intemet-
adresse gehorige Zahlen-Intemetadresse anzufordern. Falls
der Namen-Server l7 eine zu der Klartext-Intemetadresse
gehorige Zahlen-Intemetadresse besitzt, wird dieser die
Zahlen-Intemetadrese an die Vorrichtung 12(m) liefem. Es
versteht sich, daB dies nur erfolgen kann, Wenn die Klartext-
Intemetadresse im Anfragenachrichtenpaket sowohl einer
Vorrichtung 13 auBerhalb des virtuellen privaten Netzwer—
kes 15 als auch einem Server 32(s) in dem virtuellen priva-
ten Netzwerk 15 zugeordnet wurde. Danach kann die Vor-
richtung 12(m) die Zahlen-Intemetadresse verwenden, um
Nachrichtenpakete zur Ubertragung fiber das Internet zu er—
uugen, wie es oben beschrieben wurde.

Falls andererseits angenommen wird, daB der Namen-
Server 17 keine der Klartext-Intemetadresse zugeordnete
Zahlen~Intemetadresse besitzt, wird der Namen—Server 17
ein entsprechend lautendes Antwortnachrichtenpaket an die
Vorrichtung 12(m) fibermitteln. Sodann erzeugt der Paket-
generator 22 der Vorrichtung 12(m) ein Anfragenachrich-
tenpaket zur Ubertragung an den nfichslen Namen-Server,
der in ihrem TP-Parameterspeicher 25 identifiziert ist, um
von diesem Namen-Server die der Klartext—Internetadresse
zugeordnete Zahlen-Intemetadresse anzufordern. Falls die-

ser nachste Namen-Server der Namen-Server 32 ist, liefert
der Paketgenerator 22 das Nachrichtenpaket an den Sicher-
heits—Paketprozessor 26 zur weiteren Verarbeitung. Der Si-
cherheits-Paketprozessor 26 erzeugt daraufhin ein Anfra—
genachrichtenpaket zur Ubertragung fiber den Sicherheits-
tunnel an die Firewall 30. Diese Nachricht hat im allgemei-
nen folgende Struktur:

"<IIA(DEV_12(m)),IIA(FW)><SEC_TUN>
<ENCR<<IIA(DEV_12(m)),HA(NS‘32))><IIA_R.EQ>>>-

wobei

(i) "IIA(DEV_]2(m))" die Quellenadresse darstelll,
d. h. die Zahlen—Imernetadresse der Vorrichtung 12(m),
(ii) "IIA(FW)" die Zieladresse darstellt, d. h. die Zah-
len-Intemetadresse der Firewall 30,
(iii) "IIA(NS_32)" die Adresse des Namen-Servers 32
darstellt1

(iv) "<<IIA(DEV_]2(m)),IIA(NS_32))><HA_REQ>-
>>" das Anfragenachrichtenpaket darstellt, welches
durch den Paketgenerator 22 etzeugt wird, wobei
"<IIA(DEV_12(m)),IIA(NS_32)>" den Kopfabschnitt
des Anfragenachrichtenpakets und "<IIA_REQ>" den
Datenabschnitt des Anfragenachrichtenpakets darstelll,
(v) "ENCR<. . . .>" angibt, daB die Information zwi-
schen den Klammem "<" und ">" verschlfisselt ist, und
(vi) "<SEC_TUN>" einen Hinweis in dem Kopfab—
schnitt des Nachrichtenpakets darstellt, welches durch
den Sicherheitspaketgenerator 26 emugt wird und an-
gibt, daB die Nachricht fiber den Sicherheitstunnel
fibertragen wird, wobei hierdurch angegeben wird, daB
der Datenabschnitt der Nachricht verschlfisselte Infor-
mation enthiilt.
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Wenn die Firewall 30 das durch den Sicherheitspaketge—
nerator 26 erzeugte Anfragenachrichtenpaket empfangt,
wird diese den verschlfissellen Abschnitt des Nachrichten-

pakets entschliisseln, um
"<<IIA(DEV_12(m)),IIA(NS_32))><IlA_REQ>>" zu er-
halten. Dies stellt das Anfragenachrichtenpaket dar, welches
durch den Paketgenerator 22 erzeugt wird. Nachdem das
Anfragenachrichtenpaket erhalten wurde, fibertragt die Fire-
wall 30 dieses fiber die IIbenragungsverbindung 33 an den
Namen-Server 32. In Abhangigkeit von dem Protokoll zur l0
Ubenragung von Nachrichtenpaketen fiber die Ubertra-
gungsverbindung 33 kann es bei diesem ProzeB fiir die Fire-

wall 30 notwendig sein, das Anfragenachrichtenpaket zu
modifizieren, damit es dem Protokoll der Ubertragungsver-
bindung 33 enlspricht.

Nachdem der Namen-Server 32 das Anfragenachrichten-
paket erhalten hat, wird dieser das Anfragenachrichtenpaket
verarbeiten, um zu bestimmen, ob er eine der Klanext-Inter-

netadresse, welche in dem Anfragenachrichtenpaket gesen-
det wird, zugeordnete Zahlen-Internetadresse besitzt. Falls
der Namen-Server feststellt, daB er eine solche Zahlen—Inter—

netadresse aufweist, wird dieser ein Antwonnachrichtenpa-
ket zur Ubertragung an die Firewall erLeugen. welches die
Zahlen-Internetadresse enthalt. Im allgemeinen hat das Ant-
wortnachrichtenpaket die folgende Struktur:

"<<IIA(NS_32),IIA(DEV_12(m)><IIA_RESP>>"

wobei

(i) "IIA(NS_32)" die Quellenadresse darstellt, d. h. die
Zahlen-Intemetadresse des Namen-Servers 32,
(ii) "HA(DEV_12(m))" die Zieladresse darstellt, d. h.
die Zahlen-Intemetadresse der Vorrichtung 12(m), und
(iii) "IIA_RESP" die Zahlen-Internetadresse darstellt,
welche der Klanext-Intemetadresse zugeordnet ist.

Nachdem die Firewall 30 das Antwortnachrichtenpaket
empfangen hat, und weil die Kommunikation mit der Vor-

richtung 12(m) fibcr dcn dazwischcnlicgcndcn Sichcrhcits-
tunnel stattfindet, verschlfisselt die Firewall 30 (135 von dem

Namen-Server 32 empfangene Antwortnachrichtenpaket
und erzeugt ein Nachrichtenpaket zur Ubertragung an die
Vorrichtung 12(m), wclchcs das vcrschlfisscltc Antwort-

nachrichtenpaket enLhiilL Im allgemeinen hat das durch die
Firewall 30 erzeugte Nachrichtenpaket die folgende Struk-lur:

"<IIA(FW),IIA(DEV12(m)><SEC_TUN)>
<ENCR<<IIA(NS_32),IIA(DEV_12(m))><IIA_RESP>>-> ..

wobei

(i) "IIA(FW)" die Quellenadresse darstellt, d. h. die
Zahlen-Intemetadresse der Firewall 30,
(ii) "IIA(DEV_12(m))" die Zieladresse darstellt, d. h.
die Zahlen-Intemetadresse der Vorrichtung 12(m),
(iii) "SEC_TUN" einen Hinweis in dem Kopfabschnitt
des Nachrichtenpakets darstellt, welches durch den Si—

cherheilspaketgenerator 26 erzeugt wird, und angibt,
daB die Nachricht fiber den Sicherheitstunnel fibenra-

gen wird, und wobei auch angegeben wird, daB der Da-
Lenabschnitt der Nachricht verschlfisselte Information
enthéilt,

(iv) "ENCR<. . . .>" angibt, daB die Information zwi-
schen den Klammern "<" und ">" (was dem von dem

Namen-Server 32 empfangenen Antwortnachrichten-
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paket entspricht) verschlfisselt ist.

Zusatzlich kann es je nach dem Erotokoll zur Ubertra-

gung von Nachrichtenpaketen fiber die Ubertragungsverbin-
dung 33 ffir die Firewall 30 notwendig sein, das Nachrich—
tenpaket zu bearbeiten und/oder zu modifizieren, damit die-
ses dem Protokoll des Internets l4 entspricht.

Wenn die Vorrichtung 12(m) das Nachrichtenpaket von
der Firewall 30 empfangt, wird das Nachrichtenpaket an den
Sicherheits-Paketprozessor 26 geliefert. Der Sicherheitspa-
ketprozessor 26 entschlfisselt daraufhin den verschlfisselten
Abschnitt des Nachn'chtenpakets, um die der Klanext-Inter—
netadresse zugeordnete Zahlen—Intemetadresse zu erhalten

und ladt diese Information in den IP-Parameterspeicher 25.
Danach kann die Vorn'chtung diese Zahlen-Intemetadresse

beim Erzeugen von Nachrichtenpaketen zur Ubertragung an
den Server 31(5) verwenden, welcher zu der Klartebenter-
netadresse gehb’rt.

Es versteht sich. daB, falls der Namen-Server 32 keine
Zahlen-Intemetadresse besitzt, welche der durch die Vor.

n'chtung 12(m) in dem Anfragenachrichtenpaket geliefene
Klartext—Intemetadresse zugeordnet ist, dies der Namen-

Server 32 in dem durch ihn erzeugten Antwortnachrichten-

paket enlsprechend anzeigen. Die Firewall 30 erzeugt dam
in Reaktion auf das durch den Namen-Server 32 gelieferte
Antwortnachrichtenpaket. auch ein Nachrichtenpaket 7.ur
Ubertragung an die Vorn'chtung 12(m), welches einen ver-
schlfisselten Abschnitt enthéilt, der das Antwortnachrichten-

paket umfaBt, das durch den Namen—Server 32 erzeugt
wurde. Nachdem die Von’ichtung 12(m) das Nachrichtenpa-
kel empfangen hat, wird der verschlfisselte Abschnitt durch
den Sicherheilspaketprozessor 26 entschlfisselt, welcher
daraufhin den Paketgenerator 22 darfiber informiert, daB der

Namen-Server 32 keine der Klartext-Internetadresse zuge—
ordnete Zahlen-Intemetadresse besitzt. Falls der IP-Parame-

terspeicher 25 die Identifizierung eines anderen Namen-Ser-
vers enthiilt, erLeugt sodann der Paketgenerator 22 der Vor-
richtung 12(m) ein Anfragenachrichtenpaket zur Uberlra-
gung an den nfichsten Namen-Server, der in deren IP-Para—
mctcrspcichcr 25 idcntifizicrt ist, um von dicscm Namen-

Server die Zahlen-Intemetadresse anzufordern, welche der
Klartext-Intemetadresse zugeordnet ist. Falls andererseits

der lP-Parameterspeicher 25 keine Identifizierung eines an-
dcrcn Narncn-Scrvcrs anhiilt, kann dcr Pakctgcncrator 22
die Bedienerschnittstelle 20 oder ein Programm darfiber in-
formieren, daB er nicht in der Lage ist, ein Nachrichtenpaket
zur Uberlragung an eine Vorrichlung zu erLeugen, welche
der Klartext-Internetadresse zugeordnet ist1 welche durch

die Bedienerschnittstelle 20 oder ein Programrn eingegeben
bzw. bereitgestellt wurde.

Die Erfindung liefen eine Anzahl von Vorteilen. Insbe-

sondere schafl‘t die Erfindung ein System zum Vereinfachen

der Kommunikation zwischen Vorrichtungen, welche mit
einem ofl‘entlichen Netzwerk verbunden sind, z. B. mit dem
Intemel 14, find Vorrichtungen, welche mit privaten Netz-
werken verbunden sind, z. B. mit dem virtuellen privaten
Netzwerk 15, indem die Umwandlung von Klanextadressen
in Netzwerkadressen durch einen Namen-Server, der bevor-
zugt fiber einen Sicherheilstunnel mit den privaten Netzwer-
ken verbunden ist, ermoglicht wird.

Es versteht sich, daB eine Vlelmhl von Modifikationen an

der im Zusammenhang mit Fig. 1 beschriebenen Anordnung
durchgefiihrt werden konnen. Obwohl das Netzwerk 10 so

beechrieben wurde, daB die Identifizierung der Verschlfissel-
ungs- und Enlschlfisselungsalgorithmen und -schlfissel
durch die Vorrichlung 12(m) und die Firewall 30 wahrend

des Dialogs, wfihrenddessen der Sicherheilstunnel einge-

richtet wird, aUSgelafféfitVfgfi’e‘fefiefibfseSicfig‘ifllIIlD, P- 223
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spielsweise Information durch die Vorrichtung 12(m) und
die Firewall 30 gelrennl von dem Aufbau eines solchen Si-
cherheilslunnels bereilgestellt werden konnen.

Obwohl die Erfindung im Zusammenhang mit dem Inter-
net beschrieben wurde, versteht es sich femer, daB die Erfin-

dung in Verbindung mil jedem, insbesondere globalen,
Netzwerk verwendel werden kann. Obwohl die Erfindung
im Zusammenhang mit einem Netzwerk beschrieben wurde,
welches ein System von Klarlexl-Nelzwerkadressen bereit—

stellt, versteht es sich femer, daB die Erfindung nicht darauf
beschrankl ist sondem in Verbindung mit jedem Netzwerk
verwendet werden kann, welches irgendeine Fonn einer ~
den systenleigenen Netzwerkadressen fibergeordnete Se-
kundiir-Netzwerkadresseneinrichtung oder vergleichbare
nicht—formeller Nelzwerkadresseneinrichlung vorsiehl.

Es versteht sich ferner, daB ein erfindungsgemaBes Sy-
stem als ganzes oder in Teilen aus speziell hierfiir geeigneter
Hardware oder einem allgemein geeigneten Computersy-
stem oderjeder Kombination davon aufgebaul werden kann,
wobei jeder Abschnitt davon durch ein geeignetes Pro-
gramm gesteuert werden kann. Jedes Programm kann als
ganzes oder in 'l'eilen einen 'l‘eil des Systems umfassen oder

auf dem System in einer konvenlionellen Weise gespeichert
sein, oder es kann als ganzes oder in Teilen in das System
fiber ein Netzwerk oder andere Mechanismen zur Ubertra-
gung von Information in einer konvenlionellen Weise be-

reitgestelll Werden. Zusalzlich versteht es sich, daB das Sy-
stem belrieben und/oder auf andere Art und Weise millels

Information gesteuert werden kann, welche durch einen Be-

diener millels Bedienereingabeelemenlen (nicht ge7eigl) he—
reitgeslellt wird, welche direkl an das System angeschlossen
sein kfinnen oder welche die Information fiber ein NetZWerk

oder andere Mechanismen zur Ubertragung von Information
in einer konvenljonellen Weise fiberlragen kfinnen.

Die vorstehende Beschreibung hat sich auf ein spezifi-
sches Austfihrungsbeispiel der Erfindung bezogen. Es ver-
steht sich jedoch, daB verschiedene Variationen und Modifi-
kationen der Erfindung gemachl Werden konnen, bei wel-

chen einige oder alle der Vorteile der Erfindung erreicht
werden. Dicsc und andere Variationcn und Modifikalioncn

fallen in den Schulzbereich der vorliegenden Erfindung, der
durch die nachfolgenden Ansprfiche beslimml isl.

Patcnlansprfichc

1. System umfassend ein virtuelles privates Netzwerk
(15) und eine externe Vorrichtung (12 (111)), welche
fiber ein digitales Netzwerk (14) kommunizieren, wo-
bei:

das virtuelle private Netzwerk (15) eine Firewall (30),
wenigstens eine inteme Vorrichlung (31(s)) und einen
Namen-Server (32) aufweisl, welche jeweils eine Netz—
werkadresse besitzen, wobei die inteme Vorrichtung
(31(s)) auch eine Sekundaradresse besitzt und der Na-

men-Server (32) derarl konfiguriert ist, daB er eine Zu—
ordnung zwischen der Sekundiiradresse und der Netz-
werkadresse bereitstellt,

die Firewall (30) derarl konfiguriert ist, daB sie der ex-
temen Vorrichlung (12(m)) in Reaklion auf deren An-

frage zum Aufbau einer Verbindung zur Firewall (30)
die NetZWerkadresse des Namen-Servers (32) lieferl,
und

die externe Vorrichlung (12(m)) derarl konfigurierl ist,
daB sie in Reaku'on auf eine Anfrage zum Zugriff auf
die inteme Vorrichtung (31(s)), welche die Sekunda-
radresse der intemen Vorrichlung (31(s)) enlhfill, eine

Nelzwerkadresen-Anfragenachricht zur Uberlragung
fiber die Verbindung an die Firewall (30) erzeugt, wel-
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che cine Auflosung der der Sekundiiradresse zugeord-
nelen Netzwerkadresse anfordert, wobei die Firewall
(30) derarl konfiguriert ist, daB sie die Adressenauflo-
sungsanfrage an den Namen-Server (32) fibermittell,

der Namen-Server (32) derarl konfiguriert ist, daB er
die der Sekundaradresse zugeordnete Netzwerkadresse
bereitstelll, und die Firewall (30) daraufhin die Netz-
werkadresse in einer Netzwerkadressen-Antworlnach-

richt zur Uberlragung fiber die Verbindung an die ex—
terne Vorrichtung (12(m)) bereitstellt.
2. System nach Anspruch 1, bei welchem die externe

Vorrichlung (12(m)) derarl konfigunert ist, daB sie die
in der Netzwerkadressen-Antwortnachrichl bereilge-
stellte Netzwerkadresse beim Erzeugen von wenig-
stens einer Nachricht zur Ubertragung an die inteme
Vorrichlung (31(s)) verwendet.

' 3. System nach Anspruch 1 oder 2, bei welchem die
externe Vorrichtung (12(m)) derarl konfiguriert ist, daB
sie mit dem Netzwerk (14) durch einen Netzwerk-Ser-
vice-Provider (11) verbunden wird.

4. System nach Anspruch 3, bei welchem die externe

Vorrichtung (12(m)) derarl konfiguriert ist, daB sie eine
Kommunikalionssilzung mil dem Netzwerk-Service-
Provider (11) aufbaut, wobei der Netzwerk-Service-

Provider (11) der extemen Vorrichtung (12(m)) die
[denlifizierung eines weiteren Namen—Servers fibermit-

tell, wobei der weitere Namen-Server derarl konfigu-
riert ist, daB er eine Zuordnung zwischen einer Sekun-

daradresse und einer Nelzwerkaclresse fiir wenigslens
eine Von'ichlung bereitstellt

5. System nach einem der vorstehenden Ansprfiche,
bei welchem die externe Vorrichlung (12(m)) derarl
konfiguriert ist, daB sie eine Lisle von Namen-Servem

erhall, welche der extemen Vorrichtung (12(m)) identi-
fiziert wurden, und die externe Vorrichlung (12(m)) die
Namen-Server in der Lisle nacheinander in Reaklion

auf eine Anfrage zum Zugriff auf eine andere Vorrich-
lung abfragl, wobei die Anfrage eine Sekundaradresse

der anderen Vorrichtung enthall, solange bis die ex-
lcmc Vorrichlung (12(m)) cinc thzwcrkadrcssc cmp—
fangt, wobei die externe Vorrichlung (12(m)) in jedem
Abfragevorgang eine NelZWerkadressen-Anfrages-
nachn'cht zur Ubertragung fiber das Netzwerk (14) er-
zcugl, welche durch cincn dcr Namcn-Scrvcr in dcr Li-
sle zu beantworten ist, und von diesem eine Netzwerk-

adressen-Anlwortnachrichl empfangl.
6. System nach einem der vorstehenden Ansprfiche,
bei welchem die Verbindung zwischen der extemen
Vorrichtung (12(m)) und der Firewall (30) ein Sicher—
heitslunnel ist, in welchem wenigstens ein der zwi-
schen der extemen Vorrichlung (12(m)) und der Fire-
wall (30) fibertragenen Nachrichten verschlfisselt ist.

7. Verfahren zum Betreiben eines Systems umfassend
ein virtuelles privates Netzwerk (15) und eine externe

Vorrichtung (12(m)), welche durch ein digitales Netz-
werk (14) mileinander verbunden sind, wobei das vir-

luelle private Netzwerk (15) eine Firewall (30), wenig-
stens eine inteme Vorrichlung (31(s)) und einen Na-
men-Server (32) aufweist, welche jeweils eine Netz-

werkadresse besitzen, wobei die inteme Vorrichlung
(31(s)) auch eine Sekundéiradresse besitzt, und der Na-
men-Server (32) derarl konfiguriert ist, daB er eine Zu-
ordnung zwischen der Sekundaradresse und der Netz-
werkadresse bereitstelll, wobei:

A. in Reaktion auf eine Anfrage der extemen
Vorrichlung (12(m)) zum Aufbau einer Verbin-
dung zur Firewall (30) die Firewall (30) der exter-

nen Vorfichtyg%i(t112(()%)e)lfhgbffi%erli Xsifiéz, 13-224
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Namen-Servers (32) fibermillell; und

B. (i) in Reaklion auf eine Anfrage zum Zugriff
auf die inteme Vorrichlung (31(s)), welche die Se-

kundiiradresse der inlemen Vorn'chlung (31(s))
enthalt, die exteme Vorrichlung (12(m)) eine 5
Nelzwerkadressen-Anfragenachrichl zur Uberlra—
gung fiber die Verbindung an die Firewall (30) er-
zeugl, welche eine Aufléisung der Nelzwerk-

adresse, welche der Sekundfiradresse zugeordnet
isl, anforderl, 10

(ii) die Firewall (30) die Adressenaufldsungsan-
frage an den Namen-Server (32) fibennillell. (iii)
der Namen—Server (32) die der Sekundiiradresse
zugeordnete Nelzwerkadresse bereitslelll, und
(iv) die Firewall (30) die Nelzwerkadresse in ei- IS
ner Nelzwerkadressen-Anlworlnachrichl zfir

Ubenmgung fiber die Verbindung an die externe
Vorrichtung (12(m)) bereitslelll.

8. Verfahren nach Anspruch 7. bei welchem die ex-
teme Vorrichlung (12((m) femer die in der Netzwerk- 20

adressen—Anlworlnachrichl bereilgeslellle Netzwerk—
adresse beim Erzeugen von wenigslens einer Nachrichl
zur Uberlragung an die inleme Von-ichlung (31(s)) ver-wendeL

9. Verfahren nach Anspruch 7 oder 8, bei welchem die 5
exteme Vorrichtung (12(m)) mit. dem Netzwerk (l4)
durch einen Netzwerk-Service—Provider (11) verbun-
den werden kann.

10. Verfahren nach Anspruch 9, bei welchem die ex-
teme Vorrichtung (12(m)) eine Kommunikalionssil— 30

zung mil dem Netzwerk-Service-Provider (11) aufbaul,
wobei der Netzwerk-Service-Provider (11) der exter-
nen Vorrichlung (12(m)) die Idenlifizierung eines wei-
leren Namen-Servers fibermitlell, wobei der weilere

Namen-Server eine Zuordnung zwischen einer Sekun- 35
déiradresse und einer Nelzwerkadresse fiir wenigstens
eine Vorrichlung bereilslelll.

11. Verfahren nach einem der Ansprfiche 7 bis 10, bei
welchem die exteme Vorrichlung (12(m)) eine Liste
von Namcn-Scrvcm crhall, wclchc dcr cxlcmcn \br- 40

richlung (12(m)) identifiziert wurden, und die exteme
Von-ichlung (12(m)) die Namen-Server in der Lisle

nacheinander in Reaku'on auf eine Anfrage zum Zu-
griff auf cinc andcrc Vorrichlung abfragl, wobci dic
Anfrage eine Sekund’ciradresse der anderen Vorrichlung 45
enthéill, solange bis die exteme Vorrichlung (12(m))
eine Nelzwerkadresse ellipfangl, wobei die exteme
Von-ichlung (12(m)) in jedem Abfragevorgang eine
Netzwerkadressen-Anfragenachricht zur Ubertmgung
fiber das Netzwerk (14) erzeugt, welche durch einen 50
der Namen-Server in der Lisle zu beanlworlen isl, und
von diesem eine Nelzwerkadressen-Anlworlnachrichl
empfangl.

12. Verfahren nach einem der Ansprfiche 7 bis 11, bei
welchem die Verbindung zwischen der exlemen Vor- 55
richlung (12(m)) und der Firewall (30) ein Sicherheils-
lunnel isl, in welchem wenigslens ein Abschnill der
zwischen der exlemen Von-ichlung (12(m)) und der Fi-
rewall (30) fiberlragenen Nachrichlen verschlfissell isl.

l3. Compulerprogramm-Produkt zur gemeinsamen 60
Verwendung mil einem virtuellen privalen Netzwerk
(15) und einer extemen Vorrichlung (12(m)), welche
durch ein digitales Netzwerk (l4) mileinander verbun-
den sind, wobei das virtuelle privale Nelzwerk eine Fi-

rewall (30), wenigslens eine inleme Vorrichlung 65
(31(3)) und einen Namen-Server (32) aufweisl. welche
jeweils eine Netzwerkadresse besilzen, wobei die in-
terne Vorrichlung (31(s)) auch eine Sekundfiradresse

22

besilzl, und der Namen-Server (32) derarl konfigurierl
isl, daB er eine Zuordnung zwischen der Sekundfirad-
resse und der Nelzwerkadresse bereitslelll, wobei das
Compulerprogranunprodukl ein maschinenlesbares
Medium mil folgenden Codes aufweisl:

A. ein Namen-Server—Identifizierungsoodemo—
dul, welches veranlaBt, daB die Firewall (30) der
exlemen Vorrichlung (12(m)) in Reaklion auf de-

ren Anfrage zum Aufbau einer Verbindung zur F1-
rewall (30) die Nelzwerkadresse des Namen-Ser-
vers (32) fibermiltell,

B. ein Codemodul zur Erzeugung einer Nelz-
werkadressen-Anfragenachrichl, welches veran—
laBl, daB die exteme Vorrichlung (12(m)) in Reak-
tion auf eine Anfrage zum Zugr'iflc auf die inleme
Vorrichlung (31(s)), welche die Sekundfiradresse

der inlemen Vorrichlung (31(s)) enlhéill, eine
Nelzwerkadressen-Anfragenachrichl zur Uberlra-
gung fiber die Verbindung an die Firewall (30) er-
zeugl, welche die Auflfisung der der Sekundarad-
resse zugeordnelen Netzwerkadresse anforderl,
C. ein Modul zur Ubermilllung einer Adressen-
auflfisungsanfrage, welches veranlaBl, daB die Fi-
rewall (30) die Adressenaufldsungsanfrage an den
Namen-Server (32) fibermillell,

I). ein Namen—Server—Sleuerungsmodul, welches
veranlaBl, daB der Namen-Server (32) die der Se-
kund‘ciradresse zugeordnele Nelzwerkadresse be-
reilslellt, und

E. ein Modul 7.ur Ubermilllung einer Nelzwerk—
adressen-Antworlnachrichl, welches veranlaBl,
daB die Firewall (30) die Nelzwerkadresse in einer
Nelzwerkadressen-Anlworlnachrichl zur Uberlra-

gung fiber die Verbindung an die exteme Vorrich-
tung (12(m)) bereilslelll.

14. Compulerprogramm—Produkl nach Anspruch 13,
welches femer ein Netzwerkadressenverwendungsmo—
dul aufweisl, welches veranlaBl. daB die exteme Vor-
richlung (12(m)) die in der Nelzwerkadressen-Anl-
worlnachrichl fibcrmillcllc Nclzwcrkadrcssc bcim Er-
zeugen von wenigstens einer Nachrichl zur Ubertra-

gung an die inteme Von-ichlung (31(s)) verwendet.
15. Compulerprogramm-Produkl nach Anspruch 13
odcr 14, welches fcmcr cin thzwcrk-Scrvicc-Provi-

der-Sleuerungsmodul aufweisl, welches vemnlaBl, daB
die exteme Vorrichlung (12(m)) mil dem Nelzwerk

(14) (lurch einen Nelzwerk-Service-Provider (11) ver-
bunden wird.

16. Compulerprogramm—Produkl nach Anspruch 15,
bei welchem das Nelzwerk—Servioe-Provider-Sleue-

rungsrmxlul ein Konununikalionssilzungsaul'baurmxlul
umfaBl, welches veranlaBl, daB die exteme Vorrichlung
(12(m)) mil dem Netzwerk-Service—Provider (11) eine
Kommunikaljonssilzung aufbaul und von diesem eine
Identifizierung von einem weileren Namen-Server
empfangl.

17. Compulerprogramm—Produkl nach einem der An-
sprfiche 13 bis 16, welches ferner ein Namen-Server—

Abfragesleuerungsmodul aufweisl, welches veranlaBl,
daB die exteme Vorrichlung (12(m)) eine Lisle von Na-

men-Servem erh‘all, welche der extemen Vorrichtung
(12(m)) identifizierl wurden, und die Namen-Server in

der Lisle nacheinander in Reaklion auf eine Anfrage
zum Zugriff auf eine andere Vorrichlung abfragl, wobei
die Anfrage eine Sekundfiradresse der anderen Vbrrich-

lung enlhalt, solange bis die exteme Vorrichlung
(12(m)) eine Nelzwerkadresse empt‘angl, und wobci

die exteme Von‘ishetfilfigfigfll)wljpfiieénfifif£geffibz, p 225
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gang eine Netzwerkadressen-Anfragesnachricht zur
Ubem'agung fiber das Nelzwerk (14) erzeugt, welche
durch einen der Namen-Server in der Lisle zu beam-
worlen isl, und von diesem eine Netzwerkadressen-

Anlwonnachricht empfeingt. . 5
18. Computerprogramm-Produkl nach einem der An-

spriiche 13 bis 17, bei welchem die Verbindung zwi-
schen der extemen Vom'chlung (12(m)) und der Fire-

wall (30) ein Sicherheitslunnel ist, in welchem wenig-
stens ein Abschnitl der zwischen der extemen Vorrich- 10

lung (12(m)) und der Firewall (30) fiberu-agenen Nach-
richten verschliissell ist.
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Application Number 10714849

Filing Date 2003-11-18 

INFORMATION DISCLOSURE First Named Inventor Victor Larson
STATEMENT BY APPL'CANT

( Not for submission under 37 CFR 1.99) 
CERTIFICATION STATEMENT

Please see 37 CFR 1.97 and 1.98 to make the appropriate selection(s):

That each item of information contained in the information disclosure statement was first cited in any communication

E from a foreign patent office in a counterpart foreign application not more than three months prior to the filing of the
information disclosure statement. See 37 CFR 1.97(e)(1).

0R

That no item of information contained in the information disclosure statement was cited in a communication from a

foreign patent office in a counterpart foreign application, and, to the knowledge of the person signing the certification

after making reasonable inquiry, no item of information contained in the information disclosure statement was known to

|:| any individual designated in 37 CFR 156(0) more than three months prior to the filing of the information disclosure
statement. See 37 CFR 1.97(e)(2).

|:| See attached certification statement.

D Fee set forth in 37 CFR 1.17 (p) has been submitted herewith.

D None
SIG NATURE

A signature of the applicant or representative is required in accordance with CFR 1.33, 10.18. Please see CFR 1.4(d) for the
form ofthe signature.

Signature lSteve Chang! Date (YYYY-M M-DD)

Name/Print Steve 8. Chang Registration Number 42,402

This collection of information is required by 37 CFR 1.97 and 1.98. The information is required to obtain or retain a benefit by the
public which is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR

1.14. This collection is estimated to take 1 hour to complete, including gathering, preparing and submitting the completed

application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you

require to complete this form andfor suggestions for reducing this burden, should be sent to the Chief Information Officer, US.
Patent and Trademark Office, US. Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND

FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.0. Box 1450, Alexandria,
VA 22313-1450.
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Privacy Act Statement

 

The Privacy Act of 1974 (PL. 93-579) requires that you be given certain information in connection with your submission of the

attached form related to a patent application or patent. Accordingly, pursuant to the requirements of the Act, please be advised

that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)(2); (2} furnishing of the information solicited

is voluntary; and (3) the principal purpose for which the information is used by the US. Patent and Trademark Office is to

process andlor examine your submission related to a patent application or patent. If you do not furnish the requested

information, the US Patent and Trademark Office may not be able to process andlor examine your submission, which may

result in termination of proceedings or abandonment of the application or expiration ofthe patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of Information Act
(5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the

Department of Justice to determine whether the Freedom of Information Act requires disclosure of these record 3.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a
court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of settlement

negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a

request involving an individual, to whom the record pertains, when the individual has requested assistance from the

Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for
the information in order to perform a contract. Recipients ofinformation shall be required to comply with the

requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 5523(m).

5. A record related to an lnternational Application filed under the Patent Cooperation Treaty in this system of records

may be disclosed, as a routine use, to the international Bureau of the World intellectual Property Organization, pursuant
to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or
his/her designee, during an inspection of records conducted by GSA as part ofthat agency's responsibility to
recommend improvements in records management practices and programs, under authority of 44 US. C. 2904 and

2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make
determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication of the

application pursuant to 35 U.S.C. 122(b) or issuance ofa patent pursuant to 35 U.S.C. 151. Further, a record may be

disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed in an application

which became abandoned or in which the proceedings were terminated and which application is referenced by either a

published application, an application open to public inspections or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law

enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation.
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W09827783

Publication Title:

VIRTUAL PRIVATE NETWORK SERVICE PROVIDER FOR ASYNCHRONOUS

TRANSFER MODE NETWORK

Abstract:

Abstract of W09827783

A virtual private network service provider is used to transfer data over a data
network to a final destination, with third-party billing. The method comprises the
steps of: prompting the user at a data terminal to select a destination, password,
and call type; sending a set-up message to the data network; selecting a virtual
private network provider through the data network; the virtual pri 104d vate
network provider giving an encryption key to the user, and then prompting the
user for a password and a user identification; encrypting the password, and
sending the user identification and the encrypted password to the virtual private
network provider; the virtual private network provider decrypting the encrypted
password, and verifying the password; the virtual private network provider
providing an authorization code; and the data terminal transferring the data
through the data network to the final destination, using the authorization code.
Data supplied from the esp@cenet database - Worldwide

Courtesy of http://v3.espacenet.com
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PCT WORLD INTELLECTUAL PROPERTY ORGANIZATIONInternational Bureau

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT) 

‘ (51) International Patent Classification 6 : , (11) International Publication Number: W0 98/27783
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VIRTUAL PRIVATE NETWORK SERVICE PROVIDER
FOR ASYNCHRONOUS TRANSFER MODE NETWORK

Technical Field

The invention relates generally to asynchronous transfer mode (“ATM”)

networks and virtual private networks (“VPN”), such as those ofi‘ered by MCI

and Sprint, and, more particularly, to a method of using a VPN to transfer

data over a data network, with third-party billing.

Background of the Invention

Telephone service providers ofl'er third-party billing. For example, local
and long distance telephone companies ofi‘er calling cards for third party
billing.

VPNs exist to provide the sense of a private network among a

company’s locations. The lines/trunks of a VPN are actually shared among

several companies, to reduce costs, yet to each company the VPN appears to

be that company’s own private network. However, a user at a remote data

terminal, such as a portable computer in a hotel room, can not immediately

charge his company for the access time to a data net, such as the Internet.

Instead, his access time is charged to his hotel room, and so he must pay the

inflated rates that hotels charge for phone service.

What is needed is a VPN service provider that offers remote access for

users belonging to a VPN, user authorizations to prevent delinquent access

into the VPN, and convenient third-party billing.

Summary of the Invention

The present invention, accordingly, provides a system and method for

using a VPN service provider to transfer data over a data network to a final

destination, with third-party billing. The method comprises the steps of:

prompting the user at a data terminal to select a destination, password, and

call type; selecting a VPN through the data network; giving an encryption key

to the user, and then prompting the user for a password and a user

identification; verifying the password, and providing an authorization code to

-1.
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the user; and allowing the user to transfer the data through the data network

to the final destination, using the authorization code.

In another feature of the invention, the method further comprises

negotiating for more bandwidth for the user, and including within the

authorization code a grant of additional bandwidth.

In another feature of the invention, the method further comprises

encrypting the user’s password, and sending the user identification and the

encrypted password to the VPN service provider.

In another feature of the invention, the method further comprises a

step of sending a set-up message to the data network.

In another feature of the invention, the method further comprises a

step of the VPN service provider decrypting the encrypted password.

A technical advantage achieved with the invention is that it shifts or

defers costs from an end user to a bulk purchaser of data network services.

Another technical advantage achieved with the invention is that it permits

end users mobility while attaining a virtual appearance on a corporate

intranet.

Brief Description of the Drawings

Fig. 1 is a system block diagram of a VPN service provider of the

present invention.

Fig. 2 is a flow chart depicting the method of the present invention, as

implemented by application software on a user terminal.

Fig. 3 is the initial screen display of the user interface of the

application software.

Figs. 4A and 4B are call flow diagrams, illustrating the preferred

sequence of steps of the method of the present invention.

Figs. 5A, 5B, 5C, 5D, 5E, and 5F comprise a flow chart depicting the

method of the present invention, as implemented by switching control point

software.
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Description of the Preferred Embodiment

In Fig. 1, the VPN service provider system of the present invention is

designated generally by a reference numeral 10. The VPN service provider

system 10 includes a VPN 12. The VPN 12 may be a corporate, government,

association, or other organization’s telephone/data line ‘network. The VPN

service provider system 10 also includes access lines 13 from the VPN 12 to a

data network 14, such as the Internet, or an ATM network. The VPN service

provider system 10 also includes access lines 16 from the data network 14 to a

long distance phone company 1§, such as AT&T, MCI, or Sprint. The VPN

service provider system 10 also includes access lines 20 from the data network
14 to a called party 22, such as, for example, American Express reservations

service. The VPN service provider system 10 also includes access lines 24

from the data network 14 to a remote user terminal 26, such as a portable

computer in a hotel room. The user terminal 26 includes user application

software 28, which provides the interface for the user to enter the number to

be called, the user identification number, and the user’s authorization code.

The VPN service provider system 10 also includes VPN service provider

software 30, located in a switching control point (SCP) device 32, which, in the

preferred embodiment may be physically located anywhere. The SCP 32

connects to the data network 14 via access lines 36. One possible physical

location for the SCP 32 is on the premises of a local phone company central

switch building 34. However, even when located within the building 34, the

SCP 32 connects to the local phone company switches via the data network

14. The local phone company switches connect to the data network 14 via

access lines 38.

In an alternate embodiment, the VPN service provider software 30 and

the SCP device 32 may be located on the premises of an independent provider

of local phone service, or on the premises of an independent VPN service

provider.

Petitioner Apple - EX. 1002, p. 243



Petitioner Apple - Ex. 1002, p. 244

WO 98/27783 PCT/11397/01563

Referring now to Fig. 2, the application sofiware 28 begins the data

transfer process in step 50. In step 52, the user is presented with a screen

display.

Referring now to Fig. 3, a screen display 100 displays the following

information requests: whether the call is a direct call 102 or a VPN call 104,

the number the user desires to call 106, the VPN user ID 108, and the user

password 110. The user is also presented with the option to make the call

112, or to quit 114.

Referring back to Fig. 2, in step 54 the user terminal sends to the SCP

32 the information captured through the graphical user interface (“GUI”) in

step 52 within a user network interface (“UNI”) setup message. In step 56 the

user terminal 26 waits for a connect message from the SCP 32. In step 58 the

user terminal 26 determines if a connection was made. If no connection was

made, then in step 60 the user application software 28 displays an error

message to the user, and returns to step 50 to begin again the data transfer

process.

If a connection was made, then in step 62 the user terminal 26 sends

the VPN user ID to the SCP 32. In step 64 the user terminal 26 waits for an

encryption key from the SCP 32. In step 66, havincIr received the encryption

key from the SCP 32, the user application software 28 encrypts the user’s

password, and sends it to the SCP 32. In step 68 the user terminal 26 waits

for authentication of the user. In step 70 the user application software 28

determines if the SCP 32 authorizes the user to make the call.

If the user is not authorized, then in step 72 the user terminal 26

displays an error message, terminates the connection, blanks the screen

display 100, and returns to step 50 to begin again the data transfer process.

If the user is authorized, then in step 74 the VPN service provider software 30

sets up the billing, and authorizes it. In step 76 the user terminal 26 sends a

“release”, meaning to terminate or disconnect the connection, to the SCP 32.

In step 78 the user terminal 26 sends a setup message to the number listed by

-4-
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the user as the “number to call”, that is, to the final destination. In step 80

the user terminal 26 waits for a connection. In step 82-the user terminal 26

determines if a connection was made.

If a connection to the final destination was not made, then the user

application software 28 returns to step 72, in which step the user terminal 26

displays an error message, terminates the connection, blanks the screen

display 100, and returns to step 50 to begin again the data transfer process.

If a connection to the final destination was made, then in step 84 the user

terminal 26 exchanges user data, services, and/or value added or user specific

applications with the computer at the address, that is, the telephone number,

of the final destination. In step 86 the user selects the option presented to

him to release, or terminate, the call. In step 88 the user terminal 26 sends a

release message to the final destination. In step 90 the data network 14

sends billing information to the SCP 32. In step 92 the application software

28 ends the data transfer process.

Fig. 4A and Fig. 4B are call flow diagrams, showing the sequence of

messages in the method of the preferred embodiment. These diagrams

present the same method as the flow chart of Fig. 2. The horizontal arrows

represent the messages sent and received. The vertical lines represent the

various devices involved in sending and receiving the messages. For example,

the top left arrow in Fig. 4A represents a message sent from the user terminal

26, labeled “Macintosh” in Fig.4A, to an interface with a public network. The

user terminal 26 can be any brand of a work station computer, a desktop

computer, a laptop computer, or even a notebook computer. The interface

could be any interface, but in the example of Fig. 4A and Fig. 4B, the

interface is imagined to be at a hotel, where a business traveler is using the

method of the present invention. Thus, the interface is labeled “Hotel ATM

Interface”, which is not shown in Fig. 1. The vertical line labeled “Public

ATM Network” is the same as the data network 14 in Fig. 1. The vertical line

labeled “Moe’s VPN Service” represents the VPN service provider software 30

-5-
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within the SCP 32. The vertical line labeled “Travel ATM Interface” is not

shown in Fig. 1, but is located between the called party 22 and the data

network 14. The vertical line labeled “Travel Service” is one example of the

called party 22 shown in Fig. 1. In the example of Fig. 4A and Fig. 4B, the

business traveler is imagined to be using the method of the present invention

to contact a travel service to make reservations for his next airline flight. In

Figs. 4A and 4B the designation “Ack” represents “acknowledge”, and the

designation “Cmp” represents “complete”.

Referring now to Fig. 5, the VPN service provideffiSofiware 30 begins

the data transfer process in step 300 by waiting for an event. The event it

waits for is a setup message on a signaling port of the SCP 32, to be received

from the user terminal 26. In step 302, having monitored the signaling ports,

and the SCP 32 having received a setup message, the VPN service provider

software 30 assigns a call condense block (“CCB”) to the setup message, based

on a call reference number. The CCB is a software data structure for tracking

resources associated with the call. The call reference number is a number,

internal to the SCP, for tracking calls. In step 304 the VPN service provider

software 30 compiles the connect message. In step 306 the VPN service

provider software 30 sends a connect message to the calling address, that is,

the hotel room from which the user is calling. In step 308 the VPN service

provider software 30 condenses, that is, it remains in a wait state for that

call.

Referring now to Fig. 5B, in step 310 the VPN service provider software

30 waits for an event by monitoring the signaling ports of the SCP 32. After

the SCP 32 receives a connect acknowledge message from the user terminal

26, then in step 312 the VPN service provider software 30 accesses the CCB,

based on the call reference number. In step 314 the VPN service provider

software 30 condenses.

Referring now to Fig. SC, in step 316 the VPN service provider Software

30 waits for dialog on a data port of the SCP 32. After the SCP 32 receives a

—6-
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VPN ID on a data port, therVPN service provider software 30 verifies the VPN

ID in step 318. In step 320 the VPN service provider software 30 determines

if the VPN ID is valid. If the VPN ID is not valid, then in step 322 the SCP

32 sends a reject message over an assigned switch virtual circuit (“SVC”). The

SVC is a channel over the data network 14. In step 324 the VPN service

provider software 30 waits for dialog. In step 326, because the VPN ID is

valid, the VPN service provider sofiware 30 assigns an encryption key to the

user terminal 26, in step 328 sends the encryption key over the assigned SVC

to the user terminal 26, and in step 330 waits for dialog.

Referring now to fig. 5D, in step 332 the VPN service provider software

30 waits for dialog. When the SCP 32 receives the encrypted password from

the user terminal 26 at a data port, then in step 334 the VPN service provider

software 30 verifies the password, and determines in step 336 if the password

is valid. If the password is not valid, then in step 338 the SCP 32 sends a

reject message over the assigned SVC to the user terminal, and in step 340

waits for dialog. If the password is valid, then in step 342 the VPN service

provider software 30 assigns an authorization token to the user terminal 26,

in step 344 sends the token over an assigned SVC to the user terminal 26,

and in step 346 waits for dialog.

Referring now to Fig. SE, in step 348 the VPN service provider software

30 waits for an event. When the VPN service provider sofizware 30 senses

that the SCP 32 has received on a signaling port a release message from the

user terminal 26, then in step 350 the VPN service provider sofiware 3O

accesses the CCB, based on the call reference number of the user terminal 26,

in step 352 compiles a release complete message, in step 354 sends a release

complete message to the user terminal 26, and in step 356 condenses.

Referring now to Fig. SF, in step 358 the VPN service provider software

30 waits for an event. When the VPN service provider software 30 senses

that the SCP 32 has received on a signaling port a third-party billing setup

message from the user terminal 26, then in step 360 the VPN service provider

-7-
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software 30 verifies the token just received from the user terminal 26, to

determine, in step 362, if it is the same token that the VPN service provider

software 30 sent to the user terminal 26 in step 344. If the token is not valid,

then in step 364 the SCP 32 sends a release message to the terminal 26, and

in step 366 condenses. If the token is valid, then in step 368 the SCP 32

sends a modified third-party billing setup message to the data network 14,

and in step 870 condenses.

Although an illustrative embodiment of the invention has been shown

and described, other modifications, changes, and substitutions are intended in

the foregoing disclosure. Accordingly, it is appropriate that the appended

claims be construed broadly and in a manner consistent with the scope of the

invention.
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WHAT IS CLAIlVIED IS:

1. A computerized method of a virtual private network service

provider with third party billing, using a virtual private network to transfer

data over a data network to a final destination, the method comprising the

steps of:

a. prompting the user at a data terminal to select a destination,

password, and call type;

b. selecting a virtual private network through the data network;

giving an encryption key to the user, and then prompting the

user for a password and a user identification;

d. verifying the password, and providing an authorization code to

the user; and

e. allowing the user to transfer the data through the data network

to the final destination, using the authorization code.

2. The method of claim 1, wherein step (d) further comprises

negotiating for more bandwidth for the user, and including within the

authorization code a grant of additional bandwidth.

3. The method of claim 2, wherein step (c) further comprises

encrypting the user's password, and sending the user identification and the

encrypted password to the virtual private network service provider.

4. The method of claim 3, further comprising, after step (a), the step

of sending a set-up message to the data network.

5. The method of claim 4, further comprising, after step (c), the step

of the virtual private network service provider decrypting the encrypted

password.

6. An apparatus for providing a datalink connection fi'om a user

terminal to a data network and to a virtual private network, with third party

billing, comprising:

a. an interface between the user terminal and the data network;
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b. a switching control point device connected to the data network,

the switching control point device connected to a computer; and

c. a computer-readable medium encoded with a method of using the

virtual private network and the data network, with third party

billing, the computer-readable medium accessible by the

computer.

7. The apparatus of claim 6, wherein the method comprises

negotiating for more bandwidth for the user, and including within an

authorization code a grant of additional bandwidth.

8. The apparatus of claim 7, wherein the method further comprises

encrypting a user‘s password, and temporarily storing the user identification

and the encrypted password.

9. The apparatus of claim 8, wherein the method further comprises

sending a set-up message to the data network.

10. The apparatus of claim 9, wherein the method further comprises

decrypting the encrypted password.

11. A computer-readable medium encoded with a method of using a

virtual private network, with third party billing, the method comprising the

steps of:

a. prompting the user at a data terminal to select a destination,

password, and call type;

b. selecting a virtual private network through the data network;

c. giving an encryption key to the user, and then prompting the

user for a password and a user identification;

(1. verifying the password, and providing an authorization code to

the user; and

e. allowing the user to transfer the data through the data network

to the final destination, using the authorization code.

-10-
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12. The computer-readable medium of claim 11 wherein step (d)

further comprises negotiating for more bandwidth for the user, and including

within the authorization code a grant of additional bandwidth.

13. The computer-readable medium of claim 12 wherein step (c)

further comprises encrypting the user’s password, and sending the user

identification and the encrypted password to the virtual private network

service provider.

14. The computer-readable medium of claim 13 further comprising,

after step (a), the step of sending a set-up message to the data network.

15. The computer-readable medium of claim 14 further comprising,

afizer step (c), the step of the virtual private network service provider

decrypting the encrypted password.

16. An apparatus for providing a datalink connection from a user

terminal to a data network and to a virtual private network, with third party

billing, comprising:

a. means for prompting a user at the data terminal to select a

destination, password, and call type;

b. means for selecting the virtual private network through the data

network;

c. means for giving an encryption key to the user, and then

prompting the user for a password and a user identification;

d. means for verifying the password, and providing an authorization

code to the user; and

e. means for allowing the user to transfer data through the data

network to a final destination, using the authorization code.

17. The apparatus of claim 16, further comprising means for

negotiating for more bandwidth for the user, and including within the

authorization code a grant of additional bandwidth.

-11-
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18. The apparatus of claim 17, further comprising means for

encrypting the user’s password, and sending the user identification and the

encrypted password to the virtual private network service provider.

19. The apparatus of claim 18, further comprising means for sending;

a set-up message to the data network.

20. The apparatus of claim 19, further comprising means for

decrypting the encrypted password.

-12-
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2334181

Over-the-air re-programming of radio transceivers

This invention relates to radio transmitter/receivers and in particular it

relates to a method of re-programming radio transmitter/receivers over-the -

air.

A radio transmitter/receiver (transceiver) such as a radiotelephone is

designed for operation with particular types of networks such as GSM 900

or DCS 1800. Intended use of the radiotelephone with a particular

network(s) in a restricted geographical area, however, requires that the

telephone be configured so as properly to communicate with the particular

network (3). The user of a radiotelephone will usually have a telephone

which has been configured for communication with a so called “home

network”. The home network is the local network usually most used by the

subscriber.

The area within which a user of e.g. a GSM radiotelephone may operate,

however, is considerable and is not limited to the home network but may be

used on many other networks throughout the world. Use of a handset

outside the home network is known as “roaming”.

When the radiotelephone is to be used in roaming it is often necessary for it

to have a configuration different to that for use with the home network. It is

possible for re-configuration of radio transmitter/receivers to be effected by

means of signals received across the air interface.
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It is also convenient for the radio to be re-configurable over the air interface

so as to support different types of communication and user applications e.g.

addition of address book manager, whether or not it is located in the home

network.

Over the air re-programming of radio receivers is well known in the art and

reference may be made to US patent 5 381 138 for example. The capability

to obtain programming data from a network is particularly useful for a

roaming radio transmitter/receiver.

When beginning operation in an area for which the radiotelephone is not

configured and it is required to download the data for reconfiguration from

one of the available networks, a communication link must first be

established with the network of interest. It has been proposed that a pilot

channel be established in all areas from which the roaming radiotelephone

may obtain the data necessary for reconfiguration.

A pilot channel of this type, however, will require a relatively large

bandwidth to allow a sufficiently fast transfer of the data required.

According to the invention there is provided a method of downloading

reprogramming data from a network for installation in a radio

transmitter/receiver comprising initial communication from a first dedicated

_ channel of relatively small bandwidth broadcasting at least the frequency

and radio access parameters of a second channel of relatively large

bandwidth from which reprogramming data may be downloaded.
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Examples of the invention will now be described in more detail with

reference to the accompanying figures in which

figure 1 Illustrates the logical structure of the bootstrap channel

figure 2 Is a flow diagram of a reconfiguration process

figure 3 Is a flow diagram of an alternative reconfiguration process

A roaming radio transmitter/receiver (mobile) is located in a region served

by one or more networks and the user wishes to communicate with a

network from which he can obtain reprogramming data and subsequently

begin communicating with the network in the communication mode

selected.

A pilot channel broadcast is maintained in the region and contained in the

pilot channel broadcast there is at least sufficient information for the mobile

to connect to a second channel which we shall call the bootstrap channel.

Conveniently the pilot channel will be broadcast in all regions over a

standardised radio interface. Only a small bandwidth is required for the pilot

channel because of the small amount of information contained in the

broadcast.
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The small bandwidth requirement makes the task of standardisation much

easier with respect to the pilot channel. The wider bandwidth channels are

more conveniently assigned locally for ease of implementation.

The Pilot Channel (P_CH ) broadcasts a list of sets of parameters

corresponding to networks available in the region. The mobile receives the

network transmission through the P_CH. If the existing configuration of

the mobile is matched to the available regional radio schemes, then a second

channel the bootstrap channel (B_CH) is logically mapped onto the selected
transmission mode. The base station and mobile exchange information over

this dedicated logical channel.

, The Bootstrap channel is logically mapped on top of one of the default

modes of the terminal; a mapping of a logical BfiCH onto the physical GSM

channel for instance may be implemented. Once the mapping has been

effected the terminal may download data from the base station. The

bootstrap channels provided by each operator may accommodate differing

services with regard to the applications available for downloading.

The flow diagram shown at fig 3 depicts a reconfiguration procedure.

When the mobile is switched on, it reads the Pilot Channel broadcast. The

mobile must be configured to support the (standardised) radio interface of

the Pilot Channel. The Pilot Channel carries local radio parameters

(standards supported in the regional environment in which the mobile is

located). After processing the received information, the mobile
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communicates with the base station through the Bootstrap Channel,

provided that the mobile has the minimum resources required by its local

radio environment. Prior to the change of channel, P_CH to B_CH, a

logical mapping of the Bootstrap Channel is performed within the mobile on

the selected air interface.

When operation on a local B_CH transmission has been established, the

user may wish to change some properties or the performance of his mobile

and can request supply of the desired services from the network. If no

changes are-required then the mobile adopts the default transmission mode

in stand-by and releases the allocated B_CH.

If the user requests a change then communication between the base station

and mobile is maintained for the exchange, the nature of which will depend

on-the capabilities of both mobile and network. At least 3 conditions can

affect the nature of this information exchange.

Firstly, the mobile may not be able to support the required software. Where

the mobile is not able to support the required software, no communication

channel is available to the mobile from the existing network resources and

use ofthe mobile within the region will therefore not be possible.

_ Secondly, the required software may be stored already in the mobile’s

memory. 'In this situation there is no need to download a software module

but the allocated B_CH connection is maintained for further operations as

described.
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Thirdly, the soflware module required to support a different type of

communication or user application may need to be downloaded from the

base station. Where the download of a software module is required, initially

a selection script is downloaded to the mobile followed by downloading and

installation of the required software.

When the installation of the required software into the mobile has been

completed, the mobile signals to the network the achievement of correct

reconfiguration. On receipt of the “correct reconfiguration” signal from the

mobile details of the mobile identity and its present configuration are

entered on the network database (to license the product for instance) .

With reference to figure 1, the logical structure of the bootstrap channel will

include 2 logical sub—channels : a download channel and a signalling control

channel (S_CH). The signalling control channel assists in the reduction of

errors in transmission so as to allow correct software download.

In the above example, the first channel, the Pilot Channel, is standardised

and the mobile must be configured to support the radio interface for the

Pilot Channel. The second (bootstrap) channel may be subject to local

definition through logical mapping on a local transmission mode e.g. GSM,

DECT and the mobile is not initially configured to support the radio

interface for the bootstrap channel..
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An example of a method of reprogramming providing greater flexibility will

now be given. In this example the mobile is configured to support the radio

interfaces for both the first, dedicated relatively small bandwidth (Pilot)

channel and the second relatively large bandwidth (bootstrap) channel. That

is to say that when the mobile is switched on in most and preferably all

regions, the network can communicate with the mobile via both pilot and

bootstrap channels.

In order for the mobile always to have the appropriate radio interface for the

bootstrap channel then this channel would need also to be standardised (in

addition to the Pilot Channel). The parameters of the bootstrap channels

provided in different regions may have local variations in terms of e.g.

allocated frequency, data rate and available user applications.

With reference to figure 3 which is a flow diagram of the reconfiguration

process for this example, the mobile when switched on reads the Pilot

Channel broadcast. The allocated fi'equency and radio resource parameters

for the bootstrap channel contained in the pilot channel broadcast are

processed and any required logical mapping effected. After processing the

received information, the mobile communicates with the base station

through the Bootstrap Channel.

The‘condition likely to be experienced in the previous example whereby the

mobile is not able to support the required software and no communication

channel is available to the mobile fi-om the existing network resources does

not apply in this arrangement. The communication via the bootstrap
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- channel allows the request for and supply of the software module necessary

to establish communication with the network. The transfer to the bootstrap

charmel does not depend on the existing configuration of the mobile since

the bootstrap channel is standardised in this example and the mobile is

equipped to interface, via the pilot channel, with the bootstrap channel.

The services and structure offered by the Bootstrap Channel are common for

both of the above examples, however, the requirements on the terminals and

networks differ.

The bootstrap channel will provide the following services by means of over

-the-air (OTA) reconfiguration :

capability Exchange - the terminal provides some information to the

network on its current configuration and capabilities.

module Selection : at this stage the user specifies the software that his

terminal requires to download. This operation could be compared to an

installation script.

data download : transfer of the data. In some cases software code will have

to be downloaded whilst in other cases the software may already be

implemented in the mobile. In the latter case, a set-up mechanism would be

sufficient to initiate the reconfiguration.

Once the mobile and the base station are synchronised on the bootstrap

channel, information exchange can begin.
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Claims

1. A method of downloading reprogramming data from a network for

installation in a radio transmitter/receiver comprising initial communication

from a first dedicated channel of relatively small bandwidth broadcasting at

least the frequency and radio access parameters of a second channel of

relatively large bandwidth fiom which reprogramming data may be

downloaded.

2. A method of downloading reprogramming data from a network as in

claim 1 where first, dedicated relatively small bandwidth channel has a

stande radio interface common to many network locations.

3. A method of downloading reprogramming data fi'om a network as in

claim 2 where second relatively large bandwidth channel has a standard

radio interface common to many network locations.

4. A method of downloading reprogramming data fiom a network as in

claims 1 to 3 where first, dedicated relatively small bandwidth channel

broadcasts a list of sets ofparameters corresponding to networks available

in the region.

5. A method of downloading reprogramming data from a network as in

claim 1 where the radio transmitter/receiver is configured to support the

radio interfaces for both the first, dedicated relatively small bandwidth

channel and the second relatively large bandwidth channel.
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System and method for automated network reconfiguration
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A method is disclosed for providing an enhanced level of security for sensitive or
proprietary information associated with information transactions in a public
network, such as the Internet. In carrying out that method, an on-line information
transaction is bifurcated between a generalized information access portion of
such a transaction and an exchange of sensitive user information. With such a
bifurcation, the generalized information access portion of the transaction, which
generally would constitute the more substantial (in terms of network resources)
portion of the transaction, would be handled via a non-secure network, usually a
public network such as the Internet. The portion of the transaction involving
sensitive user information, on the other hand, would be handled by a separate
secure connection, such as a private network, or in 10a7 tranetwork. An
important characteristic of this bifurcation arrangement is the provision of a
means for automated reconfiguration of a user terminal as between accessing
the Ageneralized information via the non-secure network and access to the
secure communications network for the exchange of sensitive user information.
Such an automated reconfiguration will be carried out without the necessity for
any action on the part of the user, and indeed will be largely invisible to the user.
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Description

FIELD OF THE INVENTION

This invention is related to the field of data communications, and more particularly to a method and means for
establishing an automatic reconfiguration of a user terminal among alternative tasks.

BACKGROUND OF THE INVENTION

With the increasing popularity of personal computers over the last several years has come a striking growth in
transaction-oriented computer-to-computer communications (as opposed to bulk-data transfers among such comput-
ers). For convenience herein such transaction-oriented computer-to-computer communications will be described by the
shorthand term “information transaction". That growth in the use of computers for such information transactions has
unquestionably been fueled by the existence of an international infrastructure for implementing such data communica-
tions, known as the Internet. And, driven bythe burgeoning demand for such information transaction services, the Inter-

net has itself experienced explosive growth in the amount of traffic handled.
At least partly in response to that demand, a new level of accessibility to various information sources has recently

been introduced to the Internet, known as the World Wide Web (“WWW"). The WWW allows a user to access a uni-
verse of information which combines text, audio, graphics and animation within a hypermedia document. Links are con-

tained within a WWW document which allow simple and rapid access to related documents. Using a system known as
the HyperText Markup Language (”HTML"), pages of information in the WWW contain pointers to other pages, those

pointers typically being a key word (commonly known as a hyperlink word). When a user selects one of those key
words, a hyperlink is created to another information layer (which may be in the same, or a different information server),
where typically additional detail related to that key word will be found.

In order to facilitate implementation of the WWW on the Internet, new software tools have been developed for user
terminals, usually known as Web Browsers, which provide a user with a graphical user interface means for accessing
information on the Web, and navigating among information layers therein. A commonly used such Web Browser is that

provided by Netscape.
The substantial growth in the use of computer networks, and particularly the WWW, for such information transac-

tions, has predictably led to significant commercialization of this communications medium. For example, with the WWW,
a user is not only able to access numerous information sources, some public and some commercial, but is also able to

access "catalogs” of merchandise, where individual items from such a catalog can be identified and ordered, and is able
to carry out a number of banking and other financial transactions. As will be obvious, such commercial transactions will

typically involve sensitive and proprietary information, such as credit card numbers and financial information of a user.
Thus, with the growth of commercial activity in the Internet, has also come a heightened concern with security.

It is well known that there are persons with a high level of skill in the computer arts, commonly known as “hackers”,

who have both the ability and the will to intercept communications via the Internet. Such persons are thereby able to
gain unauthorized access to various sensitive user information, potentially compromising or misappropriating such
information.

The vulnerability of such sensitive user information to misuse when so transmitted via the Internet is a phenomena
which has only recently received wide public attention. Unless such security concerns can be quickly addressed and
alleviated, the commercial development of this new communications medium may be slowed or even stalled altogether.

SUMMARY OF THE INVENTION

Accordingly, it is an object of the invention to provide an acceptable level of security for sensitive or proprietary infor-
mation associated with information transactions in a public network, such as the Internet. That object is realized through
an arrangement whereby an on-Iine information transaction is bifurcated between a generalized information access
portion of such a transaction and an exchange of sensitive user information. With such a bifurcation, the generalized
information access portion of the transaction, which generally would constitute the more substantial (in terms of net-
work resources) portion of the transaction would be handled via a non-secure network, usually a public network such

as the Internet. The portion of the transaction involving sensitive user information, on the other hand, would be handled
by a separate secure connection, such as a private network, or intranetwork. An important characteristic of this bifurca-
tion arrangement is the provision of a means for automated reconfiguration of a user terminal as between accessing
the generalized information via the non-secure network and access to the secure communications network for the

exchange of sensitive user information. Such an automated reconfiguration will be carried out without the necessity for
any action on the part of the user, and indeed will be largely invisible to the user. In a further embodiment of the inven-

tion, a transfer of data is provided from a public to a private network, wherein data selected by a user from a public net-
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work site may be arranged and displayed at a user terminal and, subject to further user selection/confirmation activity,
thereafter transferred to a private network.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 depicts an illustrative case of information transactions carried out via a public network such as the Internet.

Figure 2 shows the architecture of a browser as would typically be applied for accessing a hypermedia web page.
Figure 3 illustrates the primary elements of the reconfigurable dual-path method of the invention.
Figure 4 depicts in flow chart form the basic jump capability of the methodology of the invention.

Figures 5A & 5B (generally designated collectively herein as "Figure 5") depict in flow chart form the "shopping
cart" capability of the methodology of the invention.

Figure 6A & 6B (generally designated collectively herein as "Figure 6") depict in flow chart form the stored config-
uration capability of the methodology of the invention.

Figure 7A 8: 7B (generally designated collectively herein as "Figure 7") depict in flow chart form the off-line form
capability of the methodology of the invention.

DETAILED DESCRIPTION

For clarity of explanation, the illustrative embodiment of the present invention is presented as comprising individual

functional blocks. The functions these blocks represent may be provided through the use of either shared or dedicated
hardware, including, but not limited to, hardware capable of executing software.

Figure 1 depicts an illustrative case of information transactions carried out via the Internet. As seen in the figure,
an exemplary user obtains access to the Internet by First connecting, via a Terminal 110 having an associated Browser

111, to an Internet Service Provider 112 selected by the user. That connection between the user and the Internet Serv-
ice Provider will typically be made via the Public Switched Telephone Network (PSTN) from a modem associated with
the user's Terminal to a network node in the Internet maintained by the selected Internet Service Provider.

Once the user has obtained access to the selected Internet Service Provider, an address is provided for connection
to another user or other termination site and such a connection is made via the Internet to that destination location. As

can be seen from the figure, communication via the Internet may be either user-to-user, as from Terminal 110 to Termi-
nal 130, or from a user to a node representing an information source accessed via the Internet, such as Public Site 120.

It will of course be understood that the Internet provides service to a large number of users and includes a large

number of such Public Sites, but the illustration provides the essential idea of the communication paths established for
such Internet communication. It will also be understood that a number of service classifications are supported by the

Internet, with the World Wide Web service, which represents a preferred embodiment for the public network aspect of

the method of the invention, being one of the currently most heavily trafficked of such services.
The Web Browser, such as depicted at 111, can be seen as a software application operating in conjunction with a

user terminal (such as Terminal 110) which provides an interface between such a user terminal and the particular func-

tionality of the WWW information site. The architecture of such a browser is generally described in terms of three main
components, as illustrated in Figure 2. At the top level is the Browser 201, which enables the acquisition of information

pages from a WWW server (beginning, in all cases, with the “home page” for that server), for display at a display device

associated with the terminal. The Browser also provides the necessary interface for the terminal with the HTML func-
tionality used by the server to provide access to other linked information layers.

The second level of the browser architecture is the TCP/IP Stack 202, which handles the communications protocols

used for connecting the terminal to the WWW server. The bottom level of this architecture is the Dialer 203, which typ-
ically handles the function of providing dialing and setup digits to a modem, as illustrated at 204, such a modem gener-

ally being a part of the terminal. Normally, upon receiving dialing and other setup information from the dialer, the modem
would cause a connection to be made via the PSTN to the Internet Service Provider selected for that terminal.

After a connection is established in this manner to the Internet Service Provider, an address would be provided for
the WWW information node sought to be contacted, a connection to that node made through the Internet, and the home
page for that node caused to be displayed at the terminal's display device. A user would then select a key word in that
home page, typically by clicking on the word with a mouse or similar device, and, upon transmission of that selection

signal to the WWW server, a hyperlink would be created to the linked information layer and the open page of that layer
would be caused to be displayed at the user terminal.

As explained above, serious questions have been raised in respect to the security of communications via the public
Internet. (Note, that the discussion herein is focused on the Internet, and particularly the WWW functionality of the Inter-

net, as a preferred embodiment of such public data communication networks generally, but the methodology of the
invention will be applicable to any such network.) To address this problem, the methodology of the invention begins with

a bifurcation of the information transaction between a user and the selected information transaction provider into a por-
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tion related to sensitive or proprietary user information, and other information comprising that transaction. With such a

bifurcation, it becomes possible to provide substantial security for that proprietary information by use of an alternative

communications path for that separated portion of the transaction via a private network, or intranetwork -- i.e., a con-
nection between a user‘s terminal and a secure serving node on that private network. It is anticipated that a coordina-
tion means will be established in respect to the management of information among the public and private network
elements of the bifurcated information transaction.

In its basic form, this methodology may be carried out by the user terminal initiating a call via the Internet to a

selected WWW node, and upon establishing connection to that node, proceeding with the desired information transac-
tion up to the point where an exchange of sensitive or proprietary information were required. At that point the user ter-

minal would be instructed by the WWW server to terminate that connection (i.e., hangup) and to place a new call to an
identified private network server for the necessary exchange of sensitive information.

However, in order to accomplish such a dual-path transaction, it is necessary that the browser at the user terminal
be reconfigured to provide the dialing, authorization (i.e., login and password), and other needed information for
accessing the alternative private network, in order to implement the proprietary portion of the transaction. It will also
usually be the case that, upon completion of that private-network transaction, the original dialer, stack and browser con-

figurations will need to be restored, in order for the terminal to retain its normal Internet access functionality. Such a
reconfiguration and subsequent restoral of the necessary parameters in the browser, stack and dialer is likely to be well
beyond the capabilities of the average user.

Accordingly, as a further embodiment of the inventive methodology, an automated browser reconfiguration means

is provided which interoperates with the browser. This browser reconfiguration means is described in detail hereafter

and will be referred to as the "Bridging Software".
Figure 3 provides an illustration of the primary elements of the reconfigurable dual-path method of the invention.

As seen in the figure, a first path comparable to the Internet link shown in Figure 1, between User Terminal 301 and

WW Serving Node 330 (via Browser 302, Modem 303, Internet Service Provider 310, and Internet 320) is provided.
However, an alternative path is now provided from the output of Modem 303 to Private Server 350. That path is illus-
trated as being via the PSTN, which is generally regarded as being highly secure, but an alternative dedicated or other
more-secure path between the User Terminal 301 and the Private Server 350 could as well be provided. In keeping with

the discussion above, Browser 302 shown in Figure 3 would also include the Bridging Software installed as a helper
application for implementing the automatic reconfiguration of the Browser.

In the operation of this system, a user would normally make an initial connection to an Internet application, such as
the application represented by W Serving Node 330, which, e.g., might be a shopping application, afinanciaI trans-

action, or the provision of an enrollment form for off-line preparation. After conducting all, or some portion of an infor-
mation transaction short of an exchange of sensitive or proprietary information, including a capture by the user's

terminal of needed information from the public site, a user provides a signal indicative of an end to that portion of that
transaction. During the course of the public portion of the information transaction, specially configured files are sent

from the WWW serving node to the Bridging Software associated with Browser 302. Such files contain instructions for
the Bridging Software to store information-like products -- e.g., for selected items from a catalog, forms for enrollment,
or non-secure portions of a financial transaction, and reconfiguration information for dialing and logging into the private

portion of the transaction. The Bridging Software then hangs up the Internet connection, edits the user terminal's
browser, stack and dialer files to reconfigure the terminal to connect to the private server. Prior to automatic redialing

of the new private site for the user, the Bridging Software may be instructed by the application operating at W
Server Node 330 to display items chosen for purchase, or to display a form for the end-user to complete off-line before
dialing the private application. Upon connecting to the private application and completing the transaction as to the user

sensitive information in a private environment, the Bridging Software then restores the end-user software to the dialing
and authorization parameters required to dial to the public Internet.

A particularly advantageous application of the automated reconfiguration and information transfer methodology of

the Bridging Software is that it adds value to certain WWW servers which do not possess the Common Gateway Inter-
face (“CGI”) capability -- i.e., a provision of specialized functions on the server beyond just displaying HTML files, and
are accordingly unable to accomplish any transactional processing in respect to items selected by a user. In effect, such

a non-CGI server, on its own, can only serve as a "billboard" for the items represented in its database.
However, with the collection and redelivery process of the Bridging Software, a data capture and processing mech-

anism can be implemented for servers operating in a non-CGI environment -- such servers being incapable of more
than the simple delivery of static data packets corresponding to available items. The data set enabled by the Bridging
Software is a mechanism for augmenting such limited server capabilities by defining a flexible mechanism for the
receipt, display, and delivery of arbitrary data from one site to another.

In such a scenario, the Bridging Software receives a “shopping cart" item list from the host as a data-set defined
with a static MIME data packet associated with the Bridging Software. This information comprising the data-set may be
updated, displayed to the user in a “read-only” fashion, or presented to the user for order selection.
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During the process of interacting with the WWW server, a user may trigger HTML links resulting in additional MIME

packets for the Bridging Software being delivered to the client. These packets allow items to be added and/or removed

from the specified data set or presented to the user for local confirmation. The user will interact with a pop-up screen

provided by the Bridging Software which presents the items available with product information, such as part number,
description, unit cost, etc. The user identifies those items which are to be placed into the “shopping cart" and the quan-

tity of items desired. Upon completion of the form, the Bridging Software stores the order in a format suitable for sub-
sequent delivery to the private server site.

An additional feature provided by the methodology of the Bridging Software is an automated mechanism for provid-
ing compatibility with user terminals not previously having the Bridging Software included with the terminal's browser.

To that end, the Bridging Software located at an accessed public network site initially checks to see if the browser coun-
terpart for that software is loaded at the calling user terminal. If yes, the heretofore described processes of the Bridging

Software go forward. If not however, a request is sent through the public host to download the Bridging Software to the
calling terminal. After such a download, a helper application loads the Bridging Software to the terminal‘s browser.

I. Illustrative Embodiments

A variety of browser reconfiguration applications are supported by the automated browser reconfiguration means
of the invention. Four essentially diverse capabilities of this invention, which support such applications, are described
hereafter as illustrative embodiments of the invention.

A. Basic Jump Capabilities

In this configuration, which is illustrated in flow chart form in Figure 4, an end-user is connected to a chosen WWW
serving node (where a desired information product is made available) via a modem and an Internet browser associated

with the user's terminal (Step 401 of Figure 4). After conducting an information transaction with the selected WWW
serving node for some interval (determined in relation to the specific application accessed), the user clicks on a hyper-
text link, or picture, to begin an automated process which will cause that public session to be terminated and a new con-

nection established to an alternate private data network (Step 402).
In response to that user action. a data message containing parameter reconfiguration instructions is passed from

the WWW server application to the Bridging Software at the user's terminal (Step 403). Upon receiving such instruc-
tions, the Bridging Software edits the user‘s on-Iine communications software parameters, reconfiguring that software

to dial the alternate data network (Step 404). This reconfiguration is fully automatic and transparent to the user, and
includes parameters such as modem dial number, login, password, and TCP/IP addresses. At that point, the Bridging

Software causes the modem to disconnect the current data network connection, shutting down the browser, and to then
dial the alternate private data network (Step 405).

With the establishment of a connection to the private server on the alternate data network, the user interacts with

the alternate data network application as appropriate (Step 406), and after an interval completes his activity with the
alternate data network and provides an indication of such completion (Step 407). A data message containing parame-
ter reconfiguration instructions is then passed from the alternate data network application to the Bridging Software

(Step 408).
At that point, the Bridging Software again edits the user‘s on-Iine communications software parameters, reconfig-

uring them to dial the original public data network, or another preselected network (Step 409). As with the first recon-
figuration, this configuration is automatic and includes parameters such as modem dial number, login, password, and

TCP/IP addresses. The Bridging Software automatically causes the current private data network to be disconnected by
the modem (Step 410), and if appropriate, causes the original public data network to be redialed (Step 411). When
such a reconnection to the public data network is established, the end-user would then continue his application in the
public data network.

B. “Shopping Cart” Capabiligy
 

With this configuration, illustrated in flow chart form in Figure 5, a user begins by establishing a connection to a
WWW application (assuming for the moment that the application is non-CGI enabled) at a serving node for that appli-
cation, using the Internet browser and modem associated with the user's terminal (Step 501 of Figure 5). Upon finding

an item in that application to be saved, or remembered for later consideration, or purchase, the user clicks on a hyper-

text link, or picture, representing that item (Step 502). That application then sends a data message to the Bridging Soft-

ware containing information about the items selected (Step 503) and such information is stored by the Bridging Soft-
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ware in the “shopping cart" file in the user's terminal (Step 504). Such selection download and storage steps (i.e., steps

502, 503 & 504) are repeated for as many items as the user chooses to select. At any point after the Bridging Software

has received the first set of item selection information, the user can instruct the Bridging Software to cause those
selected items about which such information has been received to be displayed locally (at the user's terminal), where
the user may review or edit (including deletion if desired) the collection of items theretofore selected. The application
may also control display characteristics such as color and font for such locally displayed items. Note that in the case of

a CGl-enabled application, the application itself will keep track of the items selected by the user and only download the
totality of the selected items at the end of the selection process, and accordingly, the described local display option will

not be applicable to such a CGl-enabled application.

At the point of completion of his “shopping", the user clicks on a hyper-text link or picture to “check out" (Step 505),
which will begin a process of causing a jump to an alternate data network for the completion of sensitive portions of the
transaction. To that end, a data message containing parameter reconfiguration instructions is passed from the WWW

application to the Bridging Software (Step 506). It is to be noted that, as a security measure, information such as the
new dial number, IP address, home page, configuration data (e.g., login, password, DNS address) may be passed over
the public network in encrypted form.

Upon receiving such reconfiguration instructions, the Bridging Software edits the user's on-line communications
software parameters, reconfiguring that software to dial the alternate data network (Step 507). This reconfiguration is
fully automatic and transparent to the user, and includes parameters such as modem dial number, login, password, and
TCP/IP addresses. At that point, the Bridging Software causes the modem to disconnect the current data network con-

nection, shutting down the browser, and to then dial the alternate data network (Step 508).
The Bridging Software passes the stored “shopping cart" data captured from the WWW application to the alternate

network application (Step 509), where that data may be displayed for the user, permitting the user to confirm and/or
modify the data (Step 51 0). The user interacts with the alternate data network application as appropriate, and after an
interval completes his activity with the alternate data network (Step 511) and thus, by providing an appropriate comple-
tion signal to the application, completing the private portion of the information transaction (Step 512). A data message
containing parameter reconfiguration instructions is then passed from the alternate data network application to the

Bridging Software (Step 513).

The Bridging Software, at this point, again edits the user's on-line communications software parameters, reconfig-
uring them to dial the original (or another pre-defined) data network (Step 514). As with the first reconfiguration, this
configuration is automatic and includes parameters such as modem dial number, login, password, and TCP/IP
addresses. The Bridging Software automatically causes the current private data network to be disconnected by the

modem (Step 515), and if appropriate, causes the original public data network to be redialed (Step 516). When such a
reconnection is established to the point in the public data network where the user had left off to handle the secured

aspects of his information transaction, the user would then continue his application in the public data network.

C. Stored Configuration Capabilities

For this configuration, depicted in flow chart form in Figure 6, an end-user is connected to a chosen WWW serving
node (where a desired information product is made available) via a modem and an Internet browser associated with the

user's terminal (Step 601 of Figure 6). The user selects a hypertext link or picture associated with the WWW application
by clicking on such link or picture (Step 602). A data message containing parameter reconfiguration instructions and an
application icon (related to the selected hypertext link or picture) is passed from the WWW application to the Bridging

Software (Step 603).

The Bridging Software creates an icon for display at the user's terminal, and saves a Bridging Software configura-
tion file that is associated with that icon (Step 604). Such Bridging Software actions are automatic and multiple selec-
tions may he captured in this manner. At this point the user may continue the on-line session, or, if all desired selections

have been made, a signal is provided from the user that the session should be discontinued (Step 605). The Bridging
Software then automatically disconnects the current data network connection (Step 606).

After disconnecting from the WWW application, and following an interval determined by the user, a new application

is selected by the user by clicking on the appropriate new icon displayed at the user's terminal (Step 607). The Bridging
Software receives the reconfiguration instructions from the file associated with the selected icon (Step 608).

The Bridging Software edits the user's on-line communications software parameters, reconfiguring that software to
dial the alternate data network (Step 609). The Bridging Software then automatically starts the user's Internet browser
software and causes the alternate network application to be dialed by the modem associated with that terminal (Step
610). Upon establishing a connection to the alternate network, the user interacts with that application and completes

the transaction to the user's satisfaction (Step 611). After a signal is sent to the alternate network indicating such com-
pletion of the user's activity (Step 612), a data message containing parameter reconfiguration instructions is passed

from the alternate data network application to the Bridging Software (Step 613). That Software then causes the user's
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terminal configuration parameters to be reset (Step 614) and the alternate data network to be automatically discon-

nected (Step 615).

D. fo-Line FQrm Qapabflty

In this configuration, depicted in flow chart form in Figure 7, an end-user is connected to a chosen WWW serving
node (where a desired information product is made available) via a modem and an Internet browser associated with the

user's terminal (Step 701 of Figure 7). The user selects a hypertext link or picture associated with an off-line form appli-
cation -- an exemplary such form being an HTML-based form -- by clicking on such link or picture (Step 702). A data

message containing parameter reconfiguration instructions for the Bridging Software, the selected off-Iine-form appli-
cation, and an optional icon (related to the selected hypertext link or picture) is passed from the WWW application to

the Bridging Software (Step 703). Note that the selected off-line form may be for either single or multiple use.
In the case of a delayed or multiple use of the selected form, the Bridging Software may create an icon for display

at the user's terminal, and will save a Bridging Software configuration file that is associated with that icon (Step 704).
The form in question is also saved on the user's terminal. Such Bridging Software actions are automatic. At this point
the user may continue the on-Iine session, or, if all desired selections have been made, a signal is provided from the

user that the session should be discontinued (Step 705). The Bridging Software then automatically disconnects the cur-
rent data network connection (Step 706).

After disconnecting from the WWW application, two cases are to be considered as to the further processing of the

selected form: (1) an immediate single use of the form and (2) either a delayed or multiple use of the form. In the first

case, the Bridging Software edits the user‘s on-Iine communications software parameters, reconfiguring that software

to dial the alternate data network. The Bridging Software then automatically starts the user's Internet browser software
which is caused to display the off-line form. The user then completes the off-line form and chooses a “Submit Form"
button displayed at his terminal.

In the second case, the Bridging Software will have created an icon for display at the user's terminal and saved a
Bridging Software configuration file associated with that icon. Following an interval determined by the user, the off-line-
form application is started by the user by clicking on the new form icon displayed at the user's terminal (Step 707). The

Bridging Software receives the reconfiguration instructions from the file associated with the selected icon (Step 708).
The Bridging Software edits the user's on-Iine communications software parameters, reconfiguring that software to

dial the alternate data network (Step 709). The Bridging Software then automatically starts the user's Internet browser
software which is caused to display the off-line form (Step 710). The user then completes the off-line form and chooses

a "Submit Form" button displayed at his terminal (Step 711).
In either the first or second case, following activation of the “Submit Form" button, the alternate network application

is then caused to be dialed by the Bridging Software. Upon establishing a connection to the alternate network, the form
data is passed to the alternate network (Step 712). The user then interacts with that application and completes the
application (Step 713). After a signal is sent to the alternate network indicating such completion of the user's activity
(Step 714),a data message containing parameter reconfiguration instructions is passed from the alternate data network
application to the Bridging Software (Step 715). That Software then causes the user's terminal configuration parame-
ters to be reset (Step 716) and the alternate data network to be automatically disconnected (Step 717).

CONCLUSION

A system and method has been described for the automatic switching of an information transaction between two

or more alternate networks. This functionality, which incorporates a reconfiguration means designated herein as the

Bridging Software, supports the movement of application specific data from one on-Iine environment to another. Among
potential applications of this process for passing data between different environments are: selected items for purchase
(“shopping cart"), captured data from forms, and other server captured data such as web pages visited.

The Bridging Software reconfiguration means is intended to work with various Web Browser software implementa-
tions, including the Netscape Personal Edition (NPE) Software for Windows 3.1 and 3.11, and which represents a work-
ing embodiment for the invention. The Bridging Software installs itself as a helper application within the browser
application and utilizes a special MIME type configuration file to pass reconfiguration and “shopping cart” information
from the server to the client software.

When an application requires a user to re-connect to a private application, a reconfiguration file is passed to the
Bridging Software helper application via a CGI script or simple hyper-text link. The helper application disconnects the
current data connection, reconfigures the dial parameters (dial #. login password, DNS address, and home page) and

initiates the dial program so the end-user can access the private application.

When the end-user connects to the private application, the Bridging Software reconfiguration means provides the
new “private server" application with data collected from the “public server", and the application resumes in a private.
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secure environment.

The Bridging Software allows both short term and long term storage of dial configurations. Configurations passed
to the Bridging Software can be designated as single use configurations and discarded after the application has termi-

nated, or saved and displayed to the end-user as a dial choice by the Bridging Software.
Although the present embodiment of the invention has been described in detail. it should be understood that vari-

ous changes, alterations and substitutions can be made therein without departing from the spirit and scope of the inven-
tion as defined by the appended claims. In particular, it is noted that, while the invention has been primarily described

in terms of a preferred embodiment based on an automatic reconfiguration between a public and a private data net-
work, any the methodology of the invention will be equally applicable to any set of alternate networks.

Claims

1. A method for managing a transaction via a communications path between a terminal device and a serving node in
a data network, said method comprising the steps of:

establishing an initial communications path via a first connection between said terminal device and a serving
node in a first data network;

receiving information from said serving node in said first data network for effecting a reconfiguration of said
communications path for said transaction from said first connection in said first data network to a second con-
nection in a second data network; and

automatically connecting said terminal device to a serving node in said second data network via said second
connection.

2. A method for managing a transaction via a communications path between a terminal device and a serving node in
a data network, said method comprising the steps of:

establishing an initial communications path via a first connection between said terminal device and a serving
node in a first data network;

selecting at least one information item from a data base of said information items provided at said serving node
in said first data network;

causing said selected information items to be downloaded to said terminal device via said first connection;

receiving information from said serving node in said first data network for effecting a reconfiguration of said
communications path for said transaction from said first connection in said first data network to a second con-
nection in a second data network; and

automatically connecting said terminal device to a serving node in said second data network via said second
connection.

3. A method for managing a transaction via a communications path between a terminal device and a serving node in
a data network, said method comprising the steps of:

establishing an initial communications path via a first connection between said terminal device and a serving
node in a first data network;

identifying at least one data network application from a data base of said data network applications provided

at said serving node in said first data network;
receiving information from said serving node in said first data networkfor reconfiguring said terminal device for

implementation of a communication path via an alternate connection between said terminal device and at least
one of said identified data network applications in a second data network; and
in response to a selection signal from a user, automatically connecting said terminal device to a selected one
of said identified data network applications via said alternate connection.

4. A method for managing a transaction via a communications path between a terminal device and a serving node in

a data network, said method comprising the steps of:

establishing an initial communications path via a first connection between said terminal device and a serving
node in a first data network;

selecting an off-line form application from a data base provided at said serving node in said first data network;
receiving information from said serving node in said first data networkfor reconfiguring said terminal device for

implementation of a communication path via a second connection between said terminal device and said
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selected off-line form application in a second data network; and

in response to, a selection signal from a user, automatically connecting said terminal device to said selected
off-line form application.

The method for managing a transaction of Claim 1 or 2 including the further step of recognizing a signal to recon-
figure said communications path from said first connection to said second connection.

The method for managing a transaction of Claim 3 wherein said selected data network application is operated at a
serving node in said second data network.

The method for managing a transaction of Claim 4 wherein said selected off-line form application is operated at a
serving node in said second data network.

The method for managing a transaction of one of the Claims 1, 2, 6 or 7 wherein said serving nodes in said first
and said second data networks are manifested in a common node.

The method for managing a transaction of Claim 1 or 2 wherein said step of receiving information includes the fur-
ther step of effecting said reconfiguration of said communications path.

The method for managing a transaction of Claim 1 or 2 wherein said step of automatically connecting includes the
step of automatically disconnecting said first connection prior to implementation of said second connection.

The method for managing a transaction of Claim 1 or 2 including the further steps of:

automatically disconnecting said second connection in response to a user signal; and
reconfiguring said terminal device to enable, in response to user instruction, an implementation of a connection
via an identified data network.

The method for managing a transaction of Claim 11 wherein said step of automatically reconfiguring said terminal
device includes the step of effecting said implementation of said connection via said identified data network.

The method for managing a transaction of Claim 2 wherein said step of causing said selected information items to
be downloaded includes the further step of causing said selected information items to be displayed at said terminal
device.

The method for managing a transaction of Claim 13 wherein said displayed selected items can be edited by a user
at said terminal device.

The method for managing a transaction of Claim 13 wherein display characteristics for said displayed selected
items can be controlled at said terminal device.

The method for managing a transaction of Claim 2 wherein said step of automatically connecting includes the step
of uploading said selected information items from said terminal device to said service provider via said second con-
nection.

The method for managing a transaction of Claim 3 including the further steps of:

automatically disconnecting said alternate connection in response to a user signal; and
reconfiguring said terminal device to enable implementation of a pre-selected connection between said termi-
nal device and an identified data network.

The method for managing a transaction of Claim 17 wherein said step of automatically reconfiguring said terminal
device includes the further step of effecting said implementation of said pre-selected connection.

The method for managing a transaction of Claim 4 including the further step of downloading from said serving node

in said first data network to said terminal device of an off-line form related to said off-line form application.

The method for managing a transaction of Claim 4 including the further step of uploading said downloaded off-line
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form from said terminal device to said selected off-line form application, after processing by a user.

The method for managing a transaction of Claim 4 including the further steps of:

automatically disconnecting said connection to said selected off-line form application in response to a user sig-
nal; and

reconfiguring said terminal device to enable implementation of a pre-selected connection between said termi-
nal device and an identified data network.

The method for managing a transaction of Claim 21 wherein said step of automatically reconfiguring said terminal
device includes the further step of effecting said implementation of said pre-selected connection.

A method for managing connections between a terminal device and at least one information source/processor
wherein at least two of said connections are implemented via separate communications networks, comprising the
steps of:

recognizing a signal for connection to an information source/processor via a communications network other
than a communications network for which a predetermined connection is configured;
causing said terminal device to implement a connection to said information source/processor via said other
communications network; and

upon termination of said information source/processor connection via said other communications network,

automatically reconfiguring a connection criteria in said terminal device to enable said terminal device to imple-
ment, in response to user instruction, a connection via an alternative one of said communications networks.

The method for managing connections of Claim 23 wherein said recognizing step occurs at a point when said ter-
minal device is connected to a given source/processor.

The method for managing connections of Claim 23 wherein information items may be selected by a user at said
terminal device from said given source/processor, and including the further step of causing said selected informa-
tion items to be downloaded from said source/processor to said terminal device.

The method for managing connections of Claim 25 wherein said step of effecting connection includes the further
step of uploading said selected information items from said terminal device to said other information source/proc-
essor.

The method for managing connections of Claim 26 wherein said selected information items are processed by said
user at said terminal device prior to uploading to said other information source/processor.

The method for managing connections of Claim 24 including the further step of causing said given source/proces-
sor to download to said terminal device configuration data for enabling said step of effecting connection to said
other information source/processor.

The method for managing connections of Claim 24 including the further step of causing said other source/proces-

sor to download to said terminal device configuration data for enabling said step of automatically restoring a prior
connection criteria in said terminal device.

A method for enhancing security of certain data in an on-line information transaction comprising the steps of:

bifurcating said information transaction into a first portion comprising said certain data and a remaining portion,
wherein said remaining portion is carried out via a public on-line communications connection between a termi-
nal device and a public information server;

causing said first portion to be carried out via a secure private on-line communications connection between
said terminal device and a private information server; and
automatically reconfiguring network access means in said terminal device to switch between said public con-
nection and said private connection.
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(57) A new pseudo network adapter provides an
interface for capturing packets from a local communica- 26‘
tions protocol stack for transmission on the virtual pri-
vate network, and includes a Dynamic Host

Configuration Protocol (DHCP) server emulator, and an
Address Resolution Protocol (ARP) server emulator.
The new system indicates to the local communications
protocol stack that nodes on a remote private network
are reachable through a gateway that is in turn reacha-
ble through the pseudo network adapter. A transmit
path in the system processes data packets from the

local communications protocol stack for transmission
through the pseudo network adapter. An encryption
engine encrypts the data packets and an encapsulation
engine encapsulates the encrypted data packets into
tunnel data frames. The network adapter further

includes an interface into a transport layer of the local

communications protocol stack for capturing received 262
data packets from the remote server node, and a
receive path for processing received data packets cap-

tured from the transport layer of the local communica- FIG 15
tions protocol stack. The receive path includes a '
decapsulation engine, and a decryption engine, and

passes the decrypted, decapsulated data packets back
to the local communications protocol stack for delivery
to a user.
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Description

FIELD OF THE INVENTION

The invention relates generally to establishing
secure virtual private networks. The invention relates
specifically to a pseudo network adapter for capturing,

encapsulating and encrypting messages or frames.

BACKGROUND

In data communications it is often required that
secure communications be provided between users of
network stations (also referred to as "network nodes") at

different physical locations. Secure communications
must potentially extend over public networks as well as

through secure private networks. Secure private net-
works are protected by "firewalls", which separate the
private networkfrom a public network. Firewalls ordinar-

ily provide some combination of packet filtering, circuit
gateway, and application gateway technology, insulating

the private network from unwanted communications
with the public network.

One approach to providing secure communications
is to form a virtual private network. In a virtual private
network, secure communications are provided by
encapsulating and encrypting messages. Encapsulated

messaging in general is referred to as "tunneling". Tun-
nels using encryption may provide protected communi-
cations between users separated by a public network,
or among a subset of users of a private network.

Encryption may for example be performed using an
encryption algorithm using one or more encryption

"keys". When an encryption key is used, the value of the
key determines how the data is encrypted and
decrypted. When a public-key encryption system is
used, a key pair is associated with each communicating
entity. The key pair consists of an encryption key and a
decryption key. The two keys are formed such that it is

unfeasible to generate one key from the other. Each
entity makes its encryption key public, while keeping its
decryption key secret. When sending a message to
node A, for example, the transmitting entity uses the

public key of node A to encrypt the message, and then
the message can only be decrypted by node A using

node A's private key.
In a symmetric key encryption system a single key

is used as the basis for both encryption and decryption.
An encryption key in a symmetric key encryption system
is sometimes referred to as a "shared" key. For exam-
ple, a pair of communicating nodes A and B could com-

municate securely as follows: a first shared key is used
to encrypt data sent from node A to node B, while a sec-
ond shared key is to be used to encrypt data sent from
node B to node A. In such a system, the two shared

keys must be known by both node A and node B. More
examples of encryption algorithms and keyed encryp-

tion are disclosed in many textbooks, for example
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"Applied Cryptography - Protocols, Algorithms, and

Source Code in C", by Bruce Schneier, published by

John Wiley and Sons, New York, New York, copyright
1994.

Information regarding what encryption key or keys
are to be used, and how they are to be used to encrypt
data for a given secure communications session is

referred to as "key exchange material". Key exchange
material may for example determine what keys are used

and a time duration for which each key is valid. Key
exchange material for a pair of communicating stations
must be known by both stations before encrypted data
can be exchanged in a secure communications session.
How key exchange material is made known to the com-
municating stations for a given secure communications

session is referred to as "session key establishment".
A tunnel may be implemented using a virtual or

"pseudo" network adapter that appears to the communi-
cations protocol stack as a physical device and which

provides a virtual private network. A pseudo network
adapter must have the capability to receive packets

from the communications protocol stack, and to pass
received packets back through the protocol stack either
to a user or to be transmitted.

A tunnel endpoint is the point at which any encryp-
tion/decryption and encapsulation/decapsulation pro-
vided by a tunnel is performed. In existing systems, the

tunnel end points are pre-determined network layer
addresses. The source network layer address in a
received message is used to determine the "creden-
tials" of an entity requesting establishment of a tunnel

connection. For example, a tunnel server uses the
source network layer address to determine whether a

requested tunnel connection is authorized. The source
network layer address is also used to determine which
cryptographic key or keys to use to decrypt received
messages.

Existing tunneling technology is typically performed
by encapsulating encrypted network layer packets (also

referred to as "frames") at the network layer. Such sys-
tems provide "network layer within network layer"
encapsulation of encrypted messages. Tunnels in exist-
ing systems are typically between firewall nodes which

have statically allocated IP addresses. In such existing
systems, the statically allocated IP address of the fire-

wall is the address of a tunnel end point within the fire-
wall. Existing systems fail to provide a tunnel which can
perform authorization based for an entity which must
dynamically allocate its network layer address. This is
especially problematic for a user wishing to establish a
tunnel in a mobile computing environment, and who

requests a dynamically allocated IP address from an

Internet Service Provider (ISP).
Because existing virtual private networks are based

on network layer within network layer encapsulation,

they are generally only capable of providing connection-
less datagram type services. Because datagram type

services do not guarantee delivery of packets, existing
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tunnels can only easily employ encryption methods over

the data contained within each transmitted packet.

Encryption based on the contents of multiple packets is
desirable, such as cipher block chaining or stream
ciphering over multiple packets. For example, encrypted
data would advantageously be formed based not only
on the contents of the present packet data being

encrypted, but also based on some attribute of the con-
nection or session history between the communicating
stations. Examples of encryption algorithms and keyed
encryption are disclosed in many textbooks, for exam-

ple "Applied Cryptography - Protocols, Algorithms, and
Source Code in C", by Bruce Schneier, published by

John Wiley and Sons, New York, New York, copyright
1994.

Thus there is required a new pseudo network
adapter providing a virtual private network having a
dynamically determined end point to support a user in a
mobile computing environment. The new pseudo net-

work adapter should appear to the communications pro-
tocol stack of the node as an interface to an actual

physical device. The new pseudo network adapter
should support guaranteed, in-order delivery of frames
over a tunnel to conveniently support cipher block
chaining mode or stream cipher encryption over multi-
ple packets.

SUMMARY OF THE INVENTION

A new pseudo network adapter is disclosed provid-
ing a virtual private network. The new system includes

an interface for capturing packets from a local commu-
nications protocol stack for transmission on the virtual

private network. The interface appears to the local com-
munications stack as a network adapter device driver
for a network adapter.

The invention, in its broad form, includes a pseudo
network adapter as recited in claim 1, providing a virtual
network and a method therefor as recited in claim 9.

The system as described hereinafter further

includes a Dynamic Host Configuration Protocol
(DHCP) server emulator, and an Address Resolution
Protocol (ARP) server emulator. The new system indi-

cates to the local communications protocol stack that
nodes on a remote private network are reachable

through a gateway that is in turn reachable through the
pseudo network adapter. The new pseudo network
adapter includes a transmit path for processing data
packets from the local communications protocol stack
for transmission through the pseudo network adapter.
The transmit path includes an encryption engine for

encrypting the data packets and an encapsulation
engine for encapsulating the encrypted data packets
into tunnel data frames. The pseudo network adapter
passes the tunnel data frames back to the local commu-

nications protocol stack for transmission to a physical
network adapter on a remote server node.

Preferably, as described hereinafter, the pseudo
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network adapter includes a digest value in a digest field

in each of the tunnel data frames. A keyed hash function

is a hash function which takes data and a shared cryp-
tographic key as inputs, and outputs a digital signature
referred to as a digest. The value of the digest field is
equal to an output of a keyed hash function applied to
data consisting of the data packet encapsulated within
the tunnel data frame concatenated with a counter

value equal to a total number of tunnel data frames pre-
viously transmitted to the remote server node. In
another aspect of the system, the pseudo network
adapter processes an Ethernet header in each one of
the captured data packets, including removing the
Ethernet header.

The new pseudo network adapter further includes

an interface into a transport layer of the local communi-
cations protocol stack for capturing received data pack-
ets from the remote server node, and a receive path for
processing received data packets captured from the

transport layer of the local communications protocol
stack. The receive path includes a decapsulation

engine, and a decryption engine, and passes the
decrypted, decapsulated data packets back to the local
communications protocol stack for delivery to a user.

Thus there is disclosed a new pseudo network
adapter providing a virtual private network having
dynamically determined end points to support users in a

mobile computing environment. The new pseudo net-
work adapter provides a system for capturing a fully
formed frame prior to transmission. The new pseudo
network adapter appears to the communications proto-

col stack of the station as an interface to an actual phys-
ical device. The new pseudo network adapter further

includes encryption capabilities to conveniently provide
secure communications between tunnel end points
using stream mode encryption or cipher block chaining
over multiple packets.

BRIEF DESCRIPTION OF THE DRAWINGS

A more detailed understanding of the invention may
be had from the following description of a preferred
embodiment, given by way of example and to be under-

stood in conjunction with the accompanying drawing in
which:

o Fig. 1 is a block diagram showing the Open Sys-
tems Interconnection (OSI) reference model;

0 Fig. 2 is a block diagram showing the TCP/IP inter-
net protocol suite;

9 Fig. 3 is a block diagram showing an examplary
embodiment of a tunnel connection across a public
network between two tunnel servers;

o Fig. 4 is a flow chart showing an examplary embod-

iment of steps performed to establish a tunnel con-
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nection;

Fig. 5 is a flow chart showing an examplary embod-

iment of steps performed to perform session key
management for a tunnel connection;

Fig. 6 is a block diagram showing an examplary

embodiment of a relay frame;

Fig. 7 is a block diagram showing an examplary
embodiment of a connection request frame;

Fig. 8 is a block diagram showing an examplary
embodiment of a connection response frame;

Fig. 9 is a block diagram showing an examplary
embodiment of a data frame;

Fig. 10 is a block diagram showing an examplary
embodiment of a close connection frame;

Fig. 11 is a state diagram showing an examplary
embodiment of a state machine forming a tunnel
connection in a network node initiating a tunnel
connection;

Fig. 12 is a state diagram showing an examplary

embodiment of a state machine forming a tunnel
connection in a server computer;

Fig. 13 is a state diagram showing an examplary

embodiment of a state machine forming a tunnel
connection in a relay node;

Fig. 14 is a block diagram showing an examplary
embodiment of a tunnel connection between a cli-

ent computer (tunnel client) and a server computer
(tunnel server);

Fig. 15 is a block diagram showing an examplary
embodiment of a pseudo network adapter;

Fig. 16 is a block diagram showing an examplary

embodiment of a pseudo network adapter;

Fig. 17 is a flow chart showing steps performed by
an examplary embodiment of a pseudo network
adapter during packet transmission;

Fig. 18 is a flow chart showing steps performed by
an examplary embodiment of a pseudo network

adapter during packet receipt;

Fig. 19 is a data flow diagram showing data flow in
an examplary embodiment of a pseudo network

adapter during packet transmission;

Fig. 20 is a data flow diagram showing data flow in
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an examplary embodiment of a pseudo network

adapter during packet receipt;

9 Fig. 21 is a diagram showing the movement of
encrypted and unencrypted data in an examplary
embodiment of a system including a pseudo net-
work adapter;

0 Fig. 22 is a diagram showing the movement of

encrypted and unencrypted data in an examplary
embodiment of a system including a pseudo net-
work adapter; and

0 Fig. 23 is a flow chart showing steps initialization of
an examplary embodiment of a system including a

pseudo network adapter.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

 

Now with reference to Fig. 1 there is described for

purposes of explanation, communications based on the

Open Systems Interconnection (OSI) reference model.
In Fig. 1 there is shown communications 12 between a
first protocol stack 10 and a second protocol stack 14.
The first protocol stack 10 and second protocol stack 14
are implementations of the seven protocol layers (Appli-

cation layer, Presentation layer, Session layer, Transport
layer, Network layer, Data link layer, and Physical layer)
of the OSI reference model. A protocol stack implemen-
tation is typically in some combination of software and

hardware. Descriptions of the specific services provided

by each protocol layer in the OSI reference model are

found in many text books, for example "Computer Net-
works", Second Edition, by Andrew S. Tannenbaum,
published by Prentice-Hall, Englewood Cliffs, New Jer-
sey, copyright 1988.

As shown in Fig. 1, data 11 to be transmitted from a
sending process 13 to a receiving process 15 is passed

down through the protocol stack 10 of the sending proc-
ess to the physical layer 9 for transmission on the data
path 7 to the receiving process 15. As the data 11 is
passed down through the protocol stack 10, each proto-

col layer prepends a header (and possibly also appends
a trailer) portion to convey information used by that pro-

tocol layer. For example, the data link layer 16 of the
sending process wraps the information received from
the network layer 17 in a data link header 18 and a data
link layer trailer 20 before the message is passed to the
physical layer 9 for transmission on the actual transmis-
sion path 7.

Fig. 2 shows the TCP/IP protocol stack. Some pro-
tocol layers in the TCP/IP protocol stack correspond
with layers in the OSI protocol stack shown in Fig. 1.
The detailed services and header formats of each layer

in the TCP/IP protocol stack are described in many
texts, for example "lnternetworking with TCP/IP, Vol. 1:

Principles, Protocols, and Architecture“, Second Edi-

Petitioner Apple - EX. 1002, p. 301



Petitioner Apple - Ex. 1002, p. 302

7 EP 0 838 930 A2 8

tion, by Douglas E. Comer, published by Prentice-Hall,

Englewood Cliffs, New Jersey, copyright 1991. The

Transport Control Protocol (TOP) 22 corresponds to the
Transport layer in the OSI reference model. The TCP
protocol 22 provides a connection-oriented, end to end
transport service with guaranteed, in-sequence packet

delivery. In this way the TCP protocol 22 provides a reli-
able, transport layer connection.

The IP protocol 26 corresponds to the Network

layer of the OSI reference model. The IP protocol 26
provides no guarantee of packet delivery to the upper
layers. The hardware link level and access protocols 32
correspond to the Data link and Physical layers of the
OSI reference model.

The Address Resolution Protocol (ARP) 28 is used

to map lP layer addresses (referred to as "IP
addresses") to addresses used by the hardware link
level and access protocols 32 (referred to as "physical
addresses" or "MAC addresses"). The ARP protocol

layer in each network station typically contains a table of
mappings between IP addresses and physical

addresses (referred to as the "ARP cache"). When a
mapping between an IP address and the corresponding
physical address is not known, the ARP protocol 28
issues a broadcast packet (an "ARP request" packet) on
the local network. The ARP request indicates an IP
address for which a physical address is being

requested. The ARP protocols 28 in each station con-
nected to the local network examine the ARP request.
and if a station recognizes the IP address indicated by
the ARP request, it issues a response (an "ARP

response" or "ARP reply" packet) to the requesting sta-
tion indicating the responder's physical address. The

requesting ARP protocol reports the received physical
address to the local lP layer which then uses it to send
datagrams directly to the responding station. As an
alternative to having each station respond only for its
own IP address, an ARP server may be used to respond
for a set of IP addresses it stores internally, thus poten-

tially eliminating the requirement of a broadcast
request. In that case, the ARP request can be sent
directly to the ARP server for physical addresses corre-
sponding to any IP address mappings stored within the
ARP server.

At system start up, each station on a network must
determine an IP address for each of its network inter-

faces before it can communicate using TCP/IP. For
example, a station may need to contact a server to
dynamically obtain an IP address for one or more of its
network interfaces. The station may use what is referred

to as the Dynamic Host Configuration Protocol (DHCP)

to issue a request for an IP address to a DHCP server.
For example, a DHCP module broadcasts a DHCP
request packet at system start up requesting allocation
of an IP address for an indicated network interface.

Upon receiving the DHCP request packet, the DHCP
server allocates an IP address to the requesting station
for use with the indicated network interface. The
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requesting station then stores the IP address in the

response from the server as the IP address to associate

with that network interface when communicating using
TCP/IP.

Fig. 3 shows an example configuration of network
nodes for which the presently disclosed system is appli-
cable. In the example of Fig. 3, the tunnel server A is an

initiator of the tunnel connection. As shown in Fig. 3, the
term "tunnel relay" node is used to refer to a station

which fonivards data packets between transport layer

connections (for example TCP connections).
For example, in the present system a tunnel relay

may be dynamically configured to forward packets
between transport layer connection 1 and transport
layer connection 2. The tunnel relay replaces the

header information of packets received over transport
layer connection 1 with header information indicating
transport layer connection 2. The tunnel relay can then
fonivard the packet to a firewall, which may be conven-

iently programmed to pass packets received over trans-
port layer connection 2 into a private network on the

other side of the firewall. In the present system, the tun-
nel relay dynamically forms transport layer connections
when a tunnel connection is established. Accordingly
the tunnel relay is capable of performing dynamic load
balancing or providing redundant service for fault toler-
ance over one or more tunnel servers at the time the

tunnel connection is established.

Fig. 3 shows a Tunnel Server A 46 in a private net-
work N1 48, physically connected with a first Firewall
50. The first Firewall 50 separates the private network

N1 48 from a public network 52, for example the Inter-
net. The first Firewall 50 is for example physically con-

nected with a Tunnel Relay B 54, which in turn is
virtually connected through the public network 52 with a

Tunnel Relay C. The connection between Tunnel Relay
B and Tunnel Relay C may for example span multiple
intervening forwarding nodes such as routers or gate-
ways through the public network 52.

The Tunnel Relay C is physically connected with a
second Firewall 58, which separates the public network
52 from a private network N2 60. The second Firewall

58 is physically connected with a Tunnel Server D 62 on

the private network N2 60. During operation of the ele-

ments shown in Fig. 3, the Tunnel Server D 62 provides
routing of IP packets between the tunnel connection

with Tunnel Server A 46 and other stations on the pri-
vate network N2 60. In this way the Tunnel Server D 62
acts as a router between the tunnel connection and the

private network N2 60.
During operation of the elements shown in Fig. 3,

the present system establishes a tunnel connection
between the private network N1 48 and the private net-
work N2 60. The embodiment of Fig. 3 thus eliminates
the need for a dedicated physical cable or line to provide

secure communications between the private network 48
and the private network 60. The tunnel connection
between Tunnel Server A 46 and Tunnel Server D 62 is
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composed of reliable, pair-wise transport layer connec-

tions between Tunnel Server A 46 (node "A"), Tunnel

Relay B 54 (node "B"), Tunnel Relay C 56 (node "0"),
and Tunnel Server D 62 (node "D"). For example, such
pair-wise connections may be individual transport layer
connections between each node A and node B, node B

and node C, and node C and node D. In an alternative
embodiment, as will be described below, a tunnel con-

nection may alternatively be formed between a stand-

alone PC in a public network and a tunnel server within
a private network.

Fig. 4 and Fig. 5 show an example embodiment of
steps performed during establishment of the tunnel con-

nection between Tunnel Server A 46 (node "A") and
Tunnel Server D 62 (node "D") as shown in Fig. 3. Prior
to the steps shown in Fig. 4, node A selects a tunnel
path to reach node D. The tunnel path includes the tun-
nel end points and any intervening tunnel relays. The
tunnel path is for example predetermined by a system

administrator for node A. Each tunnel relay along the
tunnel path is capable of finding a next node in the tun-

nel path, for example based on a provided next node
name (or "next node arc"), using a predetermined nam-
ing convention and service, for example the Domain

Name System (DNS) of the TCP/IP protocol suite.
During the steps shown in Fig. 4, each of the nodes

A, B and C perform the following steps:

- resolve the node name of the next node in the tun-

nel path, for example as found in a tunnel relay
frame;

- establish a reliable transport layer (TCP) connec-
tion to the next node in the tunnel path;

- forward the tunnel relay frame down the newly
formed reliable transport layer connection to the
next node in the tunnel path.

As shown for example in Fig. 4, at step 70 node A
establishes a reliable transport layer connection with
node B. At step 72 node A identifies the next down-
stream node to node B by sending node B a tunnel relay

frame over the reliable transport layer connection
between node A and node B. The tunnel relay frame

contains a string buffer describing all the nodes along
the tunnel path (see below description of an example
tunnel relay frame format). At step 74, responsive to the
tunnel relay frame from node A, node B searches the
string buffer in the relay frame to determine if the string
buffer includes node B's node name. If node B finds its

node name in the string buffer, it looks at the next node
name in the string buffer to find the node name of the
next node in the tunnel path.

Node B establishes a reliable transport layer con-

nection with the next node in the tunnel path, for exam-

ple node C. Node B further forms an association
between the reliable transport layer connection between
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Node A and Node B, over which the relay frame was

received, and the newly formed reliable transport layer
connection between Node B and Node C, and as a

result forwards subsequent packets received over the
reliable transport layer connection with Node A onto the

reliable transport layer connection with Node C, and
vice versa. At step 76 node B forwards the tunnel relay

frame on the newly formed reliable transport layer con-
nection to node C.

At step 78, responsive to the relay frame forwarded
from node B, node C determines that the next node in

the tunnel path is the last node in the tunnel path, and

accordingly is a tunnel server. Node C may actively
determine whether alternative tunnel servers are availa-

ble to form the tunnel connection. Node C may select
one of the alternative available tunnel servers to form

the tunnel connection in order to provide load balancing
or fault tolerance. As a result node C may form a trans-
port layer connections with one of several available tun-

nel servers, for example a tunnel server that is relatively
underutilized at the time the tunnel connection is estab-

lished. In the example embodiment, node C establishes
a reliable transport layer connection with the next node
along the tunnel path, in this case node D.

Node C further forms an association between the

reliable transport layer connection between Node B and

Node C, over which the relay frame was received, and
the newly formed reliable transport layer connection
between Node C and Node D, and as a result forwards

subsequent packets received over the reliable transport
layer connection with Node B to the reliable transport

layer connection with Node D, and vice versa. At step 80

node C forwards the relay frame to node D on the newly
formed reliable transport layer connection.

Fig. 5 shows an example of tunnel end point
authentication and sharing of key exchange material
provided by the present system. The present system
supports passing authentication data and key exchange
material through the reliable transport layer connections

previously established on the tunnel path. The following
are provided by use of a key exchange/authentication
REQUEST frame and a key exchange/authentication
RESPONSE frame:

a) mutual authentication of both endpoints of the
tunnel connection;

b) establishment of shared session encryption keys
and key lifetimes for encrypting/authenticating sub-
sequent data sent through the tunnel connection;

d) agreement on a shared set of cryptographic
transforms to be applied to subsequent data; and

e) exchange of any other connection-specific data

between the tunnel endpoints, for example strength
and type of cipher to be used, any compression of
the data to be used, etc. This data can also be used
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by clients of this protocol to qualify the nature of the
authenticated connection.

At step 90 a key exchange/authentication request
frame is fonivarded over the reliable transport layer con-
nections formed along the tunnel path from node A to
node D. At step 92, a key exchange/authentication

response frame is fonivarded from node D back to node
A through the reliable transport layer connections. The

attributes exchanged using the steps shown in Fig. 5
may be used for the lifetime of the tunnel connection. In
an alternative embodiment the steps shown in Fig. 5 are
repeated as needed for the tunnel end points to
exchange sufficient key exchange material to agree
upon a set of session parameters for use during the tun-

nel connection such as cryptographic keys, key dura-
tions, and choice of encryption/decryption algorithms.

Further in the disclosed system, the names used for
authentication and access control with regard to node A

and node D need not be the network layer address or
physical address of the nodes. For example, in an alter-

native embodiment where the initiating node sending

the tunnel relay frame is a stand-alone PC located
within a public network, the user's name may be used
for authentication and/or access control purposes. This
provides a significant improvement over existing sys-
tems which base authorization on predetermined IP
addresses.

Fig. 6 shows the format of an example embodiment
of a tunnel relay frame. The tunnel frame formats shown
in Figs. 6, 7, 8 and 9 are encapsulated within the data

portion of a transport layer (TCP) frame when transmit-
ted. Alternatively, another equivalent, connection-ori-

ented transport layer protocol having guaranteed, in-
sequence frame delivery may be used. The example

TCP frame format, including TCP headerfields, is con-
ventional and not shown.

The field 100 contains a length of the frame. The
field 102 contains a type of the frame, for example a

type of RELAY. The field 104 contains a tunnel protocol
version number. The field 106 contains an index into a

string bufferfield 1 12 at which a name of the originating

node is located, for example a DNS host name of the

node initially issuing the relay frame (node A in Fig. 3).
The fields following the origin index field 106 contain

indexes into the string buffer 112 at which names of
nodes along the tunnel path are located. For example

each index may be the offset of a DNS host name within
the string buffer 112. In this way the field 108 contains
the index of the name of the first node in the tunnel path,
for example node B (Fig. 3). The field 110 contains the

index of the name of the second node in the tunnel path,
etc. The field 112 contains a string of node names of
nodes in the tunnel path.

During operation of the present system, the initiat-

ing node, for example node A as shown in Fig. 3, trans-
mits a tunnel relay frame such as the tunnel relay frame

shown in Fig. 6. Node A sends the tunnel relay frame to
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the first station along the tunnel path, for example node

B (Fig. 3), over a previously established reliable trans-

port layer connection. Node B searches the string buffer
in the tunnel relay frame to find its node name, for exam-

ple its DNS host name. Node B finds its node name in
the string buffer indexed by path index 0, and then uses
the contents of path index 1 110 to determine the loca-

tion within the string buffer 112 of the node name of the
next node along the tunnel path. Node B uses this node
name to establish a reliable transport layer connection
with the next node along the tunnel path. Node B then
forwards the relay frame to the next node. This process
continues until the end node of the tunnel route, for

example tunnel server D 62 (Fig. 3) is reached.

Fig. 7 shows the format of an example embodiment

of a key exchange/key authentication request frame.
The field 120 contains a length of the frame. The field
122 contains a type of the frame, for example a type of
REQUEST indicating a key exchange/key authentica-

tion request frame. The field 124 contains a tunnel pro-
tocol version number. The field 126 contains an offset of

the name of the entity initiating the tunnel connection,
for example the name of a user on the node originally
issuing the request frame. This name and key exchange
material in the request frame are used by the receiving
tunnel end point to authenticate the key

exchange/authentication REQUEST. The name of the
entity initiating the tunnel connection is also use to
authorize any subsequent tunnel connection, based on
predetermined security policies of the system. The field
128 contains an offset into the frame of the node name

of the destination node, for example the end node of the
tunnel shown as node D 62 in Fig. 3.

The field 130 contains an offset into the frame at

which key exchange data as is stored, for example
within the string buffer field 138. The key exchange data
for example includes key exchange material used to
determine a shared set of encryption parameters for the
life of the tunnel connection such as cryptographic keys

and any validity times associated with those keys. The
key exchange data, as well as the field 132, further
include information regarding any shared set of crypto-
graphic transforms to be used and any other connec-

tion-specific parameters, such as strength and type of
cipher to be used, type of compression of the data to be

used, etc. The field 134 contains flags, for example indi-
cating further information about the frame. Thefield 136
contains client data used in the tunnel end points to con-
figure the local routing tables so that packets for nodes
reachable through the virtual private network are sent
through the pseudo network adapters. In an example

embodiment, the string buffer 138 is encrypted using a
public encryption key of the receiving tunnel end point.

During operation of the present system, one of the
end nodes of the tunnel sends a key exchange/authen-

tication REQUEST frame as shown in Fig. 7 to the other
end node of the tunnel in order to perform key exchange

and authentication as described in step 90 of Fig. 5.
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Fig. 8 shows the format of an example embodiment

of a key exchange/key authentication response frame,
referred to as a connection RESPONSE frame. The

field 150 contains a length of the frame. The field 152

contains a type of the frame, for example a type of con-
nection RESPONSE indicating a key exchange/key
authentication request frame. The field 154 contains a

tunnel protocol version number.
The field 156 contains an offset into the frame at

which key exchange data as is stored, for example
within the string buffer field 163. The key exchange data
for example includes key exchange material to be used
for encryption/decryption over the life of the tunnel con-

nection and any validity times associated with that key
exchange material. The key exchange data, as well as
the field 158, further includes information regarding any
shared set of cryptographic transforms to be applied to
subsequent data and any other connection-specific
parameters, such as strength and type of cipher to be

used, any compression of the data to be used, etc. The
field 160 contains flags, for example indicating other
information about the frame. The client data field 162

contains data used by the pseudo network adapters in
the tunnel end points to configure the local routing
tables so that packets for nodes in the virtual private
network are sent through the pseudo network adapters.
The string buffer includes key exchange material. The

string buffer is for example encrypted using a public
encryption key of the receiving tunnel end point, in the
this case the initiator of the tunnel connection.

During operation of the present system, one of the

end nodes of the tunnel sends a key exchange/authen-

tication RESPONSE frame as shown in Fig. 7 to the
other end node of the tunnel in order to perform key
exchange and authentication as described in step 92 of
Fig. 5.

Fig. 9 shows the format of an example embodiment
of an tunnel data frame used to communicate through a
tunnel connection. Fig. 9 shows how an IP datagram

may be encapsulated within a tunnel frame by the
present system for secure communications through a
virtual private network. The field 170 contains a length
of the frame. The field 172 contains a type of the frame,

for example a type of DATA indicating a tunnel data
frame. The field 174 contains a tunnel protocol version
number.

The fields 176, 178 and 182 contain information

regarding the encapsulated datagram. The field 180
contains flags indicating information regarding the
frame. The field 184 contains a value indicating the
length of the optional padding 189 at the end of the

frame. The frame format allows for optional padding in
the event that the amount of data in the frame needs to

be padded to an even block boundary for the purpose of
being encrypted using a block cipher. The field 186 con-

tains a value indicating the length of the digestfield 187.
The data frame format includes a digital signature

generated by the transmitting tunnel end point referred
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to as a "digest". The value of the digest ensures data

integrity, for example by detecting invalid frames and

replays of previously transmitted valid frames. The

digest is the output of a conventional keyed crypto-
graphic hash function applied to both the encapsulated
datagram 190 and a monotonically increasing
sequence number. The resulting hash output is passed

as the value of the digest field 187. The sequence
number is not included in the data frame. In the example
embodiment, the sequence number is a counter main-
tained by the transmitter (for example node A in Fig. 3)
of all data frames sent to the receiving node (for exam-
ple node D in Fig. 3) since establishment of the tunnel
connection.

In order to determine if the data frame is invalid or a

duplicate, the receiving node decrypts the encapsulated
datagram 190, and applies the keyed cryptographic
hash function (agreed to by the tunnel end nodes during

the steps shown in Fig. 5) to both the decrypted encap-
sulated datagram and the value of a counter indicating
the number of data frames received from the transmitter

since establishment of the tunnel connection. For exam-

ple the keyed hash function is applied to the datagram
concatenated to the counter value. If the resulting hash
output matches the value of the digest field 187, then
the encapsulated datagram 190 was received correctly
and is not a duplicate. If the hash output does not match

the value of the digest field 187, then the integrity check
fails, and the tunnel connection is closed. The field 188

contains an encrypted network layer datagram, for
example an encrypted lP datagram.

The encapsulated datagram may be encrypted
using various encryption techniques. An example

embodiment of the present system advantageously
encrypts the datagram 190 using either a stream cipher
or cipher block chaining encryption over all data trans-
mitted during the life of the tunnel connection. This is
enabled by the reliable nature of the transport layer con-
nections within the tunnel connection. The specific type

of encryption and any connection specific symmetric
encryption keys used is determined using the steps
shown in Fig. 5. The fields in the tunnel data frame other
than the encapsulated datagram 188 are referred to as
the tunnel data frame header fields.

Fig. 10 is a block diagram showing an example
embodiment of a "close connection" frame. The field

190 contains the length of the frame. The field 191 con-
tains a frame type, for example having a value equal to

CLOSE. Field 192 contains a value equal to the current
protocol version number of the tunnel protocol. The field
193 contains a status code indicating the reason the

tunnel connection is being closed.
During operation of the present system, when end

point of a tunnel connection determines that the tunnel
connection should be closed, a close connection frame

as shown in Fig. 10 is transmitted to the other end point
of the tunnel connection. When a close connection

close frame is received, the receiver closes the tunnel
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connection and no further data will be transmitted or

received through the tunnel connection.

Fig. 11 is a state diagram showing an example

embodiment of forming a tunnel connection in a node
initiating a tunnel connection. In Fig. 11, Fig. 12, and
Fig. 13, states are indicated by ovals and actions or
events are indicated by rectangles. For example the tun-

nel server node A as shown in Fig. 3 may act as a tunnel
connection initiator when establishing a tunnel connec-

tion with the tunnel server node D. Similarly the client
system 247 in Fig. 14 may act as a tunnel connection
initiator when establishing a tunnel connection with the
tunnel server. The tunnel initiator begins in an idle state
194. Responsive to an input from a user indicating that
a tunnel connection should be established, the tunnel
initiator transitions from the idle state 194 to a TCP

Open state 195. In the TCP Open state 195, the tunnel
initiator establishes a reliable transport layer connection
with a first node along the tunnel path. For example, the

tunnel initiator opens a socket interface associated with

a TCP connection to the first node along the tunnel
path. In Fig. 3 node A opens a socket interface associ-
ated with a TCP connection with node B.

Following establishment of the reliable transport

layer connection in the TCP Open state 195, the tunnel
initiator enters a Send Relay state 197. In the Send
Relay state 197, the tunnel initiator transmits a relay

frame at 198 over the reliable transport layer connec-
tion. Following transmission of the relay frame, the tun-
nel initiator enters the connect state 199. If during
transmission of the relay frame there is a transmission
error, the tunnel initiator enters the Network Error state

215 followed by the Dying state 208. In the Dying state
208, the tunnel initiator disconnects the reliable trans-

port layer connection formed in the TCP Open state
195, for example by disconnecting a TCP connection
with Node B. Following the disconnection at 209, the
tunnel initiator enters the Dead state 210. The tunnel ini-

tiator subsequently transitions back to the Idle state 194

at a point in time predetermined by system security con-
figuration parameters.

In the Connect state 199, the tunnel initiator sends

a key exchange/authentication REQUEST frame at 200

to the tunnel server. Following transmission of the key

exchange/authentication REQUEST frame 200, the tun-
nel initiator enters the Response Wait state 201. The
tunnel initiator remains in the Response Wait state 201
until it receives a key exchange/authentication
RESPONSE frame 202 from the tunnel server. After the

key exchange/authentication RESPONSE frame is
received at 202, the tunnel initiator enters the Author-

ized state 203, in which it may send or receive tunnel

data frames. Upon receipt of a CLOSE connection
frame at 216 in the Authorized state 203, the tunnel ini-

tiator transitions to the Dying state 208.

Upon expiration of a session encryption key at 211,
the tunnel initiator enters the Reconnect state 212, and
sends a CLOSE connection frame at 213 and discon-
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nects the TCP connection with the first node along the

tunnel path at 214. Subsequently the tunnel initiator

enters the TCP Open state 195.

If during the authorized state 203, a local user
issues an End Session command at 204, or there is a

detection of an authentication or cryptography error in a
received data frame at 205, the tunnel initiator enters

the Close state 206. During the Close state 206 the tun-
nel initiator sends a CLOSE connection frame at 207 to
the tunnel server. The tunnel initiator then enters the

Dying state at 208.
Figure 12 is a state diagram showing the states

within an example embodiment of a tunnel server, for
example node D in Fig. 3 or tunnel server 253 in Fig. 14.
The tunnel server begins in an Accept Wait state 217. In

the Accept Wait state 217, the tunnel server receives a
request for a reliable transport layer connection, for
example a TCP connection reguest 218 from the last
node in the tunnel path prior to the tunnel server, for

example Node C in Fig. 3. In response to a TCP con-
nection request 218 the tunnel server accepts the

request and establishes a socket interface associated

with the resulting TCP connection with Node C.
Upon establishment of the TCP connection with the

last node in the tunnel path prior to the tunnel server,
the tunnel server enters the Receive Relay state 219. In
the Receive Relay state 219, the tunnel server waits to

receive a relay frame at 220, at which time the tunnel
server enters the Connect Wait state 221. If there is

some sort of network error 234 during receipt of the
relay frame at 219, the tunnel server enters the Dying

state 230. During the Dying state 230 the tunnel server
disconnects at 231 the transport layer connection with

the last node in the tunnel path prior to the tunnel
server. After disconnecting the connection, the tunnel
server enters the Dead state 232.

In the Connect Wait state 221, the tunnel server

waits for receipt of a key exchange/authentication

REQUEST frame at 222. Following receipt of the key

exchange/authentication REQUEST frame at 222, the
tunnel server determines whether the requested tunnel
connection is authorized at step 223. The determination
of whether the tunnel connection is authorized is based

on a name of the tunnel initiator, and the key exchange
material within the key exchange/authentication
REQUEST frame.

If the requested tunnel connection is authorized the
tunnel server sends a key exchange/authentication
RESPONSE frame at 224 back to the tunnel initiator. If

the requested tunnel connection is not authorized, the
tunnel server enters the Close state 228, in which it
sends a close connection frame at 229 to the tunnel cli-

ent. Following transmission of the CLOSE connection
frame at 229, the tunnel server enters the Dying state
230.

If the requested tunnel connection is determined to
be authorized at step 223, the tunnel server enters the
Authorized state 225. In the Authorized state, the tunnel
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server transmits and receives tunnel data frames

between itself and the tunnel initiator. If during the
Authorized state 225, the tunnel server receives a

CLOSE connection frame at 233, the tunnel server tran-

sitions to the Dying state 230. If during the authorized
state 225, the tunnel server receives an end session
command from a user at 226, then the tunnel server

transitions to the Close state 228, and transmits a close
connection frame at 229 tothetunnel initiator. If the tun-

nel server in the Authorized state 225 detects an integ-

rity failure in a received packet, the tunnel server
transitions to the Close state 228. In the close state 228
the tunnel server sends a CLOSE connection frame at

229 and subsequently enters the Dying state 230.

Fig. 13 is a state diagram showing an example

embodiment of a state machine within a tunnel relay
node. The tunnel relay node begins in an Accept Wait
state 235. When a request is received to form a reliable
transport layer connection at 236, a reliable transport

layer connection is accepted with the requesting node.

For example, a TCP connection is accepted between
the relay node and the preceding node in the tunnel
path.

The relay node then transitions to the Receive
Relay state 237. During the Receive Relay state 237,
the relay node receives a relay frame at 238. Following
receipt of the relay frame at 238, the relay node deter-

mines what fonivarding address should be used to for-
ward frames received from the TCP connection

established responsive to the TCP connect event 236. If
the next node in the tunnel path is a tunnel server, the

forwarding address may be selected at 239 so as to
choose an underutilized tunnel server from a group of

available tunnel servers or to choose an operational
server where others are not operational.

Following determination of the forwarding address
or addresses in step 239, the relay node enters the For-
ward Connect state 240. In the Forward Connect state

240, the relay node establishes a reliable transport layer

connection with the node or nodes indicated by the for-
warding address or addresses determined in step 239.

Following establishment of the new connection at
event 241, the tunnel relay enters the Forward state

242. During the Forward state 242, the relay node for-
wards all frames between the connection established at

236 and those connections established at 241. Upon
detection of a network error or receipt of a frame indicat-
ing a closure of the tunnel connection at 243, the tunnel
relay enters the Dying state 244. Following the Dying
state 244, the relay node disconnects any connections
established at event 241. The relay node then enters
the Dead state 246.

Fig. 14 shows an example embodiment of a virtual
private network 249 formed by a pseudo network
adapter 248 and a tunnel connection between a tunnel

client 247 and a tunnel server 253 across a public net-
work 251. The tunnel server 253 and tunnel client 247

are for example network stations including a CPU or
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microprocessor, memory, and various l/O devices. The
tunnel server 253 is shown physically connected to a

private LAN 256 including a Network Node 1 257 and a
Network Node 2 258, through a physical network
adapter 254. The tunnel server 253 is further shown
physically connected with a firewall 252 which sepa-
rates the private LAN 256 from the public network 251.

The firewall 252 is physically connected with the public
network 251. The tunnel server 253 is further shown

including a pseudo network adapter 255. The client sys-
tem 247 is shown including a physical network adapter
250 physically connected to the public network 251.

During operation of the elements shown in Fig. 14,
nodes within the virtual private network 249 appear to
the tunnel client 247 as if they were physically con-

nected to the client system through the pseudo network
adapter 248. Data transmissions between the tunnel cli-
ent and any nodes that appear to be within the virtual
private network are passed through the pseudo network

adapter 248. Data transmissions between the tunnel cli-
ent 247 and the tunnel server 253 are physically accom-

plished using a tunnel connection between the tunnel
client 247 and the tunnel server 253.

Fig. 15 shows elements in an example embodiment
of a pseudo network adapter such as the pseudo net-
work adapter 248 in Fig. 14. In an example embodiment
the elements shown in Fig. 15 are implemented as soft-

ware executing on the tunnel client 247 as shown in Fig.
14. In Fig. 15 there is shown a pseudo network adapter
259 including a virtual adapter driver interface 263, an
encapsulation engine 264, an encryption engine 265, a

decapsulation engine 268, and a decryption engine
266. Further shown in the pseudo network adapter 259

are an ARP server emulator 270 and a Dynamic Host

Configuration Protocol (DHCP) server emulator.
The pseudo network adapter 259 is shown inter-

faced to a TCP/IP protocol stack 260, through the virtual
adapter driver interface 260. The TCP/IP protocol stack
260 is shown interfaced to other services in an operat-

ing system 261, as well as a physical network adapter's
driver 262. The physical network adapter's driver 262 is
for example a device driver which controls the operation
of a physical network adapter such as physical network

adapter 250 as shown in Fig. 14.
During operation of the elements shown in Fig. 15,

the pseudo network adapter 259 registers with the net-

work layer in the TCP/IP stack 260 that it is able to reach
the IP addresses of nodes within the virtual private net-
work 249 as shown in Fig. 14. For example, the pseudo
network adapter on the client system registers that it
can reach the pseudo network adapter on the server.

Subsequently, a message from the tunnel client
addressed to a node reachable through the virtual pri-
vate network will be passed by the TCP/IP stack to the
pseudo network adapter 259. The pseudo network

adapter 259 then encrypts the message, and encapsu-
lates the message into a tunnel data frame. The pseudo

network adapter 259 then passes the tunnel data frame
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back to the TCP/IP protocol stack 260 to be sent
through to the physical network adapter in the tunnel

server. The tunnel server passes the received data
frame to the pseudo network adapter in the server,
which de-encapsulates and decrypts the message.

Fig. 16 shows a more detailed example embodi-
ment of a pseudo network adapter 280. The pseudo

network adapter 280 includes a virtual network adapter
driver interface 288. The transmit path 290 includes an

encryption engine 292, and an encapsulation engine
294. The encapsulation engine 294 is interfaced with a

TCP/IP transmit interface 312 within a TCP/IP protocol
stack, for example a socket interface associated with
the first relay node in the tunnel path, or with the remote
tunnel end point if the tunnel path includes no relays.

In the example embodiment of Fig. 16, the pseudo

network adapter 280 appears to the TCP/IP protocol
stack 282 as an Ethernet adapter. Accordingly, ethernet
packets 286 for a destination addresses understood by

the TCP/IP protocol stack to be reachable through the
virtual private network are passed from the TCP/IP pro-
tocol stack 282 to the virtual network adapter interface

288 and through the transmit path 290. Similarly, ether-
net packets 284 received through the pseudo network
adapter 280 are passed from the receive path 296 to the
virtual network adapter interface 288 and on to the

TCP/IP protocol stack 282.
Further shown in the pseudo network adapter 280

of Fig. 16 is a receive path 296 having a decryption
engine 298 interfaced to the virtual network adapter
interface 288 and a decapsulation engine 300. The

decapsulation engine 300 in turn is interfaced to a

TCP/IP receive function 314 in the TCP/IP protocol
stack 282, for example a socket interface associated
with the first relay in the tunnel path, or with the remote
tunnel end point if the tunnel path includes no relays.
The pseudo network adapter 280 further includes an
ARP server emulator 304 and a DHCP server emulator

306. ARP and DHCP request packets 302 are passed
to the ARP server emulator 304 and DHCP server emu-

lator 306 respectively. When a received packet is
passed from the receive path 296 to the TCP/IP stack
282, a receive event must be indicated to the TCP/IP

stack 282, for example through an interface such the

Network Device Interface Specification (NDIS), defined

by MicrosoftTM Corporation.
Also in Fig. 16 is shown is an operating system 310

coupled with the TCP/IP protocol stack 282. The
TCP/IP protocol stack 282 is generally considered to be
a component part of the operating system. The operat-
ing system 310 in Fig. 16 is accordingly the remaining

operating system functions and procedures outside the

TCP/IP protocol stack 282. A physical network adapter
308 is further shown operated by the TCP/IP protocol
stack 282.

During operation of the elements shown in Fig. 16,

a user passes data for transmission to the TCP/IP pro-
tocol stack 282, and indicates the IP address of the
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node to which the message is to be transmitted, for

example through a socket interface to the TCP layer.

The TCP/IP protocol stack 282 then determines
whether the destination node is reachable through the
virtual private network. If the message is for a node that
is reachable through the virtual private network, the

TCP/IP protocol stack 282 an ethernet packet 286 cor-
responding to the message to the pseudo network
adapter 280. The pseudo network adapter 280 then
passes the ethernet packet 286 through the transmit
path, in which the ethernet packet is encrypted and
encapsulated into a tunnel data frame. The tunnel data
frame is passed back into the TCP/IP protocol stack 282

through the TCP/IP transmit function 312 to be transmit-

ted to the tunnel server through the tunnel connection.
In an example embodiment, a digest value is calculated
for the tunnel data frame before encryption within the
transmit path within the pseudo network adapter.

Further during operation of the elements shown in

Fig. 16, when the TCP/IP protocol stack 282 receives a
packet from the remote endpoint of the TCP/IP tunnel
connection, for example the tunnel server, the packet is
passed to the pseudo network adapter 280 responsive

to a TCP receive event. The pseudo network adapter
280 then decapsulates the packet by removing the tun-
nel header. The pseudo network adapter further
decrypts the decapsulated data and passes it back to

the TCP/IP protocol stack 282. The data passed from
the pseudo network adapter 280 appears to the TCP/IP
protocol stack 282 as an ethernet packet received from
an actual physical device, and is the data it contains is

passed on to the appropriate user by the TCP/IP proto-
col stack 282 based on information in the ethernet

packet header provided by the pseudo network adapter.
Fig. 17 is a flow chart showing steps performed by

an example embodiment of a pseudo network adapter
during packet transmission, such as in the transmit path

290 of Fig. 14. The TCP/IP protocol stack determines
that the destination node of a packet to be transmitted is

reachable through the virtual LAN based on the destina-
tion IP address of the packet and a network layer routing
table. At step 320 the packet is passed to the pseudo

network adapter from the TCP/IP protocol stack. As a

result, a send routine in the pseudo adapter is triggered
for example in the virtual network adapter interface 288

of Fig. 16.
At step 322 the pseudo network adapter send rou-

tine processes the Ethernet header of the packet pro-

vided by the TCP/IP stack, and removes it. At step 324,
the send routine determines whether the packet is an
ARP request packet. If the packet is an ARP request

packet for an IP address of a node on the virtual LAN,
such as the pseudo network adapter of the tunnel
server, then step 324 is followed by step 326. Other-
wise, step 324 is followed by step 330.

At step 326, the ARP server emulator in the pseudo
network adapter generates an ARP reply packet. For

example, if the ARP request were for a physical address
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corresponding to the IP address of the pseudo network

adapter on the tunnel server, the ARP reply would indi-

cate a predetermined, reserved physical address to be
associated with that IP address. At step 328 the pseudo
network adapter passes the ARP response to the virtual
network adapter interface. The virtual network adapter

interface then indicates a received packet to the TCP/IP

protocol stack, for example using an NDIS interface.
The TCP/IP protocol stack then processes the ARP
response as if it had been received over an actual phys-
ical network.

At step 330 the send routine determines whether

the packet is a DHCP request packet requesting an IP
address for the pseudo network adapter. If so, then step

330 is followed by step 332. Otherwise, step 330 is fol-
lowed by step 334.

At step 334, the DHCP server emulator in the
pseudo network adapter generates a DHCP response.
The format of DHCP is generally described in the DHCP

RFC. At step 328 the pseudo network adapter passes
the DHCP response to the virtual network adapter inter-
face, for example indicating an IP address received from
the tunnel server in the client data field of the key

exchange/authentication RESPONSE frame. The vir-
tual network adapter interface then indicates a received

packet to the TCP/IP protocol stack. The TCP/IP proto-
col stack then processes the DHCP response as if it had
been received over an actual physical network.

At step 334 the pseudo network adapter encrypts
the message using an encryption engine such that only
the receiver is capable of decrypting and reading the

message. At step 336 the pseudo network adapter
encapsulates the encrypted message into a tunnel data

frame. At step 338 the pseudo network adapter trans-
mits the tunnel data frame through the tunnel connec-

tion using the TCP/IP protocol stack.
Fig. 18 is a flow chart showing steps performed by

an example embodiment of a pseudo network adapter
during packet receipt, such as in the receive path 296 of

Fig. 14.
At step 350, the pseudo network adapter is notified

that a packet has been received over the tunnel connec-
tion. At step 352 the pseudo network adapter decapsu-

lates the received message by removing the header
fields of the tunnel data frame. At step 354 the pseudo

network adapter decrypts the decapsulated datagram
from the tunnel data frame. At step 356, in an example
embodiment, the pseudo network adapter forms an
Ethernet packet from the decapsulated message. At
step 358 the pseudo network adapter indicates that an

Ethernet packet has been received to the TCP/IP proto-
col stack through the virtual network adapter interface.

This causes the TCP/IP protocol stack to behave as if it
had received an Ethernet packet from an actual Ether-
net adapter.

Fig. 19 shows the data flow within the transmit path
in an example embodiment of a pseudo network

adapter. At step 1 370, an application submits data to be
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transmitted to the TCP protocol layer 372 within the

TCP/IP protocol stack. The application uses a conven-

tional socket interface to the TCP protocol layer 372 to
pass the data, and indicates the destination IP address

the data is to be transmitted to. The TCP protocol layer
372 then passes the data to the IP protocol layer 374

within the TCP/IP protocol stack. At step 2 376, the

TCP/IP protocol stack refers to the routing table 378 to
determine which network interface should be used to

reach the destination IP address.

Because in the example the destination IP address
is of a node reachable through the virtual private net-
work, the IP layer 374 determines from the routing table
378 that the destination IP address is reachable through
pseudo network adapter. Accordingly at step 3 380 the

TCP/IP protocol stack passes a packet containing the
data to the pseudo network adapter 382.

At step 4 384, the pseudo network adapter 382
encrypts the data packets and encapsulates them into
tunnel data frames.

The pseudo network adapter 382 then passes the

tunnel data frames packets back to the TCP protocol
layer 372 within the TCP/IP protocol stack through a
conventional socket interface to the tunnel connection

with the first node in the tunnel path.

The TCP protocol layer 372 then forms a TCP layer
packet for each tunnel data frame, having the tunnel

data frame as its data. The TCP frames are passed to
the IP layer 374. At step 5 386 the routing table 378 is
again searched, and this time the destination IP
address is the IP address associated with the physical

network adapter on the tunnel server, and accordingly is
determined to be reachable over the physical network

adapter 390. Accordingly at step 6 388 the device driver
390 for the physical network adapter is called to pass
the packets to the physical network adapter. At step 7
392 the physical network adapter transmits the data
onto the physical network 394.

Fig. 20 is a data flow diagram showing data flow in

an example embodiment of packet receipt involving a
pseudo network adapter. At step 1 410 data arrives over
the physical network 412 and is received by the physical
network adapter and passed to the physical network

driver 414. The physical network driver 414 passes the

data at step 2 418 through the IP layer 420 and TCP
layer 422 to the pseudo network adapter 426 at step 3
424, for example through a conventional socket inter-
face. At step 4 428 the pseudo network adapter 426
decrypts and decapsulates the received data and

passes it back to the IP layer of the TCP/IP protocol
stack, for example through the TDl (Transport Layer

Dependent Interface API) of the TCP/IP stack. The data
is then passed through the TCP/IP protocol stack and to
the user associated with the destination IP address in

the decapsulated datagrams at step 5 430.

Fig. 21 shows data flow in an example embodiment
of packet transmission involving a pseudo network

adapter. Fig. 21 shows an example embodiment for use
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on a MicrosoftTM Windows 95TM PC platform. In Fig. 21 a
user application 450 passes unencrypted data to an

interface into the TCP layer of the TCP/IP protocol, for
example the WinSock API 452. The user indicates a
destination IP address associated with a node reacha-

ble through a virtual private network accessible through
the pseudo network adapter.

The TCP layer 454 passes the data to the IP layer
456, which in turn passes the data to the Network

Device Interface Specification Media Access Control
(NDIS MAC) interface 458. The pseudo network
adapter 459 has previously registered with the routing
layer (IP) that it is able to reach a gateway address
associated with the destination IP address for the user

data. Accordinglythe IP layer uses the NDIS MAC layer
interface to invoke the virtual device driver interface 460

to the pseudo network adapter 459. The pseudo net-
work adapter 459 includes a virtual device driver inter-
face 460, an ARP server emulator 462, and a DHCP
server emulator 464.

In the example embodiment of Fig. 19, the pseudo

network adapter 459 passes the data to a tunnel appli-
cation program 466. The tunnel application program
466 encrypts the IP packet received from the IP layer
and encapsulates it into a tunnel data frame. The tunnel
application then passes the tunnel data frame including

the encrypted data to the VWnSock interface 452, indi-
cating a destination IP address of the remote tunnel end
point. The tunnel data frame is then passed through the
TCP layer 454, IP layer 456, NDIS MAC layer interface
458, and physical layer 468, and transmitled on the net-

work 470. Since the resulting packets do not contain a
destination IP address which the pseudo network

adapter has registered to convey, these packets will not
be diverted to the pseudo network adapter.

Fig. 22 is a data flow diagram showing data flow in
an example embodiment of packet transmission involv-
ing a pseudo network adapter. The embodiment shown
in Fig. 22 is for use on a UNIX platform. In Fig. 20 a user

application 472 passes unencrypted data to a socket

interface to the TCP/IP protocol stack in the UNIX
socket layer 474, indicating a destination IP address of
a node reachable through the virtual private network.

The UNIX socket layer 474 passes the data through

the TCP layer 476 and the IP layer 478. The pseudo
network adapter 480 has previously registered with the
routing layer (IP) that it is able to reach a gateway asso-
ciated with the destination IP address for the user data.

Accordingly the IP layer 478 invokes the virtual device
driver interface 482 to the pseudo network adapter 480.
The IP layer 478 passes the data to the pseudo network

adapter 480. The pseudo network adapter 480 includes
a virtual device driver interface 482, and a DHCP server
emulator 484.

In the example embodiment of Fig. 22, the pseudo

network adapter 480 passes IP datagrams to be trans-
mitled to a UNIX Daemon 486 associated with the tun-

nel connection. The UNIX Daemon 486 encrypts the IP
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packet(s) received from the IP layer 478 and encapsu-
lates them into tunnel data frames. The UNIX Daemon

486 then passes the tunnel data frames to the UNIX
socket layer 474, through a socket associated with the
tunnel connection. The tunnel data frames are then

processed by the TCP layer 476, IP layer 478, data link
layer 488, and physical layer 490 to be transmitted on

the network 492. Since the resulting packets are not
addressed to an IP address which the pseudo network
adapter 480 has registered to convey, the packets will
not be diverted to the pseudo network adapter 480.

Fig. 23 is a flow chart showing steps to initialize a
example embodiment of a virtual private network. The
steps shown in Fig. 23 are performed for example in the
tunnel client 247 as shown in Fig. 14. At step 500 a tun-

nel application program executing in the tunnel client
sends a tunnel relay frame to the tunnel server. At step
502 the tunnel application program sends a tunnel key
exchange/authentication REQUEST frame to the tunnel

server. The tunnel application in the tunnel server
ignores the contents of the client data field in the tunnel

key exchange/authentication REQUEST frame. The
tunnel application in the tunnel server fills in the client
data field in the tunnel key exchange/authentication

RESPONSE frame with Dynamic Host Configuration
Protocol (DHCP) information, for example including the
following information in standard DHCP format:

1) IP Address for tunnel client Pseudo Network
Adapter
2) IP Address for tunnel server Pseudo Network

Adapter
3) Routes to nodes on the private network physi-

cally connected to the tunnel server which are to be
reachable over the tunnel connection.

At step 504 the tunnel application receives a tunnel

key exchange/authentication RESPONSE frame from
the tunnel server. The client data field 508 in the tunnel

connection response is made available to the pseudo
network adapter in the tunnel client. The tunnel applica-
tion in the tunnel client tells the TCP/IP stack that the

pseudo network adapter in the tunnel client is active.

The pseudo network adapter in the tunnel client is
active and ready to be initialized at step 510.

The tunnel client system is configured such that it
must obtain an IP address for the tunnel client pseudo

network adapter dynamically. Therefore the TCP/IP
stack in the tunnel client broadcasts a DHCP request
packet through the pseudo network adapter. Accord-
ingly, at step 512 the pseudo network adapter in the cli-

ent receives a conventional DHCP request packet from
the TCP/IP stack requesting a dynamically allocated IP
address to associate with the pseudo network adapter.

The pseudo network adapter passes the DHCP request

packet to the DHCP server emulator within the pseudo
network adapter, which forms a DHCP response based
on the client data 508 received from the tunnel applica-
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tion. The DHCP response includes the IP address for
the client pseudo adapter provided by the tunnel server

in the client data. At step 514 the pseudo network

adapter passes the DHCP response to the TCP/IP
stack.

At step 520, the tunnel application modifies the
routing tables within the tunnel client TCP/IP stack to

indicate that the routes to the nodes attached to the pri-
vate network to which the tunnel server is attached all

are reachable only through the pseudo network adapter
in the tunnel server. The IP address of the pseudo net-
work adapter in the tunnel server provided in the client
data is in this way specified as a gateway to the nodes
on the private network to which the tunnel server is
attached. In this way those remote nodes are viewed by

the TCP/IP stack as being reachable via the virtual pri-
vate network through the client pseudo network
adapter.

At step 516 the pseudo network adapter in the fun-

nel client receives an ARP request for a physical
address associated with the IP address of the pseudo

network adapter in the tunnel server. The pseudo net-
work adapter passes the ARP request to the ARP
sewer emulator, which forms an ARP reply indicating a
reserved physical address to be associated with the IP
address of the pseudo network adapter in the tunnel
server. At step 518 the pseudo network adapter passes

the ARP response to the TCP/IP stack in the tunnel cli-
ent. In response to the ARP response, the TCP/IP stack
determines that packets addressed to any node on the
virtual private network must be initially transmitted

through the pseudo network adapter.
In an example embodiment the present system

reserves two physical addresses to be associated with
the pseudo network adapter in the client and the pseudo
network adapter in the server respectively. These
reserved physical addresses are used in responses to
ARP requests passed through the pseudo network

adapter for physical addresses corresponding to the IP
addresses for the pseudo network adapter in the client
and the pseudo network adapter in the server respec-
tively. The reserved physical addresses should have a
high likelihood of not being used in any actual network
interface.

While the invention has been described with refer-

ence to specific example embodiments, the description
is not meant to be construed in a limiting sense. Various
modifications of the disclosed embodiments, as well as

other embodiments of the invention, will be apparent to
persons skilled in the art upon reference to this descrip-

tion. Specifically, while various embodiments have been

described using the TCP/IP protocol stack, the invention
may advantageously be applied where other communi-
cations protocols are used. Also, while various flow
charts have shown steps performed in an example

order, various implementations may use altered orders
of step in order to apply the invention. And further, while

certain specific software and/or hardware platforms
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have been used in the description, the invention may be

applied on other platforms with similar advantage. It is

therefore contemplated that the appended claims will
cover any such modifications or embodiments which fall
within the scope of the invention.

Claims

1. A pseudo network adapter providing a virtual pri-

vate network, comprising:

an interface for capturing packets from a local
communications protocol stack for transmis-
sion on said virtual private network, said inter-
face appearing to said local communications

protocol stack as a network adapter device
driver for a network adapter connected to said
virtual private network;
a first server emulator, providing a first reply

packet responsive to a first request packet cap-
tured by said interface for capturing packets

from said local communications protocol stack
for transmission on said virtual private network,
said first request packet requesting a network
layer address for said pseudo network adapter,
said first reply indicating a network layer
address for said pseudo network adapter; and

a second server emulator, providing a second
reply packet responsive to an second request
packet captured by said interface for capturing
packets from said local communications proto-

col stack for transmission on said virtual private
network, said second request packet request-

ing a physical address corresponding to a net-
work layer address of a second pseudo
network adapter, said second pseudo network
adapter located on a remote server node, said
second reply indicating a predetermined,
reserved physical address.

2. The pseudo network adapter of claim 1, further
comprising a means for indicating to said local com-
munications protocol stack that said predeter-

mined, reserved physical address is reachable
through said pseudo network adapter, wherein said

means for indicating modifies a data structure in
said local communications protocol stack indicating
which nodes or networks are reachable through

each network interface of the local system.

3. The pseudo network adapter of claim 1, further

comprising a means for indicating to said local com-
munications protocol stack that one or more nodes
on a remote private network connected to said
remote server node are reachable through a gate-

way node equal to said second pseudo network
adapter on said remote server node.
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4. The pseudo network adapter of claim 1, further

comprising:

a transmit path for processing data packets
captured by said interface for capturing packets
from said local communications protocol stack
for transmission on said virtual private network;

an encryption engine, within said transmit path,
for encrypting said data packets;

an encapsulation engine, within said transmit
path, for encapsulating said encrypted data
packets into tunnel data frames; and
a means for passing said tunnel data frames
back to said local communications protocol
stack for transmission to a physical network

adapter on said remote server node.

The pseudo network adapter of claim 4, wherein
said transmit path further includes means for stor-

ing a digest value in a digest field in each of said
tunnel data frames, said digest value equal to an

output of a keyed hash function applied to said data
packet encapsulated within said tunnel data frame
concatenated with a counter value equal to a total
number of tunnel data frames previously transmit-
ted to said remote server node.

The pseudo network adapter of claim 4, wherein
said transmit path further includes means for
processing an Ethernet header in each one of said
captured data packets, said processing of said

Ethernet header including removing said Ethernet
header.

The pseudo network adapter of claim 1, further
comprising:

an interface into a transport layer of said local
communications protocol stack for capturing

received data packets from said remote server
node.

The pseudo network adapter of claim 7, further

comprising:

a receive path for processing received data
packets captured by said interface into said
transport layer of said local communications
protocol stack for capturing received data pack-
ets from said remote server node;

an decapsulation engine, within said receive

path, for decapsulating said received data
packets by removing a tunnel frame header;
an decryption engine, within said receive path,
for decrypting said received data packets; and

a means for passing said received data pack-
ets back to said local communications protocol

stack for delivery to a user.
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A method for providing a pseudo network adapter

for a virtual private network, comprising the steps
of:

capturing packets from a local communications
protocol stack for transmission on said virtual
private network, said capturing through an

interface appearing to said local communica-
tions stack as a network adapter device driver

for a network adapter connected to said virtual
private network;
issuing a first reply packet responsive to a first
request packet captured by said interface for
capturing packets from said local communica-
tions protocol stackfor transmission on said vir-

tual private network, said first request packet
requesting a network layer address for said
pseudo network adapter, said first reply indicat-
ing a network layer address for said pseudo

network adapter; and
issuing a second reply packet responsive to a

second request packet captured by said inter-
face for capturing packets from said local com-
munications protocol stack for transmission on
said virtual private network, said second
request packet requesting a physical address
corresponding to a network layer address of a

second pseudo network adapter, said second
pseudo network adapter located on a remote
server node, said AFtP Fteply indicating a pre-
determined, reserved physical address.

10. The method of claim 9, further comprising indicat-

11.

ing to said local communications protocol stack that
said predetermined, reserved physical address is
reachable through said pseudo network adapter,
wherein said step of indicating to said local commu-
nications protocol stack modifies a data structure in
said local communications protocol stack indicating

which nodes or networks are reachable through
each network interface of the local system.

The method of claim 9, further comprising indicat-

ing to said local communications protocol stack that
one or more nodes on a remote private network
connected to said remote server node are reacha-

ble through a gateway node equal to said second
pseudo network adapter on said remote server
node, wherein said step of indicating to said local
communications protocol stack that one or more
nodes on said remote private network connected to

said remote server node are reachable through a
gateway node equal to said second pseudo net-
work adapter on said remote server node modifies
a network layer routing table in said local communi-

cations protocol stack.

12. The method of claim 9, further comprising:
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13.

14.

15.
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processing data packets captured by said inter-

face for capturing packets from said local com-

munications protocol stack for transmission on
said virtual private network in a transmit data
path;

encrypting said data packets in an encryption
engine, within said transmit path;

encapsulating said encrypted data packets into
tunnel data frames by an encapsulation

engine, within said transmit path; and
passing said tunnel data frames back to said
local communications protocol stack for trans-
mission to a physical network adapter on said
remote server node, wherein said transmit path
further includes storing a digest value in a

digest field in each of said tunnel data frames,
said digest value equal to an output of a keyed
hash function applied to said data packet
encapsulated within said tunnel data frame

concatenated with a counter value equal to a
total number of tunnel data frames previously
transmitted to said remote server node.

The method of claim 12, wherein said transmit path
further includes processing an Ethernet header in
each one of said captured data packets, said
processing of said Ethernet header including

removing said Ethernet header.

The method of claim 9, further comprising captur-
ing received data packets from said remote server

node through an interface into a transport layer of
said local communications protocol stack, further

comprising:

processing received data packets captured by
said interface into said transport layer of said
local communications protocol stack for captur-
ing received data packets from said remote

server node in a receive path;
decapsulating said received data packets by
removing a tunnel frame header in an decapsu-
lation engine, within said receive path;

decrypting said received data packets in a
decryption engine within said receive path; and

passing said received data frames packets
back to said local communications protocol
stack for delivery to a user.

The method of claim 9, wherein said network layer
address for said pseudo network adapter and said

predetermined, reserved physical address is com-
municated to said pseudo network adapter from
said remote server node as client data in a connec-

tion response frame.
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VIRTUAL PRIVATE NETWORK ON APPLICATION GATEWAY

Winn

mm

The present invention pertains generally to network communications, and

in particular to a system and method for securely transferring information

between firewalls over an unprotected network.

WW

Firewalls have become an increasingly important part of network design.

Firewalls provide protection of valuable resources on a private network while

allowing communication and access with systems located on an unprotected

network such as the Internet. In addition, they operate to block attacks on a

private network arriving from the unprotected network by providing a single

connection with limited services. A well designed firewall limits the security

problems of an Internet connection to a single firewall computer system. This

allows an organization to focus their network security efforts on the definition of

the security policy enforced by the firewall. An example ofa firewall is given in

“SYSTEM AND METHOD FOR PROVIDING SECURE WT'BRNETWORK

SERVICES" by Boebert et 21. (PCT Published Application No. W0 96/13] 13,

published on May 2, 1996), the description ofwhich is hereby incorporated by

reference. Another description of a firewall is pmvided by Dan Thomsen in

“Type Enforcement: the new security model", Proceedings: Multimedia: F1d]-

Servz'ce Impact on Business, Education, and the Home, SPIE Vol. 2617, p. 143,

August 1996. Yet another such system is described in “SYSTEM AND

METHOD FOR ACHIEVING NETWORK SEPARATION” by Gooderum et al.

(PCT Published Application No. WO 9709413, published on August 14, 1997),

the description of which is hereby incorporated by reference. All the above

systems are examples of application level gateways. Application level gateways

use proxies or other such mechanisms operating at the application layer to

process traffic through the firewall. As such, they can review not only the
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message trafic but also message content In addition, they provide

authentication and identification services, access control and auditing.

Data to be transferred on unprotected networks like the Internet is

susceptible to electronic eavesdropping and accidental (or deliberate) corruption.
5 Although a firewall can protect data within a private network from attacks

launched from the unprotected network, even that data is vulnerable to both

eavesdropping and corruption when transferred fi'om the private network to an

external machine- To address this danger, the Internet Engineering Task Force

(IETF) developed a standard for protecting data transferred between firewalls

10 over an unprotected network. The Internet Protocol Security (IPSEC) standard

calls for encrypting data before it leaves the first firewall, and then decryp’dng

the data when'it is received by the second firewall. The decrypted data15 then
delivered to its destination, usually a user workstation connected to the second

firewall. For this reason IPSEC encryption is sometimes calledfirewall-to-

15 firewall encryption (FFE) and the connection between a workstation connected

to the first firewall and a client or server connected to the second firewall is

termed a virtualprivate network, or VPN.

The two main components of IPSEC security are data encryption and

sender authentication. Data encryption increases the cost and time required for

20 the eavesdropping party to read the transmitted data. Sender authentication

ensures that the destination system can verify whether or not the encrypted data

was actually sent from the workstation that it was supposed to be sent from. The

IPSEC standard defines an encapsulated payload (ESP) as the mechanism used

to transfer encrypted data. The standard defines an authentication header (AH)
25 as the mechanism for establishing the sending workstation’s identity.

Through the proper use of encryption, the problems of eavesdropping and
corruption can be avoided; in effect, a protected connection is established freni

the internal network connected to one firewall through to an internal network

connected to the second firewall. In addition, IPSEC can be used to provide a

30 protected connectiOn to an external computing system such as a portable
personal computer.
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IPSEC encryption and decryption work within the IP layer ofthe network

protocol stack. This means that all communication between two IP addresses

will be protected because all interfirewall communication must go through the IP

layer. Such an approach is preferable over encryption and decryption at higher

5 levels in the network protocol stack since when encryption is performed at layers

higher than the IP layer more work is required to ensure that all supported

communication is properly protected. In addition, since IPSEC encryption is

handled below the Transport layer, IPSEC can encrypt data sent by any

application. IPSEC therefore becomes a transparent add-on to such protocols as
10 TCP and UDP.

Since, however, IPSEC decryption occurs at the IP layer, it can be

difl-icult to port IPSEC to an application level gateway while still maintaining
control at the proxy over authentication, message content, access control and

auditing. Although the IPSEC specification in RFC 1825 suggests the use of a

15 mandatory access control mechanism in a multilevel secure (MILS) network to

compare a security level associated with the message with the security level of

the receiving process, such an approach provides only limited utility in an

application level gateway environment. In fact, implementations on applicatiOn

level gateways to date have simply relied on the fact that the message was

20 IPSEC-encrypted as assurance that the message is legitimate and have simply

has access to all services.

What is needed is a method ofhandling IPSEC messages within an

25 application level gateway which overcomes the above deficiencies. The method

should allow control over access by an IPSEC connection to individual services
within the internal nehvork.

W

The present invention is a system and method for regulating the flow of

30 messages through a firewall having a network protocol stack, wherein the

network protocol stack includes an Internet Protocol (IP) layer, the method
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comprising the steps ofdetermining, at the 1? layer, if a message is encrypted, if

the message is not encrypted, passing the unencrypted message up the network

protocol stack to an application level proxy, and ifthe message is encrypted,

decrypting the message and passing the decrypted message up the network

5 protocol stack to the application level proxy, wherein the step ofdecrypting the

message includes the step ofexecuting a procedure at the IP layer to decrypt the
message.

According to another aspect of the present invention, a system and

method is described for authenticating the sender of a message within a

10 computer system having a network protocol stack, wherein the network protocol

stack includes an Internet Protocol (IP) layer, the method comprising the steps of

determining, at the IP layer, if the message is encrypted, ifthe message is

encrypted, decrypting the message, wherein the step of decrypting the message

includes the step of executing a procedure at the 1? layer to decrypt the message,

15 passing the decrypted message up the network protocol stack to an application

level proxy, determining an authentication protocol appropriate for the message,
and executing the authentication protocol to authenticate the sender ofthe

message.

Brie ri tion f wi

20 In the following detailed description of example embodiments of the

invention, reference is made to the accompanying drawings which form a part
hereof, and which is shown by way of illustration only. specific embodiments in

which the invention may be practiced. It is to be understood that other

embodiments may be utilized and structural changes may be made without

25 departing from the scope of the present invention.

In the drawings, where like numerals refer to like components throughout
the several views:

Figure l is a functional block diagram ofan application level gateway-

implemented firewall-to-firewall encryption scheme according to the preSent
3O invention;
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Figure 2 is a block diagram showing access control checking of both

encrypted and unencrypted messages in network protocol stack according to the

present invention;

Figure 3 is a block diagram of a representative application level gateway-

implemented firewall-to-firewall encryption scheme;

Figure 4 is a block diagram ofone embodiment of a network-separated

protocol stack implementing IPSEC according to the present invention; and

Figure 5 is a functional block diagram ofa firewall-to-workstafion

encryption scheme according to the present invention.

Dec' ' oftheP E '

In the following detailed description of the preferred embodiment,

references made to the accompanying drawings which form a part hereof, and in

which is shown by way of illustration specific preferred embodiments in which

the invention may be practiced. These embodiments are described in sufficient

detail to enable those skilled in the art to practice the invention. and it is to be

understood that other embodiments may be utilized and that structural, logical,

physical, architectural, and electrical changes may be made without departing

from the spirit and scope of the present invention. The following detailed

description is, therefore, not to be taken in a limiting sense, and the scope of the

present invention is defined only by the appended claims and their equivalents.

A system 10 which can be used for firewall-to-firewall encryption (FFE)

is shown in Figure 1. In Figure 1, system 10 includes a workstan‘on 12

communicating through a firewall 14 to an unprotected network 16 such as the

Internet. System 10 also includes a workstation 20 communicating through a

firewall 18 to unprotected network 16. In one embodiment, firewall 18 is an

application level gateway.

As noted above, IPSEC encryption and decryption work within the IP

layer of the network protocol stack. This means that all communications

between two IP addresses will be protected because all interfirewall

communication must pass through the 1? layer. IPSEC takes the standard
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Internet packet and converts it into a carrier packet. The carrier packet is

designed to do two things: to conceal the contents ofthe original packet

(encryption) and to provide a mechanism by which the receiving firewall can

verify the source of the packet (authentication). In one embodiment of the

present invention, each IPSEC carrier packet includes both an authentication

header used to authenticate the sending machine and an encapsulated payload

containing encrypted data. The authentication header and the encapsulated

payload features of IPSEC 'can, however, be used independently. As required in

RFC 1825, DES-CBC is provided for use in encrypting the encapsulated payload

while the authentication header uses keyed MDS.

To use IPSEC, you must create a security association (SA) for each

destination IP address. In one embodiment, each SA contains the following
information:

— Security Parameters Index (SP1) - The index used to find a SA on

receipt of an IPSEC datagtam.

- Destination IP address — The address used to find the SA and

trigger use of IPSEC processing on output.

- The peer SPI - The SPI value to put on a IPSEC datagram on

output.

- The peer IP address — The destination IP address to be put into the

packet header if IPSEC Tunnel mode is used.

- The Encryption Security Payload (ESP) algorithm to be used.

- The ESP key to used for decryption of input datagrams.

— The ESP key to used for encryption of output datagrams.

- The authentication (AH) algorithm to be used.

— The AH key to be used for validation of input packets.

- The AH key to be used for generation of the authentication data

for output datagrams.

The combination of a given Security Parameter Index and Destination IP

address uniquely identifies a particular “Security Association." In one
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embodiment, the sending firewall uses the sending userid and Destination

Address to select an appropriate Security Association (and hence SPI value).

The receiving firewall uses the combination of SPI value and Source address to

obtain the appropriate Security Association.

A security association is normally one-way. An authenticated

communications session between two firewalls will normally have two Security

Parameter Indexes in use (one in each direction). The combination of a

particular Security Parameter Index and a particular Destination Address

uniquely identifies the Security Association

More information on the specifics of an IPSEC FFE implementation can

be obtained from the standards developed by the IPSEC work group and

documented in Security Architecturefizr IP (RFC 1825) and in RFC’s 1826-

1 829.

When a datagram is received from unprotected network 16 or is to be

transmitted to a destination across unprotected network 16, the firewall must be

able to determine the algorithms, keys, etc. that must be used to process the

datagram correctly. In one embodiment, this information is obtained via a

security association lookup. In one such embodiment, the lookup routine is

passed several arguments: the source IP address ifthe datagram is being received

fiorn network 16 or the destination IP address if the datagram is to be transmitted

across network 16, the SPI, and a flag that is used to indicate whether the lockup

is being done to receive or transmit a datagram.

When an IPSEC datagram is received by firewall 18 from unprotected

network 16. the SP1 and source IP address are determined by looking in the

datagram. In one embodiment a Security Association Database (SADB) stored

within firewall 18 is searched for the entry with a matching SPI. In one such

embodiment, security associations can be set up based on network address as

well as a more granular host address. This allows the network administrator to

create a security association between two firewalls with only a couple of lines in

a configuration file on each machine. For such embodiments, the entry in the

Security Association Database that has both the matching SP1 and the longest
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address match is selected as the SA entry. In another such embodiment, each SA

has a prefix length value associated with the address. An address match on a SA

entry means that the addresses match for the number of bits specified by the

prefix length value.

There are two exceptions to this search process. First. when an SA entry

is set marked as being dynamic it implies that the user of this SA may not have a

fixed IP address. In this case the match is fully determined by the SP1 value.

Thus it is necessary that the SP1 values for such SA entries be unique in the

SADB. The second exception is for SA entries marked as tunnel mode entries.

In this case it is normally the case that the sending entity will hide its source

address so that all that is visible on the public wire is the destination address. In

this case, like in the case where the SA entries are for dynamic IP addresses, the

search is done exclusively on the basis of the SP1.

When transmitting a datagram across unprotected network 16 the SADB

is searched using only the destination address as an input. In this case the entry

which has the longest address match is selected and returned to the calling
roufinc.

In one embodiment, if firewall 18 receives datagrams which are

identified as either an lP_PROTO_IPSEC‘_ESP or IP_PROTO_IPSEC_AH

protocol datagram, there must be a corresponding SA in the SADB or else

firewall 18 will drop the packet and an audit message will be generated. Such an

occurrence might indicate a possible attack or it might simply be a symptom of

an erroneous key entry in the Security Association Database.

In a system such as system 10, application level gateway fiiewall 18 acts

as a bufi‘er between unprotected network 16 and workstations such as

workstation 20. Messages coming from unprotected network 16 are reviewed

and a determination is made as to whether execution of an authentication and

identification protocol is warranted. In contrast to previous systems, system 10

also performs this same determination on IPSEC-encrypted messages. If

desired, the same authentication and identification can be made on messages to

be transferred fi'om workstation 20 to unprotected network 16. Figure 2
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illustrates one way of authenticating both encrypted and unencrypted messages

in a system such as system 10.

In the system of Figure 2 a network protocol stack 40 includes a physical

layer 42, an Internet protocol (1?) layer 44, a Transport layer 46 and an

application layer 48. Such a protocol stack exists, for instance on application

level gateway firewall 18 ofFigure 1. An application executing in application

layer 48 can communicate to an application executing on another system by

preparing a message and transmitting it through one ofthe existing transport

services executing on transport layer 46. Transport layer 46 in turn uses a

process executing in IP layer 44 to continue the transfer. Physical layer 42

provides the software needed to transfer data through the communication

hardware (e.g-, a network interface card or a modern). As noted above, IPSEC

executes within IP layer 44. Encryption and authentication is transparent to the

host as long as the network administrator has the Security Association Database

correctly configured and a key management mechanism is in place on the
firewall.

In application level gateway firewall 18, a proxy 50 operating within

application layer 48 processes messages transferred between internal and

external networks. All network-to-network traflic must pass through one of the

proxies within applicatiOn layer 48 before being the transfer across networks is

allowed. A message arriving fi'om external network 16 is examined at IP layer

44 and an SADB is queried to determine if the source address and SP1 are

associated with an SA. In the embodiment shown in Figure 2, an SADB Master

copy 52 is maintained in persistent memory at application layer 48 while a copy

54 of SADB is maintained in volatile memory within the kernel. If the message

is supposed to be encrypted, the message is decrypted based 0n the algorithm

and key associated with the particular SA and the message is transferred up

through transport layer 46 to proxy 50. Proxy 50 examines the source and

destination addresses and the type of service desired and decides whether

authentication of the sender is warranted. If so, proxy 50 initiates an

authentication protocol. The protocol may be as simple as requesting a user
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name and password or it may include a challenge/response authentication

process. Proxy 50 also looks to see whether the message coming in was

encrypted or not and may factor that into whether a particular type of

authentication is needed. In Telnet, for instance, user name/password

authentication may be suficient for an FFE link while the security policy may

dictate that a more stringent challenge/response protocol is needed for

unencrypted links. In that case, proxy 50 will be a Telnet proxy and it will base

its authentication protocol on whether the link was encrypted or not.

Since IPSEC executes within 1? layer 44 there is no need for host

firewalls to update their applications. Users that already have IPSEC available

on their own host machine will, however, have to request that the firewall

administrator set up SA's in the SADB for their trafiic.

In the embodiment shown in Figure 2, a working copy 54 of the Security

Association Database consisting of all currently active SA's is kept resident in

memory for ready access by IP layer processing as datagrams are received and

transmitted. In addition, a working master copy 52 of the SADB is maintained

in a file in nonvolatile memory. During system startup and initialization

processing the content ofall of the required SA’s in master SADB S2 is added to

the working copy 54 stored in kernel memory.

In one embodiment, firewall 18 maintains different levels of security on

internal and external network interfaces. It is desirable for a firewall to have

different levels of security on both the internal and external interfaces. In one

embodiment, firewall 18 supports three difi‘erent levels, numbered 0 through 2.

These levels provide a simple policy mechanism that controls permission for

both in-bound and out—bound packets.

Level 0 - do not allow any in-bound or out-bound traffic unless there is a

security association between the source and destination.
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- Level 1 - Allow both in-bound and out-bound non-IPSEC traffic but

force the use of IPSEC ifa SA exists for the address. (T0 support this firewall

18 must look for a SA for each in-bound datagzam.)

- Level 2 - allow NULL security associations to exist. NULL associations

are just like normal security associations, except no encryption or authentication

transform is performed on iii-bound or out-bound packets that correspond to this

NULL association. With Level 2 enabled, the machine will still receive

unprotected uaflic. but it will not transmit unless Level 1 is enabled.

The default protection level established when the Security Association

Database (SADB) is initialized at boot time is 1 for in-bound u'afi'ic and 2 for

out—bound traflic.

An Access Control List, or ACL, is a list of rules that regulate the flow of

Internet connections through a firewall. These rules control how a firewall’s

servers and proxies will react to connection attempts. When a server or proxy

receives an incoming connection, it performs an ACL check on that connectiOn.

An ACL check compares a set ofparameters associated with the

connection against a list ofAC]. rules. The rules determine whether the

connection is allowed or denied. A rule can also have one or more side effects.

A side effect causes the proxy to change its behavior in some fashion. For

example, a common side effect is to redirect the destination IP address to an

alternate machine. In addition to 1? connection attempts, ACL checks can also

made on the console logins and on logins made from serial ports. Finally, ACL

checks can also be made on behalfof IP access devices, such 3 a Cisco box,

through the use of the industry standard TACACS+ protocol.

In one embodiment, the ACL is managed by an acld daemon running in

the kernel of firewalls 10 and 30. The acld daemon receives two types of

requests, one to query the ACL and one to administer it. In one such

embodiment, the ACL is stored in a relational database such as the Oracle

database for fast access. By using such a database, query execution is ,

asynchronous and many queries can be executing concurrently. In addition,

these types ofdatabases are designed to manipulate long lists of rules quickly
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and efficiently. These qualities ensure that a given query cannot hang up the

process that issued the query for any appreciable time (> 1-2 seconds).

In one such embodiment, the database can hold up to 100,000 users and

up to 10,000 hosts but can be scaled up to the capacity of the underlying

database engine. The results of an ACL check is cached, allowing repeated

checks to be turned around very quickly.

Applications on firewalls 10 and 30 can query acld to determine if a

given connection attempt should be allowed to succeed. In one embodiment, the

types of applications (i.e. “agents") that can make ACL queries can be divided

into four classes:

1) Proxies. These allow connections to pass through firewall 10 or 30 in

order to provide access to a remote service. They include tnauthp

(authenticated telnet proxy), pftp (FTP proxy), httpp (HTTP proxy), and

tcpgsp (TCP generic service proxy).

2) Servers. These provide a service on the firewall itself. They include fipd

and httpd.

3) Login agents. Login agent is a program on the firewall that can create a

Unix shell. It is not considered a server because it cannot receive 1P

connections. One example is lusr/bin/login when used to create a dialup

session or a console session on firewall ID or 30. Another example is the

command rrole.

4) Network Access Servers (NAS). NAS is a remote IP access deVice,

typically a dialup box manufactured by such companies as Cisco or

Bridge. The NAS usually provides dialup telnet sewiee and may also

provide SLIP or PPP service.

Proxies, servers, login agents, and NASes make queries to aeld to

determine if a given connection attempt should be allowed to succeed. All ofthe

agents except NAS make their queries directly. NAS, because it is remote, must

communicate via an auxiliary daemon that typically uses an industry standard

protocol such as RADIUS or TACACS+. The auxiliary daemon (e.g., tacradd)

in turn forwards the query to local acld.

Petitioner Apple - EX. 1002, p. 350



Petitioner Apple - Ex. 1002, p. 351

10

15

20

25

30

13

As a side effect of the query, acld tells the agent ifauthentication is

needed. If no authentication is needed, the connection proceeds immediately.

Otherwise acld provides (as another side effect) a list of allowed authentication

methods that the user can choose from. The agent can present a menu of choices

or simply pick the first authentication method by default. Typical authentication

methods include plain password, SNK DSS, SDI SecurID, LOCKout DES, and

LOCKout FOR’I‘EZZA. In one embodiment, the list of allowed authentication

methods varies depending on the host name. user name, time of day, or any

combination thereof.

In the case of a Level 0 policy, it would be safe to assume that all

incoming traffic is encrypted or authenticated. In the case of Levels 1 through 2,

a determination must be made whether or not a security Bsociation exists for a

given peer. Otherwise an application may believe that in-bound traffic has been

authenticated when it really has not. (That is why it is necessary to look for an

SA on input of each non-IPSEC datagram.)

In one embodiment, a flag which accompanies the message as it is sent

from 1? layer 44 to proxy 50 indicates whether the incoming message was or was

not encrypted. In another embodiment, proxy 50 accesses Security Association

Database 54 (the table in the kernel can be queried via an SADB routing socket

(PF-SADB)) to determine whether or not a security association exists for a given

peer.. The SADB socket is much like a routing socket found in the stock BSD

4.4 kernel (protocol family PF-ROUTE) except that PF-SADB sockets are used

to maintain the Security Association Database (SADB) instead of the routing

table. Because the private keys used for encryption, decryption, and keyed

authentication are stored in this table, access must be strictly prohibited and

allowed to only administrators and key management daemons. Care must be

taken when allowing user-level daemons access to /deV/mem or /dev/kmem

as well, since the keys are stored in kernel memory and could be exposed with

some creative hacking.

In one embodiment, a command-line tool called sadb is used to support

the generation and maintenance of in-kemel version 54 of SADB. The primary
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