
EXHIBIT 1014 

  

EXHIBIT 1014EXHIBIT 1014



SONY, AXIS, HP - Ex. 1014

MWWWWMWWWWMWMWW

 

US0l]('i-‘-1-73611831

(12) United States Patent (10) Patent No.: US 6,473,608 B1
Lchr ct al. (45) Date of Patent: Oct. 29, 2002

(54) sTRUC'l‘URl<2C/\B1.ING SYS”1‘l«:M 5,192,231 A 371993 Dolin,Jr.
5,35l,2'?2 A 9,r'1‘J‘J-’l Abrahzirn

('15) Inventors: Amir Lchr, Tel Aviv (IL); Iltm Atlas, -f,452,3‘_14 A 911995 130500
I-lziifa (IL); Dror Korclinrz, Bat Yam -'js‘l9l-‘W3 1" 211??“ 5-‘3'E°3‘“ 9‘ 9'»
uwwwwwmwu fififiiimfimfim

(73) A.se;ig,ncc: Powerdsinc 1.01., Pelach Tikva (11,) Q §'i:‘|'j;’;'ff'

( * ) Notice" Subject to any disclaimer the term of this R Eflitkawa cl 3"' . 0 ‘u L " . ‘ P‘ L. we

Palenl I5 mended Of adluslcd Under 3-‘ A 7 371990 Amoni cl al. 7110282
U-SL1 154(b) by U <1HY5v 5,<;<.i4,9<.is A 1171999 Fisher el al.

6.115.468 A " 9120011 De Nicolo 375125?

(21) A991’ M" 091365534 FOREIGN PATIENT DOCUM]£N'I‘S

(22 med‘ “'3' 2! 1999 W0 wo 927170138 1071902

R'='*‘"~‘d U-5-/\PP'i‘3*'“"“ 01"“ $8 Al * 311$: 11041712710

(63) Coiitinu.'ition—in—part of application No. D912‘-13,343, tiled on 011-] ER PU BL] CATIONS
Apr. 16, 1.‘J‘.J9.

(60) Provisional application No. (W115,-528, filcd on Jan. 12, Bearfield, J,|V[_, “Conn-01 (hi; Puwgr Inlcrface of U513’;-.

11”“ Voltage Bus”, Electronic Design, U.S., Pcriton Publishing,

(51) Int. Cl.7 H0413 3,100 C1'=V¢lfiDd- 0hl0.V'0l‘ 45. N0- 15--1111119975 13- 30,3134, 35‘
(52) U.S. Cl. 4551402; 7137310; 3707402; RAD Data C0mm- L1d.“'1'oker1 Ring D1:-Sign G1Iid1=”- 1994-

3797402 #TR—20—(|'I;’94, Cliaplcrs 1 through 4-21.

(53) Fietci of Search 3707274, 353, P““’°’P‘l“° Product Catalogue 1999, pp. 56-79 and
370.1402, 903, 333; 7137340, 310, 300; 95-103. Israel-

4S3i‘402, 41, 372; 37971250, 402, 390.04, at chcd by examiner413

<56) Refeeeeeee Cited 11iiiliflilffiiii?X;i$i§1(i§lT§li
u_s_ pA'rENT [)()cuMEN']"s (74) Attorney‘. Agent, or Firiii—Abelman, Frayne &

S‘h in
4,46?,'il4 A 811984 Wcikcl ct a}. ‘i wa
4_52s,r:0? A 77'19i-1:3 I-'ruhaur (57) ABSTRACT
4,692,761 A 911987 Rohinton ‘ _
4,‘.-‘33.389 A 311988 Puvogcl This invention C11.‘-lvClOS-ES a local area network including a
4,799,211 A 111989 Fclkcr ct al. hub, a plurality of nodes. communication cabling connecting
4.-315..1"Jfi A 35193-" PFDPP 9131- the plurality of nodes to the hub for providing data
4.-333553 A 1211939 -l°h"-5'0“ ‘-'l "1 communication, and :1 power supply distributor operative to
4flBfl“A mwwlmmgflm pmwkmkfimmmommmgmwummhwmmmoflm4,!i92_'i"?4 A 2,-'1‘J‘J1 McCullough - ( - - - -
S-.032-‘S33 A M1991 UPON plurality of nodes via the communication cabling.
5;tir;0,939 A 1111901 Manslicld, Jr.
5,093,838 A 311992 BIBUI! et al. 13 Claims, 59 Drawing Sheets

 
Tiuiiiennrrt //

/' Ltari. . Hl'iI‘r{|.ll-' =rm1't-t

/ ll 1'
F H 7]‘\ _.

 
mt.» ttA:<tJ° “Mi

only-nwrii \
I \ \"\..

§_§\‘\ -om 0!-'l.r “ax
.--"“-\§(._. '.:!-‘A-'i‘F Pm \.L‘-W~+°0'*Ul no 017.1 110 P0410?"

} \\\>rt.ii,i.i=iii-ti:   
SONY, AXIS, HP - Ex. 1014



US 6,473,608 B1

9$33%§_m+§Q
.m

MEaoiéé
S

E%n_%§.m+§5

W.

m...n_U|..|.
m

m.25momma.»(N...5&8Egon.fizazoo
 

_._______

ms:

U.S. Patent

 
 

3.

E30;+5.3

($2402.:I

 



 
we

Sheet 2 of 59 US 6,473,608 B1

E
5-:

E?+

:5

E‘:

 
umuum:::::14

mm5&8Eson.j§$Ez_
>._n_n=._mEgon.

Oct. 29, 2002mwaP

QMms:
U

E252:.I

 



 
  

1|.B806am,7:46.,SU95__...l0

M$2.8n_3a<m+§aW_.h§o.:§a
C

%NSE.son_%§.m+§Q
E33:255.N:2 ISTIR&m.441».m3%figfi%§_m+§.oaPMasfauna mI5&8Egon.$_,__m:8om%_F_______m(N.3_______.0twIIIIIIIIa.‘Pms:Iucam25..2:

SU



    
 

   
 
 

1B806”,B

An.mm:%
6SU

3.3

9EE#_s_m//5,3
0

M/3201I52.2%5§+.:§fiaoisqo“M,S.C\.%N:Egon.%§.m+s,3.,.1$aE+.§o.2MIca00 ;..IlI1
moooo

mW5,3asMUluuuufluwe(“._o§mEz_I5&3E_....on_5&3$38.9:
_.____.II.In..Mmm0:_______.0t§aI...-I.-JPas5:325%

QM9:
U



.328+46O_.._53E3wanaEgon:§_%mm<,...m$3$303
53

I.I1.I||IIIIJIllllIllul
___H_T__emas¢_

____M_

1B000(N37A,6SU

  

Sheet 5 of 59Oct. 29, 2002

 

§$&m>_2_..a_,a_E_z2.§8:3Sim25

U.S. Patent



1B000(N37A,6SUU.S. Patent Oct. 29,2002 Sheet 6 of 59

$28

.figs;2mmo:madam/Em2&3asE%3.3

E8EN:Ego;mm._.|IIIIIIIIIIIII1II.i.IIIIIIIIIIIIIIIIIIIIIIIIIIInIIIIIIIIII-
 

§$.E>_E_;mzo:§_,_2.,_:8E5_§_gm25

 



1B000(N37A,6SUU.S. Patent Oct. 29, 2002 Sheet 7 of 59

43..o:

¢wsoa+mm;oa+m%n_m5,33%5.3%%§%



1Bonfluawno1:AwcuSnuU.S. Patent Oct. 29, 2002 Sheet 8 of 59

mm_ygmazmmmgom

mw.o:

mmgom

mmqam

maze;



:5:

 

US 6,473,608 B1

2:.

toE

Q:

0.,5

.m55::
0,m..HSP.mm

35$...

is+$5.:=a%8momzmmas+\wem.0:We
93

 

U.S. Patent



SE28a:,m.._§.2<:

Sheet 10 of 59 US 6,473,608 B1Oct. 29, 2002

00.?_....:.:._ocuIZomcmmx
U.S. Patent



    

11B8flu

um,__7__A,__6__S_,U______LH9__5__M.__1 II $>_H._8z$:E%mumz_§...Iis$58“w_H2Om«Ro:oh,mozfifim
JtH

EEEEP$38+55$2.8+3453,354%
emU



   

IB

W_IIIIIIIIIIIIII.6.,__3__M...._6.,__S._U__________/{L_W__M_Ht#_w__%_,_IIIIIIIIL
m_N0E

2m

9.,\i-ammam58228mmgoa0jtj
H

wEEEg
M

QmE29345E3aim
U.



m

MV;gM52255$28+55$2255E28+55
,.n..,,SU

2 3::.29:5-m.3.O_.._

MiIII1...!
PamU



US 6,473,608 B1025

M>1
m

awas::9:\2
m

S>+m>-
m.

m$5::9:\2M2
mm.O_.._

U.S. Patent

dzzsa$;o..._+<55

._m_zz<_._o§§_+<53



U.S. Patent Oct. 29, 2002 Shcet15 of 59 US 6,473,608 B1

 

  

Rx OR Tx DATA + POWER
TWISTED ma / | om
 - ':(_pATA IN

\—%

FIG. 8C ________"

DC POWER IN

FROM FILTER

Rx DATA IN

DC IN

FROM FILTER



m

Mz_8(09II3+I
7.

M,1:m_.uuuuuuuuuuuuuuuuuuu1]ti.___'.‘—___5::fismNE$5:$5:H__$54w>_§.m>_§.E54_HrLrLM,.mcom“II.I‘.uE.SE28§:_,_8_Q:m_gmozmfim2:aozawzmm_a_._II2.,___mI_

2

9,v..a.|l.\.....l...\I...........nu.l.l/2CH/msoEa+$38_
z_«.29aj

mm.o:

..lHC4....aD1QMU



U.S. Patent Oct. 29, 2002 Sheet 17 0f 59 US 6,473,608 B1

W TO/FROM FILTER



Oct. 29, 2002 Sheet 18 of 59 US 6,473,608 B1..lHe..l3PamU

om.O_.._

Im...lJJ|1n\...|Lr.W



U.S. Patent Oct. 29, 2002 Sheet 19 of 59 US 6,473,608 B1

FIG.9A



U.S. Patent Oct. 29, 2002 Sheet 20 of 59 US 6,473,608 B1

FIG.9B
=64 ff
o:'E 5

Ex ,2
E0: ‘==

«>3 41

7-“ L?

%x .1‘cL_|—--



U.S. Patent Oct. 29, 2002 Sheet 21 of 59 US 6,473,608 B1

DC POWER OUT



US 6,473,608 B1

so<55x»

Oct. 29, 2002 Sheet 22 of 59

 U.S. Patent



    

1|.

MsoEgon.8
0aw37:A,6

m82.11:}3:H 1.‘ft.‘_$5:E5:E5:E5:_55.4m>_5<55¢E54_f82_wrLrLmM,K "II‘I_...,...Q_.5SE2882_U¢,so<55.9z_$38a.£5»
Mm.9,

m22/

505.3xxz.Egon.gm.«:55..r._+_n_.e__t__3_i-:..1-J-L
P

3mmo:
U

    

1|.

MsoEgon.8
0aw37:A,6

m82.11:}3:H 1.‘ft.‘_$5:E5:E5:E5:_55.4m>_5<55¢E54_f82_wrLrLmM,K "II‘I_...,...Q_.5SE2882_U¢,so<55.9z_$38a.£5»
Mm.9,

m22/

505.3xxz.Egon.gm.«:55..r._+_n_.e__t__3_i-:..1-J-L
P

3mmo:
U



1B0006.,B4.,6SUOct. 29, 2002 Sheet 24 of 59..lHCtaD1QMU

53393+

IV.
 

__”_

_S:
w

B7_
<Hmmo:

J_-2H
___l-<(I_3.._g+ '11>.<>T_________IliI‘rl|I»It-HIIHIPIIIH"I111-n|II|”.Il|||n.|l|»||n.||I|Ik.I|»:|[n[|n|1'lynnnl“Lul..IIII:IIIi|...\.:.u 



US 6,473,608 B1Sheet250f59

tiCC
"Jr

-"' 7
“H!

II
Ii
II
in
II
II
II
II
II
II
II
II
II
II
II
Ii
II
II
II
t!

1' ..
H
1:
H
ii
I!

_JL

3I"--

_-____

Jalil_V,vmEaHomdz
2

on,"amSE30_
0HT

tnet3P

a ¥I.Hfl«a@533..I1 
U.



 

  
 

1|.B8

M,mam
B

4.,88
6S

UT§..on_+§oEgon.oz5,3oz/%&m%n_m/fiaofisé9ago;%§.m+§sH.:20asIME28255M$...,on_+§aW%ma.T$28%§m+§aH.4:5

 

 

Manama-5&8Egon.m_z_m_=8
NBN

()ct 29, 2002

 

,7:2:<3OE
m ,35289”,ezozsm.-_(J,:,a_,_§_,2:mE39242mam P%.__ms:¢cm2.822SN

U



 U.S. Patent Oct. 29, 2002 Sheet 27 of 59 US 6,473,608 B1   
«E28ms:L

  $.52%§_m+EE
E28+5.3

E.sE+§o
’E28%v_o4m+§Q

HL

H.<55
H.

Emma.:%_:mEgon.

§$E_,__E%m$20;

$8

 

mo..3
5 

:2:5Ez8av

 



 U.S. Patent Oct. 29, 2002 Sheet 28 of 59 US 6,473,608 B1  E.,__o&.E5

 E;on_%§m+s§

figs;n_e§.m+55
E_..,o._+é3

 
 

uuuu$z_m_z8

>.En_:mEgon.I.:2:5E_,_8Um=,mEo<z§_$38

 

__
L

 

   

zozsmvac;:9522%



  
      
  

1B806”,3HI:46.,SU015f09

M3:8%5<m+§3E.,§+§aNew
C

%$38%§.m+§e
§§_+s%

W.m.

N“EU”Mmm:
(

...,.:5§:z8am__—.o_.._
.m._=,m_3z§$_son_

w
a

P. .11.H._,_o_Em$0.;3=,m_2oz§
U

  
      
  

1B806”,3HI:46.,SU015f09

M3:8%5<m+§3E.,§+§aNew
C

%$38%§.m+§e
§§_+s%

W.m.

N“EU”Mmm:
(

...,.:5§:z8am__—.o_.._
.m._=,m_3z§$_son_

w
a

P. .11.H._,_o_Em$0.;3=,m_2oz§
U



1B0006.,37A,6SU015fl.003mhS2002on,2m

(zocfim353222,.E

U.S. Patent

53+.,.@_...on_mE::umm§%8



U.S. Patent Oct. 29, 2002 Sheet 31 of 59 US 6,473,608 B1

zozsm:.mE%z<_,._E

 
 
 

 

 
52.8$3

I||IIII.

________H...........--________$2___uxx_9_2.____mwmEH___u________________H__..........__..__Vmfijofizou__,,o%n_m_zo_E_z2§8%mmBo§oE_2§§_InMIL12%25we_—fig‘§§§§§§%§§ E §_ImgI.H_IIIIIIIIIII/HIIIIIl_was383%£23%
mm..O_.._



éa+$aon_

US 6,473,608 B195fl.0

mwew_5%8
mInS

as
E

MW.E

m.5532m$:oEz8(5%_mfi_w:_,a_:a_z2,__._8~_omm8mE$a__,_.exam9I»“llrm- .
}:SR82 uuuuu-rAH~s1_m-:<3.O_..._

U.S. Patent

Ct)

#33("NI

W‘!
|""'.I

ET;

‘:3’

.9:(‘NI



1B0006.,37A,6SUU.S. Patent Oct. 29, 2002 Sheet 33 M59

545$38
rrrr1:4M__

IIIIIIIIIIIII:1_
2%_$2;_a\_u2_2__2______________H_

:IIIIIIIIII:n.__
L.

m$.:oEz8fi.mHHHHH.I..Iu.I:.I...I..H.,QmadwH:B_gm25$5"x\__

_|IIIIIIIIIIIIIL
Ba82£2$21/85mm;.o_.._



U.S. Patent Oct. 29, 2002 Sheet 34 of 59 US 6,473,608 B1

LAN DATA

FROM SEPARATOR/CONNECTOR

LAN POWER FIG. 14A

*“ 2400
————""t

I 2404

 

  

 

 

FIG. 14B
LAN POWER

2445 2440

I NODE CIRCUITRY
2430

ggggfy I MON|TORtNG CIRCUITRY
CONTROLLER

2444

  

      



Oct. 29, 2002 Sheet 35 of 59 US 6,473,608 B1..lHC4....aD1QMU

 

 
.:m~

 $30528oz_~§__,_o_.._

831_

I»E_8m_ogzmmmzoz
so<25___

 

 
 

:n_%m
  

3.,.a(J_so5.3_

r 

%Ezz8>_o:%&mso”:W9?25



mM6...n

M,9.5“5-5.8Tam.._..E.6:.385-5E
m

_,_oEo28%=,_§§.z<_.._zo:<~_E.._o_~Ego....mEm$38EE,_3o>z_
m:n._Eo<_,_§_m.538._,~_Sz3o>mSE28+moczozmuzzmszo:5_za,_=oo<388:M29...5922$39.5&3

mm3

PIcwoFO_.._
U mM6...n

M,9.5“5-5.8Tam.._..E.6:.385-5E
m

_,_oEo28%=,_§§.z<_.._zo:<~_E.._o_~Ego....mEm$38EE,_3o>z_
m:n._Eo<_,_§_m.538._,~_Sz3o>mSE28+moczozmuzzmszo:5_za,_=oo<388:M29...5922$39.5&3

mm3

PIcwoFO_.._
U



U.S. Patent Oct. 29, 2002 Sheet 37 of 59 US 6,473,608 B1

FIG. 17

  
  
  
 

 
 
 

INITIALIZE THE POWER HUB

DETERMINE NODE

TYPE FOR NODE {.11

IF THE NODE IS DETERMINED

AS POL LOAD AND LINE N IS

ENABLED TO BE OPERATED

ACCORDING TO INTERNAL TABLE

 

TI-IEN—SET SPEAR PARAMETERS

ACCORDING TO INTERNAL

TABLE DEFINITIONS

WHEN APPLICABLE-SEND PREDETERMINED

SIGNALING TO REMOTE LOAD

REPORT LINE STATUS TO THE

MANAGEMENT STATION

INCREMENT N



U.S. Patent Oct. 29, 2002 Sheet 38 of 59 US 6,473,608 B1

FIG. 18A

  

 
 
 

MEASURE VOLTAGE

AT SPEAR OUTPUT

 MARK LINE

AS EXTERNAL

VOLTAGE FEED

 
 

  

 
 

 

 
 SET SPARC

Vout = V2

'0: ‘LI

SET SWITCH TO ow

 MEASURE \/out , I0

AT 3 TIMES T1, T2, T3
CLASSIFY LINE TYPE AS

PER FOLLOWING



U.S. Patent Oct. 29, 2002 Sheet 39 of 59 US 6,473,608 B1

FIG. 1 8B

Vou{>V2 and I|o]<I2

for all T1, T2 ,T3

VOUKV3 and l0>|3

for c1||T1,T2,T‘-5

Vout T3 <V4 and [IoT1]<

HOT2 |<HoT3I

VoutT1 >V5and Vout T2>

V5 and Vout T3 W5 and

 

 

 

(IOT1 >|5 OI’ IOT2 H5
or IoT3 >|5 )
 

SET

SWlTCH

OFF



U.S. Patent Oct. 29, 2002 Sheet 40 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY

 

 
 

 DETERMINE CURRENT TOTAL POWER

AVA|LABIL|TY(TPA) AND CURRENT TOTAL

POWER CONSUMPTION (TPC)  
 
  
 

SUPPLY POWER TO DISCONNECT POWER

ADDITIONAL NODES, - - FROM NODES

ONE—BY—ONE ON 0NE~BY-ONE ON

A PRIORITIZED BASIS A PRIORITIZED BASIS

 

  
  

 
ADDITIONAL NODE

REQUIRE POWER

?

 
  LOWER PRIORITY

NODE CURRENTLY

 
  DISCONNECT LOWER PRIORITY

NODE FROM POWER 

 
 
 

(H)

CONNECT HIGHER PRIORITY

NODE FROM POWER

 FIG. 19A



U.S. Patent Oct. 29, 2002 Sheet 41 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT, FULL

FUNCTIONALITY OR NO FUNCTIONALITY

EMERGENCY OVERRIDE

 
  

  

   

  IS POWER

REQUIRED AT A NOD

ON EMERGENCY

BASIS ?

ASSIGN HIGHEST PRIORITY

TO NODE REQUIRING POWER

ON EMERGENCY BASIS

PROCEEO ACCORDING TO

STEPS (A—H) OF FIG. 19A

 
  

   

“*0 EMERGENCY SITUATION
TERMINATED?

YES
(N)

REDUCE PRIORITY OF

NODE TO ITS USUAL PRIORITY

FIG. 19B



U.S. Patent Oct. 29, 2002 Sheet 42 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY

QUEUE CONTROLLRD PRIORITY

 

 
  
  

 
 

  
 

 
 

DETERMINE CURRENT TOTAL POWER

AVA|LAB|L|TY(TPA) AND CURRENT TOTAL
POWER CONSUMPTION (TPC)

 DISCONNECT POWER

FROM NODES

ONE-BY—ONE ON

A PRIORITIZED BASIS

 
 
 
 

SUPPLY POWER TO

ADDITIONAL NODES,

ONE-BY-ONE ON

A PRIORITIZED BASIS

 

 

ADDITIONAL NODE

REQUIRE POWER

?

  

 
YES (I)

ADD NODE TO BOTTOM OF QUEUE

FIG. 19C



U.S. Patent Oct. 29, 2002 Sheet 43 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY
TIME SHARING

  

    
 
  

  
 

DETERMINE CURRENT TOTAL POWER

AVAILAB|L|TY(TPA) AND CURRENT TOTAL
POWER CONSUMPTION (TPC)

SUPPLY POWER TO

ADDITIONAL NOOES. < 03
0NE—BY—0NE ON

A PRIORITIZED BASIS

DISCONNECT POWER

FROM NODES

ONE-BY-ONE ON

A PRIORITIZED BASIS

 

   

 
  

 

2 0.8

g 0.95

(E)

N0 ADDITIONAL NODE

REQUIRE POWER
0

YES

NO
 NODE CURRENTLY

CONSUMING POWE

YES (6)

DISCONNECT LOWER PRIORITY

NUDE FROM POWER

(H)

CONNECT HIGHER PRIORITY

NODE FROM POWER

FIG. 19D



U.S. Patent Oct. 29, 2002 Sheet 44 of 59 US 6,473,608 B1

 

  
INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

A’)

DETERMINE CURRENT TOTAL POWER

AVAILABILITY (TPA) AND CURRENT TOTAL
POWER CONSUMPTION (TPC)

(C’) (D’)

REDUCE POWER

TO NODES

ONE-BY—ONE ON

SUPPLY FULL POWER

TO ADDITIONAL NODES.

ONE— BY-ONE ON

A PRIORITIZED BASIS A PRIORITIZED BASIS

  
  
  
 

 

ADDITIONAL NODE

REQUIRE ADDITIONAL

POWER ?

NO

YES

 

 
  

 

IS A

LOWER PRIORITY

NODE CURRENTLY

CONSUMING ADDITIONAL

POWER ?

YES (G’)

REDUCE POWER TO LOWER

PRIORITY NODE

H‘)

PROVIDE ADDITIONAL POWER

TO HIGHER PRIORITY NODE

 

 

FIG. 20A



U.S. Patent Oct. 29, 2002 Sheet 45 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT, FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY, EMERGENCY OVERRIDE

ON EMERGENCY

BASIS ?

ASSIGN HIGHEST PRIORITY

TO NODE REQUIRING POWER

ON EMERGENCY BASIS

PROCEED ACCORDING TO

STEPS (A'—H') OF FIG. 20A

IS

EMERGENCY SITUATION

TERMINATED?

REDUCE PRIORITY OF

NODE TO ITS USUAL PRIORITY

FIG. 20B



U.S. Patent Oct. 29, 2002 Sheet 46 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

OUEUE CONTROLLRD PRIORITY

 

 
  
 

  

 
  

  

 

 

DETERMINE CURRENT TOTAL POWER

AVA|LABlL|TY(TPA) AND CURRENT TOTAL
POWER CONSUMPTION (TPC)

 

 
 

 
 

SUPPLY FULL POWER TO REDUCE POWER

ADDITIONAL NODES, TO NODES
ONE-BY-ONE ON ONE-BY—ONE ON

 A PRIORITIZED BASIS A PRIORITIZED BASIS

 ADDITIONAL NODE

REQUIRE ADDITIONAL

POWER
9

YES (I)

ADD NODE TO BOTTOM OF OUEUE

FIG. 20C



U.S. Patent Oct. 29, 2002 Sheet 47 of 59 US 6,473,608 B1

INVOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

TIME SHARING

A)

 

 
 

  
 

 

    
 

 DETERMINE CURRENT TOTAL POWER

AVAILABILITYUPA) AND CURRENT TOTAL
POWER CONSUMPTION (TPC)

SUPPLY FULL POWER REDUCE POWER

TO ADDITIONAL NODES. « . TO NODES

ONE-BY—ONE ON ONE-BY-ONE ON

A PRIORITIZED BASIS _ A PRIORITIZED BASIS

 ADDITIONAL NODE

REQUIRE ADDITIONAL

POWER ?

(F’)
 IS A

LOWER PRIORITY

NODE CURRENTLY

CONSUMING ADDITIONAL

POWER ’?

 

 

YES (0')

REDUCE POWER TO LOWER

PRIORITY NODE

PROVIDE ADDITIONAL POWER

TO HIGHER PRIORITY NODE

(H')

FIG. 20D



U.S. Patent Oct. 29, 2002 Sheet 48 of 59

 

 

 

   

  
 

DETERMINE TIME DURATION TDI

SINCE LAST ACTIVITY OF NODE

IS TDI > THRESHOLD

?

  WAS USER OR

SYSTEM CONTRAINDICATION

RECEIVED ?

OPERATE IN

SLEEP MODE

 
 
  

DETERMINE TIME DURATION TD2

SINCE UAST COMMUNICATION

IS TD2 > THRESHOLD

?

 WAS USER OR

SYSTEM CONTRAINDICATION

RECEIVED ?

OPERATE IN

SLEEP MODE

US 6,473,608 B1

FIG. 21A

FIG. 21B



U.S. Patent Oct. 29,2002 Sheet 49 of 59 US 6,473,608 B1

FIG. 21C

DURING TIME DURATION TD3

OPERATE NODE WITH FULL POWER

DURING TIME DURATION TD4

OPERATE NODE IN SLEEP MODE

FIG. 21D

 
  

  OPERATE

NORMAL” PERFORM SELF TEST

 FAIL

OPERATE IN SLEEP MODE



U.S. Patent Oct. 29, 2002 Sheet 50 of 59 US 6,473,608 B1

 
 

DETERMINE TIME DURATION TD11

STNCE LAST ACTIVITY OF NODE

SENSEO BY HUB  FIG. 22A

  
IS TD11 > THRESHOLD

 
 
 

 WAS USER OR

SYSTEM CONTRAINDICATION

RECEIVED ?

NO

OPERATE IN

SLEEP MODE

DETERMINE TIME DURATION TD12

SINCE LAST COMMUNICAUON

SENSED BY HUB

 
  

 
 

FIG. 22B

IS TD12 > THRESHOLD

 
 
 

 WAS USER OR

SYSTEM CONTRAINDICATION

RECENED ?  

  OPERATE IN

SLEEP MODE
 



U.S. Patent Oct. 29, 2002 Sheet 51 of 59 US 6,473,608 B1

FIG. 22C

DURING TIME DURATION TDI3 DETERMINED

BY CLOCK AT THE HUB

OPERATE NODE WITH FULL POWER

DURING TIME DURATION TDI4 DETERMINED

BY CLOCK AT THE HUB

OPERATE NODE IN SLEEP MODE 
FIG. 22D

  

 

OPERATE

NORMAL” HUB PERFORM TEST OF THE NODE

OPERATE NODE IN SLEEP MODE



U.S. Patent Oct. 29, 2002 Sheet 52 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY

 

  
DETERMINE CURRENT TOTAL POWER

AVAILABILITYITPA) AND CURRENT TOTAL
POWER ALLOCATION ITPL)  
 
  
 

SUPPLY POWER TO OISCONNECT POWER

ADDITIONAL NOD58, . . FROM NODES

ONE-BY—0NE ON ONE-BY—0NE ON

A PRIORITIZED BASIS A PRIORITIZED BASIS

 

 
  

 
ADDITIONAL NODE

REQUIRE POWER
'2

 
 LOWER PRIORITY

NODE CURRENTLY

 I-I

CONNECT HIGHER PRIORITY

NODE FROM POWER  
FIG. 23A



U.S. Patent Oct. 29, 2002 Sheet 53 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT, FULL
FUNCTIONALITY OR NO FUNCTIONALITY

EMERGENCY OVERRIDE

 
 

  IS POWER

REQUIRED AT A NODE

ON EMERGENCY

BASIS ?

 
 

  
 

 

ASSIGN HIGHEST PRIORITY

TO NODE REQUIRING POWER

ON EMERGENCY BASIS

 PROCEED ACCORDING TO

snaps (A—H) or FIG. ?9A

  
EMERGENCY SITUATION

TERMINATED?

REDUCE PRIORITY OF

NODE TO ITS USUAL PRIORITY

FIG. 23B

 
 



U.S. Patent Oct. 29, 2002 Sheet 54 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY

OUEUE CONTROLLED PRIORITY

 

  
 

  
 
 

DETERMINE CURRENT TOTAL POWER

CONSOMPTION (TPC) AND CURRENT TOTAL
POWER ALLOCATION (TPL)

 

  

 
 
 
 

DISCONNECT POWER

FROM NODES

ONE-BY—ONE ON

A PRIORITIZED BASIS

SUPPLY POWER TO

ADDITIONAL NODES,

ONE—BY-ONE ON

A PRIORITIZEO BASIS

 

 
 

ADDITIONAL NODE

REQUIRE POWER

?

  

 
YES (I)

ADD NODE TO BOTTOM OF OUEUE

FIG. 23C



U.S. Patent Oct. 29, 2002 Sheet 55 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR NO FUNCTIONALITY

TIME SHARING

  

  
  

 
 
 

  

  
 

DETERMINE CURRENT TOTAL POWER

AVAILAB|L|TY(TPA) AND CURRENT TOTAL
POWER ALLOCATION (TPL)

 DISCONNECT POWER

FROM NODES

ONE-BY—ONE ON

A PRIORITIZED BASIS

 
 
 
 

SUPPLY POWER TO

ADDITIONAL NODES.

ONE-BY—ONE ON

A PRIORITIZED BASIS

 
 
 

ADDITIONAL NODE

REQUIRE POWER
'2

LOWER PRIORITY

NODE CURRENTLY

CONSUMINC POWE
9

YES (G)

DISCONNECT LOWER PRIORITY

NODE FROM POWER

(H)

CONNECT HIGHER PRIORITY

NODE FROM POWER

FIG. 23D



U.S. Patent Oct. 29, 2002 Sheet 56 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

 

 
 

 DETERMINE CURRENT TOTAL POWER

CONSUMPTION (TPC) AND CURRENT TOTAL
POWER ALLOCATION (TPL)  
 
 

 
 

 
 

REDUCE POWER

OF NODES

ONE—BY—ONE ON

A PRIORITIZED BASIS

 
 
 

  

SUPPLY FULL POWER

TO ADDITIONAL NODES.

ONE-BY—ONE ON

A PRIORITIZED BASIS
 
  

 
 
 ADDITIONAL NODE

REQUIRE ADDITIONAL

POWER ’?

  
 

 
 

(F’) IS A

LOWER PRIORITY

NODE CURRENTLY

CONSUMING ADDITIONAL

POWER ?

 

 

 
)

FIG. 24A



U.S. Patent Oct. 29, 2002 Sheet 57 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT, FULL

FUNCTIONALITY OR REDUCED FUNCTIONALTY, EMERGENCY OVERRIDE

 
 

  IS ADDITIONAL

POWER REQUIRED AT A NODE

ON EMERGENCY

BASIS '?

 

 
 
 

  
 

 ASSIGN HIGHEST PRIORITY

TO NODE REQUIRING POWER

ON EMERGENCY BASIS

 
 

 
 PROCEED ACCORDING TO

STEPS (A’—II’) OF TIC. 20A

 
 

 
 IS

EMERGENCY SITUATION

TERMINATED?
 

 
YES

(N)

REDUCE PRIORITY OF

NODE TO ITS USUAL PRIORITY

FIG. 24B

   



U.S. Patent Oct. 29, 2002 Sheet 58 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

OUEUE CONTROLLED PRIORITY

 

  
 

DETERMINE CURRENT TOTAL POWER

CONSUMPTIONUPC) AND CURRENT TOTAL
POWER ALLOCATION (TPL)

  

  

 
 
 
 
 

  SUPPLY FULL POWER TO REDUCE POWER

ADDITIONAL NODES, A NODES

ONE-BY-ONE ON ONE-BY-ONE ON  
  A PRIORITIZED BASIS A PRIORITIZED BASIS

 
 
 ADDITIONAL NODE

REQUIRE ADDITIONAL

  YES I I)

ADD NODE TO BOTTOM OF OUEUE 
FIG. 24C



U.S. Patent Oct. 29, 2002 Sheet 59 of 59 US 6,473,608 B1

VOLUNTARY POWER MANAGEMENT FULL

FUNCTIONALITY OR REDUCED FUNCTIONALITY

TIME SHARING

A)

 

  
 
 

 
 

 
 DETERMINE CURRENT TOTAL POWER

CONSUMPTION (TPC) AND CURRENT TOTAL
POWER ALLOCATION (TPL)

 
 

SUPPLY FULL POWER

TO ADDITIONAL NODES, < 0-3
ONE—BY—ONE ON

A PRIORITIZED BASIS

REDUCE POWER

TO NODES

ONE-BY—ONE ON

A PRIORITIZED BASIS

 
 
 

  
 
 

  
 

 
  
  

 

 
 

 ADDITIONAL NODE

REQUIRE ADDITIONAL

POWER ?

IF’)
 IS A

LOWER PRIORITY

NODE CURRENTLY

CONSUMING ADDITIONAL

POWER ?

 

 

YES (6')

REDUCE POWER TO LOWER

PRIORITY NODE

(H')

PROVIDE ADDITIONAL POWER

TO HIGHER PRIORITY NODE

FIG. 24D



US 6,473,608 B1

1
STRUCTURE CABLING SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of the filing date of
US. Provisional Application No. 6011151328, filed on Jan.
12, 1999. In addition, this application is a continuation-in-
part of U.S. application Ser. No. 09t'293,343, filed on Apr.
16, 1999.

FIELD OF THE INVENTION

The present invention relates to structured cabling sys-
tems and more particularly to structured cabling systems
used in local area networks.

BACKGROUND OF THE INVENTION

Structured cabling systems are well known for use in
institutional infrastructure. Such systems provide a standard-
ized yet flexible platfomi for a dynamic communications
environment. Typically structure cabling systems employ
twisted copper pairs which are installed in accordance with
predetermined criteria. Structured cabling systems are con-
ventionally cmployed for telephone, data communications,
as well as for alarms, security and access control applica-
tions.

SUMMARY OF THE INVENTION

The present invention seeks to provide an enhanced
structured cabling system and local area network employing
such a system.

There is thus provided in accordance with a preferred
embodiment of the present invention a local area network
including a hub, a plurality of nodes, communication cabling
connecting the plurality of nodes to the hub for providing
data communication; and a power supply distributor opera-
tive to provide at least some operating power to at least some
of the plurality of nodes via the communication cabling.

Further in accordance with a preferred embodiment of the
present invention the communication cabling includes at
least part of a structured cabling system.

Still further in accordance with a preferred embodiment of
the present invention the power supply distributor is located
within the hub.

Additionally in accordance with a preferred embodiment
of the present invention the power supply distributor is
located outside the hub.

Moreover in accordance with a preferred embodiment of
the present invention the power supply distributor is located
partially within the hub and partially outside the hub.

Still further in accordance with a preferred embodiment of
the present invention the operating power supplied by said
power supply distributor to at least some of said plurality
nodes via said communication cabling includes backup
power.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner, and the communication cabling connects the data
communication concentrator via the combiner to the nodes.

Sill further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator and wherein the power supply distributor is
also located within the hub.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
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cation concentrator and wherein the power supply distribu-
tor is also located within the hub and includes a power
supply and a combiner, the combiner coupling power from
the power supply to the communication cabling which also
carries data from the data communication concentrator.

Preferably the data communication concentrator com-
prises a LAN switch which functions as a data communi-
cation switchirepeater.

Additionally in accordance with a preferred embodiment
of the present invention the plurality of nodes includes at
least one of the following types of nodes: wireless LAN
access points, emergency lighting system elements, paging
loudspeakers, CCTV cameras, alarm sensors, door entry
sensors, access control units, laptop computers, ll’
telephones, hubs, switches, routers, monitors and memory
backup units for PCs and workstations.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a plurality of
couplers, each of which is connected to an output of the
power supply.

Further in accordance with a preferred embodiment of the
present invention the hub includes a data communication
concentrator. the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner comprises a plurality of
couplers and a plurality of filters, each coupler being con-
nected via a filter to an output of the power supply.

Still further according to a preferred embodiment of the
present invention the hub includes a data communication
concentrator. the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits (SPEARS), each
coupler being connected via a filter and a SPEAR to an
output of the power supply.

Moreover in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, and the power supply includes a
power failure backup facility.

Additionally or alternatively the hub includes a data
communication concentrator; the power supply distributor
includes a combiner and a power supply, the communication
cabling connects the data communication concentrator via
the combiner to the nodes, and the combiner comprises a
plurality of couplers and a plurality of filters, each coupler
being connected via a filter to an output of the power supply.

Moreover according to a preferred embodiment of the
present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits (SPEARs), each
coupler being connected via a filter and a SPEAR to an
output of the power supply.

Preferably the hub includes a data communication
concentrator, the power supply distributor includes a com-
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biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a plurality of
couplers and a plurality of filters, each coupler being con-
nected via a filter to an output of the power supply.

Additionally or alternatively the hub includes a data
communication concentrator, the power supply distributor
includes a combiner and a power supply, the communication
cabling connects the data communication concentrator via
the combiner to the nodes, and the combiner comprises a
plurality of couplers and a plurality of filters and a plurality
of smart power allocation and reporting circuits (SPEARS).
each coupler being connected via a filter and a SPEAR to an
output of the power supply.

Preferably the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes. and the combiner includes a plurality of
couplers and a plurality of lilters, each coupler being con-
nected via a filter to an output of the power supply.

Additionally or alternatively the hub includes a data
communication concentrator, the power supply distributor
includes a combiner and a power supply, the communication
cabling connects the data communication concentrator via *
the combiner to the nodes, and the combiner includes a

plurality of couplers and a plurality of filters and a plurality
of smart power allocation and reporting circuits (SPEARs),
each coupler being connected via a filter and a SPEAR to an
output of the power supply.

Further in accordance with a preferred embodiment of the
present invention the power supply distributor is operative to
provide electrical power along the communication cabling
without unacceptable degradation of the digital communi-
cation.

Still further in accordance with a preferred embodiment of
the present invention the communication cabling comprises
at least one twisted wire pair connected to each node and
wherein power is transmitted over a twisted wire pair along
which data is also transmitted.

Preferably the hub includes a data communication
concentrator, the power supply distributor includes a power
supply interface and a power supply, the communication
cabling connects the data communication concentrator via
the power supply interface to the nodes, and power supply
interface includes a plurality of lilters and a plurality of
smart power allocation and reporting circuits [SPl;'ARs),
each filter being connected via a SPEAR to an output of the
power supply.

Additionally in accordance with a preferred embodirnent
of the present invention the communication cabling com-
prises at least two twisted wire pairs connected to each node
and wherein power is transmitted over a twisted wire pair
different from that along which data is transmitted.

Preferably the hub includes a data communication
concentrator, the power supply distributor includes a power
supply interface and a power supply, the communication
cabling connects the data communication concentrator via
the power supply interface to the nodes, and the power
supply interface includes a plurality of filters and a plurality
of smart power allocation and reporting circuits (SPEARs),
each filter being connected via a SPEAR to an output of the
power supply.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
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biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits (SPEARs), each coupler
being connected via a filter and a SPEAR to an output ofthe
power supply. and each coupler has at least two ports, one
of which is connected to a port of the data communication
concentrator and the other of which is connected, via com-

mu nication cabling, to one of the plurality of nodes.
There is also provided in accordance with a preferred

embodiment of the present invention a local area network
node for use in a local area network including a hub, a
plurality of nodes, communication cabling connecting the
plurality of nodes to the hub for providing digital commu-
nication and a power supply distributor operative to provide
at least some operating power to at least some of the
plurality of nodes via the hub and the communication
cabling, the local area network node including a communi-
cations cabling interface receiving both power and data and
separately providing power to a node power input and data
to a node data input.

Funher in accordance with a preferred embodiment of the
present invention the communications cabling interface is
internal to at least one of the plurality of nodes.

Still further in accordance with a preferred embodiment of
the present invention the communications cabling interface
is external to at least one of the plurality of nodes.

Additionally in accordance with a preferred embodiment
of the present invention the power supply distributor is
operative to provide electrical power along the communi~
cation cabling without unacceptable degradation of the
digital communication.

Still funher in accordance with a preferred embodiment of
the present invention the communication cabling includes at
least one twisted wire pair connected to each node and
wherein power is transmitted over a twisted wire pair along
which data is also transmitted.

Additionally in accordance with a preferred embodiment
ofthe present invention the communication cabling includes
at least two twisted wire pairs connected to each node and
wherein power is transmitted over a twisted wire pair
different from that along which data is transmitted.

Preferably the power supply distributor is operative to
provide electrical power along the communication cabling
without unacceptable degradation of the digital communi-
cation.

Additionally the communication cabling may include at
least one twisted wire pair connected to each node and
wherein power is transmitted over a twisted wire pair along
which data is also transmitted.

Further more in accordance with a preferred embodiment
ofthe present invention the communication cabling includes
at least two twisted wire pairs connected to each node and
wherein power is transmitted over a twisted wire pair
different from that along which data is transmitted.

Preferably the power supply distributor is operative to
provide electrical power along the communication cabling
without unacceptable degradation of the digital communi~
cation.

Further in accordance with a preferred embodiment of the
present invention the communication cabling includes at
least one twisted wire pair connected to each node and
wherein power is transmitted over a twisted wire pair along
which data is also transmitted.
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Still further in accordance with a preferred embodiment of
the present invention the communication cabling includes at
least two twisted wire pairs connected to each node and
wherein power is transmitted over a twisted wire pair
different from that along which data is transmitted.

Moreover in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a
combiner, a management and control unit and a power
supply, the communication cabling connects said data com-
munication concentrator via the combiner to the node, the
combiner includes a plurality of couplers and a plurality of
filters and a plurality ofsmart power allocation and reporting
circuits (Sl’EARs), each coupler being connected via a filter
and a SPEAR to an output of said power supply, and the
SPEAR is operative to report to the management and control
unit the current consumption of a node connected thereto.

Further in accordance with a preferred embodiment of the
present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner comprises a plurality of oouplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits [SPEARs), each coupler *
being connected via a filter and a SPEAR to an output of the
power supply, and the SP1]./\R is operative to limit the
maximum current supplied to a node connected thereto.

Alternatively according to a preferred embodiment of the
present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits [SPE/\Rs), each coupler
being connected via a filter and a Sl’l:‘.AR to an output of the
power supply, and the SPEAR is operative to automatically
disconnect a node connected thereto displaying an overcur-
rent condition following elapse of a programmably prede-
termined period of time.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner and a power supply, the communication cabling
connects the data communication concentrator via the com-

biner to the nodes, the combiner includes a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits (SPEARs}, each
coupler being connected via a filter and a SPEAR to an
output of the power supply, and the SPEAR is operative to
automatically disconnect power from a node connected
thereto displaying an overcu rrent condition following elapse
of a programmably predetermined period of time and to
automatically reconnect the node to power thereafter when
it no longer displays the overcurrent condition.

Moreover in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling eon-
nects said data communication concentrator via the corn-

biner to the nodes, the combiner includes a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits (SPEARS), each
coupler being connected via a filter and a SPEAR to an
output of the power supply, and the SPEAR includes a
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current sensor which receives a voltage input Vin from a
power supply and generates a signal which is proportional to
the current passing therethrough, and a multiplicity of com-
parators receiving the signal from the current sensor and also
receiving a reference voltage Vref from respective reference
voltage sources.

Preferably the reference voltage sources are program-
mable reference voltage sources and receive control inputs
from management & control circuiLs.

Additionally the outputs of the multiplicity of compara-
tors may be supplied to a current limiter and switch which
receives input voltage Vin via the current sensor and pro-
vides a current-limited voltage output Vout.

Funhermore the outputs of the comparators are supplied
to management & control circuits to serve as monitoring
inputs providing information regarding the DC current flow-
ing through the SPEAR.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator. the power supply distributor includes a
combiner and a power supply, the communication cabling
connects the data communication concentrator via the com-

biner to the nodes, and the combiner includes a plurality of
couplers each of which includes at least a pair of
transformers, each having a center tap at a secondary thereof
via which the DC.‘ voltage is fed to each wire of a twisted pair
connected thereto.

Further in accordance with a preferred embodiment of the
present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a plurality of
couplers each of which includes at least one transformer,
which is characterized in that it includes a secondary which
is split into two separate windings and a capacitor which is
connected between the two separate windings and which
effectively connects the two windings in series for high
frequency signals. but effectively isolates the two windings
for DC.

Still further in aceorda nce with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner a power supply, the communication cabling connects
the data communication concentrator via the combiner to the

nodes, and the combiner includes a pair of capacitors which
elfectively block DC from reaching the data communicationCU]'1CC[]l]'fllOl'.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator. the power supply distributor includes a com-
biner and a power supply. the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner comprises two pairs of
capacitors which effectively block DC from reaching the
data communication concentrator.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner and a power supply, the communication cabling
connects the data communication concentrator via the com-

biner to the nodes, and the combiner includes a sell-

balancing capacitor-less and transformer-less common mode
coupling circuit.

Preferably the communications cabling interface includes
a separator and a pair of transformers. each having a center
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tap at a primary thereof via which the DC‘ voltage is
extracted from each wire ofa twisted pair connected thereto.

Additionally or alternatively the communications cabling
interface includes a separator including at least one
transformer. which is characterized in that it includes a 5
primary which is split into two separate windings and a
capacitor which is connected between the two separate
windings and which etfectively connects the two windings
in series for high frequency signals, but eiffectively isolates
the two windings for DC.

Furthermore the communications cabling interface
includes a separator comprising a pair of capacitors which
effectively block DC from reaching a data input of a node
connected thereto.

Additionally in accordance with a preferred embodiment
of the present invention the communications cabling inter-
face includes a separator comprising two pairs of capacitors
which elfectively block DC from reaching a data input of a
node connected thereto.

Additionally or alternatively the communications cabling
interface includes a separator includes a self-balancing
capacitor—less and transforrner—less common mode coupling
circuit.

There is further provided in accordance with a preferred
embodiment of the present invention a local area network
including a hub, a plurality of nodes, a communication
cabling connecting said plurality of nodes to the hub for
providing data communication, and a power supply distribu-
tor operative to provide at least some operating power to at
least some of the plurality of nodes via the communication
cabling, the power supply distributor including power man-
agement functionality.

Preferably the power supply distributor includes a power
management & control unit which monitors. and controls the
power supplied to various nodes via the communications
cabling.

Additionally in accordance with a preferred embodiment
of the present invention the power supply distributor
includes a management workstation which is operative to
govern the operation of the power management & control
unit.

Preferably lhe management workstation governs the
operation of multiple power management & control units.

Moreover in accordance with a preferred embodiment of
the present invention the power management & control unit
communicates with various nodes via a data communication

concentrator thereby to govern their current mode of power

usage. fin
Further in accordance with a preferred embodiment of the '

present invention the power management & control unit
corn munieates with various nodes via control messages
which are decoded at the nodes and are employed for
controlling whether full or partial functionality is provided
thereat.

Still further in accordance with a preferred embodiment of
the present invention the power management & control unit
senses that mains power to said power supply distributor is
not available and sends a control message to cause nodes to
operate in a backup or reduced power mode.

Preferably the node includes essential circuitry, which is
required for both full functionality and reduced functionality
operation. and non-essential circuitry, which is not required
for reduced functionality operation.

There is also provided with yet another preferred embodi-
ment of the present invention a local area network power
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supply distributor for use in a local area network including
a hub, a plurality of nodes and communication cabling
connecting the plurality of nodes to a hub for providing
digital communication thcrebctween, the power supply dis-
tributor bcing operative to provide at least some operating
power to at least some of said plurality of nodes via the
communication cabling.

Further in accordance with a preferred embodiment of the
present invention the supply distributor is located within the
hub.

Still further in accordance with a preferred embodiment of
the present invention the power supply distributor is located
outside the hub. Alternatively the power supply distributor is
located partially within the hub and partially outside the hub.

Additionally in accordance with a preferred embodiment
of the present invention the operating power supplied by the
power supply distributor to at least some of the plurality
nodes via the communication cabling includes backup
power.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a
combiner, and the communication cabling connects the data
communication concentrator via the combiner to the nodes.

Moreover in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator and wherein the power supply distributor is
also located within the hub.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator and wherein said power supply distributor is
also located within the hub and includes a power supply and
a combiner, the combiner coupling power from the power
supply to the communication cabling which also carries data
from the data communication concentrator.

Preferably the combiner includes a plurality of couplers,
each of which is connected to an output of the power supply.

Additionally in accordance with a preferred embodiment
of the present invention the combiner includes a plurality of
couplers and a plurality of filters, each coupler being con-
nected via a filter to an output of the power supply.

Furthermore the combiner may also include a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits (SPtiARs), each
coupler being connected via a filter and a SPEAR to an
output of the power supply.

Additionally in accordance with a preferred embodiment
of the present invention the power supply distributor
includes a power supply, and the power supply includes a
power failure backup facility.

Still funhcr in accordance with a preferred embodiment of
the present invention the combiner includes a plurality of
couplers and a plurality of filters, each coupler being con-
nected via a filter to an output of the power supply.

Preferably the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits (SPEARS), each coupler
being connected via a filter and a SPEAR to an output of the
power supply.

Moreover in accordance with a preferred embodiment of
the present invention the combiner includes a plurality of
couplers and a plurality of lilters, each coupler being con-
nected via a filter to an output of a power supply.

Additionally the combiner may also include a plurality of
couplers and a plurality of filters and a plurality of smart
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power allocation and reporting circuits (SPE./\Rs), each
coupler being connected via a filter and a SPEAR to an
output of the power supply.

Furthermore the combiner may also include a plurality of
couplers and a plurality of filters, each coupler being con-
nected via a filter to an output of a power supply.

Moreover in accordance with a preferred embodiment of
the present invention the power supply distributor is opera-
tive to provide electrical power along the communication
cabling without unacceptable degradation of the digital
communication.

Further in accordance with a preferred embodiment of the
present invention the communication cabling includes at
least one twisted wire pair connected to each node and
wherein power is transmitted over a twisted wire pair along
which data is also transmitted.

Preferably the power supply distributor includes a power
supply interface and a power supply, the communication
cabling connects the data communication concentrator via
the power supply interface to the nodes, and the power
supply interface includes a plurality of filters and a plurality
of smart power allocation and reporting circuits [SPl£ARs),
each filter being connected via a SPEAR to an output of the
power supply.

Additionally in accordance with a preferred embodiment
of the present invention the communication cabling includes
at least two twisted wire pairs connected to each node and
wherein power is transmitted over a twisted wire pair
different from that along which data is transmitted.

Moreover in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a power
supply interface and a power supply, the communication
cabling connects the data communication concentrator via
the power supply interface to said nodes, and the power
supply interface includes a plurality of filters and a plurality
of smart power allocation and reporting circuits (SPE/\Rs),
each filter being connected via a SPEAR to an output of the
power supply.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of lilters and a plurality of smart power
allocation and reporting circuits (SPEARS), each coupler
being connected via a filter and a SPEAR to an output of the
power supply, and each coupler has at least two ports, one
of which is connected to a port of the data communication
concentrator and the other of which is connected, via com-

munication cabling, to one of the plurality of nodes.
Additionally in accordance with a preferred embodiment

of the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner, a management and control unit and a power
supply, the communication cabling connects said data com-
munication concentrator via the combiner to the nodes, the

combiner includes a plurality of couplers and a plurality of
filters and a plurality ofsmart power allocation and reporting
circuits (Sl’EARs), each coupler being connected via a filter
and a SPEAR to an output of the power supply, and the
SPEAR is operative to report to the management and control
unit the current consumption of a node connected thereto.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
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concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits (SPEARs), each coupler
being connected via a filter and a SPEAR to an output of the
power supply, and the S1-‘EAR is operative to limit the
maximum current supplied to a node connected thereto.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits (SPEARs), each coupler
being connected via a filter and a SPEAR to an output of the
power supply, and the SPEAR is operative to automatically
disconnect a node connected thereto displaying an overcur-
rent condition following elapse of a programmably prede-
termined period of time.

Additionally in accordance with a preferred embodiment
ot‘ the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner and a power supply, the communication cabling
connects the data communication concentrator via the com-

biner to the nodes, the combiner includes a plurality of
couplers and a plurality of filters and a plurality of smart
power allocation and reporting circuits [SPEARs), each
coupler being connected via a filter and a SPEAR to an
output of the power supply, and the SPEAR is operative to
automatically disconnect power from a node connected
thereto displaying an overeurrent condition following elapse
ot‘ a programmably predetermined period of time and to
automatically reconnect the node to power thereafter when
it no longer displays the overcurrent condition.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, the combiner includes a plurality of couplers
and a plurality of filters and a plurality of smart power
allocation and reporting circuits (SPEARs), each coupler
being connected via a filter and a SPEAR to an output of the
power supply, and the SI-‘EAR includes a current sensor
which receives a voltage input Vin from a power supply and
generates a signal which is proportional to the current
passing therethrough, and a multiplicity of comparators
receiving the signal from the current sensor and also receiv-
ing a reference voltage Vref from respective reference
voltage sources.

Preferably the reference voltage sources are program-
mable reference voltage sources and receive control inputs
from management & control circuits.

Additionally the outputs of the multiplicity of compara-
tors may be supplied to a current limiter and switch which
receives input voltage Vin via the current sensor and pro-
vides a current—lirnited voltage output Vout.

Furthermore the outputs of the comparators may be
supplied to management & control circuits to serve as
monitoring inputs providing infonrration regarding the DC
current flowing through the SPEAR.

Still further in accordance with a preferred embodiment of
the present invention the hub includes a data communication
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concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes plurality of couplers
each of which includes at least a pair of transformers. each
having a center tap at a secondary thereof via which the DC
voltage is fed to each wire of a twisted pair connected
thereto.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator, the power supply distributor includes a
combiner and a power supply. the communication cabling
connects the data communication concentrator via the com-

biner to the nodes, and the combiner includes a plurality of
couplers each of which includes at least one transformer,
which is characterized in that it includes a secondary which
is split into two separate windings and a capacitor which is
connected between the two separate windings and which
effectively connects the two windings in series for high
frequency signals, but effectively isolates the two windings
for DC.

Further in accordance with a preferred embodiment of the
present invention the hub includes a data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling oon- *
nects the data communication concentrator via the combiner

to the nodes, and the combiner includes a pair of capacitors
which etfectively block DC from reaching the data commu-
nication concentrator.

Still further in accordance with a preferred embodiment of
the present invention the hub includes at data communication
concentrator, the power supply distributor includes a com-
biner and a power supply, the communication cabling con-
nects the data communication concentrator via the combiner

to the nodes. and the combiner comprises two pairs of
capacitors which etIectively block DC from reaching the
data communication concentrator.

Additionally in accordance with a preferred embodiment
of the present invention the hub includes a data communi-
cation concentrator. the power supply distributor includes a
combiner and a power supply, the communication cabling
connects the data communication concentrator via the com-

biner to the nodes. and the combiner comprises a self-
balancing capacitor-less and transformer-less common mode
coupling circuit.

Preferably the power supply distributor includes power
management functionality.

Additionally the power supply distributor may include a
power management & control unit which monitors and
controls the power supplied to various nodes via the com-
munications cabling.

Furthermore the power supply distributor may include a
management workstation which is operative to govern the
operation of said power management 8: control unit.

Furthermore in accordance with a preferred embodiment
of the present invention the management workstation gov-
erns the operation of multiple power management & control
units.

Preferably the power management & control unit com-
municates with various nodes via a data communication

concentrator thereby to govern their current mode of power
usage.

Additionally in accordance with a preferred embodiment
of the present invention the power management & control
unit communicates with various nodes via control messages
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which are decoded at the nodes and are employed for
controlling whether full or partial functionality is provided
thereat.

Additionally the power management & control unit senses
that mains power to the power supply distributor is not
available and sends a control message to cause nodes to
operate in a backup or reduced power mode.

Furthermore the node includes essential circuitry, which
is required for both full functionality and reduced function-
ality operation, and non-essential circuitry, which is not
required for reduced functionality operation.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be understood and appreciated
more fully from the following detailed description, taken in
conjunction with the drawings in which:

FIGS. 1/\ and 1B are simplified block diagram illustra-
tions of two alternative embodiments of a local area network

including a power supply operative to provide electrical
power to local area network nodes over communication
cabling constructed and operative in accordance with one
preferred embodiment of the present invention;

FIGS. 2A and 2B are simplified block diagram illustra-
tions of two alternative embodiments of a local area network

including a power supply operative to provide electrical
power to local area network nodes over communication
cabling constructed and operative in accordance with
another preferred embodiment of the present invention;

FIGS. 3A & 3B are simplified block diagrams of hubs
useful in the embodiments of FIGS. 1A and 1B respectively;

FIGS. 4A & 4B are simplified block diagrams of hubs and
power supply subsystems useful in the embodiments of
FIGS. 2/\ & 2B respectively;

FIG. 5 is a simplified block diagram illustration of a smart
power allocation and reporting circuit useful in the embodi-
merits of FIGS. 3A, 3B, 4A and 4B;

FIG. 6 is a simplified schematic illustration of the embodi-
ment of FIG. 5;

FIGS. 7/\& ‘TB are simplified block diagram illustrations
of LAN node interface circuits useful in the embodiments of

FIGS. 1A& 2A and FIGS. 1B Sr. 2B respectively;
FIGS. 8A—8G are simplified block diagram and schematic

illustrations ofvarious embodiments of a combiner useful in

the embodiments of FIGS. 3A and 4A;

FIGS. 9/\—9G are simplified block diagram and schematic
illustrations ofvarious embodiments of a separator useful in
the embodimenLs of FIGS. 1/\, 2A & 7/\in combination with
combiners of FIGS. 8AaBG;

FIGS. l[lA.& 10B are simplified block diagram illustra-
tions of two alternative embodiments of a communications

network including power supply and management over
communications cabling constructed and operative in accor-
dance with a preferred embodiment of the present invention;

FIGS. LIA & 11B are simplified block diagram illustra-
tions of two alternative embodiments of a local area network

including power supply and management unit operative to
provide electrical power to local area network nodes over
communication cabling;

FIGS. 12A & 12B are simplified block diagram illustra-
tions of a hub useful in the embodiments of FIGS. 10A &

10B respectively;
FIGS. 13A & 13B are simplilled block diagram illustra-

tions of a hub and a power supply and management sub-
system useful in the embodiments of FIGS. 11/\ & Ill?
respectively;
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FIGS. 14A & 1413 are simplified block diagrams of two
dilIerent node configurations useful in the embodiments of
FIGS. 1|}/-\, IIIB, 11A & 11B;

FIG. 15 is a simplified block diagram of a node configu-
ration which combines the features shown in FIGS. 14A &
1413;

FIG. I6 is a generalized llowchan illustrating power
management in both normal operation and reduced power
modes of the networks of FIGS. 10A. IIJB, IIA & 118;

FIG. 17 is a generalized flowchart illustrating one step in
the tlowchart of FIG. 16;

FIGS. 18A and 18B together are a generalized flowchart
illustrating a preferred embodiment of the interrogation and
initial power supply functionality which appears in FIG. 17;

FIGS. 19A, 19B. l9(.‘ and 19D are generalized flowcharts
each illustrating one possible mechanism for full or no
functionality operation in an involuntary power manage-
ment step in the flowchart of FIG. 16;

FIGS. 20A, 20B. ZIJC and 20!) are generalized flowcharts -
each illustrating one possible mechanism for Full or reduced
functionality operation in an involuntary power manage-
ment step in the flowchart of FIG. 16;

FIGS. 21A, 21B, 21C and 21D are generalized flowcharts
each illustrating one possible mechanism for node initiated —
sleep mode operation in a voluntary power management step
in the flowchart of FIG. 16;

FIGS. 22A, 22B, 22C and 22D are generalized llowcharts
each illustrating one possible mechanism for hub initiated
sleep mode operation in a voluntary power management step
in the flowchart of FIG. 16;

FIGS. 23A, 23B. 23C and 23D are genera lizcd flowcharts
each illustrating one possible mechanism for full or no
functionality prioritized operation in a voluntary power
management step in the flowchart of FIG. 16; and

FIGS. 24A, 24B, 24C and 24D are generalized flowcharts
each illustrating one possible mechanism for full or reduced
functionality prioritized operation in a voluntary power
management step in the flowchart of FIG. 16.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Reference is now made to FIG. IA, which is a simplified
block diagram illustration of a local area network con-
structed and operative in accordance with a preferred
embodiment of the present invention. As seen in FIG. IA.
there is provided a local area network (LAN) comprising a
hub 10 which is coupled. by cabling 11, preferably a
structured cabling system, to a plurality of LAN nodes, such
as a desktop computer 12, a web camera 14, a facsimile
machine 16, a LAN telephone, also known as an II’ tele-
phone I8. a computer 20 and a server 22.

Cabling II is preferably conventional LAN cabling hav~
ing four pairs of twisted copper wires cabled together under
a common jacket. In the embodiment of FIG. IA, as will be
described hereinbelow, at least one of the pairs of twisted
copper wires is employed for transmitting both data and
electrical power to nodes of the network. Typically two such
pairs are employed for transmitting both data and electrical
power along each line connecting a hub to each node, while
one such pair carries data only and a fourth pair is main-
tained as a spare and carries neither data nor power.

In accordance with a preferred embodiment of the present
invention there is provided a power supply subsystem 30
which is operative to provide at least some operating or
backup power to at least sonte of said plurality of nodes via
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the hub I0 and the communication cabling connecting the
hub to various LAN nodes.

In the illustrated embodiment of FIG. IA, subsystem 30
is located within the hub 10 and includes a power supply 32
which supplies operating power andfor backup power to
various LAN nodes via the communication cabling. The
communication cabling connects a LAN switch 34 via a
combiner 36 to the various LAN nodes. The combiner

couples electrical power from the power supply 32 along the
communication cabling to at least some of the LAN nodes.
Bidirectional data communications from LAN switch 34

pass through the combiner 36. substantially without inter-
ference.

It is seen that the eommu nication cabling II from the hub
I0 to the desktop computer 12, facsimile machine 16 and
computer 20 carries both data and backup power, while the
communication cabling from the hub 10 to the hub camera
14 and LAN telephone 18 carries both data and operating
power and the communication cabling from the hub to the
server 22 carries only data, in a typically I./‘LN arrangement
constructed and operative in accordance with a preferred
embodiment of the present invention.

It is a particular feature of the embodiment of FIG. IA that
both data and power are carried on the same twisted copper
pair.

It is appreciated that each of the LAN nodes 12-20 which
receives power over the communication cabling includes a
separator for separating the electrical power from the data.
In the illustrated embodiment of FIG. IA, the separators are
typically internal to the respective nodes and are not sepa-
rately designated, it being appreciated that alternatively
discrete separators may be employed.

Reference is now made to FIG. 1B, which is a simplified
block diagram illustration of a local area network con-
structed and operative in accordance with another preferred
embodiment of the present invention. As seen in FIG. IB,
there is provided a local area network (LAN) comprising a
hub 60 which is coupled, by cabling 61, preferably a
structured cabling system, to a plurality of LAN nodes, such
as a desktop computer 62, a web camera 64. a facsimile
machine 66, a LAN telephone, also known as an IP tele-
phone 68, a computer 70 and a server 72.

Cabling 61 is preferably conventional LAN cabling hav-
ing four pairs of twisted copper wires cabled together under
a common jacket. In the embodiment of FIG. 1B. in contrast
to the arrangement described above with respect to FIG. IA
and as will be described hereinbelow, at least one ofthe pairs
of twisted copper wires is employed only for transmitting
electrical power to nodes of the network and at least one of
the pairs of twisted copper wires is employed only for
transmitting data. Typically two such pairs are employed for
transmitting data only and two such pairs are employed only
for supplying electrical power along each line connecting a
hub to each node.

In accordance with a preferred embodiment of the present
invention there is provided a power supply subsystem 80
which is operative to provide at least some operating or
backup power to at least some of said plurality of nodes via
the hub 60 and the communication cabling 61 connecting the
hub to various LAN nodes.

In the illustrated embodiment of FIG. 1B, subsystem 80 is
located within the hub 60 and includes a power supply 82
which supplies operating power andlor backup power to
various IAN nodes via the communication cabling. The
communication cabling connects a LAN switch 84 via a
power supply interface 86 to the various [.AN nodes. The
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power supply interface 86 distributes electrical power from
the power supply 82, along twisted pairs of the communi-
cation cabling 61 which are not used for carrying data, to at
least some of the LAN nodes. Bidirectional data communi-

cations from I..AN switch 84 pass through the power supply
interface 86, substantially without interference.

It is seen that the communication cabling 61 from the hub
60 to the desktop computer 62, facsimile machine 66 and
computer 70 carries both data and backup power along
separate twisted pairs, while the communication cabling 61
from the hub 60 to the hub camera 64 and LAN telephone
68 carries both data and operating power along separate
twisted pairs and the communication cabling 61 from the
hub 60 to the server 72 carries only data, in a typically LAN
arrangement constructed and operative in accordance with a
preferred embodiment of the present invention.

It is a particular feature of the embodiment of FIG. 1B that
data and power are carried on separate twisted copper pairs
of each communication cabling line.

It is appreciated that each of the LAN nodes 62-70 which
receives power over the communication cabling 61 includes
a connector for connecting the twisted pairs carrying elec-
trical powcr to a node power supply and separately connect-
ing the twisted pairs carrying data to a data input of the node.
In the illustrated embodiment of FIG. 1B, the connectors are *

typically internal to the respective nodes and are not sepa-
rately designated, it being appreciated that alternatively
discrete connectors may be employed.

It is appreciated that FIGS. 1A and 1B illustrates two
embodiments of a system providing electric power to plural
LAN nodes via a hub and communication cabling connect-
ing the hub to various LAN nodes. Another two embodi-
ments of a system providing electric power to plural LAN
nodes via a hub and communication cabling connecting the
hub to various LAN nodes are illustrated in FIGS. 2A & 2B.

FIGS. 2A & 2B illustrate a local area network including a
power supply operative to provide electrical power to local
area network nodes over communication cabling.

In the illustrated embodiment of FIG. 2A, a conventional
hub 101] does not provide electrical power over the com-
munication cabling 101 and a power supply subsystem 130
is located externally of hub 100 and includes a power supply
132 which supplies operating power andfor backup power to
various LAN nodes via the communication cabling 101. The
communication cabling connects a LAN switch 134 of
conventional hub 100 to a combiner 136 in power supply
subsystem 130 and connects the combiner to the various
LAN nodes. The combiner 136 provides electrical power
from the power supply 132 along the communication
cabling to at least some of the LAN nodes. Bidirectional data
communications from LAN switch 134 pass through the
combiner 136. substantially without interference.

Cabling 101 is preferably conventional LAN cabling
having four pairs of twisted copper wires cabled together
under a common jacket. In the embodiment of FIG. 2A, as
will be described hereinbelow, at least one of the pairs of
twisted copper wires is employed for transmitting both data
and electrical power to nodes of the network. Typically two
such pairs are employed for transmitting both data and
electrical power along each line connecting the power
supply sub-system 130 to each node, while one such pair
carries data only and a fourth pair is maintained as a spare
and carries neither data nor power.

It is seen that the communication cabling 101 from the
power supply sub-system 130 to the desktop computer 112,
facsimile machine 116 and computer 120 carries both data
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and backup power, while the communication cabling from
the power supply sub-system 130 to the hub camera 114 and
LAN telephone 118 carries both data and operating power
and the communication cabling from the hub 100 to the
server 122 carries only data and may, but need not pass
through subsystem 130, in a typically LAN arrangement
constructed and operative in accordance with a preferred
embodiment of the present invention.

It is a particular feature of the embodiment of FIG. 2A that
both data and power are carried on the same twisted copper
pair.

In the illustrated embodiment of FIG. 2A, each of the
LAN nodes 112-120 which receives power is provided with
an external separator for separating the data from the elec-
trical power coupled to the communication cabling. The
external separators associated with respective nodes
112-120 are designated by respective reference numbers
142-149. Each such separator has a communication cabling
input and separate data and power outputs. It is appreciated
that some or all of the nodes 112-120 may alternatively be
provided with internal separators and that some or all of the
nodes 112-120 may be provided with external separators.

It is appreciated that in addition to the LAN nodes
described hereinabove, the present invention is useful with
any other suitable nodes such as, for example, wireless LAN
access points, emergency lighting system elements, paging
loudspeakers, CCTV cameras, alarm sensors, door entry
sensors, access control units, laptop computers, network
elements such as hubs, switches and routers, monitors and
memory backup units for PCs and workstations.

In the illustrated embodiment of FIG. 213, a conventional

hub 150 does not provide electrical power over the com-
munication cabling l51 and a power supply subsystem 130
is located externally of hub 150 and includes a power supply
182 which supplies operating power andfor backup power to
various LAN nodes via the communication cabling 151. The
communication cabling connects a LAN switch 184 of
conventional hub 150 to a power supply interface 186 in
power supply subsystem 180 and connects the power supply
interface 186 to the various LAN nodes. The power supply
interface distributes electrical power from the power supply
182 along the communication cabling to at least some ofthc
LAN nodes. Bidirectional data communications from LAN

switch 184 pass through the power supply interface 186,
substantially without interference.

Cabling l5l is preferably conventional LAN cabling
having four pairs of twisted copper wires cabled together
under a common jacket. In the embodiment of FIG. 2B. in
contrast to the arrangement described above with respect to
FIG. 2A and as will he described hereinbelow. at least one

of the pairs of twisted copper wires is employed only for
transmitting electrical power to nodes of the network and at
least one of the pairs of twisted copper wires is employed
only for transmitting data. Typically two such pairs are
employed for transmitting data only and two such pairs are
employed only for supplying electrical power along each
line connecting a hub to each node.

It is seen that the communication cabling 151 from the
hub 15!] to the desktop computer 162, facsimile machine 166
and computer 170 carries both data and backup power, while
the communication cabling from the hub 150 to the hub
camera 164 and LAN telephone 168 carries both data and
operating power and the communication cabling from the
hub 150 to the server 172 carries only data and may, but need
not pass through subsystem 180. in a typically LAN arrange-
ment constructed and operative in accordance with a pre-
ferred embodiment of the present invention.
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It is a particular feature of the embodiment of FIG. 2B that
data and power are carried on separate twisted copper pairs
of each communication cabling line.

In the illustrated embodiment of FIG. 213, each of the
LAN nodes 162-170 which receives power is provided with
an external connector for separately providing data and
electrical power from the communication cabling. The exter-
nal connector associated with respective nodes 162-170 are
designated by respective reference numbers 192-199. Each
such connector has a communication cabling input and
separate data and power outputs. It is appreciated that some
or all of the nodes l62—l7[l may alternatively be provided
with internal connectors and that some or all of the no-dcs

162-170 may be provided with external connectors.
It is appreciated that in addition to the LAN no-dcs

described hereinabove, the present invention is useful with
any other suitable nodes such as, for example, wireless LAN
access points. emergency lighting system elements, paging
loudspeakers, CCTV cameras, alama sensors. door entry
sensors, access control units, laptop computers, network
elements, such as hubs, switches and routers, monitors and '

memory backup units for PCs and workstations.
Reference is now made to FIG. 3A, which is a simplified

block diagram of a hub, such as hub 10, useful in the
embodiment of FIG. IA. Ilub 10 preferably comprises a
conventional, commercially available, LAN switch 34 *
which functions as a data communication switchfriepeater
and is coupled to combiner 36. Combiner 36 typically
comprises a plurality of couplers 220, each of which is
connected via a filter 222 to a smart power allocation and
reporting circuit (SPEAR) 224. Each SPEAR 224 is con-
nected to power supply 32 for receiving electrical power
therefrom. It is appreciated that power supply 32 may be
physically located externally of the hub ll]. Power supply 32
may be provided with a power failure backup facility, such
as a battery connection.

Each coupler 220 has two ports, one of which is prefer-
ably connected to a port of LAN switch 34 and the other of
which is preferably connected, via communication cabling,
to a LAN node.

Couplers 220 are preferably operative to couple electrical
power to the communication cabling substantially without
interfering with the data communication therealong.

Filters 222 are preferably operative to avoid unwanted
interport and interpair coupling, commonly known as
‘‘crosstalk‘‘ and to block noise from the power supply 32
from reaching the communication cabling.

A central management and control subsystem 226, typi-
cally embodied in a microcontroller, preferably controls the
operation of the power supply 32, the I..AN switch 34, the
couplers 220, the filters 222 and the SPE/\Rs 224.

Reference is now made to FIG. 3B, which is a simplified
block diagram of a hub, such as hub 60, useful in the
embodiment of FIG. 1B. Hub 60 preferably comprises a
conventional, commercially available, LAN switch 84
which functions as a data communication switchfrepeater
and is coupled to power supply interface 86. Power supply
interface 86 typically comprises a plurality of filters 272,
each connected to a smart power allocation and reporting
circuit (SPEAR) 274. Each SPEAR 274 is connected to
power supply 82 for receiving electrical power therefrom. It
is appreciated that power supply 82 may be physically
located externally of the hub 60. Power supply 82 may be
provided with a power failure backup facility, such as a
battery connection.

Filters 272 are preferably operative to avoid unwanted
interport coupling, commonly known as "crosstalk" and to
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block noise from the power supply 82 from reaching the
communication cabling.

A central management and control subsystem 276, typi-
cally embodied in a microcont roller, preferably controls the
operation of the power supply 82. the IAN switch 84, the
filters 272 and the Sl’EARs 274.

It is seen that in the embodiment of FIG. 3B, couplers are
not provided inasmuch as power and data are transmitted
over separate twisted pairs. The data carried on conductors
via the power supply interface is substantially unall'ected by
the operation of the power supply interface.

Reference is now made to FIG. 4A, which is a simplified
block diagram of hub 100 and the power supply subsystem
130 employed in the embodiment of FIG. 2A. Hub 100
preferably comprises a conventional, commercially
available, LAN switch 134 which functions as a data com-

rnu nication switchfrepeater and is coupled to combiner 136
forming part of power supply subsystem 130. Combincr 136
typically comprises a plurality of couplers 320, each of
which is connected via a filter 322 to a smart power
allocation and reporting circuit (SPEAR) 324. Each SPEAR
324 is connected to power supply 132 (FIG. 2A} for receiv-
ing electrical power thcrcfrorn. It is appreciated that power
supply 132 may be physically located externally of the
power supply subsystem 130. Power supply 132 may be
provided with a power failure backup facility, such as a
battery connection.

Each coupler 320 has two ports, one of which is prefer-
ably connccted to a port of LAN switch 134 and the other of
which is preferably connected, via communication cabling,
to a LAN node.

Couplers 320 are preferably operative to couple electrical
power to the communication cabling substantially without
interfering with the data communication therealong.

Filters 322 are preferably operative to avoid unwanted
interport and interpair coupling, commonly known as
"crosstalk” and to block noise from the power supply 132
from reaching the communication cabling.

A central management and control subsystem 326, typi-
cally embodied in a microcontroller, preferably controls the
operation of the power supply 132, the couplers 320, the
filters 322 and the SPEARS 324.

Reference is now made to FIG. 4B, which is a simplified
block diagram of hub 150 and the power supply subsystem
180 employed in the embodiment of FIG. 2B. Hub 150
preferably comprises a conventional, commercially
available, LAN switch 184 which functions as a data com-
munication switchfrepeater and is coupled to power supply
interface 186 forming part of power supply subsystem 180.
Power supply interface 186 typically comprises a plurality
of filters 372 each coupled to a smart power allocation and
reporting circuit (SPEAR) 374. Each SPEAR 374 is con-
nected to power supply 182 (FIG. 2B) for receiving elec-
trical power therefrom. It is appreciated that power supply
182 may be physically located externally of the power
supply subsystem 180. Power supply 182 may be provided
with a power failure backup facility, such as a battery
connection.

Filters 372 are preferably operative to avoid unwanted
intcrport and interpair coupling, commonly known as
"crosstalk” and to block noise from the power supply 182
from reaching the communication cabling.

A central management and control subsystem 376, typi-
cally embodied in a microcontroller, preferably controls the
operation of the power supply 182, filters 372 and the
SPEARS 374.
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It is seen that in the embodiment of FIG. 413, couplers are
not provided inasmuch as power and data are transmitted
over separate twisted pairs. The data carried on conductors
via the power supply interface is substantially unaffected by
the operation of the power supply interface.

It is appreciated that power supply 32 (FIG. 3A), power
supply 82 (FIG. 3B), power supply 132 (FIG. 4A) and power
supply 182 (FIG. 4B) provide output power to SPEARs 224
(no. 3/\), SPE/\Rs 274 (FIG. 3n), 324 (FIG. 4A) and 374
(FIG. 4B} respectively along a pair of conductors, one of
which is designated as a positive conductor and indicated by
(+) and the other of which is designated as a negative
conductor and indicated by (—-). The voltages supplied to the
respective positive and negative conductors are designated
respectively as +Vin and —\/in. The difference therebetween
is designated as Vin.

Reference is now made to FIG. 5, which is a simplified
block diagram illustration of a smart power allocation and
reporting circuit (SPEARJ 400 useful in the embodiments of
FIGS. 3A. 3B and FIGS. 4A, 4B particularly when DC '
current is coupled to the communication cabling.

SPEAR 400 preferably comprises a current sensor 402
which receives a voltage input +Vin from a power supply
and generates a signal which is proportional to the current
passing thcrethrough. A voltage input —\/in received from *
the power supply 32 (FIG. 3A). 82 (FIG. 3B). 132 (FIG. 4/\)
or 182 (FIG. 4B) provides a voltage output —Vout which is
typically unchanged from voltage input —VIII.

The output of current sensor 402 is supplied to a multi-
plicity of comparators 404 which also receive respective
reference voltages Vref from respective programmable ref-
erence voltage sources 406, typically implemented in AID
converters. Programmable reference voltage sources 406
receive control inputs from management & control circuits
226 (FIG. 3A), 276 (FIG. 3B}, 326 (FIG. 4A] and 376 (FIG.
4B) preferably via a bus 40?. Alternatively, voltage sources
406 need not be programmable.

The outputs of comparators 404 are supplied to a current
limiter and switch 408 which receives input voltage Vin via
the current sensor 402 and provides a current-limited voltage
output Vout. Output voltages +Vout and —\/‘out are applied as
inputs to an MD converter 409 which outputs a digital
indication of Vout, which is the difference between +Vout

and —\/out, to the management & control circuits 226 (FIG.
3A), 276 (FIG. 3B). 326 (FIG. 4A) and 3'76 (FIG. 4B)
preferably via bus 40?. The outputs of comparators 404- are
supplied to management & control circuits 226 (FIG. 3A),
276 (FIG. 3B). 326 (FIG. 4/\) and 376 (FIG. 413) preferably
via bus 40’? to serve as monitoring inputs providing infor-
mation regarding the DC current flowing through the
SPEAR.

'lhe outputs of some of comparators 404 are supplied
directly to current limiter and switch 408, while the outputs
of others of comparators 404 are supplied thereto via a timer
410 and a flipffiop 412. The comparators whose outputs are
supplied directly to current limiter and switch 408 provide
immediate current limiting at a relatively high threshold.
while the comparators whose outputs are supplied to current
limiter and switch 408 via timer 410 and flipfflop 412
provide delayed action current cut-off at a relatively low
threshold.

Flip—flop 412 is responsive to external inputs which
enable remote control of the operation of the current limiter
and switch 408 by the management & control circuits 226
(no. 3/\), 276 (FIG. 313), 326 (FIG. 4A) and 376 (FIG. 413)
via bus 407.
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It is appreciated that the above described SPEAR circuitry
may also be operated on the negative lead. In such a case a
short-lead would be connected between the Vin and the
Vout.

It is further appreciated that the components of the
SPEAR may also be organize in an alternative sequence.

Reference is now made FIG. 6, which is a simplified
schematic illustration of a preferred implementation of the
embodiment of FIG. 5. Inasmuch as identical reference

numerals are employed in both FIGS. 5 and 6, the schematic
illustration of FIG. 6 is believed to be self-explanatory and
therefore, for the sake of conciscness. no additional textual
description thereof is provided herein.

Reference is now made to FIG. 7A. which is a simplified
block diagram illustration of a LAN node interface circuit
useful in the embodiments of Figs. 1A and 2A for example
as external separators 142-14-9. It is appreciated that the
circuitry of FIG. 7A alternatively may be built-in to LAN
nodes, as shown, for example in FIG. 1A.

FIG. 7A shows typical constituent elements of a network
node 500, including a data transceiver 502, a mains-fed
power supply 504 and various other elements 506 depending
on the functionality of the node. The interface circuitry
typically comprises a separator 508 which is operative to
receive data and electrical power over communication
cabling and to provide a data output to the data transceiver
502 and a separate power output to a communications
cabling-fed power supply 510, preferably forming part of
network node 500, which preferably powers the data trans-
ceiver 502 and possibly any other suitable circuitry.

Reference is now made to FIG. 7B, which is a simplified
block diagram illustration of a LAN node interface circuit
useful in the ernbo(limenLs of FIGS. 1B and 2B for example
as external connectors 192-199. It is appreciated that the
circuitry of FIG. 7B alternatively may be built-in to LAN
nodes, as shown, for example in FIG. 1B.

FIG. 7B shows typical constituent elements of a network
node 550, including a data transceiver 552, a mains-fed
power supply 554 and various other elements 556 depending
on the functionality of the node. The interface circuitry
typically comprises a connector 558 which is operative to
receive data and electrical power over communication
cabling and to provide a data output to the data transceiver
552 and a separate power output to a communications
cabling—fed power supply 560, preferably forming part of
network node 550, which preferably powers the data trans-
ceiver 552 and possibly any other suitable circuitry.

Reference is FIGS. 8/ESE, which are simplified block
diagram illustrations of various embodiments of a coupler
useful in the embodiments of FIGS. 3A and 4A. The various

embodiments have the common purpose of coupling DC
power to the communication cabling without upsetting the
balance therealong, while producing a minimal change in
the line impedance thereof and preventing saturation or
burnout of line transformers coupled thereto.

FIG. 8/\ describes a coupler 600, such as coupler 220
(FIG. 3A) or coupler 320 (FIG. 4A) suitable for use with a
LAN in accordance with a preferred embodiment of the
present invention and which includes a pair of additional
transformers 610 for each channel. Transformers 610 are

typically 1:1 transformers which are characterized in that
they include a center tap at the secondary via which the DC
voltage is fed to both wires of a twisted pair.

This structure maintains the balance of the line and

prevents core saturation. This structure also has the advan-
tage that due to the fact that the same voltage is carried on
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both wires of the twisted pair simultaneously, the occurrence
of a short circuit therealong will not cause a power overload.
An additional advantage of this structure is that it will not
cause burnout of a LAN node which is not specially adapted
for receive power over the twisted pair.

FIG. 8B describes a coupler 620, such as coupler 220
(FIG. 3A) or coupler 320 (FIG. 4A) suitable for use with a
LAN in accordance with a preferred embodiment of the
present invention and which includes a pair of additional
transfonrters 630 for each channel. Transformers 630 are

typically [:1 transformers which are characterized in that
they include a secondary 632 which is split into two separate
windings 634 and 636. Acapacitor 640 is connected between
windings 634 and 636. The capacitor etfectively connects
the two windings in series for high frequency signals, such
as data signals, but eIl'ectively isolates the two windings for
DC.

This structure enables the two windings to carry respec-
tive positive and negative voltages via the same twisted pair.
AI) advantage of this structure is that it applies a net zero DC '
current via the twisted pair and thus eliminates the magnetic
field that would otherwise have existed had the twisted pair
carried DC current in the same directions.

FIG. 8C describes a coupler 650, such as coupler 220
(FIG. 3A) or coupler 320 (FIG. 4A) suitable for use with a *
LAN in accordance with a preferred embodiment of the
present invention and which includes a pair of capacitors
660 which effectively block DC from reaching the LAN
switch. This structure is relatively simple and does not
require an additional transformer.

FIG. 8B describes a coupler 679, such as coupler 220
(Fl G. 3A) or coupler 320 (FIG. 4A) suitable for use with a
LAN in accordance with a preferred embodiment of the
present invention and which includes two pairs ofcapacitors
680 and 690 which effectively block DC from reaching the
LAN switch. This structure is also relatively simple and does
not require an additional transformer.

This structure also has the advantage that due to the fact
that the same voltage is carried on both wires of the twisted
pair simultaneously, the occurrence of a short circuit the-
realong will not cause a power overload. An additional
advantage of this structure is that it will not cause burnout
of a LAN node which is not specially adapted for receive
power over the twisted pair.

FIG. SE describes a coupler 700, such as coupler 220
(FIG. 3A) or coupler 320 (FIG. 4A) suitable for use with a
IAN in accordance with a preferred embodiment of the
present invention and which is a self-balancing common
mode coupling circuit. Combiner 700 comprises two pairs of
adjustable active balancing circuits 702 and 704, which are
operative in conjunction with respective sensing and control
circuits 706 and 708.

It is a particular feature of the embodiment of FIG. BE that
the two pairs of adjustable active balancing circuits 702 and
704, which are operative in conjunction with respective
sensing and control circuits 706 and '.-'08 are operative to
maintain precisely identical voltages on each of the two
wires comprising a twisted pair coupled thereto.

Normally the output of a LAN switch is coupled to
communication cabling via an isolation transformer 710,
which is not part of the coupler 700. When precisely
identical voltages, as aforesaid, are applied to each of the
two wires comprising the twisted pair, there is no DC
voltage across the secondary windings of the isolation
transfonrter 710 and thus no DC current [lows therethrough.
This obviates the need for DC isolating capacitors and thus
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improves the balancing and impedance matching behavior
of the combiner.

It is appreciated that whereas in a theoretically ideal
system there would not be any need for active balancing as
provided in the embodirnent of FIG. SE, in reality due to
variations in the DC resistance along the entire communiv
cation cabling system, the DC voltages on each of the two
wires of the twisted pair would not be identical in the
absence of active balancing, thus creating a DC voltage drop
across the secondary of transfonrter 710 which could cause
either saturation or burnout of transformer 71!].

Reference is now made FIG. SF, which is a simplified
schematic illustration of a preferred implementation of the
embodiment of FIG. SE. Inasmuch as identical reference

numerals are employed in both FIGS. BE and SF. the
schematic illustration of FIG. SF is believed to be self-

explanatory and therefore, for the sake of conciseness, no
additional textual description thereof is provided herein.

Reference is now made FIG. 8G, which is a simplified
schematic illustration of a preferred implementation of the
embodiment of FIG. 8E. Inasmuch as identical reference

numerals are employed in both FIGS. BE and 8G, the
schematic illustration of FIG. 8G is believed to be self-

explanatory and therefore, for the sake of conciseness, no
additional textual description thereof is provided herein.

Reference is now made to FIGS. 9/\—9G which are

simplified block diagram and schematic illustrations of
various embodiments of a separator useful in the embodi-
ments ofFlGS. 1A, 2A& 7A preferably in combination with
the respective combiners of FIGS. 8A—8G.

ln addition to the components included in FIGS. 9Ato 9G,
these separators may also include appropriate Iilters to avoid
interpair and interport crosstalk.

The various embodiments have the common purpose of
decoupling DC.‘ power from the communication cabling
without upsetting the balance therealong, while producing a
minimal change in the line impedance thereof and prevent-
ing saturation or burnout of line transformers coupled
thereto.

FIG. 9A describes a separator 1600, such as separator 142
(FIG. 2A), suitable for use with a LAN in accordance with
a preferred embodiment of the present invention and which
includes a pair of additional transformers 1610 for each
channel. Transformers 1610 are typically 1:1 transfonners
which are characterized in that they include a center tap at
the primary via which the DC voltage is extracted from both
wires of a twisted pair.

This structure maintains the balance of the line and

prevents core saturation. This structure also has the advan-
tage that due to the fact that the same voltage is carried on
both wires of the twisted pair simultaneously, the occurrence
ofa short circuit there-along will not cause a power overload.
An additional advantage of this structure is that it will not
cause burnout of a LAN node which is not specially adapted
for receive power over the twisted pair.

FIG. ‘)3 describes a separator 1620, such as separator 142
(FIG. 2A) suitable for use with a I.AN in accordance with
a preferred embodiment of the present invention and which
includes a pair of additional transformers 1630 for each
channel. Transformers 1630 are typically 1:'l transformers
which are characterized in that they include a primary 1632
which is split into two separate windings 1634 and 1636. A
capacitor 1640 is connected between windings 1634 and
1636. The capacitor effectively connects the two windings in
series for high frequency signals, such as data signals, but
effectively isolates the two windings for DC.
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This structure enables the two windings to carry respec-
tive positive and negative voltages via the same twisted pair.
An advantage of this structure is that it applies a net zero DC
current via the twisted pair and thus eliminates the magnetic
field that would otherwise have existed had the twisted pair
carried DC current in the same directions.

FIG. 9C describes a separator 1650, such as separator 142
(FIG. ZA), suitable for use with a LAN in accordance with
a preferred embodiment of the present invention and which
includes a pair of capacitors 1660 which elfectively block
DC from reaching the node circuits. This structure is rela-
tively simple and does not require an additional transformer.

FIG. 9[) describes a separator 1670, such as separator [42
(FIG. 2A). suitable for use with a LAN in accordance with
a preferred embodiment of the present invention and which
includes two pairs of capacitors 1680 and 1690 which
effectively block DC from reaching the node circuits. This
structure is also relatively simple and does not require an
additional transformer.

This structure also has the advantage that due to the fact
that the same voltage is carried on both wires of the twisted
pair simultaneously, the occurrence of a short circuit the-
realong will not cause a power overload. An additional
advantage of this structure is that it will not cause burnout
of a LAN node which is not specially adapted for receive *
power over the twisted pair.

FIG. 9E describes a separator 1700, such as separator 142
(FIG. 2A), suitable for use with a LAN in accordance with
a preferred embodiment of the present invention and which
is a self-balancing common mode coupling circuit. Separa-
tor l?00 comprises two pairs of adjustable active balancing
circuits 1702 and 1704, which are operative in conjunction
with respective sensing and control circuits 1706 and 1708.

It is a particular feature ofthe embodiment of FIG. 9E that
the two pairs of adjustable active balancing circuits 1702
and H04, which are operative in conjunction with respecw
live sensing and control circuits 1706 and 1708 are operative
to maintain precisely identical voltages on each of the two
wires comprising a twisted pair coupled thereto.

Normally the input of a LAN node is coupled to com-
munication cabling via an isolation transformer 1710, which
is not part of the separator 1700. When precisely identical
voltages, as aforesaid, are maintained on each of the two
wires comprising the twisted pair, there is no DC voltage
across the primary windings of the isolation transformer
1710 and thus no DC current flows therethrough. This
obviates the need for DC isolating capacitors and thus
improves the balancing and impedance matching behavior
of the separator.

It is appreciated that whereas in a theoretically ideal
system there would not be any need for active balancing as
provided in the embodiment of MG. 913, in reality due to
variations in the DC resistance along the entire communi-
cation cabling system, the DC voltages on each of the two
wires of the twisted pair would not be identical in the
absence of active balancing, thus creating a DC voltage drop
across the primary of transforrner 1710 which could cause
either saturation or burnout of transformer 1710.

Reference is now made FIG. 9F, which is a simplified
schematic illustration of part of a preferred implementation
of the embodiment of FIG. 9E, including elements 1702 and
1706 thereof. Inasmuch as identical reference numerals are

employed in both I-‘IGS. 9E and 91'-‘, the schematic illustra-
tion of FIG. 9F is believed to be self-explanatory and
therefore. for the sake of conciseness, no additional textual
description thereof is provided herein.

ill

15

30

35

40

45

50

55

60

0'5

24

Reference is now made FIG. SIG, which is a simplified
schematic illustration of part of a preferred implementation
of the embodiment of FIG. 9E, including elements 1704 and
1708 thereof. Inasmuch as identical reference numerals are

employed in both FIGS. 9E and 9G, the schematic illustra-
tion of FIG. 9G is believed to be self-explanatory and
therefore. for the sake of conciseness, no additional textual
description thereof is provided herein.

The circuits ofI7IGS. 9F and 9G is provided to ensure that
the voltage is identical on both leads of the twisted pair to
which they are coupled in order to prevent current llow
through transformers 1710 (FIG. 913). This is accomplished
by the circuits of 9F and 9G by changing the current flowing
through the active litters 1702 and 1704 under the control of
elements 1706 and 1708 respectively.

Reference is now made to FIG. I0/\, which is a simplilled
block diagram illustration of a communications network
including power supply and management over communica-
tions cabling constructed and operative in accordance with
a preferred emhodirne nt of the present invention.

As seen in FIG. 10A, there is provided a local area
network (LAN) comprising a hub 2010 which is coupled, by
cabling, preferably a structured cabling system, to a plurality
of LAN nodes, such as a desktop computer 2012, a web
camera 2014, a facsimile machine 2.016. a LAN telephone.
also known as an IP telephone 22018, a computer 2020 and
a server 2022.

In accordance with a preferred embodiment of the present
invention there is provided a power supply subsystem 2030
which is operative to provide at least some operating or
backup power to at least some of said plurality of nodes via
the hub 2010 and the communication cabling connecting the
hub to various LAN nodes.

in the illustrated embodiment of FIG. 10A, subsystem
2030 is located within the hub 2010 and includes a power
supply 2032 which supplies operating power andfor backup
power to various LAN nodes via the communication
cabling. The communication cabling connects a LAN switch
2034 via a combiner 2036 to the various LAN nodes. 'll1e

combiner couples electrical power from the power supply
2032 along the communication cabling to at least some of
the LAN nodes. Bidirectional data communications from

LAN switch 2034 pass through the combiner 2036, substan-
tially without interference.

In accordance with a preferred embodiment of the present
invention, there is provided in hub 2010 a power manage-
ment & control unit 2038 which monitors and controls the

power supplied by subsystem 2030 to the various LAN
nodes via the oommunications cabling. The power manage-
ment & control unit 2038 preferably communicates with a
management workstation 2040, preferably via a LAN or a
WAN. Management workstation 2040 is operative, prefer-
ahly under the control of an operator, to govern the operation
of power management & control unit 2038.

It is appreciated that a management workstation 2040 may
govern the operation of multiple power management &
control units 2038. The power management & control unit
2038 may also communicate with various LAN nodes via
LAN switch 2034 by providing standard LAN messages to
the nodes thereby to govern their current mode of power
usage. For example, power management & control unit 2038
may send control messages which are decoded at the LAN
nodes and are employed by controllers in the circuitry of
FIGS. 14A & 14B for controlling whether full or partial
functionality is provided thereat.

In one specific case. when the power management &
control unit 2038 senses that mains power to power supply
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2032 is not available, it may send a control message via
LAN switch 2034 to cause the various LAN nodes to operate
in a backup or reduced power mode.

It is seen that the communication cabling from the hub
2010 to the desktop computer 2012, facsimile machine 2016
and computer 2020 carries both data and backup power,
while the communication cabling from the hub 2010 to the
hub camera 2014- and LAN telephone 2018 carries both data
and operating power and the communication cabling from
the hub to the server 2022 carries only data, in a typically
LAN arrangement constructed and operative in accordance
with a preferred embodiment of the present invention.

It is appreciated that each of the LAN nodes 2012-2020,
which receives power over the communication cabling,
includes a separator for separating the electrical power from
the data. In the illustrated embodiment of FIG. 10A, the

separators are typically internal to the respective nodes and
are not separately designated, it being appreciated that
alternatively discrete separators may be employed.

It is a particular feature of the embodiment of FIG. 10A
that both data and power are carried on the same twisted
copper pair.

It is appreciated that FIG. 10A illustrates one embodiment
of a system providing electric power to plural LAN nodes
via a hub and communication cabling connecting the hub to
various LAN nodes. Another embodiment of a system
providing electric power to plural LAN nodes via a hub and
communication cabling connecting the hub to various LAN
nodes is illustrated in FIG. 11A. FIG. 11A illustrates a local

area network including a power supply and management
unit operative to provide electrical power to local area
network nodes over communication cabling.

Reference is now made to FIG. 10B, which is a simplified
block diagram illustration of a communications network
including power supply and management over communica-
tions cabling constructed and operative in accordance with
a preferred embodiment of the present invention.

As seen in FIG. 1013, there is provided a local area
network (LAN) comprising a hub 2060 which is coupled, by
cabling, preferably a structured cabling system, to a plurality
of LAN nodes, such as a desktop computer 2062, a web
camera 2064, a facsimile machine 2066, a LAN telephone,
also known as an IP telephone 2068, a computer 2070 and
a server 2072.

In accordance with a preferred embodiment of the present
invention there is provided a power supply subsystem 2080
which is operative to provide at least some operating or
backup power to at least some ofsaid plurality of nodes via
the hub 2060 and the communication cabling connecting the
hub to various LAN nodes.

In the illustrated embodiment of FIG. 10B. subsystem
2080 is located within the hub 2060 and includes a power
supply 2082 which supplies operating power andfor backup
power to various LAN nodes via the communication
cabling. The communication cabling connects a LAN switch
2084 via a power supply interface 2086 to the various LAN
nodes. The power supply interface provides electrical power
from the power supply 2082 along the communication
cabling to at least some of the LAN nodes. Bidirectional data
communications from LAN switch 2084 pass through the
power supply interface 2086, substantially without interfer-ence.

In accordance with a preferred embodiment of the present
invention, there is provided in hub 2060 a power manage-
ment & control unit 2088 which monitors and controls the

power supplied by subsystem 2080 to the various LAN
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nodes via the communications cabling. The power manage-
ment & control unit 2088 preferably communicates with a
management workstation 2090, preferably via a LAN or a
WAN. Management workstation 2090 is operative, prefer-
ably under the control of an operator, to govern the operation
of power management & control unit 2088.

It is appreciated that a management workstation 2090 may
govern the operation of multiple power management &
control units 2088. The power management & control unit
2088 may also communicate with various LAN nodes via
LAN switch 2084 by providing standard LAN messages to
the nodes thereby to govern their current mode of power
usage. For example, power management & control unit 2088
may send control messages which are decoded at the LAN
nodes and are employed by controllers in the circuitry of
FIGS. 14-A & 14B for controlling whether full or partial
functionality is provided thereat.

In one specific case, when the power management &
control unit 2088 senses that mains power to power supply
2082 is not available, it may send a control message via
LAN switch 2084 to cause the various IAN nodes to operate
in a backup or reduced power mode.

It is seen that the communication cabling from the hub
2060 to the desktop computer 2062, facsimile machine 2066
and computer 2070 carries both data and backup power,
while the communication cabling from the hub 2060 to the
httb camera 2064 and LAN telephone 2068 carries both data
and operating power and the communication cabling from
the hub to the server 2072 carries only data, in a typically
LAN arrangement constructed and operative in accordance
with a preferred embodiment of the present invention.

It is appreciated that each of the LAN nodes 2062 2070,
which receives power over the communication cabling,
includes a connector for separately providing electrical
power and data. In the illustrated embodiment of FIG. 10B,
the connectors are typically internal to the respective no-dcs
and are not separately designated, it being appreciated that
alternatively discrete connector may be employed.

It is a particular feature of the embodiment of FIG. 1013
that data and power are carried on separate twisted copper
pairs of each communication cabling line.

It is appreciated that FIG. 1013 illustrates one embodiment
of a system providing electric power to plural LAN nodes
via a hub and communication cabling connecting the hub to
various LAN nodes. Another embodiment of a system
providing electric power to plural LAN nodes via a hub and
communication cabling connecting the hub to various LAN
nodes is illustrated in FIG. 1113. FIG. 1113 illustrates a local

area network including a power supply and management
unit operative to provide electrical power to local area
network nodes over communication cabling.

In the illustrated embodiment of FIG. 11A,a conventional
hub 2100 does not provide electrical power over the com-
munication cabling and a power supply and management
subsystem 2130 is located externally of hub 2100 and
includes a power supply 2132 which supplies operating
power andlor backup power to various LAN nodes via the
communication cabling as well as a power management &
control unit 2133.

The communication cabling connects a LAN switch 2134
of conventional hub 2100 to a combiner 2136 in power
supply and management subsystem 2130 and connects the
combiner to the various LAN nodes. The combiner 2136

couples electrical power from the power supply 2132 along
the communication cabling to at least some of the LAN
nodes. Bidirectional data communications from LAN switch

2134 pass through the combiner 2136, substantially without
interference.
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In accordance with a preferred embodiment of the present
invention, there is provided in power supply and manage-
ment subsystem 2130 power management Sc control unit
2133 which monitors and controls the power supplied by
subsystem 2130 to the various LAN nodes via the commu-
nications cabling. The power management & control unit
2133 preferably communicates with a management work-
station 2140, preferably via a LAN or a WAN.

Management workstation 2140 is operative, preferably
under the control of an operator, to govern the operation of
power management & control unit 2133. It is appreciated
that a management workstation 2140 may govern the opera-
tion of multiple power management & control units 2133
and may also govern the operation of multiple hubs 2100.

It is seen that the communication cabling from the hub
2100 to the desktop computer 2112, facsimile machine 2116
and computer 2120 carries both data and backup power,
while the communication cabling from the hub 2100 to the
hub camera 2114 and LAN telephone 2118 carries both data
and operating power and the communication cabling from
the hub 2100 to the server 2122 carries only data and may,
but need not pass through subsystem 2130, in a typically
LAN arrangement constructed and operative in accordance
with a preferred embodiment of the present invention.

In the illustrated embodiment of FIG. 11A, each of the *

LAN nodes 2112-2120 which receives power is provided
with an external separator for separating the data from the
electrical power coupled to the communication cabling. The
external separators associated with respective nodes
2112-2120 are designated by respective reference numbers
2142-2150. Each such separator has a communication
cabling input and separate data and power outputs. 11 is
appreciated that some or all of the nodes 2112-2120 may
alternatively be provided with internal separators and that
some or all of the nodes 2112-2120 may be provided with
external separators.

It is appreciated that in addition to the LAN nodes
described hereinabove, the present invention is useful with
any other suitable nodes such as, for example, wireless LAN
access points, emergency lighting system elements, paging
loudspeakers, CCTV cameras, alarm sensors. door entry
sensors, access control units, laptop computers, network
elements, such as hubs, switches and routers, monitors and
memory backup units for PCs and workstations.

In the illustrated embodiment of FIG. 11B, a conventional

hub 2150 does not provide electrical power over the corn-
munication cabling and a power supply and management
subsystem 2180 is located externally of hub 2150 and
includes a power supply 2182 which supplies operating
power andfor backup power to various LAN nodes via the
communication cabling as well as a power management &
control unit 2183.

The communication cabling connects a LAN switch 2184
of conventional hub 2150 to a power supply interface 2186
in power supply and management subsystem 2180 and
connects the combiner to the various LAN nodes. The power
supply interface 2186 provides electrical power from the
power supply 2182 along the communication cabling to at
least some of the LAN nodes. Bidirectional data communi-

cations from 1.AN switch 2184 pass through the power
supply interface 2186, substantially without interference.

In accordance with a preferred embodiment ofthe present
invention, there is provided in power supply and manage-
ment subsystem 2180 power management Sr. control unit
2183 which monitors and controls the power supplied by
subsystem 2180 to the various LAN nodes via the commu-

ill

15

30

35

40

45

50

55

60

0'5

28

nications cabling. The power management & control unit
2183 preferably communicates with a management work-
station 2l90, preferably via a LAN or a WAN.

Management workstation 2190 is operative, preferably
under the control of an operator, to govern the operation of
power management & control unit 2183. 11 is appreciated
that a management workstation 2190 may govern the opera-
tion of multiple power management & control units 2183
and may also govern the operation of multiple hubs 2150.

It is seen that the communication cabling from the hub
2150 to the desktop computer 2162, facsimile machine 2166
and computer 2170 carries both data and backup power,
while the communication cabling from the hub 215010 the
hub camera 2164 and LAN telephone 2168 carries both data
and operating power and the communication cabling from
the hub 2150 to the server 2172 carries only data and may,
but need not pass through subsystem 2180, in a typically
LAN arrangement constructed and operative in accordance
with a preferred embodiment of the present invention.

In the illustrated embodiment of FIG. 1113, each of the

LAN nodes 2162-2170 which receives power is provided
with an external connector for separately providing data and
electrical power from the communication cabling. The exter-
nal connectors associated with respective nodes 2162-2170
are designated by respective reference numbers 2192-2199.
Each such connector has a communication cabling input and
separate data and power outputs. It is appreciated that some
or all of the nodes 2162-2170 may alternatively be provided
with internal connectors and that some or all of the nodes

2162-2170 may be provided with external connectors.
11 is appreciated that in addition to the LAN nodes

described hereinabove, the present invention is useful with
any other suitable nodes such as, for example, wireless LAN
access points, emergency lighting system elements, paging
loudspeakers. CCTV cameras, alarm sensors, door entry
sensors, access control units, laptop computers, network
elements, such as hubs, switches and routers, monitors and

memory backup units for PCS and workstations.
Reference is now made to FIG. 12A, which is a simplified

block diagram illustration of a hub, such as hub 2010, useful
in the embodiment of FIG. 10A. I-Iub 2010 preferably
comprises a conventional, commercially available, LAN
switch, such as LAN switch 2034 (FIG. 10A), which func-
tions as a data communication switchirepeater and is
coupled to a coupler and filter unit 2037 which includes
couplers 220 and lilters 222 as shown in FIG. 3A and forms
part of combiner 2036 (FIG. 10A).

The coupler and lilter unit 2037 is connected to a plurality
of smart power allocation and reporting circuits (SPEARs)
2224. Each SPE-AR 2224 is connected to power supply 2032
(FIG. 10A) for receiving electrical power therefrom. It is
appreciated that power supply 2032 may be physically
located externally of the hub 2010. Power supply 2032 may
be provided with a power failure backup facility, such as a
battery connection.

Power management & control unit 2038 (FIG. 10A),
preferably includes SPEAR controllers 2160 which are
preferably connected via a bus 2162 to a rnicroprocessor
2164, a memory 2166 and communication circuitry 2168,
which typically includes a modem. The power management
& control subsystem 2038 is preferably operative to control
the operation of all of the couplers, filters and S1’EARs in
combiner 2036 as well as to control the operation of the
power supply 2032. Power management & control sub-
system 2038 preferably communicates with management
work station 2040 (FIG. 10A) in order to enable operator
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control and monitoring of the power allocated to the various
IAN nodes in various operational modes of the system.

Reference is now made to FIG. 1213, which is a simplified
block diagram illustration of a hub, such as hub 2060, useful
in the embodiment of FIG. 10B. Hub 2060 preferably
comprises a conventional. commercially available, LAN
switch, such as LAN switch 2084 (FIG. 1013), which func-
tions as a data communication switchlrepeater and is
coupled to a filter unit 2087 which includes filters 22 as
shown in FIG. 3B and forms part of power supply interface
2086 (FIG. ion).

The filter unit 2087 is connected to a plurality of smart
power allocation and reporting circuits (SPEARs) 2274.
Each SPBAR 2274 is connected to power supply 2082 (FIG.
10B) for receiving electrical power therefrom. It is appre-
ciated that power supply 2082 may be physically located
externally of the hub 2060. Power supply 2082 may be
provided with a power failure backup facility, such as a
battery connection.

Power management 8; control unit 2088 (FIG. 10B),
preferably includes SPEAR controllers 2276 which are
preferably connected via a bus 2278 to a microprocessor
2280. a memory 2282 and communication circuitry 2284.
which typically includes a modem. The power management
& control subsystem 2088 is preferably operative to control
the operation of all of the filters and SPEARS in power *
supply interface 2086 as well as to control the operation of
the power supply 2082. Power management & control unit
2088 preferably communicates with management work sta-
tion 2090 (FIG. 1013) in order to enable operator control and
monitoring of the power allocated to the various LAN nodes
in various operational modes of the system.

Reference is now made to FIG. 13A, which is a simplified
block diagram illustration of a hub and a power supply and
management subsystem useful in the embodiment of FIG.
11A. Hub 2100 (FIG. 11A) preferably comprises a
conventional, commercially available, LAN switch 2134
which functions as a data communication switchfrepeater
and is coupled to combiner 2136 forming part of power
supply subsystem 2130.

Combiner 2136 includes a coupler and filter unit 2137
which include couplers 320 and filters 322 as shown in FIG.
4A.

The coupler and filter unit 2137 is connected to a plurality
of smart power allocation and reporting circuits (SP1-lARs)
2324. Each SPEAR 2324 is connected to power supply 2132
(FIG. 11A} for receiving electrical power therefrom. It is
appreciated that power supply 2132 may be physically
located externally of the power supply and management
subsystem 2130. Power supply 2132 may be provided with
a power failure backup facility, such as a battery connection.

Power management & control unit 2133 (FIG. IIA),
preferably includes SPEAR controllers 2360 which are
preferably connected via a bus 2362 to a microprocessor
2364. a memory 2366 and communication circuitry 2368, _
which typically includes a modem. The power management
& control unit 2133 is preferably operative to control the
operation of all of the couplers. filters and SPEARS in
combiner 2136 as well as to control the operation of the
power supply 2132.

Power management & control subsystem 2133 preferably
communicates with management work station 2140 (FIG.
11A) in order to enable operator control and monitoring, of
the power allocated to the various LAN nodes in various
operational modes of the system.

Reference is now made to FIG. 13B, which is a simplilied
block diagram illustration of a hub and a power supply and
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management subsystem useful in the embodiment of FIG.
I113. Ilub 2150 (FIG. I113) preferably comprises a
conventional, commercially available, LAN switch 2184
which functions as a data oommunication switchfrepeater
and is coupled to power supply interface 2186 forming part
of power supply subsystem 2180.

Power supply interface 2186 includes a filter unit 2187
which includes filters 372 as shown in FIG. 4B.

The filter unit 2187 is connected to a plurality of smart
power allocation and reporting circuits (SPEARs) 2374.
Each SPEAR 2374 is connected to power supply 2182 (FIG.
1113) for receiving electrical power therefrom. It is appre-
ciated that power supply 2182 may be physically located
externally of the power supply and management subsystem
2180. Power supply 2182 may be provided with a power
failure backup facility, such as a battery connection.

Power management & control unit 2183 (FIG. 11B),
preferably includes SPEAR controllers 2376 which are
preferably connected via a bus 2378 to a microprocessor
2380, a memory 2382 and communication circuitry 2384,
which typically includes a modern. The power management
& control unit 2183 is preferably operative to control the
operation of all of the filters and SPl:lARs in power supply
interface 2186 as well as to control the operation of the
power supply 2182.

Power management & control unit 2183 preferably com-
mu nicates with management work station 2190 (FIG. 11B)
in order to enable operator control and monitoring of the
power allocated to the various LAN nodes in various opera-
tional modes of the system.

Reference is now made to FIGS. 14-A & 14B, which are

simplified block diagrams of two different node configura-
tions useful in the embodiments of FIGS. 10A, 1013. '11/\ and
11B.

The circuitry seen in FIG. 14-A includes circuitry which is
preferably embodied in a node. parts of which circuitry may
alternatively be embodied in a separator or connector asso~
ciated with that node.

The node, whatever its nature, for example any of nodes
2012-2020 in FIG. 10A, 2062-2070 in FIG. 10B,
2112-2120 in FIG. 1lAor 2162-2170 in FIG. 11B, typically
includes circuitry which is required for both lull function-
ality and reduced functionality operation, here termed
"essential circuitry" and designated by reference numeral
24-00, and circuitry which is not required for reduced func-
tionality operation, here termed “non—essential circuitry"
and designated by reference numeral 2402. For example, if
the node comprises an IP telephone, the essential circuitry
24-00 includes that circuitry enabling a user to speak and hear
over the telephone, while the non-essential circuitry 2402
provides ancillary functions, such as automatic redial, tele-
phone directory and speakerphone functionality.

The circuitry 2400 and 2402 which is typically part of the
node is indicated by reference numeral 2404. Other circuitry,
which may or may not be incorporated within the node will
now be described. A power supply 2406, such as power
supply 510 (FIG. 7A) or 560 (FIG. 7B) receives electrical
power via communication cabling from a separator. such as
separator 508 shown in FIG. 7A or from a connector, such
as connector 558 shown in FIG. 7B. The power supply 2406
supplies electrical power separately to the essential circuitry
24-00 and via a switch 2410 to the non-essential circuitry
2402. Switch 2410 may also receive and control the transfer
of electrical power from a power supply 2412 which is
connected to mains power.

Switch 2410 receives a control input from a controller
2414 which is typically a conventional rnicrocontroller
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providing a binary output. Controller 2414 receives a control
input from a sensor 2416. Preferably controller 2414 also
receives a control input from power supply 2412.

Sensor 2416 may be implemented in a number of possible
ways. It may, for example, sense the voltage level of the
electrical power being supplied to power supply 2406.
Additionally or alternatively, it may sense a control signal
transmitted thereto, such as a signal transmitted via the
communication cabling from the power management &
control unit 2038 via the combiner 2036 (FIG. 10A) or from
similar circuitry in the embodiment of FIG. 11A.
Alternatively. it may a control signal transmitted
thereto. such as a signal transmitted via the communication
cabling from the power management & control unit 2088 via
tlte power supply interface 2086 (FIG. 10B) or from similar
circuitry in the embodiment of FIG. 118.

The sensor 2416 may receive inputs from either or both
the power and data outputs of separator 508 (FIG. 7A) or
connector 558 (FIG. 7B). The input that it receives from the
data output ofseparator 508 orconnector 558 may be tapped '
from an input to the essential circuitry which may include
control signal decoding functionality, but preferably maybe
derived from an output of the essential circuitry which
provides a decoded control signal.

The functionality of controller 2414 may be summarized *
as follows: When the controller 2414 receives a control input
from power supply 2412 indicating that mains power is
available, it operates switch 2410 such that power is sup-
plied to both essential circuitry 2400 and non-essential
circuitry 2402.

When mains power is not available via power supply
2412, but sensor 2416 indicates that suilicient power is
available via the communications cabling, controller 2414
operates switch 2410 such that power is supplied to both
essential circuitry 2400 and non-essential circuitry 2402.

When, however, mains power is not available via power
supply 2412 and sensor 2416 indicates that sulficient power
is not available, controller operates switch 2410 such that
adequate power is supplied with highest priority to the
essential circuitry 2400. If additional power beyond that
required by essential circuitry 2400 is also available, it may
be supplied to the non-essential circuitry 2402 via switch
2410.

Alternatively, the operation of switch 2410 by the con-
troller 24l4 may not be determined solely or at all by the
power available, but rather solely by control signals sensed
by sensor 2416, wholly or partially independently of the
available power.

Reference is now made to FIG. 14-8. The circuitry seen in
FIG. 14B includes circuitry which is preferably embodied in
a node, parts of which circuitry may alternatively be embod-
ied in a separator or connector associated with that node. A
power supply 2436, such as power supply 510 (FIG. 7A) or
560 (FIG. 7B) receives electrical power via communication _
cabling from a separator, such as separator 508 shown in
FIG. ‘IA or from a connector, such as connector 558 shown
in FIG. 78. The power supply 2436 supplies electrical power
via a switch 2438 to the circuitry 2440 of the node. Switch
2438 may also receive electrical power from a power supply
2442 which is connected to mains power.

Switch 2438 receives a control input from a controller
2444 which is typically a conventional mieroeontroller
providing a binary output. Controller 2444 receives a control
input from a sensor 2446 as well as a control input from
monitoring circuitry 2448. Monitoring circuitry 2448, which
is continually powered by power supply 2436 or power
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supply 2442. senses a need of the LAN node to shift to
full-functionality from sleep mode functionality. It may
sense this need, for example, by receiving a user input
indicating an intention to use the node or by receiving a
control message via the communications cabling. Controller
2444 may also receive a control input from power supply
2442.

Sensor 2446 may be implemented in a number of possible
ways. It may, for example, sense the voltage level of the
electrical power being supplied to power supply 2446.
Additionally or alternatively, it may sense a control signal
transmitted thereto, such as a signal transmitted via the
communication cabling from the power management &
control unit 2038 via the combiner2036 [I-‘IG. 10A} or from
similar circuitry in the embodiment of FIG. 11A.
Alternatively, it may a control signal transmitted
thereto, such as a signal transmitted via the communication
cabling from the power management & control unit 2088 via
the power supply interface 2086 (FIG. 1013) or from similar
circuitry in the embodiment of FIG. HR.

The functionality of controller 2444 may be summarized
as follows: In the absence of an indication to the contrary
from the monitoring circuitry 2448 or from sensor 2446, the
controller operates switch 2438 so that circuitry 2440 does
not operate. When a suitable input is received either from the
monitoring circuitry 2448 or from sensor 2446, indicating a
need for operation of circuitry 2440, the controller 244-4
operates switch 2438 to cause operation of circuitry 2444.

Reference is now made to FIG. 15. The circuitry seen in
FIG. 15 includes circuitry which is preferably embodied in
a node, parts of which circuitry may alternatively be embod—
ied in a separator associated with that node.

The node, whatever its nature, for example any of nodes
2012-2020 in FIG. 10A, 2062-2070 in FIG. 10B,
2112-2120 in FIG. llAor 2162-2170 in FIG. 11B, typically
includes circuitry which is required for both full function-
ality and reduced functionality operation, here termed
“essential circuitry” and designated by reference numeral
2500, and circuitry which is not required for reduced func-
tionality operation, here termed "non-essential circuitry"
and designated by reference numeral 2502. For example, if
the node comprises an IP telephone, the essential circuitry
2500 includes that circuitry enabling a user to speak and hear
over the telephone, while the non-essential circuitry 2502
provides ancillary functions, such as automatic redial, tele-
phone directory and speakerphone functionality.

The circuitry 2500 and 2502 which is typically part of the
node is indicated by reference numeral 2504. Other circuitry,
which may or may not be incorporated within the node will
now be described.

A power supply 2506. such as power supply 510 (FIG.
7A) or 560 (FIG. 7B) receives electrical power via commu-
nication cabling from a separator, such as separator 508
shown in FIG. 7A or connector 558 shown in FIG. 7B. The

power supply 2506 supplies electrical power separately via
a switch 2508 to the essential circuitry 250'!) and via a switch
2510 to the non-essential circuitry 2502. Switches 2508 and
2510 may also receive and control the transfer of electrical
power from a power supply 2512 which is connected to
mains power.

Switches 2508 and 2510 each receive a control input from
a controller 2514 which is typically a conventional micro-
controller providing a binary output. Controller 2514
receives a control input from a sensor 2516. Preferably
controller 2514 also receives a control input from power
supply 2512.
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Sensor 2516- may be implemented in a number of possible
ways. It may, for example, sense the voltage level of the
electrical power being supplied to power supply 2506.
Additionally or alternatively, it may sense a control signal
transmitted thereto, such as a signal transmitted via the
communication cabling from the power management &
control unit 2038 via the combiner 2036 (FIG. 10A) or from
similar circuitry in the embodiment of FIG. 11A.
Alternatively, it may sense a control signal transmitted
thereto, such as a signal transmitted via the communication
cabling from the power management & control unit 2088 via
the power supply interface 2086 (FIG. 108} or from similar
circuitry in the embodiment of FIG. H8.

The sensor 2516 may receive inputs from either or both
the power and data outputs of separator 508 (FIG. 7A) or
connector 558 (FIG. 7B). The input that it receives from the
data output of separator 508 or from connector 558 may be
tapped from an input to the essential circuitry which may
include control signal decoding functionality, but preferably
may be derived from an output of the essential circuitry '
which provides a decoded control signal.

Monitoring circuitry 2540, which is continually powered
by power supply 2506 or power supply 2512, senses a need
of the 1.AN node to shift to full-functionality from sleep
mode functionality. It may sense this need, for example, by *
receiving a user input indicating an intention to use the node
or by receiving a control message via the communications
cabling.

The functionality of controller 2514 may be summarized
as follows: When the controller 2514 receives a control input
from power supply 2512 indicating that mains power is
available, it operates switches 2508 and 2510 such that
power is supplied to both essential circuitry 2500 and
non-essential circuitry 2502.

When mains power is not available via power supply
2512, but sensor 2516 indicates that sufficient power is
available via the communications cabling, controller 2514
operates switches 2508 and 2510 such that power is supplied
to both essential circuitry 2500 and non-essential circuitry
2502.

When, however, mains power is not available via power
supply 2512 and sensor 2516 indicates that sullicient power
is not available, controller operates switch 2508 such that
adequate power is supplied with highest priority to the
essential circuitry 2500. 11' additional power beyond that
required by essential circuitry 2500 is also available, it may
be supplied to the non-essential circuitry 2502 via switch
2510.

Alternatively, the operation of switch 2510 by the con-
troller 2514 may not be determined solely or at all by the
power available, but rather solely by control signals sensed
by sensor 2516, wholly or partially independently of the
available power.

In the absence of an indication to the contrary from the _
monitoring circuitry 2540 or from sensor 2516, the control-
ler operates switch 2508 so that circuitry 2500 does not
operate. When a suitable input is received either from the
monitoring circuitry 2540 or from sensor 2516, indicating a
need for operation of circuitry 2500, the controller 2514
operates switch 2508 to cause operation of circuitry 2500.

In accordance with a preferred embodiment of the present
invention, the power supply 2406 in the embodiment of FIG.
I4-A, 24-36 in the embodiment of FIG. 14B and 2506 in the

embodiment of FIG. 15 may be constructed to include
rechargeable energy storage elements. In such an
arrangement. these power supplies provide limited back-up
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power for use in the case of a power failure or any other
suitable circumstance. They may also enable intennittent
operation of LAN nodes in situations where only very
limited power may be transmitted over the communication
cabling.

Reference is now made to FIG. 16, which is a generalized
tlowchart illustrating power management in both normal
operation and reduced power modes of the networks of
FIGS. 10A, 10B, 11A and 11B. As seen in FIG. 16, the
power management & control unit 2038 (FIG. 10/\), 2088
(FIG. 10B), 2133 (FIG. 11A) or 2138 (FIG. IIB) governs the
supply of power to at least some LAN nodes via the
communications cabling, preferably in accordance with a
predetermined functionality which is described hcreinbelow
with reference to FIG. 17.

The power management & control unit 2038 (FIG. 10A),
2088 (FIG. 10B), 2133 (FIG. 11A) or 2138 (FIG. 11B)
monitors and manages the power consumption of those I..AN
nodes. It senses overcurrent situations and effects power
cutolls as appropriate. The power management 31 control
unit 2038 (FIG. 10A},2088 (FIG. 10B),2133 (FIG. 11A) or
2138 (FIG. 1113) may operate in either an involuntary power
management mode or a voluntary power management mode.
Normally the mode of operation is selected at the time that
the LAN is configured, however, it is possible for mode
selection to take place thereafter.

In an involuntary power management mode of operation,
if the power management & control unit senses a situation
of insufficient power availability for power transmission
over the communications cabling to the LAN nodes. it
supplies a reduced amount of power to at least some of the
LAN nodes and may also provide control messages or other
control inputs to the LAN nodes to cause them to operate in
a reduced power mode. In a voluntary power management
mode of operation, reduced power availability is mandated
by management at certain times of reduced activity, such as
nights and weekends, in order to save energy costs

Reference is now made to FIG. 17, which illustrates a
preferred methodology for supply of electrical power to at
least some of the LAN nodes in accordance with the present
invention.

Following initialization of hub 2010 (FIG. 10A), 20260
(FIG. 10B) or power supply and management subsystem
2130 (FIG. 11A), 2180 (FIG. 11B) the communications
cabling connection to nodes, to which it is intended to
transmit power over the communications cabling, is inter-
rogated.

Initialization of hub 2010 (FIG. 10A), 20260 (FIG. 10B)
or subsystem 2130 (FIG. 11A). 2130 (FIG. 11B) preferably
includes automatically actuated test procedures which
ensure proper operation of the elements of the hub 2010
(FIG. 10A), 20260 (FIG. 10B} or subsystem 2130 (FIG.
11A), 2180 (FIG. 1113) communication with management
work station 2040 (FIG. 10/\), 2090 (FIG. 1013), 2140 (FIG.
IIA) or 2190 (FIG. 1113) if present to detenriine desired
operational parameters of the hub for each node and setting
up an internal data base including desired operational
parameters for each node. During normal operation of the
system, the various operational parameters for each node
may be modified by an operator employing the management
work station 2040 (FIG. 10A),2090 (HG. 1013), 2140 (FIG.
11A), 2190 (FIG. 11B).

The interrogation is described hereinbelow in greater
detail with reference to FIGS. 18A and 18B.

It‘ the node being interrogated is determined to have
power-over-LAN type characteristics and is classified in the
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internal data base as a node to which it is intended to

transmit power over the communications cabling, the
SPEAR parameters are set based on the contents of the
internal data base and power is transmitted to the node via
the communications cabling. Where appropriate, suitable
signaling messages are sent to the remote node and the status
of the line connected to the node is reported to the manage-
ment work station 2040.

The foregoing procedure is then repeated sequentially for
each line of the hub 2110 or subsystem 2130. to which it is
intended to transmit power over the communications
cabling.

Reference is now made to FIGS. ISA and 18!}, which
together are a flowchart illustrating a preferred embodiment
of the interrogation and initial power supply functionality
which appears in FIG. 17.

As seen in FIGS. ISA & 18B, initially the voltage is
measured at the output of the SPEAR 224 (FIG. 3A}, 274
(FIG. 3B), 324 (FIG. 4A) or 374 (FIG. 4B) corresponding to
a line to which it is intended to transmit power over the
communications cabling. Ifthe absolute value of the voltage
is higher than a predetermined programmable threshold Vl,
the line is classified as having a voltage present thereon from
an external source. In such a case power is not supplied
thereto over the communications cabling.

If the absolute value of the voltage is not higher than the
predetermined programmable threshold V1, the SPEAR
current limit I0 is set to a precleterminerl programmable
value II..l. SPEAR switch 408 (FIG. 5} is turned ON.

The voltage and the current at the output of the SPEAR
are measured, typically at three predetermined program-
mable times T1, '12 and T3. Times Tl, ‘I2 and T3 are

typically determined by a time constant determined by the
inductance of typical NIC transformers and the maximum
roundtrip DC resistance of a maximum allowed length of
communications cabling between the hub and a node.
Typically, T1, 'I‘2 and T3 are equal to 1, 2 and 10 times the
above time oonstant.

Typical values for T1, T2 and T3 are 4 msec, 8 msec and
40 msec, respectively.

Based on these measurements the status of the node and

the line to which it is connected are determined. A typical set
of determinations is set forth hercinbelow:
N0 LOAD WHEN Vout>V2 AND THE ABSOLUTE

VALUE 01*‘ l0<I2

FOR ALL T1, '12. T3
SHORT CIRCUIT WHEN Vout<V3 AND TI-IE ABSO-

LUTE VALUE OF IO>I3

FOR ALI. T1, T2, T3
NIC LOAD WHEN Vout'l‘3<V4 AND

THE ABSOLUTE VALUE OF IOTl<|OT2<IOT3
POL LOAD WHEN Vout'l'l>V5 AND Vbut'1‘2>\/'5 AND

VoutT3>V5
AND Tl-IE ABSOLUTE VALUE OF IO'l'1>I5 OR

TI-IE ABSOLUTE VALUE OF 10T2>I5 OR TI-IE ABSO-
LUTE VAI.UE OF IOT3>l5.

WHERE
A N0 LOAD condition is one in which a node is not

connected to the line.
A SI-IOl{‘I' (.‘lRCUI'l' condition is one in-which a short

circuit exists across the positive and negative conductors of
the line upstream of the node or in the node.

A NIC LOAD condition is one in which a Network
Interface Card line transformer is connected across the line
at the node.
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A POI. IDAD condition is one in which a Power Over

LAN separator is connected across the line at the node.
V0 is the voltage at the output of the SPEAR.
V1 is a predetermined programmable value which is

preferably arrived at by measuring the highest peak value of
voltage Vout for a period ofa few minutes when switch 408
is 01’1-‘. This value is typically multiplied by 2 to arrive at
V1. V1 is typically equal to 3 Volts.

V2 is a predetennined programmable value which is
preferably arrived at by measuring the lowest value of
voltage Vout for a period ol‘ a few minutes when switch 408
is ON and when no load is connected between +Vout and

-Vout at the output of each coupler 220 (FIG. 3A) and 320
(FIG. 4A}. A typical value of V2 is 80% of Vin.

V3 is a predetermined programmable value which is
preferably arrived at by measuring the highest peak value of
voltage Vout for a period of a few minutes when switch 408
is ON and when a resistance, which corresponds to the
maximum roundtrip DC resistance of a maximum allowed
length of communications cabling between the hub and a
node, typically 50 ohms. is connected between +Vout and
—Vout at the output of each coupler 220 (FIG. 3A) and 320
(FIG. 4A). This value is typically multiplied by 2 to arrive
at V1. V1 is typically equal to 3 Volts.

V4 is a predetermined programmable value which is
preferably arrived at by measuring the highest peak value of
voltage Vout for a period of a few minutes when switch 408
is ON and when a resistance, which corresponds to the
maximum roundtrip DC resistance of a maximum allowed
length of communications cabling between the hub and a
node and the resistance of a NIC transfonner, typically
totaling 55 ohms. is connected between +Vout and —Vout at
the output ofcach coupler 220 (FIG. 3A) and 320 (l'~‘I(i. 4A).
This value is typically multiplied by 2 to arrive at V1. V1 is
typically equal to 3 Volts.

V5 is a predetermined programmable value which is
preferably 50% of Vin, which represents a typical threshold
value of Vin at which power supply 510 (FIG. 7) commence
operation.

VoutT1 is Vout measured at time T1;
VoutT2 is Vout measured at time T2;
VoutT3 is V/but measured at time T3;

I0 is the current flowing +Vout to —Vout which is mea-
sured by sensor 402 (FIG. 5)

lLl is the predetermined programmable value of the
current limit of switch 408 (FIG. 5) and is determined by the
maximum allowable DC current through the NIC trans-
former which does not result in saturation or bumout

thereof. lLl is typically in the vicinity of 10 mA.
I2 is a predetermined programmable value which is

preferably arrived at by measuring the maximum peak value
ofthe current IO for a period of a few minutes when switch
408 is ON and when no load is connected between +Vout

and —\/out at the output of each coupler 220 (FIG. 3A) and
320 (FIG. 4A). A typical value of I2 is 1 mA.

13 is a predetermined programmable value which is
preferably arrived at by measuring the minimum value of the
current 10 for a period of a few minutes when switch 408 is
ON and when a resistance, which corresponds to the maxi-
mum roundtrip DC resistance ofa maximum allowed length
of communications cabling between the hub and a node,
typically 50ohms, is connected between +Vout and —Vout at
the output ofcach coupler 220 (FIG. 3A) and 320 (FIG. 4A).
13 is typically equal to 80% of ILl.

I5 is a predetermined programmable value which is
preferably arrived at by measuring the maximum peak value
of the current [0 for a period of a few minutes when switch
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408 is ON and when no load is connected between +Vout

and -Vout at the output of each coupler 220 (FIG. 3A) and
320 (FIG. 4A). This maximum peak value is multiplied by
a factor, typically 2. Atypical value of I5 is 2 m/\.

I()Tl is 10 measured at time T1;
1012 is 10 measured at time T2;
IOT3 is 10 measured at time T3;
Reference is now rrtade to FIGS. l9A—l9D, 2|]/\—20D,

2lA—2lD, 22A—22D, 23A—23D and 24A—24D, which illus-

trate various functionalities for monitoring and managing
power consumption in accordance with a preferred embodi-
ment of the present invention. Most or all of the function-
alities described hereinbelow employ a basic monitoring and
managing technique which is now described:

In accordance with a preferred embodiment of the present
invention, the functionality for monitoring and managing
power consumption during normal operation includes sens-
ing current on all lines. This is preferably carried out in a
generally cyclic manner. The sensed current is compared
with programmably predetermined reference values for each -
line. Alternatively or additionally, voltage may be sensed
and employed for this purpose. On the basis of this
comparison, each node is classified as being over-current,
under-current or normal. The over—cu rrent classification may
have programmably adjustable thresholds, such as high _
over-current, and regular over-current. The normal classifi-
cation may have suli-classifications, such as active mode,
sleep mode, and low-power mode.

The system is operative to control the operation of nodes
classified as being over-current in the following manner: If
the current at a node exceeds a regular over current threshold
for at least a predetermined time, power to that node is cut
off after the predetermined time. In any event, current
supplied to a node is not permitted to exceed the high
over-current threshold. In accordance with a preferred
embodiment of the present invention, various intermediate
thresholds may be defined between the regular over-current
threshold and the high over-current threshold and the afore-
said predetermined time to cut-ofi is determined as a func-
tion of which of such intermediate thresholds is exceeded.

The system is operative to control the operation of nodes
classified as being under-current in the following manner:
Within a relatively short predetermined time following
detection of an under-current node, which predetermined
time is selected to avoid undesired response to noise, supply
of current to such node is terminated.

In parallel to the functionality described hereinabove, the
overall current How to all of the nodes over all of the lines

is monitored. This monitoring may take place in a central-
ized manner or alternatively may be based on an extrapo-
lation of information received in the line-by—line monitoring
described hereinabove.

’Ihe sensed overall current is compared with a program-
rnably predetermined reference value. On the basis of this
comparison, the entire power supply and management sub-
system 2180 and the nodes connected thereto are together
classified as being over-current or normal. The over-current
classification may have programmably adjustable
thresholds, such as high over-current, and regular over-
current.

The system is operative to control the operation of or
power supply and management subsystems classified as
being over-current in the following manner: If the overall
current exceeds a regular overall over-current threshold for
at least a predetermined time, power to at least some nodes
is either reduced or cut oil‘ after the predetermined time. In
any event. the overall current is not permitted to exceed the
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high overall over-current threshold. In accordance with a
preferred embodiment of the present invention, various
intermediate thresholds may be defined between the regular
overall over-current threshold and the high overall over-
current threshold and the aforesaid predetermined time to
cut-off is determined as a function of which of such inter-
mediate thresholds is exceeded.

Additionally in parallel to the functionality described
hereinabove, the system is operative to report either con-
tinuously or intermittently, the current level classification of
each node and of the entire hub to an external monitoring
system.

Further in parallel to the functionality described
ltereinabove, the system is operative to notify nodes of the
impending change in the current supply thereto.

Reference is now made to FIGS. 19A, 19B, 19C and 19D,
which are generalized llowcharts each illustrating one pos-
sible mechanism for full or no functionality operation in an
involuntary power management step in the flowchart of FIG.
16.

FIG. 19A illustrates a basic technique useful for full or no
functionality operation in involuntary power management in
accordance with a preferred embodiment of the present
invention. As seen in FIG. 19A, the system initially deter-
mines the total power available to it as well as the total
power that it is currently supplying to all nodes. The
relationship between the current total power consumption
(TPC) to the current total power availability (TPA) is then
determined.

IfT'l’C..’I'PA is less than typically 0.8, additional nodes are
supplied full power one-by—one on a prioritized basis. If
TPOTPA is greater than typically 0.95, power to individual
nodes is disconnected one-by-one on a prioritized basis.

If 'l‘l’(.‘fI‘PA is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires power. lfso, and a node having
a lower priority is currently receiving power, the lower
priority node is disconnected from power and the higher
priority node is connected to power.

FIG. 19B illustrates a technique useful for full or no
functionality operation with emergency override in invol-
untary power ntanagement in accordance with a preferred
embodiment ofthe present invention. The technique of FIG.
l9B can be used in the environment of the functionality of
FIG. 19A.

As seen in FIG. 19B, the system senses an emergency
need for power at a given node. In such a case, the given
node is assigned the highest priority and the functionality of
FIG. 19A is applied. Once the emergency situation no longer
exists, the priority of the given node is returned to its usual
priority and the functionality of FIG. 19A operates accord-
ingly.

FIG. 19C illustrates a technique useful for full or no
functionality operation having queue-controlled priority in
involuntary power management in accordance with a pre-
ferred embodiment ofthe present invention.As seen in l"l(_i.
19C, the system initially detennines the total power avail-
able to it as well as the total power that it is currently
supplying to all nodes. The relationship between the current
total power consumption (TPC) to the current total power
availability (TPA) is then determined.

lfTPCrTl’A is less than typically 0.8, additional nodes are
supplied full power one-by-one on a queue-controlled, pri-
oritized basis, typically on a first come, first served basis. If
'I‘PC;'t‘PA is greater than typically 0.95, power to individual
nodes is disconnected one-by-one on a prioritized basis.

If TPCITPA is equal to or greater than typically 0.8 but
less than or equal to typically 095. an inquiry is made as to
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whether a new node requires power. If so, that node is added
to the bottom of the queue.

FIG. 19D illustrates a technique useful for full or no
functionality operation on a time—sharing, prioritized basis in
involuntary power management in accordance with a pre-
ferred embodiment of the present invention. As seen in FIG.
19D, the system initially determines the total power avail-
able to it as well as the total power that it is currently
supplying to all nodes. The relationship between the current
total power consumption (TPC) to the current total power
availability (TPA) is then determined.

If TPCYTPA is less than typically 0.8, additional nodes are
supplied full power one-by—one on a time—sharing, priori-
tized basis, typically on a basis that the node having the
longest duration of use is cut oil‘ first. If ’l‘PCfl'PA is greater
than typically 0.95, power to individual nodes is discon-
nected one-by-one on a prioritized basis.

If TPCYTPA is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires power. Ifso, and a node having -
a lower priority, in the sense that it has been receiving power
for a longer time, which is above a predetermined minimum
time, is currently receiving power, the lower priority node is
disconnected from power and the higher priority node is
connected to power.

It is appreciated that normally it is desirable that the node
be informed in advance in a change in the power to be
supplied thereto. This may be accomplished by signally
along the communications cabling in a usual data transmis-
sion mode or in any other suitable mode.

Reference is now made to FIGS. 20A, 20B, 20C and 20D,

which are generalized flowcharls each illustrating one pos-
sible mechanism for full or reduced functionality operation
in an involuntary power management step in the flowchart of
FIG. 16.

FIG. 20A illustrates a basic technique useful for full or
reduced functionality operation in involuntary power man-
agement in accordance with a preferred embodiment of the
present invention. As seen in FIG. 20A, the system initially
determines the total power available to it as well as the total
power that it is currently supplying to all nodes. The
relationship between the current total power consumption
(TPC) to the current total power availability {'I'PA) is then
determined.

If "I‘P(.‘;'l'PA is less than typically 0.8, additional nodes are
supplied full power one-by-one on a prioritized basis. If
’l'l-"C;’I‘PA is greater than typically 0.95, power to individual
nodes is reduced one-by-one on a prioritized basis.

If Tl-’Cl'I'PA is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires additional power. If so, and a
node having a lower priority is currently receiving power,
the lower priority node has its power supply reduced and the
higher priority node is provided with additional power.

FIG. 20B illustrates a technique useful for full or reduced
functionality operation with emergency override in invol-
untary power management in accordance with a preferred
embodiment ofthe present invention. The technique of FIG.
20B can be used in the environment of the functionality of
FIG. 20A.

As seen in FIG. 20B, the system senses an emergency
need for additional power at a given node. In such a case, the
given node is assigned the highest priority and the function-
ality of FIG. 20A is applied. Once the emergency situation
no longer exisLs, the priority of the given node is returned to
its usual priority and the liunctionality of FIG. 20A operates
accordingly.
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FIG. 20C‘ illustrates a technique useful for full or reduced
functionality operation having queue-controlled priority in
involuntary power management in accordance with a pre-
ferred embodiment ofthe present invention.A.s seen in FIG.
20C, the system initially determines the total power avail-
able to it as well as the total power that it is currently
supplying to all nodes. The relationship between the current
total power consumption (TPC) to the current total power
availability (IPA) is then determined.

If TPC,’FPA is less than typically 0.8, additional nodes are
supplied additional power one-by-one on a queue-
controlled, prioritized basis, typically on a first come, lirst
served basis. If 'I'PCi"I'PA is greater than typically 0.95,
power to individual nodes is reduced one-by-one on a
prioritized basis.

If TPCITPA is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires additional power. If so, that
node is added to the bottom of the queue.

FIG. 20D illustrates a technique useful for full or reduced
functionality operation having queue-controlled priority in
involuntary power management in accordance with a pre-
ferred embodiment of the present invention. As seen in FIG.
200, the system initially determines the total power avail-
able to it as well as the total power that it is currently
supplying to all nodes. The relationship between the current
total power consumption (TPC) to the current total power
availability (TPA) is then determined.

IfT'I’C..’I'PA is less than typically 0.8, additional nodes are
supplied arlditional power one-by—one on a time-sharing,
prioritized basis, typically on a basis that the node having the
longest duration ofuse is cut oil‘ first. Il"l"PC;’I‘PAis greater
than typically 0.95, power to individual nodes is discon-
nected one-by-one on a prioritized basis.

If TPQTPA is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires additional power. If so, and a
node having a lower priority, in the sense that it has been
receiving power for a longer time, which is above a prede-
termined minimum time, is currently receiving full power,
the lower priority node has its power supply reduced and the
higher priority node is provided with additional power.

Reference is now made to FIGS. 21A, 21B, 21C‘ and 21D

are generalized ilowcharts each illustrating one possible
mechanism for node initiated sleep mode operation in a
voluntary power management step in the flowchart of FIG.
16.

FIG. 21/\ illustrates a situation wherein a node operates in
a sleep mode as the result of lack of activity for at least a
predetermined amount of time. As seen in FIG. 21A, the
time duration TDI since the last activity of the node is
measured. If TDI exceeds typically a few seconds or
minutes, in the absence of a user or system input contrain-
dicating sleep mode operation, the node then operates in a
sleep mode, which normally involves substantially reduced
power requirements.

FIG. 21B illustrates a situation wherein a node operates in
a sleep mode as the result of lack of communication for at
least a predetermined amount of time. As seen in FIG. 21B,
the time duration TD2 since the last communication of the

node is measured. If TD2 exceeds typically a few seconds or
minutes, in the absence of a user or system input contrain-
dicating sleep mode operation, the node then operates in a
sleep mode, which normally involves substantially reduced
power requirements.

FIG. 21C illustrates a situation wherein a node operates in
a sleep mode in response to clock control. such that the node
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is active within a periodically occurring time slot, absent an
input from the system or the user. As seen in FIG. 21C, the
time slots are defined as times TD3 while the remaining time
is defined as TD4. The node determines whether it is

currently within the time slot TD3. If not. i.e. during times
TD4, it operates in the sleep mode.

FIG. 21D illustrates a situation wherein a node operates in
a sleep mode as the result of a sensed fault condition. As
seen in FIG. 21D, the node periodically performs a self-test.
The self test may be, for example, an attempt to oommuni-
cate with the hub or power supply and management sub-
system. If the node passes the test, it operates normally. II’
the node fails the test, it operates in the sleep mode.

Reference is now made to FIGS. 22A, 22B, 22C and 22]),

which are generalized fiowcharts each illustrating one pos-
sible mechanism for hub or power supply and management
subsystem initiated sleep mode operation in a voluntary
power management step in the flowchart of FIG. 16.

FIG. 22A illustrates a situation wherein a node operates in
a sleep mode as the result of lack of activity for at least a -
predetermined amount of time. As seen in FIG. 22A. the
time duration 'I'Dl since the last activity of the node as
sensed by the hub or power supply and management sub-
system is measured. If 'l'Dl exceeds typically a few seconds
or minutes. in the absence of a user or system input _
contraindicating sleep mode operation, the node then oper-
ates in a sleep mode, which normally involves substantially
reduced power requirements.

FIG. 22B illustrates a situation wherein a node operates in
a sleep mode as the result of lack of communication for at
least a predetermined amount of time. As seen in FIG. 22B,
the time duration TD2 since the last communication of the

node as sensed by the hub or power supply and management
subsystem is measured. If TD2 exceeds typically a few
seconds or minutes, in the absence of a user or system input
eontraindicating sleep mode operation, the node then oper-
ates in a sleep mode, which normally involves substantially
reduced power requirements.

FIG. 22C illustrates a situation wherein a node operates in
a sleep mode in response to clock control from the hub, or
power supply and management subsystem such that the node
is active within a periodically occurring time slot, absent an
input from the system or the user. As seen in FIG. 2C, the
time slots are defined as times TD3 while the remaining time
is defined as TD4. The node determines whether it is

currently within the time slot TD3. If not, i.e. during times
TD4, it operates in the sleep mode.

FIG. 22D illustrates a situation wherein a node operates in
a sleep mode as the result of a fault condition sensed by the
hub or power supply and management subsystem. As seen in
FIG. 22D, the hub or power supply and management sub-
system periodically performs a test ofthe node. The selftest
may be, for example, an attempt to communicate with the
hub or power supply and management subsystem. If the
node passes the test, it operates norrnally. If the node fails
the test, it operates in the sleep mode.

Reference is now made to FIGS. 23A, 23B, 23C‘ and 23D,
which are generalized flowcharts each illustrating one pos-
sible mechanism for full or no functionality operation in a
voluntary power management step in the flowchart of FIG.
16.

FIG. 23A illustrates a basic technique useful for full or no
functionality operation in voluntary power management in
accordance with a preferred embodiment of the present
invention. As seen in FIG. 23A, the system initially deter-
mines the total power allocated to it as well as the total
power that it is currently supplying to all nodes. The
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relationship between the current total power oonsumption
(TPC) to the current total power allocation ('I'l-"L) is then
determined.

If TPCt'I'PL is less than typically 0.8, additional nodes are
supplied full power one-by-one on a prioritized basis. If
't't’C;'t”PL is greater than typically 0.95, power to individual
nodes is disconnected one-by-one on a prioritized basis.

If 'l'PC;’l'PI_ is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires power. Ifso, and a node having
a lower priority is currently receiving power, the lower
priority node is disconnected from power and the higher
priority node is connected to power.

FIG. 23B illustrates a technique useful for full or no
functionality operation with emergency override in volun-
tary power management in accordance with a preferred
embodiment of the present invention. The technique of FIG.
23B can be used in the environment of the functionality of
FIG. 23A.

As seen in FIG. 23B, the system senses an emergency
need for power at a given node. In such a case, the given
node is assigned the highest priority and the functionality of
FIG. 23A is applied. Once the emergency situation no longer
exists, the priority of the given node is returned to its usual
priority and the functionality of FIG. 23A operates accord-
irigly.

FIG. 23C illustrates a technique useful for full or no
functionality operation having queue-controlled priority in
voluntary power management in accordance with a preferred
embodiment of the present invention. As seen in FIG. 23C,
the system initially determines the total power allocated to
it as well as the total power that it is currently supplying to
all nodes. The relationship between the current total power
consumption ('I‘PC] to the current total power allocation
(T'PI..) is then determined.

If 'I'l’Cfl'l’L is less than typically 0.8, additional nodes are
supplied full power one-by-one on a queue-controlled, pri-
oritized basis, typically on a first come, first served basis. If
TPC.-'TPI_ is greater than typically 0.95, power to individual
nodes is disconnected one-by-one on a prioritized basis.

If TPCKTPI. is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires power. If so, that node is added
to the bottom of the queue.

FIG. 23]) illustrates a technique useful for full or no
functionality operation on a time sharing prioritized basis in
voluntary power management in accordance with a preferred
embodiment of the present invention. As seen in FIG. 23D,
the system initially determines the total power allocated to
it as well as the total power that it is currently supplying to
all nodes. The relationship between the current total power
consumption (TPC) to the current total power allocation
('I‘t’L) is then determined.

lf'l'I’C;Tl’L is less than typically 0.8, additional nodes are
supplied full power one-by-one on a time-sharing, priori-
tized basis, typically on a basis that the node having the
longest duration of use is cut oh‘ first. If TPQTPI. is greater
than typically 0.95, power to individual nodes is discon-
nected one-by-one on a prioritized basis.

If TPC,!'I'PL is equal to or greater than typically 08 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires power. If so, and a node having
a lower priority, in the sense that it has been receiving power
for a longer time, which is above a predetermined minimum
time, is currently receiving power, the lower priority node is
disconnected from power and the higher priority node is
connected to power.
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It is appreciated that nomially it is desirable that the node
be informed in advance in a change in the power to be
supplied thereto. This may be accomplished by signaling
along the communications cabling in a usual data transmis-
sion mode or in any other suitable mode.

Reference is now made to FIGS. 24A, 24B, 24C and 24D,
which are generalized flowcharts each illustrating one pos-
sible mechanism for full or reduced functionality operation
in a voluntary power management step in the flowchart of
FIG. 16.

FIG. 24A illustrates a basic technique useful for full or
reduced l'unctionality operation in voluntary power manage-
ment in accordance with a preferred embodiment of the
present invention. As seen in FIG. 24A, the system initially
determines the total power allocated to it as well as the total
power that it is currently supplying to all nodes. The
relationship between the current total power consumption
(TPC) to the current total power allocation {TPI.) is then
determined.

IfTPC.tTPl. is less than typically (1.8, additional nodes are -
supplied full power one-by-one on a prioritized basis. ll‘
'I'PCt'I"I’L is greater than typically 0.95, power to individual
nodes is reduced one-by-one on a prioritized basis.

If 'l‘l’Cfl‘Pl_ is equal to or greater than typically [18 but
less than or equal to typically 0.95, an inquiry is made as to _
whether a new node requires additional power. If so, and a
node having a lower priority is currently receiving power,
the lower priority node has its power supply reduced and the
higher priority node is provided with additional power.

FIG. 24]? illustrates a technique useful for full or reduced
functionality operation with emergency override in volun-
tary power management in accordance with a preferred
embodiment of the present invention. The technique of FIG.
248 can be used in the environment of the functionality of
FIG. 2-IA.

As seen in FIG. 24B, the system senses an emergency
need for additional power at a given node. In such a case, the
given node is assigned the highest priority and the function-
ality of FIG. 24/\ is applied. Once the emergency situation
no longer exists, the priority of the given node is returned to
its usual priority and the functionality of FIG. 24A operates
accordingly.

FIG. 24C illustrates a technique useful for full or reduced
functionality operation having queue-controlled priority in
voluntary power management in accordance with a preferred
embodiment of the present invention. As seen in FIG. 24C.
the system initially determines the total power allocated to
it as well as the total power that it is currently supplying to
all nodes. The relationship between the current total power
consumption (TPC) to the current total power allocation
(TPL) is then determined.

IfTPC;TPI. is less than typically (1.8. additional nodes are
supplied additional power one-by-one on a queue-
controlled, prioritized basis, typically on a lirst come, first
served basis. If 'I'l-"C{l'l’L is greater than typically 0.95.
power to individual nodes is reduced one-by-one on a
prioritized basis.

If TPCFTPI. is equal to or greater than typically 0.8 but
less than or equal to typically 095, an inquiry is made as to
whether a new node requires additional power. If so, that
node is added to the bottom of the queue.

FIG. 241) illustrates a technique useful for full or addi-
tional functionality operation on a time sharing prioritized
basis in voluntary power management in accordance with a
preferred embodiment of the present invention. As seen in
FIG. 24D, the system initially determines the total power
allocated to it as well as the total power that it is currently
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supplying to all nodes. The relationship between the current
total power consumption (TPC) to the current total power
allocation (TPL) is then determined.

IITPCJTPI. is less than typically 0.8. additional nodes are
supplied additional power one—by—one on a time—sharing,
prioritized basis, typically on a basis that the node having the
longest duration of use is cut oll" first. II ’l"l-"(.‘fl'PL is greater
than typically 095, power to individual nodes is discon-
nected one-by-one on a prioritized basis.

If 'l'l’Ct"I'I-’L is equal to or greater than typically 0.8 but
less than or equal to typically 0.95, an inquiry is made as to
whether a new node requires additional power. If so, and a
node having a lower priority, in the sense that it has been
receiving power for a longer time, which is above a prede-
termined minimum time, is currently receiving full power,
the lower priority node has its power supply reduced and the
higher priority node is provided with additional power.

It will be appreciated by persons skilled in the art that the
present invention is not limited by what has been particu-
larly shown and described hereinabove. Rather the scope of
the present invention includes both combinations and sub-
combinations of various features described hcreinabove as
well as modifications and variations thereof which would

occur to persons skilled in the art and which are not in the
prior art.

What is claimed is:

1. A local area network comprising:
a plurality of local area network nodes;
a IAN switch;

a power supply subsystem; and
communication cabling connecting said plurality of nodes

to said switch via the power supply subsystem for
providing data commu nication.

the power supply subsystem including a power manage-
ment and control unit governing the supply of power to
at least some of the plurality of local area network
nodes via the communication cabling,

wherein said power supply subsystem is operative to
supply power to at least one of the local area network
nodes via the communication cabling over wire pairs
within the cabling not used for data communication,

said power supply subsystem being operative to couple
power into the communication cabling substantially
without interfering with data communication and
including current limiting circuitry controlling current
delivered into the communication cabling,

wherein said power management and control unit is
operative to interrogate at least one node to which it is
intended to transmit power over the communication
cabling in order to determine whether the node's char-
acteristics allow it to receive power over the commu-
nication cabling.

2. A network according to claim 1 wherein said current
limiting circuitry is operative to provide a first current limit
level which is never exceeded, and a second current limit

level which is not exceederl [or more than a predetermined
period of time.

3. A network according to claim 2 wherein the interroga-
tion of at least one node includes measuring the voltage
across the communication cabling connected to a node
which is being interrogated and determining whether the
measured voltage is within a predefined range.

4. A network according to claim 3 wherein a node for
which the measured voltage is within the predetermined
range is marked as a Power over LAN node.

5. A network according to claim 2 wherein the interroga-
tion of at least one mode includes measuring the voltage
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across the communication cabling connected to a node
which is being interrogated and determining whether the
measured voltage exceeds a predetermined threshold.

6. A network according to claim 5 wherein a node for
which the measured voltage exceeds said predetermined
threshold is marked as an external voltage [ed node.

7. A network according to claim 1 wherein the interroga-
tion of at least one node includes measuring the voltage
across the communication cabling connected to a node
which is being interrogated and determining whether the
measured voltage is within a predefined range.

8. A network according to claim 7 wherein a node for
which the measured voltage is within the predetermined
range is marked as a Power over LAN node.

9. Anetwork according to claim 1 wherein the interroga-
tion of at least one node includes measuring the voltage
across the communication cabling connected to a node
which is being interrogated and determining whether the
measured voltage exceeds a predetermined threshold.
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10. A network according to claim 9 wherein a node for
which the measured voltage exceeds said predetermined
threshold is marked as an external voltage fed node.

11. A network according to claim 1, the local area network
also comprising:

a reporting functionality operative to output a report
pertaining to the status ofat least one of the plurality of
nodes.

12. A network according to claim 11 wherein said report
includes a report of at least one characteristic of at least one
node from among the plurality of nodes.

13. A network according to claim 12 wherein said at least
one characteristic comprises an indication of power con-
sumption of at least one node from among the plurality of
nodes.


