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gang eine Netzwerkadressen-Anfragesnachricht zur
Ubertragung iiber das Netzwerk (14) erzeugt, welche
durch einen der Namen-Server in der Liste zu beant-
worten ist, und von diesem eine Netzwerkadressen-
Antwortnachricht empfingt. .

18. Computerprogramm-Produkt nach einem der An-
spriiche 13 bis 17, bei welchem die Verbindung zwi-
schen der externen Vorrichtung (12(m)) und der Fire-
wall (30) ein Sicherheitstunnel ist, in welchem wenig-
stens ein Abschnitt der zwischen der externen Vorrich-
tung (12(m)) und der Firewall (30) iibertragenen Nach-
richten verschliisselt ist.

Hierzu 1 Seite(n) Zeichnungen
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PATENT APPLICATI

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
In Re Application Of

Group Art Unit: 2143
Victor Larson et al.
Examiner: TBD
Serial No.: 10/714,849
Atty. Dkt. No. 000479.00111

Filed: November 18, 2003

For: IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL FOR SECURE
COMMUNICATIONS WITH ASSURED SYSTEM AVAILABILITY

PRELIMINARY AMENDMENT

Honorable Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

Sir:

Prior to an examination on the merits, please amend the above-identified application as

follows.

00/15/20v4 SDIRCTAT 00000013 190733 10714849
Ui risicoe ico.00 DA
U Flaigoi i72.00 DA
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

IN THE SPECIFICATION:

Please amend the first paragraph on p. 1 as follows:

This application claims priority from and is a continuation patent application of co-
pending U.S. application serial number 09/558,210, filed April 26,2000, which is a
continuation-in-part patent application of previously-filed U.S. application serial
number 09/504,783, filed on February 15, 2000, now U.S. Pat. No. 6,502,135, issued
December 31, 2002, which claims priority from and is a continuation-in-part patent
application of previously-filed U.S. application serial number 09/429,643, filed on
October 29, 1999. The subject matter of U.S. application serial number 09/429,643,
which 1s bodily incorporated herein, derives from provisional U.S. application
numbers 60/106,261 (filed October 30, 1998) and 60/137,704 (filed June 7, 1999).
The present application is also related to U.S. application serial number AttyDecket
Ne—479-86838309/558,209, filed April 26, 2000, and which is incorporated by

reference herein.

Please amend the paragraph beginning on p. 71, In. 2, as follows:

Because the secure top-level domain name is a non-standard domain name, a query to
a standard domain name service (DNS) will return a message indicating that the
universal resource locator (URL) is unknown. According to the invention, software
module 3409-3309 contains the URL for querying a secure domain name service
(SDNS) for obtaining the URL for a secure top-level domain name. In this regard,
software module 3309 accesses a secure portal 3310 that interfaces a secure network
3311 to computer network 3302. Secure network 3311 includes an internal router
3312, a secure domain name service (SDNS) 3313, a VPN gatekeeper 3314 and a
secure proxy 3315. The secure network can include other network services, such as
e-mail 3316, a plurality of chatrooms (of which only one chatroom 3317 is shown),
and a standard domain name service (STD DNS) 3318. Of course, secure network

3311 can include other resources and services that are not shown in FIG. 33.

2
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Victor Larson, et al. -U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

IN THE CLAIMS:

Please amend claims 1, 2, 5-7, 13, and 15, and add new claims 24-27, as follows:

1. (Presently Amended) A system for providing a secure domain name service over a
computer network, comprising:
a pertal-server connected to a computer network, the pertal-server authenticating a

query for a secure computer network address having a top-level domain reserved for secure network

connections; and
a domain name database connected to the computer network through the pertalserver,

the domain name database storing secure computer network addresses for the computer network.

2. (Presently Amended) The system of claim 1, wherein each-secture-computernetwork
address-is-based-en the top-level domain name is a non-standard top-level domain name.

3. (Original) The system of claim 2, wherein the non-standard top-level domain name is one

of .scom, .sorg, .snet, .sgov, .sedu, .smil and .sint.
4. (Original) The system of claim 1, wherein the computer network includes the Internet.

5. (Presently Amended) The system of claim 1, wherein the securepertalserver comprises an

edge router.

6. (Presently Amended) The system of claim 1, wherein the pertal-server authenticates the

query using a cryptographic technique.

7. (Presently Amended) The system of claim 1, wherein the pertal-server is connectable to a
virtual private network link through the computer network.

8. (Original) The system of claim 7, wherein the secure communication link is one of a
plurality of secure communication links in a hierarchy of secure communication links.

3
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Victor Larson, et al. —-U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

9. (Original) The system of claim 7, wherein the virtual private network is based on inserting

into each data packet one or more data values that vary according to a pseudo-random sequence.

10. (Original) The system of claim 7, wherein the virtual private network is based on a
computer network address hopping regime that is used to pseudorandomly change computer network

addresses in packets transmitted between a first computer and a second computer.

11. (Original) The system of claim 7, wherein the virtual private network is based on
comparing a value in each data packet transmitted between a first computer and a second computer

to a moving window of valid values.

12. (Original) The system of claim 7, wherein the virtual private network is based on a
comparison of a discriminator field in a header of each data packet to a table of valid discriminator

fields maintained for a first computer.

13. (Presently Amended) A method for registering a secure domain name, comprising steps
of:
receiving a request for registering a secure domain name;
verifying ownership information for an equivalent non-secure domain name
corresponding to the secure domain name; and
registering the secure domain name in a secure domain name ‘service when the
ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

14. (Original) The method according to claim 13, wherein the step of verifying ownership

information includes steps of:

New Bay Capital, LLC
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

determining whether the equivalent non-secure domain name corresponding to the secure
domain name has been registered in a non-secure domain name service; and

querying whether the equivalent non-secure domain name should be registered in the non-
secure domain name service when the equivalent non-secure domain name has not been registered in

the non-secure domain name service.

15. (Presently Amended) A computer-readable storage medium, comprising;
a storage area; and
computer-readable instructions for a method for registering a secure domain name, the
method comprising steps of:
receiving a request for registering a secure domain name;
verifying ownership information for an equivalent non-secure domain name
corresponding to the secure domain name;_and
registering the secure domain name in a secure domain name service when the
ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

16. (Original) The computer-readable medium according to claim 15, wherein the step of
verifying ownership information includes steps of:
determining whether the equivalent non-secure domain name corresponding to the
secure domain name has been registered in a non-secure domain name service; and
querying whether the equivalent non-secure domain name should be registered in the
non-secure domain name service when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

17. (Original) A method for registering a domain name, comprising steps of:
(1) receiving a request for registering a first domain name;
(11) verifying ownership information for a second domain name corresponding to the

first domain name; and
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

(111) registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

18. (Original) The method of claim 17, wherein the first domain name comprises a non-

standard top-level domain and the second domain name comprises a standard top-level domain.

19. (Original) The method of claim 17, further comprising the step of storing information
corresponding to the registration performed in step (iii) in a database separate from a database storing

information for standard domain name registrations.

20. (Original) The method according to claim 17, wherein the step of verifying ownership
information includes steps of:
(a) determining whether the second domain name has been registered in a domain name
service; and
(b) querying whether the second domain name should be registered in the domain name
service when the second domain name has not been registered in the domain name

service.

21. (Original) A computer-readable medium, comprising computer-readable instructions for
a method for registering a domain name, the method comprising steps of:
(1) receiving a request for registering a first domain name;
(i1) verifying ownership information for a second domain name corresponding to the first
domain name; and
(ii)  registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

22. (Original) The computer readable medium of claim 21, wherein the first domain name
comprises a non-standard top-level domain and the second domain name comprises a standard top-

level domain.
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Victor Larson, et al. -U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

23. (Original) The computer-readable medium of claim 21, wherein the step of verifying
ownership information includes steps of:
(a) determining whether the second domain name has been registered in a domain name
service; and
(b)  querying whether the second domain name should be registered in the domain name
service when the second domain name has not been registered in the domain name

service.

24, (New) The method of claim 13, wherein the secure domain name has a top-level

domain reserved for secure network connections.

25.  (New) The computer-readable storage medium of claim 15, wherein the secure

domain name has a top-level domain reserved for secure network connections.

26. (New) An apparatus configured to query a computer network address having a top-

level domain reserved for secure network connections.

27. (New) A method comprising querying a computer network address having a top-level

domain reserved for secure network connections.
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Victor Larson, et al. —U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

REMARKS

Consideration and allowance are respectfully requested. Claims 1-27 are now pending. By
this Preliminary Amendment, claims 1, 2, 5-7, 13, and 15 are amended, and new claims 24-27 are
added.

The present application is a continuation of U.S. Patent Application Serial No. 09/558,210.
In that application, a non-final Office Action was mailed on October 1, 2003 (paper no. 12). The
following remarks are made with reference to that Office Action.

The above-referenced Office Action rejected claims 1-12 under 35 U.S.C. 102(e) as being
anticipated by U.S. Patent No. 6,119,171 to Alkhatib (“Alkhatib”). Also, claims 13-17,19-21, and
23 were rejected under 35 U.S.C. 102(e) as being anticipated by U.S. Patent No. 6,016,512 to
Huitema (“Huitema”). Also, claims 18 and 22 were rejected under 35 U.S.C. 103(a) as being
unpatentable over Huitema in view of Alkhatib.

Independent claim 1 as amended recites a server connected to a computer network, the server
authenticating a query for a secure computer network address having a top-level domain reserved for
secure network connections. Applicants do not concede that Alkhatib authenticates a query for a
secure computer network address. In any event, Alkhatib fails to teach or suggest a top-level domain
reserved for secure network connections, as amended in claim 1.

Claims 2-12, which depend from claim 1, are also allowable for at least those reasons set
forth above with regard to claim 1, and further in view of the additional features recited therein.

For example, claim 2 recites that the top-level domain name is a non-standard top-level

domain name. Alkhatib refers to top-level domains “.com”, “.edu”, “.gov”, “.mil”, “.net”, and

“.org”. Alkhatib, col. 1, Ins. 35-43. However, these were standard top-level domains at the time of
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Victor Larson, et al. —~U.S. Serial No. 10/714,849 (Atty Docket 000479.00111)

Applicants’ invention, and thus are not non-standard top-level domains as required by the claim.
The Examiner apparently also relies upon Alkhatib referring to the domain name “‘saturn.ttc.com”.
Alkhatib, col. 1, In. 45. However, this also uses the standard top-level domain “.com”, and not a
non-standard top-level domain as required by the claim. The domain name “saturn” is a third-level
domain name, the domain name “ttc” is a second level domain name, and the domain name “.com” is
the standard top level domain name. Note that “saturn” and “ttc” are not part of the top-level
domain.

Also, claim 3 recites that the non-standard top-level domain name is one of .scom, .sorg,
.snet, .sgov, .sedu, .smil and .sint. The Examiner refers to Alkhatib at col. 1, Ins. 39-43 to teach this
feature. This is a baffling anticipation-based rejection, in that Alkhatib fails to mention even a single
one of the top-level domain names .scom, .sorg, .snet, .sgov, .sedu, .smil, or .sint specifically listed in
claim 3. Applicants request that the Examiner point out precisely where Alkhatib discloses even a
single one of these recited top-level domain names.

Independent claim 13 recites verifying ownership information for an equivalent non-secure
domain name corresponding to a secure domain name. Huitema fails to teach or suggest this feature.
Indeed, Huitema fails to teach or suggest both a secure domain name and an equivalent non-secure
domain name corresponding to the secure domain name. The Examiner refers to col. 4 of Huitema,
but this merely discloses various data sets containing domain names. Huitema further discloses that
an address such as “192.4.18.101” can be used to build the inverse name “101.18.4.192.in-
addr.arpa.”. However, this pair of addresses is not a secure domain name and a corresponding non-
secure domain name as required by claim 13.

Claim 13 further recites registering the secure domain name in a secure domain name service
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when the ownership information for the equivalent non-secure domain name is consistent with
ownership information for the secure domain name. Huitema also fails to teach or suggest this
feature. Huitema is unconcerned with whether any ownership information is consistent with
anything else, much less whether ownership information for a non-secure domain name is consistent
with ownership information for a secure domain name. Again, Huitema does not even disclose the
secure and corresponding non-secure domain names as required by claim 13.

Independent claims 15, 17, and 21 are also allowable for at least similar reasons as those set
forth above with regard to claim 13, and further in view of the various differing features recited
therein.

Claims 14 and 24, which depend from claim 13, claims 16 and 25, which depend from claim
15, claims 18-20, which depend from claim 17, and claims 22 and 23, which depend from claim 21,
are also allowable for at least those reasons set forth above with regard to their respective
independent claims, and further in view of the additional features recited therein.

For example, claims 18 and 22 recite that the first domain name comprises a non-standard
top-level domain and the second domain name comprises a standard top-level domain. The
Examiner concedes that Huitema fails to teach or suggest this feature. Alkhatib similarly fails to
teach or suggest this feature because, as previously discussed, Alkhatib fails to teach or suggest a

non-standard top-level domain.

10
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. *

~

For at least the reasons set forth above, Applicants submit that the pending claims distinguish
over the applied references, and are in condition for allowance. Should the Examiner feel that
further discussion and/or amendment would be helpful in the prosecution of this application, the

Examiner is invited to telephone the Applicants’ undersigned representative at the number appearing

below.
Respectfully Submitted,
“Jordan N. Bodner
Registration No. 42,338
BANNER & WITCOFF, LTD.

1001 G Street, N.W., 11" Floor
Washington, D.C. 20001
(202) 824-3000

Dated: May 18, 2004

11

New Bay Capital, LLC
Ex.1015-Page 617 of 3151



Application orgockel Number
PATENT APPLICATION FEE DETERMINATION RECORD )
Effective October 1, 2003 \Q \‘7 4, g
CLAIMS AS FILED - PART | SMALL ENTITY 6THER THAN
{Column 1) {Column 2) TYPE [ OR SMALL ENTITY
TOTAL CLAIMS 2> - { RATE | FEE RATE | FEE
FOR NUMBER FILED . NUMBER EXTRA BASIC FEE| 385.00 ORbASIC FEe} 770.00
H TOTAL CHARGEABLE CLAIMS 62,3 minus 20= |* L '25 X$ 9= . OR X$18= \S (/
INDEPENDENT CLA’MS . ‘> minus 3 = ﬁ" 2 / x43= OR xa6= I 7
IM7ULTIPLE DEPENDENT CLAIM PRESENT D
+145= OR|[ +290=
* If the difference in column 1 is less than zero, enter “0” in column 2 TOTAL OR TOTAL ﬁ%
CLAIMS AS AMENDED - PART l| OTHER THAN
jcom,-nj,-”  (Column 2) (Column 3} SMALL ENTITY OR SMALL ENTITY
CLAIMS HIGHEST
ADDI- ADDI-
< .
= FEAFTER PREVIOUSLY | | ExTRA. RATE |TIONAL RATE | TIONAL
bl AMENDMENT PAID FOR . FEE . FEE
-3 - 7 - ,
g Total " 0?4’7 [Minus " o? 9 RE 60 X$ 9= or| X$18= Z? "
w : ; N -
2 independent |« l Minus 5 9\ Xa3e on| xe8- | 72’02)
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM D - -
- ;- +145= OR}] +290=
(9,15 17 21 i
[ A TOTAL OR TOTAL
ADDIT. FEE L. ADDIT, FEE
{(Column 1) (Column 2) _(Column 3) .
CLAIMS HIGHEST
o REMAINING NUMBER PRESENT ADDI- ADDI-
= AFTER PREVIOUSLY EXTRA RATE }TIONAL RATE | TIONAL
= AMENDMENT __PAID FOR N FEE FEE
= " :
g Total N Minus TN = X$ 9= or| X$18=
uj L ] i -ird =
5 Independent Minus X432 oR X86=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM D
‘ +145= OR}] +290=
TOTAL TOTAL
. . . ADDIT. FEE OR ,pp:i FeE
{Column 1) {Colum:12) {Column 3)
N CLAIMS HIGHEST
o REMAINING : NUMBER PRESENT ADDI- ADDi-
~ AFTER : PREVIOUSLY EXTRA RATE JTIONAL RATE [ TIONAL
et AMENDMENT PAID FOR - ) - FEE FEE
= .
g Total . Minus - = X$9= | OR|] Xs18=
‘g independent |« Minus e = :
« — B X43= OR X86=
i FIAST PRESENTATION OF MULTIPLE DEPENDENT CLAIM D_
+145= | OR | +290=
* #f the entry i column 1 is less than the entry in column 2, write "0° in column 3. 0T N
* If the *Highest Number Previously Paid For” IN THIS SPACE & less than 20, etter “20." Aoorrroggé OR m,?ggg
*>+}f the "Highest Number Previously Paid For IN THIS SPACE is less than 3. enter “3. : )
The “Highest Number Previousty Paid For” (Total or ind pendent) is the highest number found in the appropriate box in column 1.
Pater? and Tracemark Office. {..S. DEPARTMENT OF COMMERCE

FORM PTO-87S (Rev. 10/03)

New Bay Capital, LLC
Ex.1015-Page 618 of 3151



- o L JSmp/ Béwyozad

UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Putent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexundria, Vinginia 22313-1450
www,plo goy

FILING OR 371

APPL NO. (© DATE | ARTUNIT | FIL FEE RECD " ATTY.DOCKET NO DRAWINGS | TOT ctms | IND cums |
10/714,849 11/18/2003 2143 000479.00111 40 23 5
CONFIRMATION NO. 3154
éigl\?IZJER & WITCOFF o
O L A
1001 G STREET N Mmim 1|l1l|l8 AR

WASHINGTON, DC 20001

Date Mailed: 02/13/2004

Receipt is acknowledged of this regular Patent Application. It will be considered in its order and you will be
notified as to the resuits of the examination. Be sure to provide the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION when inquiring about this application. Fees transmitted by
check or draft are subject to collection. Please verify the accuracy of the data presented on this receipt. If an
error is noted on this Filing Receipt, please write to the Office of Initial Patent Examination's Filing
Receipt Corrections, facsimile number 703-746-9195. Please provide a copy of this Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections (if
appropriate). S v

Applicant(s)
Victor Larson, Fairfax, VA;
Robert Durham Short |11, Leesburg, VA, Dunram
Edmund Colby Munger, Crownsville, MD;
Michael V\ﬁlliamson, South Riding, VA,

Assignment For Published Patent Application
Science Applications International Corporation, San Diego, CA:;

Domestic Priority data as claimed by applicant

This application is a CON of 09/558,210 04/26/2000
which is a CIP of 09/504,783 02/15/2000 PAT 6,502,135

which is a CIP of 09/429,643 10/29/1999 ©004719.0011
which claims benefit of 60/106,261 10/30/1998
and claims benefit of 60/137, 704 06/07/1999 RECEIVED 3H <
L\
Foreign Applications FEB 17 20049'ﬂ
. If Required, Foreign Filing License Granted: 02/12/2004 - BANNER & WITCOFF
Projected Publication Date: 05/20/2004 - Revd ode

Non-Publication Request: No

New Bay Capital, LLC
Ex.1015-Page 619 of 3151



o e - . _ Page 2 of 2

‘

Early Publication Request: No

Title ,
Agile network protocol for secure communications using secure domain names

Preliminary Class
709

LICENSE FOR FOREIGN FILING UNDER
Title 35, United States Code, Section 184
Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where
the conditions for issuance of a license have been met, regardless of whether or not a license may be required as
set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicated is the effective date of the license, unless an earlier license of similar scope has been granted
under 37 CFR 5.13 or5.14. '

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof
unless it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR
1.53(d). This license is not retroactive. .

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject

- matter as imposed by any Government contract or the provisions of existing laws relating to espionage and the
national security or the export of technical data. Licensees should apprise themselves of current regulations
especially with respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls,
Department of State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Office of
Export Administration, Department of Commerce (15 CFR 370.10 (j)); the Office of Foreign Assets Control,
Department of Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR
5.12, if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months
" has lapsed from the filing date of this application and the licensee has not received any indication of a secrecy
order under 35 U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

New Bay Capital, LLC
Ex.1015-Page 620 of 3151



PATENT

Filed: November 18, 2003

)
)
Victor LARSON et al ) Group Art Unit: 2143
)
Serial No. 10/714,849 ) Docket No. 000479.00111

For: AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING
SECURE DOMAIN NAMES

REQUEST FOR CORRECTED FILING RECEIPT

Commissioner for Patents
Alexandria, VA 22313-1450

Dear Sir:

It is requested that a Corrected Filing Receipt be issued to correct errors found in the
Official Filing Receipt. Specifically, in the Applicants section, please replace “Durham” with
--Dunham--.

A copy of the Official Filing Receipt with the correctidns marked in red, along with the
original, is attached. Also enclosed is a Supplemental Application Data Sheet. No fee is
believed to be associated with this paper since this error occurred through no fault of the
Applicants. Nonetheless, should the USPTO determine that a fee is required, please charge such
fee to our Deposit Account No. 19-0733.

Respectfully submitted,

bate:_3]1€/0 olrs e —

Ross A. Dannenberg &— T
Registration No. 49,024

BANNER & WITCOFF, LTD.
1001 G Street, N.W., 11" Floor
Washington, D.C. 20001-4597

Telephone: 202-824-3000

New Bay Capital, LLC
Ex.1015-Page 621 of 3151



Application Information

Application number:: 10/714,849

Filing Date:: November 18, 2003
Application Type:: Regular

Subject Matter:: Utility

Suggested classification::

Suggested Group Art Unit::

CD-ROM or CD-R?:: None
Number of CD disks::

Number of copies of CDs::

Sequence submission?::

Computer Readable Form (CRF)?::

Number of copies of CRF::

Title:: AN AGILE NETWORK PROTOCOL FOR
SECURE COMMUNCIATIONS USING SECURE
DOMAIN NAMES

Attorney Docket Number:: 000479.00111

Request for Early Publication?:: NO

Request for Non-Publication?:: NO

Suggested Drawing Figure:: 1

Total Drawing Sheets:: 40

Small Entity?:: NO

Latin name::

Variety denomination name::

Petition included?:: NO
Petition Type::

Licensed US Govt. Agency::

1 Initial 11/18/03
Revised 3/12/04

New Bay Capital, LLC
Ex.1015-Page 622 of 3151



Contract or Grant Numbers::
Secrecy Order in Parent Appl.?::

Applicant Information

Applicant Authority Type::
Primary Citizenship Country::
Status::

Given Name::

Middle Name::

Family Name::

Name Suffix::

City of Residence::

State or Province of Residence::
Country of Residence::
Street of mailing address::

City of mailing address::
State or Province of mailing address::
Country of mailing address::

Postal or Zip Code of mailing address::

Applicant Authority Type::
Primary Citizenship Country::
Status::

Given Name::

Middle Name::

Family Name::

Name Suffix::

City of Residence::

State or Province of Residence::
Country of Residence::

NO

Inventor
USA

Full Capacity
Victor

Larson

Fairfax

VA

USA

12026 Lisa Marie Court

Fairfax
VA
USA
22033

Inventor

USA

Full Capacity
Robert
Burham-Dunham
Short

i

Leesburg

VA

USA

2 Initial 11/18/03
Revised 3/12/04

New Bay Capital, LLC
Ex.1015-Page 623 of 3151



Street of mailing address::

City of mailing address::
State or Province of mailing address::
Country of mailing address::

Postal or Zip Code of mailing address::

Applicant Authority Type::
Primary Citizenship Country::
Status::

Given Name::

Middle Name::

Family Name::

Name Suffix:

City of Residence::

State or Province of Residence::
Country of Residence::
Street of mailing address::

City of mailing address::
State or Province of mailing address::
Country of mailing address::

Postal or Zip Code of mailing address::

Applicant Authority Type::
Primary Citizenship Country::
Status::

Given Name::

Middle Name::

Family Name::

Name Suffix::

City of Residence::

38710 Goose Creek Lane

Leesburg
VA

USA
20175

Inventor
USA

Full Capacity
Edmund
Colby
Munger

Crownsville

MD

USA

1101 Opaca Court

Crownsville
MD

USA
21032

Inventor
USA

Full Capacity
Michael

Williamson

- South Riding

3 Initial 11/18/03
Revised 3/12/04

New Bay Capital, LLC
Ex.1015-Page 624 of 3151



State or Province of Residence::
Country of Residence::
Street of mailing address::

City of mailing address::

State or Province of mailing address::
Country of mailing address::

Postal or Zip Code of mailing address::

Correspondence Information

Correspondence Customer Number::

Representative Information

Representative Customer Number::

Domestic Priority Information

VA
USA

26203 Ocla Circle

South Riding

VA
USA
20152

22907

22907

Application:: Continuity Type:: Parent Application:: | Parent Filing Date::

This Application Continuation of 09/558,210 04/26/00
Continuation-in-Part of | 09/504,783 02/15/00
Continuation-in-Part of | 09/429,643 10/29/99
Provisional 60/106,261 10/30/98
Provisional 60/137,704 06/07/99

Foreign Priority Information

Country:: Application number:: Filing Date:: Priority Claimed::

4 Initial 11/18/03

Revised 3/12/04

New Bay Capital, LLC

Ex.1015-Page 625 of 3151




Assignee Information

Assignee name::
Street of mailing address::

City of mailing address::
State or Province of mailing address::
Country of mailing address::

Postal or Zip Code of mailing address::

5

Science Applications International Corporation
10260 Campus Point Drive

San Diego

CA
USA
92121

Initial 11/18/03
Revised 3/12/04

New Bay Capital, LLC
Ex.1015-Page 626 of 3151



PTO/SB/05 (05-03)
Approved for use through 04/30/2003. OMB 0651-0032

U.S. Patent and Trademark Office. U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reducuon Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

UTILITY Attorney Docket No. ' 000479.00111
PATENT APPL'CATION First Inventor l Victor Larson
TRANSMITTAL

\

An Agile Network Protocol For Secure Communications Using Secure
Title | Domain Names

-1 171

Pom——_— s

K (Only for new nonprovisional applications under 37 C.F.R. 1.53(b)) Express Mail Label No. l / ==
Commissioner for Patents Y =
APPLICATION ELEMENTS . Mail Stop Patent Application Ho =
See MPEP ch 600 ing utili licati ADDRESS TO: P.O. Box 1450 g <
ee chapter conceming ulility patent application contents. Alexandria VA 22313-1450 doo =
1. E Fee Transmittal Form (e.g., PTO/SB/17) 7. E] CD-ROM or CD-R in duplicate, large table or 3 ff_ =
(Submit an original and a duplicate for fee processing) Computer Program (Appendix) ~ =
2.1 Applicant claims small entity status. 8. Nucleotide and/or Amino Acid Sequence Submission SZ a =
See 37 CFR 1.27. E (if applicable, all necessary) R =
3. Specification (Total Pages ] a. [J] Computer Readable Form (CRF) 'T: =
(preferred arrangement set forth below) b. Specification Sequence Listing on:
- Descriptive title of the Invention i. [J CD-ROM or CD-R (2 copies); or
- Cross Reference to Related Applications i. O paper !
- Statement Regarding Fed sponsored R & D .

- Reference to sequence listing, a table, c. [] Statements verifying identity of above copies

or a computer program listing appendix ACCOMPANYING APPLICATIONS PARTS

- Background of the Invention

- Brief Summary of the Invention 9. X Assignment Papers (cover sheet & document(s))
- Brief Description of the Drawings ( i filed) 10.0 37C.FR.3.73(b) Statement [] Power of

) ggian':g; Description (when there is an assignee) Attorney

- Abstract of the Disclosure

1.0 English Translation Document (if applicable)

4. Drawing(s) (35 U.S.C.113) [Total Sheetsm ] |12 X  Information Disclosure [ copies of IDS
X Formal [J Informal Statement (IDS)/PTO-1449 Citations

5. Oath or Declaration [Total Sheets b__] 13.[J  Preliminary Amendment

a. i

X Newly executed (original or copy)

b. [0 Copy from a prior application (37 CFR 1.63 (d))

(for a continuation/divisional with Box 18 completed) | 15- [J

i. (] DELETION OF INVENTOR(S) 16. [
Signed statement attached deleting inventor(s) :

named in the prior application, see 37 CFR (b)(2)(B)(i). Applicant must attach form PTO/SB/35
1.63(d)(2) and 1.33(b). or its equivalent.

6.0 Application Data Sheet. See 37 CFR 1.76 17.[J  Other:

14. Return Receipt Postcard (MPEP 503)
(Should be specifically itemized)
Certified Copy of Priority Document(s)
(if foreign prionity is claimed)
Nonpublication Request under 35 U.S.C. 122

18. If a CONTINUING APPLICATION, check appropriate box, and supply the requisite information below and in a preliminary amendment,

or in an Application Data Sheet under 37 CFR 1.76:

[ Continuation [ Divisional O Continuation-in-part (CIP) of prior application No: 09/ 558,210

Prior application information: Examiner Krisna Lim Art Unit: 2153

For CONTINUATION or DIVISIONAL APPS only: The entire disclosure of the prior application, from which an oath or declaration is supplied
under Box 5b, is considered a part of the disclosure of the accompanying or divisional application and is hereby incorporated by reference.
The incorporation can only be relied upon when a portion has been inadvertently omitted from the submitted application parts

19. CORRESPONDENCE ADDRESS
22907

B3 Customer Number or Bar Code Label or O Comespondence address below

{Insert Customer No. or Attach bar code label here)

Name

Address

City | State [ Zip Code

Country | Telephone | Fax

. ~ = . .
(Name (Print/Type) Ross A. Dannenberg Registration No. (Aftorney/Agent) 49,024
~ A N
LSignature (/4 U _,,_——%’_ Date | November 18, 2003
Y,

This collection of mfonnatxor_r is_ required by 37 CFR 1.53(b). The information is required to obtain or retain a benefit by the public which is to file (and by the

USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Mall Stop Patent Application, C. issl for P P.O. Box 1450, Alexandria, VA 22313-1450.

New Bay Capital, LLC
Ex.1015-Page 627 of 3151

P



LRV TN PRIV VY]

Approved for use through 07/31/2006. OMB 0651-0032
U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OM8 control aumber.

[ FEE TRANSMITTAL
for FY 2004

Effective 10/01/2003. Patent fees are subject to annual revision.

Complete if Known

Application Number

TBA

Filing Date

November 18, 2003

First Named inventor

Victor Larson

Examiner Name TBA
[J Applicant claims small entity status. See 37 CFR 1.27 Art Unit TBA
KTOTAL AMOUNT OF PAYMENT l ($) 1036 Attorney Docket No. | 000479.00111

METHOD OF PAYMENT (check all that apply)

FEE CALCULATION (continued)

3. ADDITIONAL FEES

O Check [J Creditcard [ Money [0 Other [J None
Order Large Entity | Small Entity
& Deposit Account:
Fee Fee Fee Fee
Deposit Code  ($) Code (8) Fee Description Fee Paid
Account 19-0733 1051 130 2051 65 Surcharge - late filing fee or oath
Number 1052 50 2052 25 Surcharge - late provisional filing fee
or cover sheet.
Deposit . 1053 130 1053 130  Non-English specification
ﬁg‘;’:m Banner & Witcoff, LTD. 1812 2520 | 1812 2,520 For filing a request for reexamination
- 1804 920° 1804 920*  Requesting publication of SIR prior to
The Director is authorized to: (check all that apply) Examiner action
[ Charge fee(s) indicated below [X) Credit any overpayments 1805  1,840"| 1805 1,840° Requesting publication of SIR after
[ Charge any aqdltu_onal fee(s) during the pendency_l of this application Examiner action
D) Charge feg(s) |pdlcated be_alow, except for the filing fee 1251 110 2251 55 Extension for reply within first month
to the above-identified deposit account. . L
1252 420 2252 210 Extension for reply within second
FEE CALCULATION : month
1. BASIC FILING FEE 1253 950 2253 475 Extension for reply within third month
Large Entity Small Entity 1254 1480 | 2254 740 Extension for reply within fourth
Fee Fee | Fee Fee  Fee Description month . L
Code %) Code (§) Fee Pald 1255 2,010 | 2255 1,005 Extension for reply within fifth month
1001 770 | 2001 385  Utility filing fee 770 1401 330 2401 165  Notice of Appeal
1002 340 | 2002 170 Design filing fee 1402 330 2402 165 Filing a brief in support of an appeal
1003 530 2003 265 Plant filing fee 1403 230 2403 145 Request for oral hearing
1004 770 2004 385 Reissue filing fee 1451 1,510 1451 1,510 Petitior:;o institute a public use
1005 160 | 2005 80  Provisional filling fee proceeding )
1452 110 2452 55 Petition to revive — unavoidable
SUBTOTAL (1) $) 770 1453 1,330 | 2453 665  Petition to revive — unintentional
1501 1,330 | 2501 665  Ultility issue fee (or reissue)
2. EXTRA CLAIM FEES FOR UTILITY AND REISSUE 1502 480 2502 240  Design issue fee
gf;;s :;eo me ';:fd 1503 640 | 2503 320  Plant issue fee
Total Claims 20 =[3 ] x [18 ] = 54 ] 1460 130 1460 130  Petitions to the Commissioner
Independent 1807 50 1807 50 Processing fee under 37 CFR 1.17 (q)
Claims 5 -3 =|2 X| 86 =172 1806 180 1806 180 g::r:{nission of Information Disclosure
Pl ot X [_:l = [E Recording each patent assignment
P 8021 40 8021 40 per property (times number of 40
LargeEntity | SmallEnti properties)
Fee Fee Fee Fee 1809 770 2809 385  Filing a submission after final rejection
Code ) | code (5) EeeDescription (37 CFR § 1.129(a))
1202 18 2202 9 Claims in excess of 20 1810 770 2810 385 For each additional invention to be
1201 86 2201 43 Independent claims in excess of 3 examined (37 CFR § 1.129(b))
1203 290 2203 145 Multiple dependent claim, if not paid 1801 770 2801 385 Request for Continued Examination (RCE)
** Reissue independent claims over
1204 86 204 43 hdinal patent P 1802 900 1802 900  Request for expedited examination
. ot L, of a design application
1205 18 2205 9 Reissue claims in excess of 20 and
over original patent
Other fee (specify)
SUBTOTAL (2) ($) 226
“Reduced by Basic Filing Fee Paid SUBTOTAL (3)
or number previously paid, if greater; For Reissues, see above
( susmITTED BY Complete (if applicable) A
Registration No.
Name (Print/Type) R,g§s A. Dannen mq (Attorney/Agent) 49,024 Telephone (202) 824-3153
LSagnature ‘ éoq,d_. j.___————?’%_\ Date November 18, 2003 )

WARNING: Information on this form may become public. Credit card information should not be
included on this form. Provide credit card information and authorization on PTO-2038.
This collection of information is required by 37 CFR 1.17 and 1.27. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to process) an

application. Confidentiality is govemed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complste, mdudmg gathering, preparing, and

submitting the

completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to complete this form and/or suggestions
for reducing this burden, shoutd be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450.

DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: C

i for P:

P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing this form, call 1-800-PT0-9199 (1-800-786-9199) and select option 2.

New Bay Capital, LLC
Ex.1015-Page 628 of 3151



PTO/SB/05 (05-03)
Approved for use through 04/30/2003. OMB 0651-0032

U.S. Patent and Trademark Office. U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reducuon Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

UTILITY Attorney Docket No. ' 000479.00111
PATENT APPL'CATION First Inventor l Victor Larson
TRANSMITTAL

\

An Agile Network Protocol For Secure Communications Using Secure
Title | Domain Names

-1 171

Pom——_— s

K (Only for new nonprovisional applications under 37 C.F.R. 1.53(b)) Express Mail Label No. l / ==
Commissioner for Patents Y =
APPLICATION ELEMENTS . Mail Stop Patent Application Ho =
See MPEP ch 600 ing utili licati ADDRESS TO: P.O. Box 1450 g <
ee chapter conceming ulility patent application contents. Alexandria VA 22313-1450 doo =
1. E Fee Transmittal Form (e.g., PTO/SB/17) 7. E] CD-ROM or CD-R in duplicate, large table or 3 ff_ =
(Submit an original and a duplicate for fee processing) Computer Program (Appendix) ~ =
2.1 Applicant claims small entity status. 8. Nucleotide and/or Amino Acid Sequence Submission SZ a =
See 37 CFR 1.27. E (if applicable, all necessary) R =
3. Specification (Total Pages ] a. [J] Computer Readable Form (CRF) 'T: =
(preferred arrangement set forth below) b. Specification Sequence Listing on:
- Descriptive title of the Invention i. [J CD-ROM or CD-R (2 copies); or
- Cross Reference to Related Applications i. O paper !
- Statement Regarding Fed sponsored R & D .

- Reference to sequence listing, a table, c. [] Statements verifying identity of above copies

or a computer program listing appendix ACCOMPANYING APPLICATIONS PARTS

- Background of the Invention

- Brief Summary of the Invention 9. X Assignment Papers (cover sheet & document(s))
- Brief Description of the Drawings ( i filed) 10.0 37C.FR.3.73(b) Statement [] Power of

) ggian':g; Description (when there is an assignee) Attorney

- Abstract of the Disclosure

1.0 English Translation Document (if applicable)

4. Drawing(s) (35 U.S.C.113) [Total Sheetsm ] |12 X  Information Disclosure [ copies of IDS
X Formal [J Informal Statement (IDS)/PTO-1449 Citations

5. Oath or Declaration [Total Sheets b__] 13.[J  Preliminary Amendment

a. i

X Newly executed (original or copy)

b. [0 Copy from a prior application (37 CFR 1.63 (d))

(for a continuation/divisional with Box 18 completed) | 15- [J

i. (] DELETION OF INVENTOR(S) 16. [
Signed statement attached deleting inventor(s) :

named in the prior application, see 37 CFR (b)(2)(B)(i). Applicant must attach form PTO/SB/35
1.63(d)(2) and 1.33(b). or its equivalent.

6.0 Application Data Sheet. See 37 CFR 1.76 17.[J  Other:

14. Return Receipt Postcard (MPEP 503)
(Should be specifically itemized)
Certified Copy of Priority Document(s)
(if foreign prionity is claimed)
Nonpublication Request under 35 U.S.C. 122

18. If a CONTINUING APPLICATION, check appropriate box, and supply the requisite information below and in a preliminary amendment,

or in an Application Data Sheet under 37 CFR 1.76:

[ Continuation [ Divisional O Continuation-in-part (CIP) of prior application No: 09/ 558,210

Prior application information: Examiner Krisna Lim Art Unit: 2153

For CONTINUATION or DIVISIONAL APPS only: The entire disclosure of the prior application, from which an oath or declaration is supplied
under Box 5b, is considered a part of the disclosure of the accompanying or divisional application and is hereby incorporated by reference.
The incorporation can only be relied upon when a portion has been inadvertently omitted from the submitted application parts

19. CORRESPONDENCE ADDRESS
22907

B3 Customer Number or Bar Code Label or O Comespondence address below

{Insert Customer No. or Attach bar code label here)

Name

Address

City | State [ Zip Code

Country | Telephone | Fax

. ~ = . .
(Name (Print/Type) Ross A. Dannenberg Registration No. (Aftorney/Agent) 49,024
~ A N
LSignature (/4 U _,,_——%’_ Date | November 18, 2003
Y,

This collection of mfonnatxor_r is_ required by 37 CFR 1.53(b). The information is required to obtain or retain a benefit by the public which is to file (and by the

USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on
the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Mall Stop Patent Application, C. issl for P P.O. Box 1450, Alexandria, VA 22313-1450.

New Bay Capital, LLC
Ex.1015-Page 629 of 3151

P



LRV TN PRIV VY]

Approved for use through 07/31/2006. OMB 0651-0032
U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OM8 control aumber.

[ FEE TRANSMITTAL
for FY 2004

Effective 10/01/2003. Patent fees are subject to annual revision.

Complete if Known

Application Number

TBA

Filing Date

November 18, 2003

First Named inventor

Victor Larson

Examiner Name TBA
[J Applicant claims small entity status. See 37 CFR 1.27 Art Unit TBA
KTOTAL AMOUNT OF PAYMENT l ($) 1036 Attorney Docket No. | 000479.00111

METHOD OF PAYMENT (check all that apply)

FEE CALCULATION (continued)

3. ADDITIONAL FEES

O Check [J Creditcard [ Money [0 Other [J None
Order Large Entity | Small Entity
& Deposit Account:
Fee Fee Fee Fee
Deposit Code  ($) Code (8) Fee Description Fee Paid
Account 19-0733 1051 130 2051 65 Surcharge - late filing fee or oath
Number 1052 50 2052 25 Surcharge - late provisional filing fee
or cover sheet.
Deposit . 1053 130 1053 130  Non-English specification
ﬁg‘;’:m Banner & Witcoff, LTD. 1812 2520 | 1812 2,520 For filing a request for reexamination
- 1804 920° 1804 920*  Requesting publication of SIR prior to
The Director is authorized to: (check all that apply) Examiner action
[ Charge fee(s) indicated below [X) Credit any overpayments 1805  1,840"| 1805 1,840° Requesting publication of SIR after
[ Charge any aqdltu_onal fee(s) during the pendency_l of this application Examiner action
D) Charge feg(s) |pdlcated be_alow, except for the filing fee 1251 110 2251 55 Extension for reply within first month
to the above-identified deposit account. . L
1252 420 2252 210 Extension for reply within second
FEE CALCULATION : month
1. BASIC FILING FEE 1253 950 2253 475 Extension for reply within third month
Large Entity Small Entity 1254 1480 | 2254 740 Extension for reply within fourth
Fee Fee | Fee Fee  Fee Description month . L
Code %) Code (§) Fee Pald 1255 2,010 | 2255 1,005 Extension for reply within fifth month
1001 770 | 2001 385  Utility filing fee 770 1401 330 2401 165  Notice of Appeal
1002 340 | 2002 170 Design filing fee 1402 330 2402 165 Filing a brief in support of an appeal
1003 530 2003 265 Plant filing fee 1403 230 2403 145 Request for oral hearing
1004 770 2004 385 Reissue filing fee 1451 1,510 1451 1,510 Petitior:;o institute a public use
1005 160 | 2005 80  Provisional filling fee proceeding )
1452 110 2452 55 Petition to revive — unavoidable
SUBTOTAL (1) $) 770 1453 1,330 | 2453 665  Petition to revive — unintentional
1501 1,330 | 2501 665  Ultility issue fee (or reissue)
2. EXTRA CLAIM FEES FOR UTILITY AND REISSUE 1502 480 2502 240  Design issue fee
gf;;s :;eo me ';:fd 1503 640 | 2503 320  Plant issue fee
Total Claims 20 =[3 ] x [18 ] = 54 ] 1460 130 1460 130  Petitions to the Commissioner
Independent 1807 50 1807 50 Processing fee under 37 CFR 1.17 (q)
Claims 5 -3 =|2 X| 86 =172 1806 180 1806 180 g::r:{nission of Information Disclosure
Pl ot X [_:l = [E Recording each patent assignment
P 8021 40 8021 40 per property (times number of 40
LargeEntity | SmallEnti properties)
Fee Fee Fee Fee 1809 770 2809 385  Filing a submission after final rejection
Code ) | code (5) EeeDescription (37 CFR § 1.129(a))
1202 18 2202 9 Claims in excess of 20 1810 770 2810 385 For each additional invention to be
1201 86 2201 43 Independent claims in excess of 3 examined (37 CFR § 1.129(b))
1203 290 2203 145 Multiple dependent claim, if not paid 1801 770 2801 385 Request for Continued Examination (RCE)
** Reissue independent claims over
1204 86 204 43 hdinal patent P 1802 900 1802 900  Request for expedited examination
. ot L, of a design application
1205 18 2205 9 Reissue claims in excess of 20 and
over original patent
Other fee (specify)
SUBTOTAL (2) ($) 226
“Reduced by Basic Filing Fee Paid SUBTOTAL (3)
or number previously paid, if greater; For Reissues, see above
( susmITTED BY Complete (if applicable) A
Registration No.
Name (Print/Type) R,g§s A. Dannen mq (Attorney/Agent) 49,024 Telephone (202) 824-3153
LSagnature ‘ éoq,d_. j.___————?’%_\ Date November 18, 2003 )

WARNING: Information on this form may become public. Credit card information should not be
included on this form. Provide credit card information and authorization on PTO-2038.
This collection of information is required by 37 CFR 1.17 and 1.27. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to process) an

application. Confidentiality is govemed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complste, mdudmg gathering, preparing, and

submitting the

completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to complete this form and/or suggestions
for reducing this burden, shoutd be sent to the Chief Information Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450.

DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: C

i for P:

P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing this form, call 1-800-PT0-9199 (1-800-786-9199) and select option 2.

New Bay Capital, LLC
Ex.1015-Page 630 of 3151



Docket No. 000479.00111

AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING
SECURE DOMAIN NAMES

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims priority from and is a continuation patent application of co-
pending U.S. application serial number 09/558,210, filed April 26, 2000, which is a
continuation-in-part patent application of previously-filed U.S. application serial number
09/504,783, filed on February 15, 2000, now U.S. Pat. No. 6,502,135, issued December 31,
2002, which claims priority from and is a continuation-in-part patent application of previously-
filed U.S. application serial number 09/429,643, filed on October 29, 1999. The subject matter
of U.S. application serial number 09/429,643, which is bodily incorporated herein, derives from
provisional U.S. application numbers 60/106,261 (filed October 30, 1998) and 60/137,704 (filed
June 7, 1999). The present application is also related to U.S. application serial number (Atty
Docket No. 479.86838), filed April 26, 2000, and which is incorporated by reference herein.

BACKGROUND OF THé INVENTION

A tremendous variety of methods have been proposed and implemented to provide
security and anonymity for communications over the Internet. The variety stems, in part, from
the different needs of different Internet users. A basic heuristic framework to aid in discussing
these different security techniques is illustrated in FIG. 1. Two terminals, an originating terminal
100 and a destination terminal 110 are in communication over the Internet. It is desired for the
communications to be secure, that 1s, immune to eavesdropping. For example, terminal 100 may
transmit secret information to terminal 110 over the Internet 107. Also, it may be desired to
prevent an eavesdropper from discovering that terminal 100 is in communication with terminal
110. For example, if terminal 100 is a user and terminal 110 hosts a web site, terminal 100’s user
may not want anyone in the intervening networks to know what web sites he is "visiting."
Anonymity would thus be an issue, for example, for companies that want to keep their market
research interests private and thus would prefer to prevent outsiders from knowing which web-
sites or other Internet resources they are “visiting.” These two security issues may be called data

security and anonymity, respectively.
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Data security is usually tackled using some form of data encryption. An encryption key
48 1s known at both the originating and terminating terminals 100 and 110. The keys may be
private and public at the originating and destination terminals 100 and 110, respectively or they
may be symmetrical keys (the same key is used by both parties to encrypt and decrypt). Many
encryption methods are known and usable in this context.

To hide traffic from a local administrator or ISP, a user can employ a local proxy server
in communicating over an encrypted channel with an outside proxy such that the local
administrator or ISP only sees the encrypted traffic. Proxy servers prevent destination servers
from determining the identities of the originating clients. This system employs an intermediate
server interposed between client and destination server. The destination server sees only the
Internet Protocol (IP) address of the proxy server and not the originating client. The target server
only sees the address of the outside proxy. This scheme relies on a trusted outside proxy server.
Also, proxy schemes are vulnerable to traffic analysis methods of determining identities of
transmitters and receivers. Another important limitation of proxy servers is that the server knows
the identities of both calling and called parties. In many instances, an originating terminal, such
as terminal A, would prefer to keep its identity concealed from the proxy, for example, if the
proxy server is provided by an Intemnet service provider (ISP).

To defeat traffic analysis, a scheme called Chaum’s mixes employs a proxy server that
transmits and receives fixed length messages, including dummy messages. Multiple originating
terminals are connected through a mix (a server) to multiple target servers. It is difficult to tell
which of the originating terminals are communicating to which of the connected target servers,
and the dummy messages confuse eavesdroppers’ efforts to detect communicating pairs by
analyzing traffic. A drawback is that there is a risk that the mix server could be compromised.
One way to deal with this risk is to spread the trust among multiple mixes. If one mix is
compromised, the identities of the originating and target terminals may remain concealed. This
strategy requires a number of alternative mixes so that the intermediate servers interposed
between the originating and target terminals are not determinable except by compromising more
than one mix. The strategy wraps the message with multiple layers of encrypted addresses. The
first mix in a sequence can decrypt only the outer layer of the message to reveal the next
destination mix in sequence. The second mix can decrypt the message to reveal the next mix and

so on. The target server receives the message and, optionally, a multi-layer encrypted payload
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containing return information to send data back in the same fashion. The only way to defeat such
a mix scheme is to collude among mixes. If the packets are all fixed-length and intermixed with
dummy packets, there is no way to do any kind of traffic analysis.

Still another anonymity technique, called ‘cro\wds,’ protects the identity of the originating
terminal from the intermediate proxies by providing that originating terminals belong to groups
of proxies called crowds. The crowd proxies are interposed between originating and target
terminals. Each proxy through which the message is sent is randomly chosen by an upstream
proxy. Each intermediate proxy can send the message either to another randomly chosen proxy
in the “crowd” or to the destination. Thus, even crowd members cannot determine if a preceding
proxy is the originator of the message or if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous IP Protocol allows users to select up to any
of five different pseudonyms, while desktop software encrypts outgoing traffic and wraps it in
User Datagram Protocol (UDP) packets. The first server in a 2+-hop system gets the UDP
packets, strips off one layer of encryption to add another, then sends the traffic to the next server,
which strips off yet another layer of encryption and adds a new one. The user is permitted to
control the number of hops. At the final server, traffic is decrypted with an untraceable IP
address. The technique is called onion-routing. This method can be defeated using traffic
analysis. For a simple example, bursts of packets from a user during low-duty periods can reveal
the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized access and hostile exploitation or
damage to computers connected to the LAN. Firewalls provide a server through which all access
to the LAN must pass. Firewalls are centralized systems that require administrative overhead to
maintain. They can be compromised by virtual-machine applications (“applets™). They instill a
false sense of security that leads to security breaches for example by users sending sensitive
information to servers outside the firewall or encouraging use of modems to sidestep the firewall
security. Firewalls are not useful for distributed systems such as business travelers, extranets,
small teams, etc.

SUMMARY OF THE INVENTION

A secure mechanism for communicating over the internet, including a protocol referred

to as the Tunneled Agile Routing Protocol (TARP), uses a unique two-layer encryption format

and special TARP routers. TARP routers are similar in function to regular IP routers. Each
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TARP router has one or more IP addresses and uses normal IP protocol to send IP packet
messages (“packets” or “datagrams’). The IP packets exchanged between TARP terminals via
TARP routers are actually encrypted packets whose true destination address is concealed except
to TARP routers and servers. The normal or “clear” or “outside” IP header attached to TARP IP
packets contains only the address of a next hop router or destination server. That is, instead of
indicating a final destination in the destination field of the IP header, the TARP packet’s IP
header always points to a next-hop in a series of TARP router hops, or to the final destination.
This means there is no overt indication from an intercepted TARP packet of the true destination
of the TARP packet since the destination could always be next-hop TARP router as well as the
final destination.

Each TARP packet’s true destination is concealed behind a layer of encryption generated
using a link key. The link key is the encryption key used for encrypted communication between
the hops intervening between an originating TARP terminal and a destination TARP terminal.
Each TARP router can remove the outer layer of encryption to reveal the destination router for
each TARP packet. To identify the link key needed to decrypt the outer layer of encryption of a
TARP packet, a receiving TARP or routing terminal may identify the transmitting terminal by
the sender/receiver IP numbers in the cleartext IP header.

Once the outer layer of encryption is removed, the TARP router determines the final
destination. Each TARP packet 140 undergoes a minimum number of hops to help foil traffic
analysis. The hops may be chosen at random or by a fixed value. As a result, each TARP packet
may make random trips among a number of geographically disparate routers before reaching its
destination. Each trip is highly likely to be different for each packet composing a given message
because each trip is independently randomly determined. This feature is called agile routing. The
fact that different packets take different routes provides distinct advantages by making it difficult
for an interloper to obtain all the packets forming an entire multi-packet message. The associated
advantages have to do with the inner layer of encryption discussed below. Agile routing is
combined with another feature that furthers this purpose; a feature that ensures that any message
is broken into multiple packets.

The IP address of a TARP router can be changed, a feature called /P agility. Each TARP
router, independently or under direction from another TARP terminal or router, can change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the
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TARP address, is known only to TARP routers and terminals and may be correlated at any time
by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or
terminal changes its IP address, it updates the other TARP routers and terminals which in turn
update their respective LUTs.

The message payload is hidden behind an inner layer of encryption in the TARP packet
that can only be unlocked using a session key. The session key is not available to any of the
intervening TARP routers. The session key is used to decrypt the payloads of the TARP packets
permitting the data stream to be reconstructed.

Communication may be made private using link and session keys, which in turn may be
shared and used according to any desired method. For example, public/private keys or symmetric
keys may be used.

To transmit a data stream, a TARP originating terminal constructs a series of TARP
packets from a series of [P packets generated by a network (IP) layer process. (Note that the
terms “network layer,” ‘“data link layer,” “application layer,” etc. used in this specification
correspond to the Open Systems Interconnection (OSI) network terminology.) The payloads of
these packets are assembled into a block and chain-block encrypted using the session key. This
assumes, of course, that all the IP packets are destined for the same TARP terminal. The block is
then interleaved and the interleaved encrypted block is broken into a series of payloads, one for
each TARP packet to be generated. Special TARP headers IPt are then added to each payload
using the IP headers from the data stream packets. The TARP headers can be identical to normal
IP headers or customized in some way. They should contain a formula or data for deinterleaving
the data at the destination TARP terminal, a time-to-live (TTL) parameter to indicate the number
of hops still to be executed, a data type identifier which indicates whether the payload contains,
for example, TCP or UDP data, the sender’s TARP address, the destination TARP address, and
an indicator as to whether the packet contains real or decoy data or a formula for filtering out
decoy data if decoy data is spread in some way through the TARP payload data.

Note that although chain-block encryption is discussed here with reference to the session
key, any encryption method may be used. Preferably, as in chain block encryption, a method
should be used that makes unauthorized decryption difficult without an entire result of the

encryption process. Thus, by separating the encrypted block among multiple packets and making
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it difficult for an interloper to obtain access to all of such packets, the contents of the
communications are provided an extra layer of security.

Decoy or dummy data can be added to a stream to help foil traffic analysis by reducing
the peak-to-average network load. It may be desirable to provide the TARP process with an
ability to respond to the time of day or other criteria to generate more decoy data during low
traffic periods so that communication bursts at one point in the Internet cannot be tied to
communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized
packets permitting the interleave window size to be increased while maintaining a reasonable
size for each packet. (The packet size can be a single standard size or selected from a fixed range
of sizes.) One primary reason for desiring for each message to be broken into multiple packets is
apparent if a chain block encryption scheme is used to form the first encryption layer prior to
interleaving. A single block encryption may be applied to portion, or entirety, of a message, and
that portion or entirety then interleaved into a number of separate packets. Considering the agile
IP routing of the péckets, and the attendant difficulty of reconstructing an entire sequence of
packets to form a single block-encrypted message element, decoy packets can significantly
increase the difficulty of reconstructing an entire data stream.

The above scheme may be implemented entirely by processes operating between the data
link layer and the network layer of each server or terminal participating in the TARP system.
Because the encryption system described above is insertable between the data link and network
layers, the processes involved in supporting the encrypted communication may be completely
transparent to processes at the IP (network) layer and above. The TARP processes may also be
completely transparent to the data link layer processes as well. Thus, no operations at or above
the Network layer, or at or below the data link layer, are affected by the insertion of the TARP
stack. This provides additional security to all processes at or above the network layer, since the
difficulty of unauthorized penetration of the network layer (by, for example, a hacker) is
increased substantially. Even newly developed servers running at the session layer leave all
processes below the session layer vulnerable to attack. Note that in this architecture, security is
distributed. That is, notebook computers used by executives on the road, for example, can

communicate over the Internet without any compromise in security.
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IP address changes made by TARP terminals and routers can be done at regular intervals,
at random intervals, or upon detection of “attacks.” The variation of IP addresses hinders traffic
analysis that might reveal which computers are communicating, and also provides a degree of
immunity from attack. The level of immunity from attack is roughly proportional to the rate at
which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be
revealed, for example, by a regular series of messages indicating that a router is being probed in
some way. Upon detection of an attack, the TARP layer process may respond to this event by
changing its IP address. In addition, it may create a subprocess that maintains the original IP
address and continues interacting with the attacker in some manner.

Decoy packets may be generated by each TARP terminal on some basis determined by an
algorithm. For example, the algorithm may be a random one which calls for the generation of a
packet on a random basis when the terminal is idle. Alternatively, the algorithm may be
responsive to time of day or detection of low traffic to generate more decoy packets during low
traffic times. Note that packets are preferably generated in groups, rather than one by one, the
groups being sized to simulate real messages. In addition, so that decoy packets may be inserted
in normal TARP message streams, the background loop may have a latch that makes it more
likely to insert decoy packets when a message stream is being received. Alternatively, if a large
number of decoy packets is received along with regular TARP packets, the algorithm may
increase the rate of dropping of decoy packets rather than forwarding them. The result of
dropping and generating decoy packets in this way is to make the apparent incoming message
size different from the apparent outgoing message size to help foil traffic analysis.

In various other embodiments of the invention, a scalable version of the system may be
constructed in which a plurality of IP addresses are preassigned to each pair of communicating
nodes in the network. Each pair of nodes agrees upon an algorithm for “hopping” between IP
addresses (both sending and receiving), such that an eavesdropper sees apparently continuously
random IP address pairs (source and destination) for packets transmitted between the pair.
Overlapping or “reusable” IP addresses may be allocated to different users on the same subnet,
since each node merely verifies that a particular packet includes a valid source/destination pair

from the agreed-upon algorithm. Source/destination pairs are preferably not reused between any
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two nodes during any given end-to-end session, though limited IP block sizes or lengthy sessions
might require it.

Further improvements described in this continuation-in-part application include: (1) a
load balancer that distributes packets across different transmission paths according to
transmission path quality; (2) a DNS proxy server that transparently creates a virtual private
network in response to a domain name inquiry; (3) a large-to-small link bandwidth management
feature that prevents denial-of-service attacks at system chokepoints; (4) a traffic limiter that
regulates incoming packets by limiting the rate at which a transmitter can be synchronized with a
receiver; and (5) a signaling synchronizer that allows a large number of nodes to communicate
with a central node by partitioning the communication function between two separate entities

The present invention provides key technologies for implementing a secure virtual
Internet by using a new agile network protocol that is built on top of the existing Internet
protocol (IP). The secure virtual Internet works over the existing Internet infrastructure, and
interfaces with client applications the same way as the existing Internet. The key technologies
provided by the present invention that support the secure virtual Internet include a “one-click”
and “no-click” technique to become part of the secure virtual Internet, a secure domain name
service (SDNS) for the secure virtual Internet, and a new approach for interfacing specific client
applications onto the secure virtual Internet. According to the invention, the secure domain
name service interfaces with existing applications, in addition to providing a way to register and
serve domain names and addresses.

According to one aspect of the present invention, a user can conveniently establish a
VPN using a “one-click” or a “no-click” technique without being required to enter user
identification information, a password and/or an encryption key for establishing a VPN. The
advantages of the present invention are provided by a method for establishing a secure
communication link between a first computer and a second computer over a computer network,
such as the Internet. In one embodiment, a secure communication mode is enabled at a first
computer without a user entering any cryptographic information for establishing the secure
communication mode of communication, preferably by merely selecting an icon displayed on the
first computer. Alternatively, the secure communication mode of communication can be enabled
by entering a command into the first computer. Then, a secure communication link is

established between the first computer and a second computer over a computer network based on
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the enabled secure communication mode of communication. According to the invention, it is
determined whether a secure communication software module is stored on the first computer in
response to the step of enabling the secure communication mode of communication. A
predetermined computer network address is then accessed for loading the secure communication
software module when the software module is not stored on the first computer. Subsequently,
the proxy software module is stored in the first computer. The secure communication link is a
virtual private network communication link over the computer network. Preferably, the virtual
private network can be based on inserting into each data packet one or more data values that vary
according to a pseudo-random sequence. Alternatively, the virtual private network can be based
on a computer network address hopping regime that is used to pseudorandomly change computer
network addresses or other data values in packets transmitted between the first computer and the
second computer, such that the second computer compares the data values in each data packet
transmitted between the first computer and the second computer to a moving window of valid
values. Yet another alternative provides that the virtual private network can be based on a
comparison between a discriminator field in each data packet to a table of valid discriminator
fields maintained for the first computer.

According to another aspect of the invention, a command is entered to define a setup
parameter associated with the secure communication link mode of communication.
Consequently, the secure communication mode is automatically established when a
* communication link is established over the computer network.

The present invention also provides a computer system having a communication link to a
computer network, and a display showing a hyperlink for establishing a virtual private network
through the computer network. When the hyperlink for establishing the virtual private network
is selected, a virtual privaternetwork is established over the computer network. A non-standard
top-level domain name is then sent over the virtual private network communication to a
predetermined computer network address, such as a computer network address for a secure
domain name service (SDNS).

The present invention provides a domain name service that provides secure computer
network addresses for secure, non-standard top-level domain names. The advantages of the
present invention are provided by a secure domain name service for a computer network that

includes a portal connected to a computer network, such as the Internet, and a domain name
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database connected to the computer network through the portal. According to the invention, the
portal authenticates a query for a secure computer network address, and the domain name
database stores secure computer network addresses for the computer network. Each secure
computer network address is based on a non-standard top-level domain name, such as .scom,
.sorg, .snet, .snet, .sedu, .smil and .sint.

The present invention provides a way to encapsulate existing application network traffic
at the application layer of a client computer so that the client application can securely
communicate with a server protected by an agile network protocol. The advantages of the
present invention are provided by a method for communicating using a private communication
link between a client computer and a server computer over a computer network, such as the
Internet. According to the invention, an information packet is sent from the client computer to
the server computer over the computer network. The information packet contains data that is
inserted into the payload portion of the packet at the application layer of the client computer and
is used for forming a virtual private connection between the client computer and the server
computer. The modified information packet can be sent through a firewall before being sent
over the computer network to the server computer and by working on top of existing protocols
(i.e., UDP, ICMP and TCP), the present invention more easily penetrates the firewall. The
information packet is received at a kernel layer of an operating system on the server side. It is
then determined at the kernel layer of the operating system on the host computer whether the
information packet contains the data that is used for forming the virtual private connection. The
server side replies by sending an information packet to the client computer that has been
modified at the kemel layer to containing virtual private connection information in the payload
portion of the reply information packet. Preferably, the information packet from the client
computer and the reply information packet from the server side are each a UDP protocol
information packet. Alternative, both information packets could be a TCP/IP protocol
information packet, or an ICMP protocol information packet.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an illustration of secure communications over the Internet according to a prior
art embodiment.

FIG. 2 is an illustration of secure communications over the Internet according to a an

embodiment of the invention.
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FIG. 3a is an illustration of a process of forming a tunneled IP packet according to an
embodiment of the invention.

FIG. 3b is an illustration of a process of forming a tunneled IP packet according to
another embodiment of the invention.

FIG. 4 is an illustration of an OSI layer location of processes that may be used to
implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a tunneled packet according to an
embodiment of the invention.

FIG. 6 is a flow chart illustrating a process for forming a tunneled packet according to an
embodiment of the invention.

FIG. 7 is a flow chart illustrating a process for receiving a tunneled packet according to
an embodiment of the invention.

FIG. 8 shows how a secure session is established and synchronized between a client and a
TARP router.

FIG. 9 shows an IP address hopping scheme between a client computer and TARP router
using transmit and receive tables in each computer.

FIG. 10 shows physical link redundancy among three Internet Service Providers (ISPs)
and a client computer.

FIG. 11 shows how multiple IP packets can be embedded into a single “frame” such as an
Ethernet frame, and further shows the use of a discriminator field to camouflage true packet
recipients.

FIG. 12A shows a system that employs hopped hardware addresses, hopped IP addresses,
and hopped discriminator fields.

FIG. 12B shows several different approaches for hopping hardware addresses, IP
addresses, and discriminator fields in combination.

FIG. 13 shows a technique for automatically re-establishing synchronization between
sender and receiver through the use of a partially public sync value.

FIG. 14 shows a “checkpoint” scheme for regaining synchronization between a sender
and recipient.

FIG. 15 shows further details of the checkpoint scheme of FIG. 14.
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FIG. 16 shows how two addresses can be decomposed into a plurality of segments for
comparison with presence vectors.

FIG. 17 shows a storage array for a receiver’s active addresses.

FIG. 18 shows the receiver’s storage array after receiving a sync request.

FIG. 19 shows the receiver’s storage array after new addresses have been generated.

FIG. 20 shows a system employing distributed transmission paths.

FIG. 21 shows a plurality of link transmission tables that can be used to route packets in
the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value distributions associated with a
plurality of transmission links.

FIG. 22B shows a flowchart for setting a weight value to zero if a transmitter turns off.

FIG. 23 shows a system employing distributed transmission paths with adjusted weight
value distributions for each path.

FIG. 24 shows an example using the system of FIG. 23.

FIG. 25 shows a conventional domain-name look-up service.

FIG. 26 shows a system employing a DNS proxy server with transparent VPN creation.

FIG. 27 shows steps that can be carried out to implement transparent VPN creation based
on a DNS look-up function.

FIG. 28 shows a system including a link guard function that prevents packet overloading
on a low-bandwidth link LOW BW.

FIG. 29 shows one embodiment of a system employing the principles of FIG. 28.

FIG. 30 shows a system that regulates packet transmission rates by throttling the rate at
which synchronizations are performed.

FIG. 31 shows a signaling server 3101 and a transport server 3102 used to establish a
VPN with a client computer.

FIG. 32 shows message flows relating to synchronization protocols of FIG. 31.

FIG. 33 shows a system block diagram of a computer network in which the “one-click”
secure communication link of the present invention is suitable for use.

FIG. 34 shows a flow diagram for installing and establishing a “one-click” secure

communication link over a computer network according to the present invention.
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FIG. 35 shows a flow diagram for registering a secure domain name according to the
present invention.

FIG. 36 shows a system block diagram of a computer network in which a private
connection according to the present invention can be configured to more easily traverse a
firewall between two computer networks.

FI1G. 37 shows a flow diagram for establishing a virtual private connection that is
encapsulated using an existing network protocol.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIG. 2, a secure mechanism for communicating over the internet employs a
number of special routers or servers, called TARP routers 122-127 that are similar to regular IP
routers 128-132 in that each has one or more IP addresses and uses normal IP protocol to send
normal-looking IP packet messages, called TARP packets 140. TARP packets 140 are identical
to normal IP packet messages that are routed by regular IP routers 128-132 because each TARP
packet 140 contains a destination address as in a normal IP packet. However, instead of
indicating a final destination in the destination field of the IP header, the TARP packet’s 140 IP
header always points to a next-hop in a series of TARP router hops, or the final destination,
TARP terminal 110. Because the header of the TARP packet contains only the next-hop
destination, there is no overt indication from an intercepted TARP packet of the true destination
of the TARP packet 140 since the destination could always be the next-hop TARP router as well
as the final destination, TARP terminal 110.

Each TARP packet’s true destination is concealed behind an outer layer of encryption
generated using a link key 146. The link key 146 is the encryption key used for encrypted
communication between the end points (TARP terminals or TARP routers) of a single link in the
chain of hops connecting the originating TARP terminal 100 and the destination TARP terminal
110. Each TARP router 122-127, using the link key 146 it uses to communicate with the
previous hop in a chain, can use the link key to reveal the true destination of a TARP packet. To
identify the link key needed to decrypt the outer layer of encryption of a TARP packet, a
receiving TARP or routing terminal may identify the transmitting terminal (which may indicate
the link key used) by the sender field of the clear IP header. Alternatively, this identity may be
hidden behind another layer of encryption in available bits in the clear IP header. Each TARP

router, upon receiving a TARP message, determines if the message is a TARP message by using
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authentication data in the TARP packet. This could be recorded in available bytes in the TARP
packet’s IP header. Alternatively, TARP packets could be authenticated by attempting to decrypt
using the link key 146 and determining if the results are as expected. The former may have
computational advantages because it does not involve a decryption process.

Once the outer layer of decryption is completed by a TARP router 122-127, the TARP
router determines the final destination. The system is preferably designed to cause each TARP
packet 140 to undergo a minimum number of hops to help foil traffic analysis. The time to live
counter in the IP header of the TARP message may be used to indicate a number of TARP router
hops yet to be completed. Each TARP router then would decrement the counter and determine
from that whether it should forward the TARP packet 140 to another TARP router 122-127 or to
the destination TARP terminal 110. If the time to live counter is zero or below zero after
decrementing, for an example of usage, the TARP router receiving the TARP packet 140 may
forward the TARP packet 140 to the destination TARP terminal 110. If the time to live counter is
above zero after decrementing, for an example of usage, the TARP router receiving the TARP
packet 140 may forward the TARP packet 140 to a TARP router 122-127 that the current TARP
terminal chooses at random. As -a result, each TARP packet 140 is routed through some
minimum number of hops of TARP routers 122-127 which are chosen at random.

Thus, each TARP packet, irrespective of the traditional factors determining traffic in the
Internet, makes random trips among a number of geographically disparate routers before
reaching its destination and each trip is highly likely to be different for each packet composing a
given message because each trip is independently randomly determined as described above. This
feature is called agile routing. For reasons that will become clear shortly, the fact that different
packets take different routes provides distinct advantages by making it difficult for an interloper
to obtain all the packets forming an entire multi-packet message. Agile routing is combined with
another feature that furthers this purpose, a feature that ensures that any message is broken into
multiple packets.

A TARP router receives a TARP packet when an IP address used by the TARP router
coincides with the IP address in the TARP packet’s IP header IPc. The IP address of a TARP
router, however, may not remain constant. To avoid and manage attacks, each TARP router,
independently or under direction from another TARP terminal or router, may change its IP

address. A separate, unchangeable identifier or address is also defined. This address, called the
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TARP address, is known only to TARP routers and terminals and may be correlated at any time
by a TARP router or a TARP terminal using a Lookup Table (LUT). When a TARP router or
terminal changes its IP address, it updates the other TARP routers and terminals which in turn
update their respective LUTs. In reality, whenever a TARP router looks up the address of a
destination in the encrypted header, it must convert a TARP address to a real IP address using its
LUT.

While every TARP router receiving a TARP packet has the ability to determine the
packet’s final destination, the message payload is embedded behind an inner layer of encryption
in the TARP packet that can only be unlocked using a session key. The session key is not
available to any of the TARP routers 122-127 intervening between the originating 100 and
destination 110 TARP terminals. The session key is used to decrypt the payloads of the TARP
packets 140 permitting an entire message to be reconstructed.

In one embodiment, communication may be made private using link and session keys,
which in turn may be shared and used according any desired method. For example, a public key
or symmetric keys may be communicated between link or session endpoints using a public key
method. Any of a variety of other mechanisms for securing data to ensure that only authorized
computers can have access to the private information in the TARP packets 140 may be used as
desired.

Referring to FIG. 3a, to construct a series of TARP packets, a data stream 300 of IP
packets 207a, 207b, 207c, etc., such series of packets being formed by a network (IP) layer
process, is broken into a series of small sized segments. In the present example, equal-sized
segments 1-9 are defined and used to construct a set of interleaved data packets A, B, and C.
Here it is assumed that the number of interleaved packets A, B, and C formed is three and that
the number of IP packets 207a-207c used to form the three interleaved packets A, B, and C is
exactly three. Of course, the number of IP packets spread over a group of interleaved packets
may be any convenient number as may be the number of interleaved packets over which the
incoming data stream is spread. The latter, the number of interleaved packets over which the data
stream is spread, is called the interleave window.

To create a packet, the transmitting software interleaves the normal IP packets 207a et.
seq. to form a new set of interleaved payload data 320. This payload data 320 is then encrypted

using a session key to form a set of session-key-encrypted payload data 330, each of which, A,
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B, and C, will form the payload of a TARP packet. Using the IP header data, from the original
packets 207a-207c, new TARP headers IPy are formed. The TARP headers IPt can be identical
to normal IP headers or customized in some way. In a preferred embodiment, the TARP headers
IPt are IP headers with added data providing the following information required for routing and
reconstruction of messages, some of which data is ordinarily, or capable of being, contained in
normal IP headers:

1. A window sequence number — an identifier that indicates where the packet
belongs in the original message sequence.

2. An interleave sequence number — an identifier that indicates the interleaving
sequence used to form the packet so that the packet can be deinterleaved along with
other packets in the inferleave window.

3. A time-to-live (TTL) datum — indicates the number of TARP-router-hops to
be executed before the packet reaches its destination. Note that the TTL parameter
may provide a datum to be used in a probabilistic formula for determining whether to

route the packet to the destination or to another hop.

4. Data type identifier — indicates whether the payload contains, for example,
TCP or UDP data.

5. Sender’s address — indicates the sender’s address in the TARP network.

6. Destination address — indicates the destination terminal’s address in the TARP
network.

7. Decoy/Real — an indicator of whether the packet contains real message data or

dummy decoy data or a combination.

Obviously, the packets going into a single interleave window must include only packets
with a common destination. Thus, it is assumed in the depicted example that the IP headers of IP
packets 207a-207¢ all contain the same destination address or at least will be received by the
same terminal so that they can be deinterleaved. Note that dummy or decoy data or packets can
be added to form a larger interleave window than would otherwise be required by the size of a
given message. Decoy or dummy data can be added to a stream to help foil traffic analysis by
leveling the load on the network. Thus, it may be desirable to provide the TARP process with an

ability to respond to the time of day or other criteria to generate more decoy data during low
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traffic periods so that communication bursts at one point in the Internet cannot be tied to
communication bursts at another point to reveal the communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuously-sized
packets permitting the interleave window size to be increased while maintaining a reasonable
size for each packet. (The packet size can be a single standard size or selected from a fixed range
of sizes.) One primary reason for desiring for each message to be broken into multiple packets is
apparent if a chain block encryption scheme is used to form the first encryption layer prior to
interleaving. A single block encryption may be applied to a portion, or the entirety, of a message,
and that portion or entirety then interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP packet construction, a series of IP
packéts are accumulated to make up a predefined interleave window. The payloads of the
packets are used to construct a single block 520 for chain block encryption using the session key.
The payloads used to form the block are presumed to be destined for the same terminal. The
block size may coincide with the interleave window as depicted in the example embodiment of
FIG. 3b. After encryption, the encrypted block is broken into separate payloads and segments
which are interleaved as in the embodiment of Fig 3a. The resulting interleaved packets A, B,
and C, are then packaged as TARP packets with TARP headers as in the Example of FIG. 3a.
The remaining process is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP packets 340 are formed, each entire TARP packet 340, including the
TARP header IPr, is encrypted using the link key for communication with the first-hop-TARP
router. The first hop TARP router is randomly chosen. A final unencrypted IP header IP¢ is
added to each encrypted TARP packet 340 to form a normal IP packet 360 that can be
transmitted to a TARP router. Note that the process of constructing the TARP packet 360 does
not have to be done in stages as described. The above description is just a useful heuristic for
describing the final product, namely, the TARP packet.

Note that, TARP header IPt could be a completely custom header configuration with no
similarity to a normal IP header except that it contain the information identified above. This is so
since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by processes operating between the data
link layer and the network layer of each server or terminal participating in the TARP system.

Referring to FIG. 4, a TARP transceiver 405 can be an originating terminal 100, a destination
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terminal 110, or a TARP router 122-127. In each TARP Transceiver 405, a transmitting process
is generated to receive normal packets from the Network (IP) layer and generate TARP packets
for communication over the network. A receiving process is generated to receive normal IP
packets containing TARP packets and generate from these normal IP packets which are “passed
up” to the Network (IP) layer. Note that where the TARP Transceiver 405 is a router, the
received TARP packets 140 are not processed into a stream of IP packets 415 because they need
only be authenticated as proper TARP packets and then passed to another TARP router or a
TARP destination terminal 110. The intervening process, a “TARP Layer” 420, could be
combined with either the data link layer 430 or the Network layer 410. In either case, it would
intervene between the data link layer 430 so that the process would receive regular IP packets
containing embedded TARP packets and “hand up” a series of reassembled IP packets to the
Network layer 410. As an example of combining the TARP layer 420 with the data link layer
430, a program may augment the normal processes running a communications card, for example,
an Ethernet card. Alternatively, the TARP layer processes may form part of a dynamically
loadable module that is loaded and executed to support communications between the network
and data link layers.

Because the encryption system described above can be inserted between the data link and
network layers, the processes involved in supporting the encrypted communication may be
completely transparent to processes at the IP (network) layer and above. The TARP processes
may also be completely transparent to the data link layer processes as well. Thus, no operations
at or above the network layer, or at or below the data link layer, are affected by the insertion of
the TARP stack. This provides additional security to all processes at or above the network layer,
since the difficulty of unauthorized penetration of the network layer (by, for example, a hacker)
is increased substantially. Even newly developed servers running at the session layer leave all
processes below the session layer vulnerable to attack. Note that in this architecture, security is
distributed. That is, notebook computers used by executives on the road, for example, can
communicate over the Internet without any compromise in security.

Note that IP address changes made by TARP terminals and routers can be done at regular
intervals, at random intervals, or upon detection of “attacks.” The variation of IP addresses

hinders traffic analysis that might reveal which computers are communicating, and also provides

18

New Bay Capital, LLC
Ex.1015-Page 648 of 3151



Docket No. 000479.00111

a degree of immunity from attack. The level of immunity from attack is roughly proportional to
the rate at which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may be
revealed, for example, by a regular series of messages indicates that a router is being probed in
some way. Upon detection of an attack, the TARP layer process may respond to this event by
changing its IP address. To accomplish this, the TARP process will construct a TARP-formatted
message, in the style of Internet Control Messagé Protocol (ICMP) datagrams as an example;
this message will contain the machine’s TARP address, its previous IP address, and its new IP
address. The TARP layer will transmit this packet to at least one known TARP router; then upon
receipt and validation of the message, the TARP router will update its LUT with the new IP
address for the stated TARP address. The TARP router will then format a similar message, and
broadcast it to the other TARP routers so that they may update their LUTs. Since the total
number of TARP routers on any given subnet is expected to be relatively small, this process of
updating the LUTs should be relatively fast. It may not, however, work as well when there is a
relatively large number of TARP routers and/or a relatively large number of clients; this has
motivated a refinement of this architecture to provide scalability; this refinement has led to a
second embodiment, which is discussed below.

Upon detection of an attack, the TARP process may also create a subprocess that
maintains the original IP address and continues interacting with the attacker. The latter may
provide an opportunity to trace the attacker or study the attacker’s methods (called “fishbowling”
drawing upon the analogy of a small fish in a fish bowl that “thinks” it is in the ocean but is
actually under captive observation). A history of the communication between the attacker and the
abandoned (fishbowled) IP address can be recorded or transmitted for human analysis or further
synthesized for purposes of responding in some way.

As mentioned above, decoy or dummy data or packets can be added to outgoing data
streams by TARP terminals or routers. In addition to making it convenient to spread data over a
larger number of separate packets, such decoy packets can also help to level the load on inactive
portions of the Internet to help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal 100, 110 or each router 122-
127 on some basis determined by an algorithm. For example, the algorithm may be a random one

which calls for the generation of a packet on a random basis when the terminal is idle.
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Alternatively, the algorithm may be responsive to time of day or detection of low traffic to
generate more decoy packets during low traffic times. Note that packets are preferably generated
in groups, rather than one by one, the groups being sized to simulate real messages. In addition,
so that decoy packets may be inserted in normal TARP message streams, the background loop
may have a latch that makes it more likely to insert decoy packets when a message stream is
being received. That is, when a series of messages are received, the decoy packet generation rate .
may be increased. Alternatively, if a large number of decoy packets is recei.ved along with
regular TARP packets, the algorithm may increase the rate of dropping of decoy packets rather
than forwarding them. The result of dropping and generating decoy packets in this way is to
make the apparent incoming message size different from the apparent outgoing message size to
help foil traffic analysis. The rate of reception of packets, decoy or otherwise, may be indicated
to the decoy packet dropping and generating processes through perishable decoy and regular
packet counters. (A perishable counter is one that resets or decrements its value in response to
time so that it contains a high value when it is incremented in rapid succession and a small value
when incremented either slowly or a small number of times in rapid succession.) Note that
destination TARP terminal 110 may generate decoy packets equal in number and size to those
TARP packets received to make it appear it is merely routing packets and is therefore not the
destination terminal.

Referring to FIG. 5, the following particular steps may be employed in the above-
described method for routing TARP packets.

e S0. A background loop operation is performed which applies an algorithm which determines
the generation of decoy IP packets. The loop is interrupted when an encrypted TARP packet
is received.

e S2. The TARP packet may be probed in some way to authenticate the packet before
attempting to decrypt it using the link key. That is, the router may determine that the packet
is an authentic TARP packet by performing a selected operation on some data included with
the clear IP header attached to the encrypted TARP packet contained in the payload. This
makes it possible to avoid performing decryption on packets that are not authentic TARP

packets.
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S3. The TARP packet is decrypted to expose the destination TAR}; address and an indication
of whether the packet is a decoy packet or part of a real message.

S4. If the packet is a decoy packet, the perishable decoy counter is incremented.

S5. Based on the decoy generation/dropping algorithm and the perishable decoy counter
value, if the packet is a decoy packet, the router may choose to throw it away. If the received
packet is a decoy packet and it is determined that it should be thrown away (S6), control
returns to step SO.

S7. The TTL parameter of the TARP header is decremented and it is determined if the TTL
parameter is greater than zero.

S8. If the TTL parameter is greater than zero, a TARP address is randomly chosen from a list
of TARP addresses maintained by the router and the link key and IP address corresponding
to that TARP address memorized for use in creating a new IP packet containing the TARP
packet.

S9. If the TTL parameter is zero or less, the link key and IP address corresponding to the
TARP address of the destination are memorized for use in creating the new IP packet
containing the TARP packet.

S10. The TARP packet is encrypted using the memorized link key.

S11. An IP header is added to the packet that contains the stored IP address, the encrypted
TARP packet wrapped with an [P header, and the completed packet transmitted to the next

hop or destination.

Referring to FIG. 6, the following particular steps may be employed in the above-

described method for generating TARP packets.

S20. A background loop operation applies an algorithm that determines the generation of
decoy IP packets. The loop is interrupted when a data stream containing IP packets is
received for transmission.

S21. The received IP packets are grouped into a set consisting of messages with a constant IP
destination address. The set is further broken down to coincide with a maximum size of an
interleave window The set is encrypted, and interleaved into a set of payloads destined to

become TARP packets.
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e S22. The TARP address corresponding to the IP address is determined from a lookup table
and stored to generate the TARP header. An initial TTL count is generated and stored in the
header. The TTL count may be random with minimum and maximum values or it may be
fixed or determined by some other parameter.

e S23. The window sequence numbers and interleave sequence numbers are recorded in the
TARP headers of each packet.

e S24. One TARP router address is randomly chosen for each TARP packet and the IP address
corresponding to it stored for use in the clear IP header. The link key corresponding to this
router is identified and used to encrypt TARP packets containing interleaved and encrypted
data and TARP headers.

e S25. A clear IP header with the first hop router’s real [P address is generated and added to
each of the encrypted TARP packets and the resulting packets.

Referring to FIG. 7, the following particular steps may be employed in the above-
described method for receiving TARP packets. '

e S40. A background loop operation is performed which applies an algorithm which
determines the generation of decoy IP packets. The loop is interrupted when an encrypted
TARP packet is received.

e S42. The TARP packet may be probed to authenticate the packet before attempting to
decrypt it using the link key.

e S43. The TARP packet is decrypted with the appropriate link key to expose the destination
TARP address and an indication of whether the packet is a decoy packet or part of a real
message.

e S44. If the packet is a decoy packet, the perishable decoy counter is incremented.

e S45. Based on the decoy generation/dropping algorithm and the perishable decoy counter
value, if the packet is a decoy packet, the receiver may choose to throw it away.

e S46. The TARP packets are cached until all packets forming an interleave window are
received.

e S47. Once all packets of an interleave window are received, the packets are deinterleaved.
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e S548. The packets block of combined packets defining the interleave window is then
decrypted using the session key.

e S49. The decrypted block is then divided using the window sequence data and the IPy
headers are converted into normal IP¢ headers. The window sequence numbers are integrated
in the IP¢ headers.

e S50. The packets are then handed up to the IP layer processes.

1. SCALABILITY ENHANCEMENTS

The IP agility feature described above relies on the ability to transmit IP address changes
to all TARP routers. The embodiments including this feature will be referred to as “boutique”
embodiments due to potential limitations in scaling these features up for a large network, such as
the Internet. (The “boutique” embodiments would, however, be robust for use in smaller
networks, such as small virtual private networks, for example). One problem with the boutique
embodiments is that if IP address changes are to occur frequently, the message traffic required to
update all routers sufficiently quickly creates a serious burden on the Internet when the TARP
router and/or client population gets large. The bandwidth burden added to the networks, for
example in ICMP packets, that would be used to update all the TARP routers could overwhelm
the Internet for a large scale implementation that approached the scale of the Internet. In other
words, the boutique system’s scalability is limited.

A system can be constructed which trades some of the features of the above embodiments
to provide the benefits of IP agility without the additional messaging burden. This is
accomplished by IP address-hopping according to shared algorithms that govern IP addresses
used between links participating in communications sessions between nodes such as TARP
nodes. (Note that the IP hopping technique is also applicable to the boutique embodiment.) The
IP agility feature discussed with respect to the boutique system can be modified so that it
becomes decentralized under this scalable regime and governed by the above-described shared
algorithm. Other features of the boutique system may be combined with this new type of IP-
agility.

The new embodiment has the advantage of providing IP agility governed by a local
algorithm and set of IP addresses exchanged by each communicating pair of nodes. This local

governance is session-independent in that it may govern communications between a pair of
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nodes, irrespective of the session or end points being transferred between the directly
communicating pair of nodes.

In the scalable embodiments, blocks of IP addresses are allocated to each node in the
network. (This scalability will increase in the future, when Internet Protocol addresses are
increased to 128-bit fields, vastly increasing the number of distinctly addressable nodes). Each
node can thus use any of the IP addresses assigned to that node to communicate with other nodes
in the network. Indeed, each pair of communicating nodes can use a plurality of source IP
addresses and destination IP addresses for communicating with each other.

Each communicating pair of nodes in a chain participating in any session stores two
blocks of IP addresses, called netblocks, and an algorithm and randomization seed for selecting,
from each netblock, the next pair of source/destination IP addresses that will be used to transmit
the next message. In other words, the algorithm governs the sequential selection of IP-address
pairs, one sender and one receiver IP address, from each netblock. The combination of algorithm,
seed, and netblock (IP address block) will be called a “hopblock.” A router issues separate
transmit and receive hopblocks to its clients. The send address and the receive address of the IP
header of each outgoing packet sent by the client are filled with the send and receive IP
addresses generated by the algorithm. The algorithm is “clocked” (indexed) by a counter so that
each time a pair is used, the algorithm turns out a new transmit pair for the next packet to be sent.

The router’s receive hopblock is identical to the client’s transmit hopblock. The router
uses the receive hopblock to predict what the send and receive IP address pair for the next
expected packet from that client will be. Since packets can be received out of order, it is not
possible for the router to predict with certainty what IP address pair will be on the next
sequential packet. To account for this problem, the router generates a range of predictions
encompassing the number of possible transmitted packet send/receive addresses, of which the
next packet received could leap ahead. Thus, if there is a vanishingly small probability that a
given packet will arrive at the router ahead of 5 packets transmitted by the client before the given
packet, then the router can generate a series of 6 send/receive IP address pairs (or “hop window)
to compare with the next received packet. When a packet is received, it is marked in the hop
window as such, so that a second packet with the same IP address pair will be discarded. If an

out-of-sequence packet does not arrive within a predetermined timeout period, it can be
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requested for retransmission or simply discarded from the receive table, depending upon the
protocol in use for that communications session, or possibly by convention.

When the router receives the client’s packet, it compares the send and receive IP
addresses of the packet with the next N predicted send and receive IP address pairs and rejects
the packet if it is not a member of this set. Received packets that do not have the predicted
source/destination IP addresses falling with the window are rejected, thus thwarting possible
hackers. (With the number of possible combinations, even a fairly large window would be hard
to fall into at random.) If it is a member of this set, the router accepts the packet and processes it
further. This link-based IP-hopping strategy, referred to as “IHOP,” is a network element that
stands on its own and is not necessarily accompanied by elements of the boutique system
described above. If the routing agility feature described in connection with the boutique
embodiment is combined with this link-based IP-hopping strategy, the router’s next step would
be to decrypt the TARP header to determine the destination TARP router for the packet and
determine what should be the next hop for the packet. The TARP router would then forward the
packet to a random TARP router or the destination TARP router with which the source TARP
router has a link-based IP hopping communication established.

Figure 8 shows how a client computer 801 and a TARP router 811 can establish a secure
session. When client 801 seeks to establish an IHOP session with TARP router 811, the client
801 sends “secure synchronization” request (“SSYN”) packet 821 to the TARP router 811. This
SYN packet 821 contains the client’s 801 authentication token, and may be sent to the router 811
in an encrypted format. The source and destination IP numbers on the packet 821 are the client’s
801 current fixed IP address, and a “known” fixed IP address for the router 811. (For security
purposes, it may be desirable to reject any packets from outside of the local network that are
destined for the router’s known fixed IP address.) Upon receipt and validation of the client’s 801
SSYN packet 821, the router 811 responds by sending an encrypted “secure synchronization
acknowledgment” (“SSYN ACK”) 822 to the client 801. This SSYN ACK 822 will contain the
transmit and receive hopblocks that the client 801 will use when communicating with the TARP
router 811. The client 801 will acknowledge the TARP router’s 811 response packet 822 by
generating an encrypted SSYN ACK ACK packet 823 which will be sent from the client’s 801
fixed IP address and to the TARP router’s 811 known fixed IP address. The client 801 will
simultaneously generate a SSYN ACK ACK packet; this SSYN ACK packet, referred to as the
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Secure Session Initiation (SSI) packet 824, will be sent with the first {sender, receiver} IP pair in
the client’s transmit table 921 (FIG. 9), as specified in the transmit hopblock provided by the
TARP router 811 in the SSYN ACK packet 822. The TARP router 811 will respond to the SSI
packet 824 with an SSI ACK packet 825, which will be sent with the first {sender, receiver} 1P
pair in the TARP router’s transmit table 923. Once these packets have been successfully
exchanged, the secure communications session is established, and all further secure
communications between the client 801 and the TARP router 811 will be conducted via this
secure session, as long as synchronization is maintained. If synchronization is lost, then the client
801 and TARP router 802 may re-establish the secure session by the procedure outlined in
Figure 8 and described above.

While the secure session is active, both the client 901 and TARP router 911 (FIG. 9) will
maintain their respective transmit tables 921, 923 and receive tables 922, 924, as provided by the
TARP router during session synchronization 822. It is important that the sequence of IP pairs in
the client’s transmit table 921 be identical to those in the TARP router’s receive table 924;
similarly, the sequence of IP pairs in the client’s receive table 922 must be identical to those in
the router’s transmit table 923. This is required er the session synchronization to be maintained.
The client 901 need maintain only one transmit table 921 and one receive table 922 during the
course of the secure session. Each sequential packet sent by the client 901 will employ the next
{send, receive} IP address pair in the transmit table, regardless of TCP or UDP session. The
TARP router 911 will expect each packet arriving from the client 901 to bear the next IP address
pair shown in its receive table.

Since packets can arrive out of order, however, the router 911 can maintain a “look
ahead” buffer in its receive table, and will mark previously-received IP pairs as invalid for future
packets; any future packet containing an IP pair that is in the look-ahead buffer but is marked as
previously received will be discarded. Communications from the TARP router 911 to the client
901 are maintained in an identical manner; in particular, the router 911 will select the next IP
address pair from its transmit table 923 when constructing a packet to send to the client 901, and
the client 901 will maintain a look-ahead buffer of expected IP pairs on packets that it is
receiving. Each TARP router will maintain separate pairs of transmit and receive tables for each

client that is currently engaged in a secure session with or through that TARP router.
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While clients receive their hopblocks from the first server linking them to the Internet,
routers exchange hopblocks. When a router establishes a link-based IP-hopping communication
regime with another router, each router of the pair exchanges its transmit hopblock. The transmit
hopblock of each router becomes the receive hopblock of the other router. The communication
between routers is governed as described by the example of a client sending a packet to the first
router. v

While the above strategy works fine in the IP milieu, many local networks that are
connected to the Internet are Ethernet systems. In Ethernet, the IP addresses of the destination
devices must be translated into hardware addresses, and vice versa, using known processes
(“address resolution protocol,” and “reverse address resolution protocol””). However, if the link-
based IP-hopping strategy is employed, the correlation process would become explosive and
burdensome. An alternative to the link-based IP hopping strategy may be employed within an
Ethernet network. The solution is to provide that the node linking the Internet to the Ethernet
(call it the border node) use the link-based IP-hopping communication regime to communicate
with nodes outside the Ethernet LAN. Within the Ethernet LAN, each TARP node would have a
single IP address which would be addressed in the conventional way. Instead of comparing the
{sender, receiver} IP address pairs to authenticate a packet, the intra-LAN TARP node would
use one of the IP header extension fields to do so. Thus, the border node uses an algorithm
shared by the intra-LAN TARP node to generate a symbol that is stored in the free field in the IP
header, and the intra-LAN TARP node generates a range of symbols based on its prediction of
the next expected packet to be received from that particular source IP address. The packet is
rejected if it does not fall into the set of predicted symbols (for example, numerical values) or is
accepted if it does. Communications from the intra-LAN TARP node to the border node are
accomplished in the same manner, though the algorithm will necessarily be different for security
reasons. Thus, each of the communicating nodes will generate transmit and receive tables in a
similar manner to that of Figure 9; the intra-LAN TARP nodes transmit table will be identical to
the border node’s receive table, and the intra-LAN TARP node’s receive table will be identical to
the border node’s transmit table.

The algorithm used for IP address-hopping can be any desired algorithm. For example,
the algorithm can be a given pseudo-random number generator that generates numbers of the

range covering the allowed IP addresses with a given seed. Alternatively, the session participants
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can assume a certain type of algorithm and specify simply a parameter for applying the
algorithm. For example the assumed algorithm could be a particular pseudo-random number
generator and the session participants could simply exchange seed values.

Note that there is no permanent physical distinction between the originating and

 destination terminal nodes. Either device at either end point can initiate a synchronization of the
pair. Note also that the authentication/synchronization-request (and acknowledgment) and
hopblock-exchange may all be served by a single message so that separate message exchanges
may not be required.

As another extension to the stated architecture, multiple physical paths can be used by a
client, in order to provide link redundancy and further thwart attempts at denial of service and
traffic monitoring. As shown in Figure 10, for example, client 1001 can establish three
simultaneous sessions with each of three TARP routers provided by different ISPs 1011, 1012,
1013. As an example, the client 1001 can use three different telephone lines 1021, 1022, 1023 to
connect to the ISPs, or two telephone lines and a cable modem, etc. In this scheme, transmitted
packets will be sent in a random fashion among the different physical paths. This architecture
provides a high degree of communications redundancy, with improved immunity from denial-of-
service attacks and traffic monitoring.

2. FURTHER EXTENSIONS

The following describes various extensions to 'the techniques, systems, and methods
described above. As described above, the security of communications occurring between
computers in a computer network (such as the Internet, an Ethernet, or others) can be enhanced
by using seemingly random source and destination Internet Protocol (IP) addresses for data
packets transmitted over the network. This feature prevents eavesdroppers from determining
which computers in the network are communicating with each other while permitting the two
communicating computers to easily recognize whether a given received data packet is legitimate
or not. In one embodiment of the above-described systems, an IP header extension field is used
to authenticate incoming packets on an Ethernet.

Various extensions to the previously described techniques described herein include: (1)
use of hopped hardware or “MAC” addresses in broadcast type network; (2) a self-
synchronization technique that permits a computer to automatically regain synchronization with

a sender; (3) synchronization algorithms that allow transmitting and receiving computers to
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quickly re-establish synchronization in the event of lost packets or other events; and (4) a fast-
packet rejection mechanism for rejecting invalid packets. Any or all of these extensions can be
combined with the features described above in any of various ways.

A. Hardware Address Hopping

Internet protocol-based communications techniques on a LAN—or across any dedicated
physical medium—typically embed the IP packets within lower-level packets, often referred to
as “frames.” As shown in FIG. 11, for example, a first Ethernet frame 1150 comprises a frame
header 1101 and two embedded IP packets IP1 and IP2, while a second Ethemet frame 1160
comprises a different frame header 1104 and a single IP packet IP3. Each frame header
generally includes a source hardware address 1101 A and a destination hardware address 1101B;
other well-known fields in frame headers are omitted from FIG. 11 for clarity. Two hardware
nodes communicating over a physical communication channel insert appropriate source and
destination hardware addresses to indicate which nodes on the channel or network should receive
the frame.

It may be possible for a nefarious listener to acquire information about the contents of a
frame and/or its communicants by examining frames on a local network rather than (or in
addition to) the IP packets themselves. This is especially true in broadcast media, such as
Ethernet, where it is necessary to insert into the frame header the hardware address of the
machine that generated the frame and the hardware address of the machine to which frame is
being sent. All nodes on the network can potentially “see” all packets transmitted across the
network. This can be a problem for secure communications, especially in cases where the
communicants do not want for any third party to be able to identify who is engaging in the
information exchange. One way to address this problem is to push the address-hopping scheme
down to the hardware layer. In accordance with various embodiments of the invention, hardware
addresses are “hopped” in a manner similar to that used to change IP addresses, such that a
listener cannot determine which hardware node generated a particular message nor which node is
the intended recipient.

FIG. 12A shows a system in which Media Access Control (“MAC”) hardware addresses
are “hopped” in order to increase security over a network such as an Ethernet. While the
description refers to the exemplary case of an Ethernet environment, the inventive principles are

equally applicable to other types of communications media. In the Ethernet case, the MAC
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address of the sender and receiver are inserted into the Ethernet frame and can be observed by
anyone on the LAN who is within the broadcast range for that frame. For secure
communications, it becomes desirable to generate frames with MAC addresses that are not
attributable to any specific sender or receiver.

As shown in FIG. 12A, two computer nodes 1201 and 1202 communicate over a
communication channel such as an Ethemnet. Each node executes one or more application
programs 1203 and 1218 that communicate by transmitting packets through communication
software 1204 and 1217, respectively. Examples of application programs include video
conferencing, e-mail, word processing programs, telephony, and the like. Communication
software 1204 and 1217 can comprise, for example, an OSI layered architecture or “stack” that
standardizes various services provided at different levels of functionality.

The lowest levels of communication software 1204 and 1217 communicate with
hardware components 1206 and 1214 respectively, each of which can include one or more ‘
registers 1207 and 1215 that allow the hardware to be recbnﬁgured or controlled in accordance
with various communication protocols. The hardware components (an Ethernet network
interface card, for example) communicate with each other over the communication medium.
Each hardware component is typically pre-assigned a fixed hardware address or MAC number
that identifies the hardware component to other nodes on the network. One or more interface
drivers control the operation of each card and can, for example, be configured to accept or reject
packets from certain hardware addresses. As will be described in more detail below, various
embodiments of the inventive principles provide for “hopping” different addresses using one or
more algorithms and one or more moving windows that track a range of valid addresses to
validate received packets. Packets transmitted according to one or more of the inventive
principles will be generally referred to as “secure” packets or “secure communications” to
differentiate them from ordinary data packets that are transmitted in the clear using ordinary,
machine-correlated addresses.

One straightforward method of generating non-attributable MAC addresses is an
extension of the IP hopping scheme. In this scenario, two machines on the same LAN that desire
to communicate in a secure fashion exchange random-number generators and seeds, and create
sequences of quasi-random MAC addresses for synchronized hopping. The implementation and

synchronization issues are then similar to that of IP hopping.
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This approach, however, runs the risk of using MAC addresses that are currently active
on the LAN—which, in turn, could interrupt communications for those machines. Since an
Ethernet MAC address is at present 48 bits in length, the chance of randomly misusing an active
MAC address is actually quite small. However, if that figure is multiplied by a large number of
nodes (as would be found on an extensive LAN), by a large number of frames (as might be the
case with packet voice or streaming video), and by a large number of concurrent Virtual Private
Networks (VPNs), then the chance that a non-secure machine’s MAC address could be used in
an address-hopped frame can become non-trivial. In short, any scheme that runs even a small
risk of interrupting communications for other machines on the LAN is bound to receive
resistance from prospective system administrators. Nevertheless, it is technically feasible, and
can be implemented without risk on a LAN on which there is a small number of machines, or if
all of the machines on the LAN are engaging in MAC-hopped communications.

Synchronized MAC address hopping may incur some overhead in the course of session
establishment, especially if there are multiple sessions or multiple nodes involved in the
communications. A simpler method of randomizing MAC addresses is to allow each node to
receive and process every incident frame on the network. Typically, each network interface
driver will check the destination MAC address in the header of every incident frame to see if it
matches that machine’s MAC address; if there is no match, then the frame is discarded. In one
embodiment, however, these checks can be disabled, and every incident packet is passed to the
TARP stack for processing. This will be referred to as “promiscuous” mode, since every incident
frame 1is processed. Promiscuous mode allows the sender to use completely random,
unsynchronized MAC addresses, since the destination machine is guaranteed to process the
frame. The decision as to whether the packet was truly intended for that machine is handled by
the TARP stack, which checks the source and destination IP addresses for a match in its IP
synchronization tables. If no match is found, the packet is discarded; if there is a match, the
packet is unwrapped, the inner header is evaluated, and if the inner header indicates that the
packet is destined for that machine then the packet is forwarded to the IP stack—otherwise it is
discarded. '

One disadvantage of purely-random MAC address hopping is its impact on processing
overhead; that is, since every incident frame must be processed, the machine’s CPU is engaged

considerably more often than if the network interface driver is discriminating and rejecting
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packets unilaterally. A compromise approach is to select either a single fixed MAC address or a
small number of MAC addresses (e.g., one for each virtual private network on an Ethernet) to
use for MAC-hopped communications, regardless of the actual recipient for which the message
is intended. In this mode, the network interface driver can check each incident frame against one
(or a few) pre-established MAC addresses, thereby freeing the CPU from the task of physical-
layer packet discrimination. This scheme does not betray any useful information to an interloper
on the LAN; in particular, every secure packet can already be identified by a unique packet type
in the outer header. However, since all machines engaged in secure communications would
either be using the same MAC address, or be selecting from a small pool of predetermined MAC
addresses, the association between a specific machine and a specific MAC address is effectively
broken.

In this scheme, the CPU will be engaged more often than it would be in non-secure
communications (or in synchronized MAC address hopping), since the network interface driver
cannot always unilaterally discriminate between secure packets that are destined for that
machine, and secure packets from other VPNs. However, the non-secure traffic is easily
eliminated at the network interface, thereby reducing the amount of processing required of the
CPU. There are boundary conditions where these statements would not hold, of course—e.g., if
all of the traffic on the LAN is secure traffic, then the CPU would be engaged to the same degree
as it is in the purely-random address hopping case; alternatively, if each VPN on the LAN uses a
different MAC address, then the network interface can perfectly discriminate secure frames
destined for the local machine from those constituting other VPNs. These are engineering
tradeoffs that might be best handled by providing administrative options for the users when
installing the software and/or establishing VPNs.

Even in this scenario, however, there still remains a slight risk of selecting MAC
addresses that are being used by one or more nodes on the LAN. One solution to this problem is
to formally assign one address or a range of addresses for use in MAC-hopped communications.
This is typically done via an assigned numbers registration authority; e.g., in the case of
Ethernet, MAC address ranges are assigned to vendors by the Institute of Electrical and
Electronics Engineers (IEEE). A formally-assigned range of addresses would ensure that secure
frames do not conflict with any properly-configured and properly-functioning machines on the

LAN.
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Reference will now be made to FIGS. 12A and 12B in order to describe the many
combinations and features that follow the inventive principles. As explained above, two
computer nodes 1201 and 1202 are assumed to be communicating over a network or
communication medium such as an Ethernet. A communication protocol in each node (1204 and
1217, respectively) contains a modified element 1205 and 1216 that performs certain functions
that deviate from the standard communication protocols. In particular, computer node 1201
implements a first “hop” algorithm 1208X that selects seemingly random source and destination
IP addresses (and, in one embodiment, seemingly random IP header discriminator fields) in order
to transmit each packet to the other computer node. For example, node 1201 maintains a
transmit table 1208 containing triplets of source (S), destination (D), and discriminator fields
(DS) that are inserted into outgoing IP packet headers. The table is generated through the use of
an appropriate algorithm (e.g., a random number generator that is seeded with an appropriate
seed) that is known to the recipient node 1202. As each new IP packet is formed, the next
sequential entry out of the sender’s transmit table 1208 is used to populate the IP source, IP
destination, and IP header extension field (e.g., discriminator field). It will be appreciated that
the transmit table need not be created in advance but could instead be created on-the-fly by
executing the algorithm when each packet is formed. |

At the receiving node 1202, the same IP hop algorithm 1222X is maintained and used to
generate a receive table 1222 that lists valid triplets of source IP address, destination IP address,
and discriminator field. This is shown by virtue of the first five entries of transmit table 1208
matching the second five entries of receive table 1222. (The tables may be slightly offset at any
particular time due to lost packets, misordered packets, or transmission delays). Additionally,
node 1202 maintains a receive window W3 that represents a list of valid IP source, IP
destination, and discriminator fields that will be accepted when received as part of an incoming
IP packet. As packets are received, window W3 slides down the list of valid entries, such that
the possible valid entries change over time. Two packets that arrive out of order but are
nevertheless matched to entries within window W3 will be accepted; those falling outside of
window W3 will be rejected as invalid. The length of window W3 can be adjusted as necessary
to reflect network delays or other factors.

Node 1202 maintains a similar transmit table 1221 for creating IP packets and frames

destined for node 1201 using a potentially different hopping algorithm 1221X, and node 1201
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maintains a matching receive table 1209 using the same algorithm 1209X. As node 1202
transmits packets to node 1201 using seemingly random IP source, IP destination, and/or
discriminator fields, node 1201 matches the incoming packet values to those falling within
window W1 maintained in its receive table. In effect, transmit table 1208 of node 1201 is
synchronized (i.e., entries are selected in the same order) to receive table 1222 of receiving node
1202. Similarly, transmit table 1221 of node 1202 is synchronized to receive table 1209 of node
1201. It will be appreciated that although a common algorithm is shown for the source,
destination and discriminator fields in FIG. 12A (using, e.g., a different seed for each of the three
fields), an entirely different algorithm could in fact be used to establish values for each of these
fields. It will also be appreciated that one or two of the fields can be “hopped” rather than all
three as illustrated.

In accordance with another aspect of the invention, hardware or “MAC” addresses are
hopped instead of or in addition to IP addresses and/or the discriminator field in order to improve
security in a local area or broadcast-type network. To that end, node 1201 further maintains a
transmit table 1210 using a transmit algorithm 1210X to generate source and destination
hardware addresses that are inserted into frame headers (e.g., fields 1101A and 1101B in FIG.
11) that are synchronized to a corresponding receive table 1224 at node 1202. Similarly, node
1202 maintains a different transmit table 1223 containing source and destination hardware
addresses that is synchronized with a corresponding receive table 1211 at node 1201. In this
manner, outgoing hardware frames appear to be originating from and going to completely
random nodes on the network, even though each recipient can determine whether a given packet
is intended for it or not. It will be appreciated that the hardware hopping feature can be
implemented at a different level in the communications protocol than the IP hopping feature
(e.g., in a card driver or in a hardware card itself to improve performance).

FIG. 12B shows three different embodiments or modes that can be employed using the
aforementioned principles. In a first mode referred to as “promiscuous” mode, a common
hardware address (e.g., a fixed address for source and another for destination) or else a
completely random hardware address is used by all nodes on the network, such that a particular
packet cannot be attributed to any one node. Each node must initially accept all packets
containing the common (or random) hardware address and inspect the IP addresses or

discriminator field to determine whether the packet is intended for that node. In this regard,
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either the IP addresses or the discriminator field or both can be varied in accordance with an
algorithm as described above. As explained previously, this may increase each node’s overhead-
since additional processing is involved to determine whether a given packet has valid source and
destination hardware addresses.

In a second mode referred to as “promiscuous per VPN” mode, a small set of fixed
hardware addresses are used, with a fixed source/destination hardware address used for all nodes
communicating over a virtual private network. For example, if there are six nodes on an
Ethernet, and the network is to be split up into two private virtual networks such that nodes on
one VPN can communicate with only the other two nodes on its own VPN, then two sets of
hardware addresses could be used: one set for the first VPN and a second set for the second
VPN. This would reduce the amount of overhead involved in checking for valid frames since
only packets arriving from the designated VPN would need to be checked. IP addresses and one
or more discriminator fields could still be hopped as before for secure communication within the
VPN. Of course, this solution compromises the anonymity of the VPNs (i.e., an outsider can
easily tell what traffic belongs in which VPN, though he cannot correlate it to a specific
machine/person). It also requires the use of a discriminator field to mitigate the vulnerability to
certain types of DoS attacks. (For example, without the discriminator field, an attacker on the
LAN could stream frames containing the MAC addresses being used by the VPN; rejecting those
frames could lead to excessive processing overhead. The discriminator field would provide a
low-overhead means of rejecting the false packets.)

In a third mode referred to as “hardware hopping” mode, hardware addresses are varied
as illustrated in FIG. 12A, such that hardware source and destination addresses are changed
constantly in order to provide non-attributable addressing. Variations on these embodiments are
of course possible, and the invention is not intended to be limited in any respect by these
illustrative examples.

B. Extending the Address Space

Address hopping provides security and privacy. However, the level of protection is
limited by the number of addresses in the blocks being hopped. A hopblock denotes a field or
fields modulated on a packet-wise basis for the purpose of providing a VPN. For instance, if two
nodes communicate with IP address hopping using hopblocks of 4 addresses (2 bits) each, there

would be 16 possible address-pair combinations. A window of size 16 would result in most
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address pairs being accepted as valid most of the time. This limitation can be overcome by using
a discriminator field in addition to or instead of the hopped address fields. The discriminator
field would be hopped in exactly the same fashion as the address fields and it would be used to
determine whether a packet should be processed by a receiver.

Suppose that two clients, each using four-bit hopblocks, would like the same level of
protection afforded to clients communicating via IP hopping between two A blocks (24 address
bits eligible for hopping). A discriminator field of 20 bits, used in conjunction with the 4 address
bits eligible for hopping in the IP address field, provides this level of protection. A 24-bit
discriminator field would provide a similar level of protection if the address fields were not
hopped of ignored. Using a discriminator field offers the following advantages: (1) an arbitrarily
high level of protection can be provided, and (2) address hopping is unnecessary to provide
protection. This may be important in environments where address hopping would cause routing
problems.

C. Synchronization Techniques

It is generally assumed that once a sending node and receiving node have exchanged
algorithms and seeds (or similar information sufficient to generate quasi-random source and
destination tables), subsequent communication between the two nodes will proceed smoothly.
Realistically, however, two nodes may lose synchronization due to network delays or outages, or
other problems.  Consequently, it is desirable to provide means for re-establishing
synchronization between nodes in a network that have lost synchronization. A

One possible technique is to require that each node provide an acknowledgment upon
successful receipt of each packet and, if no acknowledgment is received within a certain period
of time, to re-send the unacknowledged packet. This approach, however, drives up overhead
costs and may be prohibitive in high-throughput environments such as streaming video or audio,
for example.

A different approach is to employ an automatic synchronizing technique that will be
referred to herein as “self-synchronization.” 1In this approach, synchronization information is
embedded into each packet, thereby enabling the receiver to re-synchronize itself upon receipt of
a single packet if it determines that is has lost synchronization with the sender. (If
communications are already in progress, and the receiver determines that it is still in sync with

the sender, then there is no need to re-synchronize.) A receiver could detect that it was out of
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synchronization by, for example, employing a “dead-man” timer that expires after a certain
period of time, wherein the timer is reset with each valid packet. A time stamp could be hashed
into the public sync field (see below) to preclude packet-retry attacks.

In one embodiment, a “sync field” is added to the header of each packet sent out by the
sender. This sync field could appear in the clear or as part of an encrypted portion of the packet.
Assuming that a sender and receiver have selected a random-number generator (RNG) and seed
value, this combination of RNG and seed can be used to generate a random-number sequence
(RNS). The RNS is then used to generate a sequence of source/destination IP pairs (and, if
desired, discriminator fields and hardware source and destination addresses), as described above.
It is not necessary, however, to generate the entire sequence (or the first N-1 values) in order to
generate the Nth random number in the sequence; if the sequence index N is known, the random
value corresponding to that index can be directly generated (see below). Different RNGs (and
seeds) with different fundamental periods could be used to generate the source and destination IP
sequences, but the basic concepts would still apply. For the sake of simplicity, the following
discussion will assume that IP source and destination address pairs (only) are hopped using a
single RNG sequencing mechanism.

In accordance with a “self-synchronization” feature, a sync field in each packet header
provides an index (i.e., a sequence number) into the RNS that is being used to generate IP pairs.
Plugging this index into the RNG that is being used to generate the RNS yields a specific random
number value, which in turn yields a specific IP pair. That is, an IP pair can be generated directly .
from knowledge of the RNG, seed, and index number; it is not necessary, in this scheme, to
generate the entire sequence of random numbers that precede the sequence value associated with
the index number provided.

Since the communicants have presumably previously exchanged RNGs and seeds, the
only new information that must be provided in order to generate an IP pair is the sequence
number. If this number is provided by the sender in the packet header, then the receiver need
only plug this number into the RNG in order to generate an IP pair — and thus verify that the IP
pair appearing in the header of the packet is valid. In this scheme, if the sender and receiver lose
synchronization, the receiver can immediately re-synchronize upon receipt of a single packet by
simply comparing the IP pair in the packet header to the IP pair generated from the index

number. Thus, synchronized communications can be resumed upon receipt of a single packet,
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making this scheme ideal for multicast communications. Taken to the extreme, it could obviate
the need for synchronization tables entirely; that is, the sender and receiver could simply rely on
the index number in the sync field to validate the IP pair on each packet, and thereby eliminate
the tables entirely.

The aforementioned scheme may have some inherent security issues associated with it —
namely, the placement of the sync field. If the field is placed in the outer header, then an
interloper could observe the values of the field and their relationship to the IP stream. This could
potentially compromise the algorithm that is being used to generate the IP-address sequence,
which would compromise the security of the communications. If, however, the value is placed in
the inner header, then the sender must decrypt the inner header before it can extract the sync
value and validate the IP pair; this opens up the receiver to certain types of denial-of-service
(DoS) attacks, such as packet replay. That is, if the receiver must decrypt a packet before it can
validate the IP pair, then it could potentially be forced to expend a significant amount of
processing on decryption if an attacker simply retransmits previously valid packets. Other attack
methodologies are possible in this scenario.

A possible compromise between algorithm security and processing speed is to split up the
sync value between an inner (encrypted) and outer (unencrypted) header. That is, if the sync
value is sufficiently long, it could potentially be split into a rapidly-changing part that can be
viewed in the clear, and a fixed (or very slowly changing) part that must be protected. The part
that can be viewed in the clear will be called the “public sync” portion and the part that must be
protected will be called the “private sync” portion.

Both the public sync and private sync portions are needed to generate the complete sync
value. The private portion, however, can be selected such that it is fixed or will change only
occasionally. Thus, the private sync value can be stored by the recipient, thereby obviating the
need to decrypt the header in order to retrieve it. If the sender and receiver have previously
agreed upon the frequency with which the private part of the sync will change, then the receiver
can selectively decrypt a single header in order to extract the new private sync if the
communications gap that has led to lost synchronization has exceeded the lifetime of the
previous private sync. This should not represent a burdensome amount of decryption, and thﬁs
should not open up the receiver to denial-of-service attack simply based on the need to

occasionally decrypt a single header.
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One implementation of this is to use a hashing function with a one-to-one mapping to
generate the private and public sync portions from the sync value. This implementation is shown
in FIG. 13, where (for example) a first ISP 1302 is the sender and a second ISP 1303 is the
receiver. (Other alternatives are possible from FIG. 13.) A transmitte.d packet comprises a public
or “outer” header 1305 that is not encrypted, and a private or “inner” header 1306 that is
encrypted using for example a link key. Outer header 1305 includes a public sync portion while
inner header 1306 contains the private sync portion. A receiving node decrypts the inner header
using a decryption function 1307 in order to extract the private sync portion. This step is
necessary only if the lifetime of the currently buffered private sync has expired. (If the
currently-buffered private sync is still valid, then it is simply extracted from memory and
“added” (which could be an inverse hash) to the public sync, as shown in step 1308.) The public
and decrypted private sync portions are combined in function 1308 in order to generate the
combined sync 1309. The combined sync (1309) is then fed into the RNG (1310) and compared
to the IP address pair (1311) to validate or reject the packet.

An important consideration in this architecture is the concept of “future” and “past”
where the public sync values are concerned. Though the sync values, themselves, should be
random to prevent spoofing attacks, it may be important that the receiver be able to quickly
identify a sync value that has already been sent — even if the packet containing that sync value
was never actually received by the receiver. One solution is to hash a time stamp or sequence
number into the public sync portion, which could be quickly extracted, checked, and discarded,
thereby validating the public sync portion itself.

In one embodiment, packets can be checked by comparing the source/destination IP pair
generated by the sync field with the pair appearing in the packet header. If (1) they match, (2) the
time stamp is valid, and (3) the dead-man timer has expired, then re-synchronization occurs;
otherwise, the packet is rejected. If enough processing power is available, the dead-man timer
and synchronization tables can be avoided altogether, and the receiver would simply
resynchronize (e.g., validate) on every packet.

The foregoing scheme may require large-integer (e.g., 160-bit) math, which may affect its
implementation. Without such large-integer registers, processing throughput would be affected,

thus potentially affecting security from a denial-of-service standpoint. Nevertheless, as large-
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integer math processing features become more prevalent, the costs of implementing such a
feature will be reduced.

D. Other Synchronization Schemes

As explained above, if W or more consecutive packets are lost between a transmitter and
receiver in a VPN (where W is the window size), the receiver’s window will not have been
updated and the transmitter will be transmitting packets not in the receiver’s window. The sender
and receiver will not recover synchronization until perhaps the random pairs in the window are
repeated by chance. Therefore, there is a need to keep a transmitter and receiver in
synchronization whenever possible and to re-establish synchronization whenever it is lost.

A “checkpoint” scheme can be used to regain synchronization between a sender and a
receiver that have fallen out of synchronization. In this scheme, a checkpoint message
comprising a random IP address pair is used for communicating synchronization information. In
one embodiment, two messages are used to communicate synchronization information between a
sender and a recipient:

1. SYNC REQ is a message used by the sender to indicate that it wants to synchronize;

and

2. SYNC_ACK is a message used by the receiver to inform the transmitter that it has
been synchronized.

According to one variation of this approach, both the transmitter and receiver maintain three
checkpoints (see FIG. 14): '

1. In the transmitter, ckpt_o (“checkpoint 0ld”) is the IP pair that was used to re-send the
last SYNC_REQ packet to the receiver. In the receiver, ckpt o (“checkpoint old™) is
the IP paif that receives repeated SYNC REQ packets from the transmitter.

2. In the transmitter, ckpt_n (“checkpoint new”) is the IP pair that will be used to send
the next SYNC_REQ packet to the receiver. In the receiver, ckpt n (“checkpoint
new”) is the IP pair that receives a new SYNC_REQ packet from the transmitter and
which causes the receiver’s window to be re-aligned, ckpt o set to ckpt n, a new
ckpt_n to be generated and a new ckpt_r to be generated.

3. In the transmitter, ckpt_r is the IP pair that will be used to send the next SYNC ACK
packet to the receiver. In the receiver, ckpt r is the IP pair that receives a new

SYNC_ACK packet from the transmitter and which causes a new ckpt n to be
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generated. Since SYNC_ACK is transmitted from the receiver ISP to the sender ISP,
the transmitter ckpt_r refers to the ckpt_r of the receiver and the receiver ckpt_r refers
to the ckpt _r of the transmiitter (see FIG. 14).
When a transmitter initiates synchronization, the IP pair it will use to transmit the next data
packet is set to a predetermined value and when a receiver first receives a SYNC REQ, the
receiver window 1s updated to be centered on the transmitter’s next IP pair. This is the primary
mechanism for checkpoint synchronization.

Synchronization can be initiated by a packet counter (e.g., after every N packets
transmitted, initiate a synchronization) or by a timer (every S seconds, initiate a synchronization)
or a combination of both. See FIG. 15. From the transmitter’s perspective, this technique
operates as follows: (1) Each transmitter periodically transmits a “sync request” message to the
receiver to make sure that it is in sync. (2) If the receiver is still in sync, it sends back a “sync
ack” message. (If this works, no further action is necessary). (3) If no “sync ack” has been
received within a period of time, the transmitter retransmits the sync request again. If the
transmitter reaches the next checkpoint without receiving a “sync ack” response, then
synchronization is broken, and the transmitter should stop transmitting. The transmitter will
continue to send sync reqs until it receives a sync ack , at which point transmission is
reestablished. ‘

From the receiver’s perspective, the scheme operates as follows: (1) when it receives a
“sync request” request from the transmitter, it advances its window to the next checkpoint
position (even skipping pairs if necessary), and sends a “‘sync ack” message to the transmitter. If
sync was never lost, then the “jump ahead” really just advances to the next available pair of
addresses in the table (i.e., normal advancement).

"If an interloper intercepts the “sync request” messages and tries to interfere with
communication by sending new ones, it will be ignored if the synchronization has been
established or it will actually help to re-establish synchronization.

A window is realigned whenever a re-synchronization occurs. This realignment entails
updating the receiver’s window to straddle the address pairs used by the packet transmitted
immediately after the transmission of the SYNC_REQ packet. Normally, the transmitter and
receiver are in synchronization with one another. However, when network events occur, the

receiver’s window may have to be advanced by many steps during resynchronization. In this
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case, it is desirable to move the window ahead without having to step through the intervening
random numbers sequentially. (This feature is also desirable for the auto-sync approach
discussed above).

E. Random Number Generator with a Jump-Ahead capability

An attractive method for generating randomly hopped addresses is to use identical
random number generators in the transmitter and receiver and advance them as packets are
transmitted and received. There are many random number generation algorithms that could be
used. Each one has strengths and weaknesses for address hopping applications.

Linear congruential random number generators (LCRs) are fast, simple and well
characterized random number generators that can be made to jump ahead n steps efficiently. An
LCR generates random numbers X, X, X3 ... Xi starting with seed X, using a recurrence

Xi=(a X;.; +b)mod c, (1)
where a, b and c define a particular LCR. Another expression for X,

Xi=((a'(Xo*+b)-b)/(a-1)) mod ¢ (2)
enables the jump-ahead capability. The factor a' can grow very large even for modest i if left
unfettered. Therefore some special properties of the modulo operation can be used to control the
size and processing time required to compute (2). (2) can be rewritten as:

Xi=(a' (Xo(a-1)+b)-b)/(a-1) modc. (3)

It can be shown that:
(ai(Xo(a-1)+b)—b)/(a—l) mod ¢ =
((@ mod((a-1)c)(Xo(a-1)+b) -b) /(a-1)) mod ¢ 4).
(Xo(a-1)+b) can be stored as (Xo(a-1)+b) mod c, b as b mod ¢ and compute a mod((a-1)c) (this
requires O(log(i)) steps).

A practical implementation of this algorithm would jump a fixed distance, n, between
synchronizations; this is tantamount to synchronizing every n packets. The window would
commence n IP pairs from the start of the previous window. Using X;*, the random number at
the j‘h checkpoint, as X, and » as i, a node can store a" mod((a-1)c) once per LCR and set

Xj+1"=Xng+n=((a" mod((a-1)c) (X;" (a-1)+b)-b)/(a-1))mod ¢, (5)
to generate the random number for the j+1™ synchronization. Using this construction, a node
could jump ahead an arbitrary (but fixed) distance between synchronizations in a constant

amount of time (independent of n).
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Pseudo-random number generators, in general, and LCRs, in particular, will eventually
repeat their cycles. This repetition may present vulnerability in the IP hopping scheme. An
adversary would simply have to wait for a repeat to predict future sequences. One way of coping
with this vulnerability is to create a random number generator with a known long cycle. A
random sequence can be replaced by a new random number generator before it repeats. LCRs
can be constructed with known long cycles. This is not currently true of many random number
generators.

Random number generators can be cryptographically insecure. An adversary can derive
the RNG parameters by examining the output or part of the output. This is true of LCGs. This
vulnerability can be mitigated by incorporating an encryptor, designed to scramble the output as
part of the random number generator. The random number generator prevents an adversary from
mounting an attack—e.g., a known plaintext attack-——against the encryptor.

F. Random Number Generator Example

Consider a RNG where a=31,b=4 and c=15. For this case equation (1) becomes:

Xi=(31 X;.; +4)mod 15. (6)

If one sets X,=1, equation (6) will produce the sequence 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11,
0, 4, 8, 12. This sequence will repeat indefinitely. For a jump ahead of 3 numbers in this
sequence a"= 31°=29791, c*(a-1)=15*30=450 and a" mod((a-1)c) =
31°mod(15*30)=29791mod(450)=91. Equation (5) becomes:

((91 (X;30+4)-4)/30)mod 15 (7).
Table 1 shows the jump ahead calculations from (7) . The calculations start at 5 and jump ahead
3.

TABLE 1
I X (Xi30+4) 91 (X30+4)-4 | ((91 (Xi30+4)-4)/30 | Xir3
1 |5 154 14010 467 2
4 |2 64 5820 194 14
7 |14 424 38580 1286 11
10 |11 [334 30390 1013 8
13 |8 244 22200 740 5

G. Fast Packet Filter
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Address hopping VPNs must rapidly determine whether a packet has a valid header and
thus requires further processing, or has an invalid header (a hostile packet) and should be
immediately rejected. Such rapid determinations will be referred to as “fast packet filtering.”
This capability protects the VPN from attacks by an adversary who streams hostile packets at the
receiver at a high rate of speed in the hope of saturating the receiver’s processor (a so-called
“denial of service” attack). Fast packet filtering is an important feature for implementing VPNs
on shared media such as Ethernet.

Assuming that all participants in a VPN share an unassigned “A” block of addresses, one
possibility is to use an experimental “A” block that will never be assigned to any machine that is
not address hopping on the shared medium. “A” blocks have a 24 bits of address that can be
hopped as opposed to the 8 bits in “C” blocks. In this case a hopblock will be the “A” block.
The use of the experimental “A” block is a likely option on an Ethernet because:

1. The addresses have no validity outside of the Ethernet and will not be routed out to a valid
outside destination by a gateway.

2. There are 2** (~16 million) addresses that can be hopped within each “A” block. This yields
>280 trillion possible address pairs making it very unlikely that an adversary would guess a
valid address. It also provides acceptably low probability of collision between separate VPNs
(all VPNs on a shared medium independently generate random address pairs from the same
“A” block).

3. The packets will not be received by someone on the Ethernet who is not on a VPN (unless
the machine is in promiscuous mode) minimizing impact on non-VPN computers.

The Ethernet example will be used to describe one implementation of fast packet
filtering. The ideal algorithm would quickly examine a packet header, determine whether the
packet is hostile, and reject any hostile packets or determine which active IP pair the packet
header matches. The problem is a classical associative memory problem. A variety of techniques
have been developed to solve this problem (hashing, B-trees etc). Each of these approaches has
its strengths and weaknesses. For instance, hash tables can be made to operate quite fast in a
statistical sense, but can occasionally degenerate into a much slower algorithm. This slowness
can persist for a period of time. Since there is a need to discard hostile packets quickly at all
times, hashing would be unacceptable.

H. Presence Vector Algorithm
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A presence vector is a bit vector of length 2" that can be indexed by n-bit numbers (each
ranging from 0 to 2"-1). One can indicate the presence of k n-bit numbers (not necessarily
unique), by setting the bits in the presence vector indexed by each number to 1. Otherwise, the
bits in the presence vector are 0. An n-bit number, x, is one of the k numbers if and only if the x™
bit of the presence vector is 1. A fast packet filter can be implemented by indexing the presence
vector and looking for a 1, which will be referred to as the “test.”

For example, suppose one wanted to represent the number 135 using a presence vector.
The 135" bit of the vector would be set. Consequently, one could very quickly determine
whether an address of 135 was valid by checking only one bit: the 135" bit. The presence
vectors could be created in advance corresponding to the table entries for the IP addresses. In
effect, the incoming addresses can be used as indices into a long vector, making comparisons
very fast. As each RNG generates a new address, the presence vector is updated to reflect the
information. As the window moves, the presence vector is updated to zero out addresses that are
no longer valid.

There is a trade-off between efficiency of the test and the amount of memory required for
storing the presence vector(s). For instance, if one were to use the 48 bits of hopping addresses
as an index, the presence vector would have to be 35 terabytes. Clearly, this is too large for
practical purposes. Instead, the 48 bits can be divided into several smaller fields. For instance,
one could subdivide the 48 bits into four 12-bit fields (see FIG. 16). This reduces the storage
requirement to 2048 bytes at the expense of occasionally having to process a hostile packet. In
effect, instead of one long presence vector, the decomposed address portions must match all four
shorter presence vectors before further processing is allowed. (If the first part of the address
portion doesn’t match the first presence vector, there is no need to check the remaining three
presence vectors).

A presence vector will have a 1 in the y™ bit if and only if one or more addresses with a
corresponding field of y are active. An address is active only if each presence vector indexed by
the appropriate sub-field of the address is 1.

Consider a window of 32 active addresses and 3 checkpoints. A hostile packet will be
rejected by the indexing of one presence vector more than 99% of the time. A hostile packet will
be rejected by the indexing of all 4 presence vectors more than 99.9999995% of the time. On

average, hostile packets will be rejected in less than 1.02 presence vector index operations.
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The small percentage of hostile packets that pass the fast packet filter will be rejected
when matching pairs are not found in the active window or are active checkpoints. Hostile
packets that serendipitously match a header will be rejected when the VPN software attempts to
decrypt the header. However, these cases will be extremely rare. There are many other ways this
method can be configured to arbitrate the space/speed tradeoffs.

I. Further Synchronization Enhancements

A slightly modified form of the synchronization techniques described above can be
employed. The basic principles of the previously described checkpoint synchronization scheme
remain unchanged. The actions resulting from the reception of the checkpoints are, however,
slightly different. In this variation, the receiver will maintain between Q0O (“Out of Order”) and
2xWINDOW_SIZE+Oo00 active addresses (I <OoO <WINDOW_SIZE and WINDOW _SIZE
21). OoO and WINDOW_SIZE are engineerable parameters, where OoO is the minimum
number of addresses needed to accommodate lost packets due to events in the network or out of
order arrivals and WINDOW_SIZE is the number of packets transmitted before a SYNC_REQ is
1ssued. FIG. 17 depicts a storage array for a receiver’s active addresses.

The receiver starts with the first 2xWINDOW _SIZE addresses loaded and active
(ready to receive data). As packets are received, the corresponding entries are marked as “used”
and are no longer eligible to receive packets. The transmitter maintains a packet counter,
initially set to 0, containing the number of data packets transmitted since the last initial
transmission of a SYNC_REQ for which SYNC_ACK has been received. When the transmitter
packet counter equals WINDOW_SIZE, the transmitter generates a SYNC REQ and does its
initial transmission. When the receiver receives a SYNC _REQ corresponding to its current
CKPT_N, it generates the next WINDOW_SIZE addresses and starts loading them in order
starting at the first location after the last active address wrapping around to the beginning of the
array after the end of the array has been reached. The receiver’s array might look like FIG. 18
when a SYNC_REQ has been received. In this case a couple of packets have been either lost or
will be received out of order when the SYNC REQ is received.

FIG. 19 shows the receiver’s array after the new addresses have been generated. If the
transmitter does not receive a SYNC_ACK, it will re-issue the SYNC_REQ at regular intervals.
When the transmitter receives a SYNC_ACK, the packet counter is decremented by

WINDOW_SIZE. If the packet counter reaches 2xWINDOW _SIZE — OoO then the transmitter
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ceases sending data packets until the appropriate SYNC_ACK is finally received. The

transmitter then resumes sending data packets. Future behavior is essentially a repetition of this

initial cycle. The advantages of this approach are:

1. There is no need for an efficient jump ahead in the random number generator,

2. No packet is ever transmitted that does not have a corresponding entry in the receiver side

3. No timer based re-synchronization is necessary. This is a consequence of 2.

4. The receiver will always have the ability to accept data messages transmitted within OoO
messages of the most recently transmitted message.

J. Distributed Transmission Path Variant

Another embodiment incorporating various inventive principles is shown in FIG. 20. In
this embodiment, a message transmission system includes a first computer 2001 in
communication with a second computer 2002 through a network 2011 of intermediary
computers. In one variant of this embodiment, the network includes two edge routers 2003 and
2004 each of which is linked to a plurality of Internet Service Providers (ISPs) 2005 through
2010. Each ISP is coupled to a plurality of other ISPs in an arrangement as shown in FIG. 20,
which is a representative configuration only and is not intended to be limiting. Each connection
between ISPs is labeled in FIG. 20 to indicate a specific physical transmission path (e.g., AD is a
physical path that links ISP A (element 2005) to ISP D (element 2008)). Packets arriving at each
edge router are selectively transmitted to one of the ISPs to which the router is attached on the
basis of a randomly or quasi-fandomly selected basis.

As shown in FIG. 21, computer 2001 or edge router 2003 incorporates a plurality of link
transmission tables 2100 that identify, for each potential transmission path through the network,
valid sets of IP addresses that can be used to transmit the packet. For example, AD table 2101
contains a plurality of IP source/destination pairs that are randomly or quasi-randomly generated.
When a packet is to be transmitted from first computer 2001 to second computer 2002, one of the
link tables is randomly (or quasi-randomly) selected, and the next valid source/destination
address pair from that table is used to transmit the packet through the network. If path AD is
randomly selected, for example, the next source/destination IP address pair (which is pre-
determined to transmit between ISP A (element 2005) and ISP B (element 2008)) is used to

transmit the packet. If one of the transmission paths becomes degraded or inoperative, that link
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table can be set to a “down” condition as shown in table 2105, thus preventing addresses from
being selected from that table. Other transmission paths would be unaffected by this broken link.
3. CONTINUATION-IN-PART IMPROVEMENTS

The following describes various improvements and features that can be applied to the
embodiments described above. The improvements include: (1) a load balancer that distributes
packets across different transmission paths according to transmission path quality; (2) a DNS
proxy server that transparently creates a virtual private network in response to a domain name
inquiry; (3) a large-to-small link bandwidth management feature that prevents denial-of-service
attacks at system chokepoints; (4) a traffic limiter that regulates incoming packets by limiting the
rate at which a transmitter can be synchronized with a receiver; and (5) a signaling synchronizer
that allows a large number of nodes to communicate with a central node by partitioning the
communication function between two separate entities. Each is discussed separately below.

A. Load Balancer

Various embodiments described above include a system in which a transmitting node and
a receiving node are coupled through a plurality of transmission paths, and wherein successive
backets are distributed quasi-randomly over the plurality of paths. See, for example, FIGS. 20
and 21 and accompanying description. The improvement extends this basic concept to
encompass distributing packets across different paths in such a manner that the loads on the
paths are generally balanced according to transmission link quality.

In one embodiment, a system includes a transmitting node and a receiving node that are
linked via a plurality of transmission paths having potentially varying transmission quality.
Successive packets are transmitted over the paths based on a weight value distribution function
for each path. The rate that packets will be transmitted over a given path can be different for
each path. The relative “health” of each transmission path is monitored in order to identify paths
that have become degraded. In one embodiment, the health of each path is monitored in the
transmitter by comparing the number of packets transmitted to the number of packet
acknowledgements received. Each transmission path may comprise a physically separate path
(e.g., via dial-up phone line, computer network, router, bridge, or the like), or may comprise
logically separate paths contained within a broadband communication medium (e.g., separate
channels in an FDM, TDM, CDMA, or other type of modulated or unmodulated transmission
link).
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When the transmission quality of a path falls below a predetermined threshold and there
are other paths that can transmit packets, the transmitter changes the weight value used for that
path, making it less likely that a given packet will be transmitted over that path. The weight will
preferably be set no lower than a minimum value that keeps nominal traffic on the path. The
weights of the other available paths are altered to compensate for the change in the affected path.
When the quality of a path degrades to where the transmitter is turned off by the synchronization
function (i.e., no packets are arriving at the destination), the weight is set to zero. If all
transmitters are turned off, no packets are sent.

Conventional TCP/IP protocols include a “throttling” feature that reduces the
transmission rate of packets when it is determined that delays or errors are occurring in
transmission. In this respect, timers are sometimes used to determine whether packets have been
received. These conventional techniques for limiting transmission of packets, however, do not
involve multiple transmission paths between two nodes wherein transmission across a particular
path relative to the others is changed based on link quality.

According to certain embodiments, in order to damp oscillations that might otherwise
occur if weight distributions are changed drastically (e.g., according to a step function), a linear
or an exponential decay formula can be applied to gradually decrease the weight value over time
that a degrading path will be used. Similarly, if the health of a degraded path improves, the
weight value for that path is gradually increased. '

Transmission link health can be evaluated by comparing the number of packets that are
acknowledged within the transmission window (see embodiments discussed above) to the
number of packets transmitted within that window and by the state of the transmitter (i.e., on or
off). In other words, rather than accumulating general transmission statistics over time for a
path, one specific implementation uses the “windowing” concepts described above to evaluate
transmission path health.

The same scheme can be used to shift virtual circuit paths from an “unhealthy” path to a
“healthy” one, and to select a path for a new virtual circuit.

FIG. 22A shows a flowchart for adjusting weight values associated with a plurality of
transmission links. It is assumed that software executing in one or more computer nodes
executes the steps shown in FIG. 22A. It is also assumed that the software can be stored on a

computer-readable medium such as a magnetic or optical disk for execution by a computer.
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Beginning in step 2201, the transmission quality of a given transmission path is
measured. As described above, this measurement can be based on a comparison between the
number of packets transmitted over a particular link to the number of packet acknowledgements
received over the link (e.g., per unit time, or in absolute terms). Alternatively, the quality can be
evaluated by comparing the number of packets that are acknowledged within the transmission
window to the number of packets that were transmitted within that window. In yet another
variation, the; number of missed synchronization messages can be used to indicate link quality.
Many other variations are of course possible.

In step 2202, a check is made to determine whether more than one transmitter (e.g.,
transmission path) is turned on. If not, the process is terminated and resumes at step 2201.

In step 2203, the link quality is compared to a given threshold (e.g., 50%, or any arbitrary
number). If the quality falls below the threshold, then in step 2207 a check is made to determine
whether the weight is above a minimum level (e.g., 1%). If not, then in step 2209 the weight is
set to the minimum level and processing resumes at step 2201. If the weight is above the
minimum level, then in step 2208 the weight is gradually decreased for the path, then in step
2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they are
increased).

If in step 2203 the quality of the path was greater than or equal to the threshold, then in
step 2204 a check is made to determine whether the weight is less than a steady-state value for
that path. If so, then in step 2205 the weight is increased toward the steady-state value, and in
step 2206 the weights for the remaining paths are adjusted accordingly to compensate (e.g., they
are decreased). If in step 2204 the weight is not less than the steady-state value, then processing
resumes at step 2201 without adjusting the weights.

The weights can be adjusted incrementally according to various functions, preferably by
changing the value gradually. In one embodiment, a linearly decreasing function is used to
adjust the weights; according to another embodiment, an exponential decay function is used.
Gradually changing the weights helps to damp oscillators that might otherwise occur if the
probabilities were abruptly.

Although not explicitly shown in FIG. 22A the process can be performed only
periodically (e.g., according to a time schedule), or it can be continuously run, such as in a

background mode of operation. In one embodiment, the combined weights of all potential paths

50

New Bay Capital, LLC
Ex.1015-Page 680 of 3151



Docket No. 000479.00111

should add up to unity (e.g., when the weighting for one path is decreased, the corresponding
weights that the other paths will be selected will increase).

Adjustments to weight values for other paths can be prorated. For example, a decrease of
10% in weight value for one path could result in an evenly distributed increase in the weights for
the remaining paths. Alternatively, weightings could be adjusted according to a weighted
formula as desired (e.g., favoring healthy paths over less healthy paths). In yet another variation,
the difference in weight value can be amortized over the remaining links in a manner that is
proportional to their traffic weighting.

FIG. 22B shows steps that can be executed to shut down transmission links where a
transmitter turns off. In step 2210, a transmitter shut-down event occurs. In step 2211, a test is
made to determine whether at least one transmitter is still turned on. If not, then in step 2215 all
packets are dropped until a transmitter turns on. If in step 2211 at least one transmitter is turned
on, then in step 2212 the weight for the path is set to zero, and the weights for the remaining
paths are adjusted accordingly.

FIG. 23 shows-a computer node 2301 employing various principles of the above-
described embodiments. It is assumed that two computer nodes of the type shown in FIG. 23
communicate over a plurality of separate physical transmission paths. As shown in FIG. 23, four
transmission paths X1 through X4 are defined for communicating between the two nodes. Each
node includes a packet transmitter 2302 that operates in accordance with a transmit table 2308 as
described above. (The packet transmitter could also operate without using the IP-hopping
features described above, but the following description assumes that some form of hopping is
employed in conjunction with the path selection mechanism.). The computer node also includes
a packet receiver 2303 that operates in accordance with a receive table 2309, including a moving
window W that moves as valid packets are received. Invalid packets having source and
destination addresses that do not fall within window W are rejected.

As each packet is readied for transmission, source and destination IP addresses (or other
discriminator values) are selected from transmit table 2308 according to any of the various
algorithms described above, and packets containing these source/destination address pairs, which
correspond to the node to which the four transmission paths are linked, are generated to a
transmission path switch 2307. Switch 2307, which can comprise a software function, selects

from one of the available transmission paths according to a weight distribution table 2306. For
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example, if the weight for path X1 is 0.2, then every fifth packet will be transmitted on path X1.
A similar regime holds true for the other paths as shown. Initially, each link’s weight value can
be set such that it is proportional to its bandwidth, which will be referred to as its “steady-state”
value.

Packet receiver 2303 generates an output to a link quality measurement function 2304
that operates as described above to determine the quality of each transmission path. (The input
to packet receiver 2303 for receiving incoming packets is omitted for clarity). Link quality
measurement function 2304 compares the link quality to a threshold for each transmission link
and, if necessary, generates an output to weight adjustment function 2305. If a weight
adjustment is required, then the weights in table 2306 are adjusted accordingly, preferably
according to a gradual (e.g., linearly or exponentially declining) function. In one embodiment,
the weight values for all available paths are initially set to the same value, and only when paths
degrade in quality are the weights changed to reflect differences.

Link quality measurement function 2304 can be made to operate as part of a synchronizer
function as described above. That is, if resynchronization occurs and the receiver detects that
synchronization has been lost (e.g., resulting in the synchronization window W being advanced
out of sequence), that fact can be used to drive link quality measurement function 2304.
According to one embodiment, load balancing is performed using information garnered during
the normal synchronization, augmented slightly to communicate link health from the receiver to
the transmitter. The receiver maintains a count, MESS R(W), of the messages received in
synchrorﬁzation window W. When it receives a synchronization request (SYNC REQ)
corresponding to the end of window W, the receiver includes counter MESS R in the resulting
synchronization acknowledgement (SYNC ACK) sent back to the transmitter. This allows the
transmitter to compare messages sent to messages received in order to asses the health of the
link.

If synchronization is completely lost, weight adjustment function 2305 decreases the
weight value on the affected path to zero. When synchronization is regained, the weight value
for the affected path is gradually increased to its original value. Alternatively, link quality can be
measured by evaluating the length of time required for the receiver to acknowledge a
synchronization request. In one embodiment, separate transmit and receive tables are used for

each transmission path.

52

New Bay Capital, LLC
Ex.1015-Page 682 of 3151



Docket No. 000479.00111

When the transmitter receives a SYNC ACK, the MESS R is compared with the number
of messages transmitted in a window (MESS_T). When the transmitter receives a SYNC_ACK,
the traffic probabilities will be examined and adjusted if necessary. MESS R is compared with
the number of messages transmitted in a window (MESS_T). There are two possibilities:

1. If MESS R is less than a threshold value, THRESH, then the link will be deemed to
be unhealthy. If the transmitter was turned off, the transmitter is turned on and the weight P for
that link will be set to a minimum value MIN. This will keep a trickle of traffic on the link for
monitoring purposes until it recovers. If the transmitter was turned on, the weight P for that link
will be set to:

P’=ax MIN +(1- o)xP (1)

Equation 1 will exponentially damp the traffic weight value to MIN during sustained periods of
degraded service.

2. If MESS R for a link is greater than or equal to THRESH, the link will be deemed
healthy. If the weight P for that link is greater than or equal to the steady state value S for that
link, then P is left unaltered. If the weight P for that link is less than THRESH then P will be set
to:

P’=PBx S +(1- B)xP (2)

where B is a parameter such that 0<=B<=1 that determines the damping rate of P.

Equation 2 will increase the traffic weight to S during sustained periods of acceptable
service in a damped exponential fashion.

A detailed example will now be provided with reference to FIG. 24. As shown in FIG.
24, a first computer 2401 communicates with a second computer 2402 through two routers 2403
and 2404. Each router is coupled to the other router through three transmission links. As
described above, these may be physically diverse links or logical links (including virtual private
networks).

Suppose that a first link L1 can sustain a transmission bandwidth of 100 Mb/s and has a -
window size of 32; link L2 can sustain 75 Mb/s and has a window size of 24; and link L3 can
sustain 25 Mb/s and has a window size of 8. The combined links can thus sustain 200Mb/s. The
steady state traffic weights are 0.5 for link L1; 0.375 for link L2, and 0.125 for link L3.
MIN=1Mb/s, THRESH =0.8 MESS_T for each link, a=.75 and B=.5. These traffic weights will
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remain stable until a link stops for synchronization or reports a number of packets received less
than its THRESH. Consider the following sequence of events:

1. Link L1 receives a SYNC_ACK containing a MESS R of 24, indicating that only 75%
of the MESS T (32) messages transmitted in the last window were successfully received. Link 1
would be below THRESH (0.8). Consequently, link L1’s traffic weight value would be reduced
to 0.12825, while link L.2’s traffic weight value would be increased to 0.65812 and link L3’s
traffic weight value would be increased to 0.217938.

2. Link L2 and L3 remained healthy and link L1 stopped to synchronize. Then link L1’s
traffic weight value would be set to 0, link L2’s traffic weight value would be set to 0.75, and
link L33’s traffic weight value would be set to 0.25.

3. Link L1 finally received a SYNC_ACK containing a MESS R of 0 indicating that
none of the MESS T (32) messages transmitted in the last window were successfully received.
Link L1 would be below THRESH. Link L1°’s traffic weight value would be increased to .005,
link L2’s traffic weight value would be decreased to 0.74625, and link L3’s traffic weight value
would be decreased to 0.24875.

4. Link L1 received a SYNC_ACK containing a MESS R of 32 indicating that 100% of
the MESS T (32) messages transmitted in the last window were successfully received. Link L1
would be above THRESH. Link L1’s traffic weight value would be increased to 0.2525, while
link L2’s traffic weight value would be decreased to 0.560625 and link L3’s traffic weight value
would be decreased to .186875.

5. Link L1 received a SYNC_ACK containing a MESS R of 32 indicating that 100% of
the MESS_T (32) messages transmitted in the last window were successfully received. Link L1
would be above THRESH. Link L1’s traffic weight value would be increased to 0.37625; link
L2’s traffic weight value would be decreased to 0.4678125, and link L3’s traffic weight value
would be decreased to 0.1559375.

6. Link L1 remains healthy and the traffic probabilities approach their steady state traffic
probabilities.

B. Use of a DNS Proxy to Transparently Create Virtual Private Networks

A second improvement concerns the automatic creation of a virtual private network

(VPN) in response to a domain-name server look-up function.
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Conventional Domain Name Servers (DNSs) provide a look-up function that returns the
IP address of a requested computer or host. For example, when a computer user types in the web
name “Yahoo.com,” the user’s web browser transmits a request to a DNS, which converts the
name into a four-part IP address that is returned to the user’s browser and then used by the
browser to contact the destination web site.

This conventional scheme is shown in FIG. 25. A user’s computer 2501 includes a client
application 2504 (for example, a web browser) and an IP protocol stack 2505. When the user
enters the name of a destination host, a request DNS REQ is made (through IP protocol stack
2505) to a DNS 2502 to look up the IP address associated with the name. The DNS returns the
IP address DNS RESP to client application 2504, which is then able to use the IP address to
communicate with the host 2503 through separate transactions such as PAGE REQ and PAGE
RESP.

In the conventional architecture shown in FIG. 25, nefarious listeners on the Internet
could intercept the DNS REQ and DNS RESP packets and thus learn what IP addresses the user
was contacting. For example, if a user wanted to set up a secure communication path with a web
site having the name “Target.com,” when the user’s browser contacted a DNS to find the IP
address for that web site, the true IP address of that web site would be revealed over the Internet
as part of the DNS inquiry. This would hamper anonymous communications on the Internet.

One conventional scheme that provides secure virtual private networks over the Internet
provides the DNS server with the public keys of the machines that the DNS server has the
addresses for. This allows hosts to retrieve automatically the public keys of a host that the host
1s to communicate with so that the host can set up a VPN without having the user enter the public
key of the destination host. One implementation of this standard is presently being developed as
part of the FreeS/WAN project(RFC 2535).

The conventional scheme suffers from certain drawbacks. For example, any user can
perform a DNS request. Moreover, DNS requests resolve to the same value for all users.

According to certain aspects of the invention, a specialized DNS server traps DNS
requests and, if the request is from a special type of user (e.g., one for which secure
communication services are defined), the server does not return the true IP address of the target
node, but instead automatically sets up a virtual private network between the target node and the

user. The VPN is preferably implemented using the IP address “hopping” features of the basic
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invention described above, such that the true identity of the two nodes cannot be determined
even if packets during the communication are intercepted. For DNS requests that are determined
to not require secure services (e.g., an unregistered user), the DNS server transparently “passes
through” the request to provide a normal look-up function and return the IP address of the target
web server, provided that the requesting host has permissions to resolve unsecured sites.
Different users who make an identical DNS request could be provided with different results.

FIG. 26 shows a system employing various principles summarized above. A user’s
computer 2601 includes a conventional client (e.g., a web browser) 2605 and an IP protocol
stack 2606 that preferably operates in accordance with an IP hopping function 2607 as outlined
above. A modified DNS server 2602 includes a conventional DNS server function 2609 and a
DNS proxy 2610. A gatekeeper server 2603 is interposed between the modified DNS server and
a secure target site 2704. An “unsecure” target site 2611 is also accessible via conventional IP
protocols.

According to one embodiment, DNS proxy 2610 intercepts all DNS lookup functions
from client 2605 and determines whether access to a secure site has been requested. If access to
a secure site has been requested (as determined, for example, by a domain name extension, or by
reference to an internal table of such sites), DNS proxy 2610 determines whether the user has
sufficient security privileges to access the site. If so, DNS proxy 2610 transmits a message to
gatekeeper 2603 requesting that a virtual private network be created between user computer 2601
and secure target site 2604. In one embodiment, gatekeeper 2603 creates “hopblocks” to be used
by computer 2601 and secure target site 2604 for secure communication. Then, gatekeeper 2603
communicates these to user computer 2601.  Thereafter, DNS proxy 2610 returns to user
computer 2601 the resolved address passed to it by the gatekeeper (this address could be
different from the actual target computer) 2604, preferably using a secure administrative VPN.
The address that is returned need not be the actual address of the destination computer.

Had the user requested lookup of a non-secure web site such as site 2611, DNS proxy
would merely pass through to conventional DNS server 2609 the look-up request, which would
be handled in a conventional manner, returning the IP address of non-secure web site 2611. If
the user had requested lookup of a secure web site but lacked credentials to create such a

connection, DNS proxy 2610 would return a “host unknown” error to the user. In this manner,
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different users requesting access to the same DNS name could be provided with different look-up
results.

Gatekeeper 2603 can be implemented on a separate computer (as shown in FIG. 26) or as
a function within modified DNS server 2602. In general, it is anticipated that gatekeeper 2703
facilitates the allocation and exchange of information needed to communicate securely, such as
using “hopped” IP addresses. Secure hosts such as site 2604 are assumed to be equipped with a
secure communication function such as an IP hopping function 2608.

It will be appreciated that the functions of DNS proxy 2610 and DNS server 2609 can be
combined into a single server for convenience. Moreover, although element 2602 is shown as
combining the functions of two servers, the two servers can be made to operate independently.

FIG. 27 shows steps that can be executed by DNS proxy server 2610 to handle requests
for DNS look-up for secure hosts. In step 2701, a DNS look-up request is received for a target
host. In step 2702, a check is made to determine whether access to a secure host was requested.
If not, then in step 2703 the DNS request is passed to conventional DNS server 2609, which
looks up the IP address of the target site and returns it to the user’s application for further
processing.

In step 2702, if access to a secure host was requested, then in step 2704 a further check is
made to determine whether the user is authorized to connect to the secure host. Such a check can
be made with reference to an internally stored list of authorized IP addresses, or can be made by
communicating with gatekeeper 2603 (e.g., over an “administrative” VPN that is secure). It will
be appreciated that different levels of security can also be provided for different categories of
hosts. For example, some sites may be designated as having a certain security level, and the
security level of the user requesting access must match that security level. The user’s security
level can also be determined by transmitting a request message back to the user’s computer
requiring that it prove that it has sufficient privileges.

If the user is not authorized to access the secure site, then a “host unknown” message is
returned (step 2705). If the user has sufficient security privileges, then in step 2706 a secure
VPN is established between the user’s computer and the secure target site. As described above,
this is preferably done by allocating a hopping regime that will be carried out between the user’s
computer and the secure target site, and is preferably performed transparently to the user (i.e., the

user need not be involved in creating the secure link). As described in various embodiments of
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this application, any of various fields can be “hopped” (e.g., IP source/destination addresses; a
field in the header; etc.) in order to communicate securely.

Some or all of the security functions can be embedded in gatekeeper 2603, such that it
handles all requests to connect to secure sites. In this embodiment, DNS proxy 2610
communicates with gatekeeper 2603 to determine (preferably over a secure administrative VPN)
whether the user has access to a particular web site. Various scenarios for implementing these
features are described by way of example below:

Scenario #1: Client has permission to access target computer, and gatekeeper has a rule
to make a VPN for the client. In this scenario, the client’s DNS request would be received by the
DNS proxy server 2610, which would forward the request to gatekeeper 2603. The gatekéeper
would establish a VPN between the client and the requested target. The gatekeeper would
provide the address of the destination to the DNS proxy, which would then return the resolved
name as a result. The resolved address can be transmitted back to the client in a secure
administrative VPN.

Scenario #2: Client does not have permission to access target computer. In this scenario,
the client’s DNS request would be received by the DNS proxy server 2610, which would forward
the request to gatekeeper 2603. The gatekeeper would reject the request, informing DNS proxy
server 2610 that it was unable to find the target computer. The DNS proxy 2610 would then
return a “host unknown” error message to the client.

Scenario #3: Client has permission to connect using a normal non-VPN link, and the
gatekeeper does not have a rule to set up a VPN for the client to the target site. In this scenario,
the client’s DNS request is received by DNS proxy server 2610, which would check its rules and
determine that no VPN is needed. Gatekeeper 2603 would then inform the DNS proxy server to
forward the request to conventional DNS server 2609, which would resolve the request and
return the result to the DNS proxy server and then back to the client.

Scenario #4: Client does not have permission to establish a normal/non-VPN link, and
the gatekeeper does not have a rule to make a VPN for the client to the target site. In this
scenario, the DNS proxy server would receive the client’s DNS request and forward it to
gatekeeper 2603. Gatekeeper 2603 would determine that no special VPN was needed, but that
the client is not authorized to communicate with non-VPN members. The gatekeeper would

reject the request, causing DNS proxy server 2610 to return an error message to the client.
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C. Large Link to Small Link Bandwidth Management

One feature of the basic architecture is the ability to prevent so-called “denial of service”
attacks that can occur if a computer hacker floods a known Internet node with packets, thus
preventing the node from communicating with other nodes. Because IP addresses or other fields
are “hopped” and packets arriving with invalid addresses are quickly discarded, Internet nodes
are protected against flooding targeted at a single IP address.

In a system in which a computer is coupled through a link having a limited bandwidth
(e.g., an edge router) to a node that can support a much higher-bandwidth link (e.g., an Internet
Service Provider), a potential weakness could be exploited by a determined hacker. Referring to
FIG. 28, suppose that a first host computer 2801 is communicating with a second host computer
2804 using the IP address hopping principles described above. The first host computer is
coupled through an edge router 2802 to an Internet Service Provider (ISP) 2803 through a low
bandwidth link (LOW BW), and is in turn coupled to second host computer 2804 through parts
of the Internet through a high bandwidth link (HIGH BW). In this architecture, the ISP is able to
support a high bandwidth to the internet, but a much lower bandwidth to the edge router 2802.

Suppose that a computer hacker is able to transmit a large quantity of dummy packets
addressed to first host computer 2801 across high bandwidth link HIGH BW. Normally, host
computer 2801 would be able to quickly reject the packets since they would not fall within the
acceptance window permitted by the IP address hopping scheme. However, because the packets
must trave] across low bandwidth link LOW BW, the packets overwhelm the lower bandwidth
link before they are received by host computer 2801. Consequently, the link to host computer
2801 is effectively flooded before the packets can be discarded.

According to one inventive improvement, a “link guard” function 2805 is inserted into
the high-bandwidth node (e.g., ISP 2803) that quickly discards packets destined for a low-
bandwidth target node if they are not valid packets. Each packet destined for a low-bandwidth
node is cryptographically authenticated to determine whether it belongs to a VPN. If it is not a
valid VPN packet, the packet is discarded at the high-bandwidth node. If the packet is
authenticated as belonging to a VPN, the packet is passed with high preference. If the packet is a
valid non-VPN packet, it is passed with a lower quality of service (e.g., lower priority).

In one embodiment, the ISP distinguishes between VPN and non-VPN packets using the
protocol of the packet. In the case of IPSEC [rfc 2401], the packets have IP protocols 420 and
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421. In the case of the TARP VPN, the packets will have an IP protocol that is not yet defined.
The ISP’s link guard, 2805, maintains a table of valid VPNs which it uses to validate whether
VPN packets are cryptographically valid.  According to one embodiment, packets that do not
fall within any hop windows used by nodes on the low-bandwidth link are rejected, or are sent
with a lower quality of service. One approach for doing this is to provide a copy of the IP
hopping tables used by the low-bandwidth nodes to the high-bandwidth node, such that both the
high-bandwidth and low-bandwidth nodes track hopped packets (e.g., the high-bandwidth node
moves its hopping window as valid packets are received). In such a scenario, the high-
bandwidth node discards packets that do not fall within the hopping window before they are
transmitted over the low-bandwidth link. Thus, for example, ISP 2903 maintains a copy 2910 of
the receive table used by host computer 2901. Incoming packets that do not fall within this
receive table are discarded. According to a different embodiment, link guard 2805 validates eaéh
VPN packet using a keyed hashed message authentication code (HMAC) [rfc 2104].

According to another embodiment, separate VPNs (using, for example, hopblocks) can be
established for communicating between the low-bandwidth node and the high-bandwidth node
(i.e., packets arriving at the high-bandwidth node are converted into different packets before
being transmitted to the low-bandwidth node).

As shown in FIG. 29, for example, suppose that a first host computer 2900 is
communicating with a second host computer 2902 over the Internet, and the path includes a high
bandwidth link HIGH BW to an ISP 2901 and a low bandwidth link LOW BW through an edge
router 2904. In accordance with the basic architecture described above, first host computer 2900
and second host computer 2902 would exchange hopblocks (or a hopblock algorithm) and would
be able to create matching transmit and receive tables 2905, 2906, 2912 and 2913. Then in
accordance with the basic architecture, the two computers would transmit packets having
seemingly random IP source and destination addresses, and each would move a corresponding
hopping window in its receive table as valid packets were received.

Suppose that a nefarious computer hacker 2903 was able to deduce that packets having a
certain range of IP addresses (e.g., addresses 100 to 200 for the sake of simplicity) are being
transmitted to ISP 2901, and that these packets are being forwarded over a low-bandwidth link.
Hacker computer 2903 could thus “flood” packets having addresses falling into the range 100 to
200, expecting that they would be forwarded along low bandwidth link LOW BW, thus causing
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the low bandwidth link to become overwhelmed. The fast packet reject mechanism in first host
computer 3000 would be of little use in rejecting these packets, since the low bandwidth link was
effectively jammed before the packets could be rejected. In accordance with one aspect of the
improvement, however, VPN link guard 2911 would prevent the attack from impacting the
performance of VPN traffic because the packets would either be rejected as invalid VPN packets
or given a lower quality of service than VPN traffic err the lower bandwidth link. A denial-of-
service flood attack could, however, still disrupt non-VPN traffic.

According to one embodiment of the improvement, ISP 2901 maintains a separate VPN
with first host computer 2900, and thus translates packets arriving at the ISP into packets having
a different IP header before they are transmitted to host computer 2900. The cryptographic keys
used to authenticate VPN packets at the link guard 2911 and the cryptographic keys used to
encrypt and decrypt the VPN packets at host 2902 and host 2901 can be different, so that link
guard 2911 does not have access to the private host data; it only has the capability to authenticate
those packets. |

According to yet a third embodiment, the low-bandwidth node can transmit a special
message to the high-bandwidth node instructing it to shut down all transmissions on a particular
IP address, such that only hopped packets will pass through to the low-bandwidth node. This
embodiment would prevent a hacker from flooding packets using a single IP address. According
to yet a fourth embodiment, the high-bandwidth node can be configured to discard packets
transmitted to the low-bandWidth node if the transmission rate exceeds a certain predetermined
threshold for any given IP address; this would allow hopped packets to go through. In this
respect, link guard 2911 can be used to detect that the rate of packets on a given IP address are
exceeding a threshold rate; further packets addressed to that same IP address would be dropped
or transmitted at a lower priority (e.g., delayed).

D. Traffic Limiter

In a system in which multiple nodes are communicating using “hopping” technology, a
treasonous insider could internally flood the system with packets. In order to prevent this
possibility, one inventive improvement involves setting up ‘“‘contracts” between nodes in the
system, such that a receiver can impose a bandwidth limitation on each packet sender. One
technique for doing this is to delay acceptance of a checkpoint synchronization request from a

sender until a certain time period (e.g., one minute) has elapsed. Each receiver can effectively
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control the rate at which its hopping window moves by delaying “SYNC ACK?” responses to
“SYNC_REQ” messages.

A simple modification to the checkpoint synchronizer will serve to protect a receiver
from accidental or deliberate overload from an internally treasonous client. This modification is
based on the observation that a receiver will not update its tables until a SYNC_REQ is received
on hopped address CKPT_N. It is a simple matter of deferring the generation of a new CKPT N
until an appropriate interval after previous checkpoints.

Suppose a receiver wished to restrict reception from a transmitter to 100 packets a
second, and that checkpoint synchronization messages were triggered every 50 packets. A
compliant transmitter would not issue new SYNC REQ messages more often than every 0.5
seconds. The receiver could delay a non-compliant transmitter from synchronizing by delaying
the issuance of CKPT N for 0.5 second after the last SYNC REQ was accepted.

In general, if M receivers need to restrict N transmitters issuing new SYNC REQ
messages after every W messages to sending R messages a second in aggregate, each receiver
could defer issuing a new CKPT N untiit MxNxW/R seconds have elapsed since the last
SYNC_REQ has been received and accepted. If the transmitter exceeds this rate between a pair
of checkpoints, it will issue the new checkpoint before the receiver is ready to receive it, and the
SYNC REQ will be discarded by the receiver. After this, the transmitter will re-issue the
SYNC_REQ every T1 seconds until it receives a SYNC_ACK. The receiver will eventually
update CKPT_N and the SYNC_REQ will be acknowledged. If the transmission rate greatly
exceeds the allowed rate, the transmitter will stop until it is compliant. If the transmitter exceeds
the allowed rate by a little, it will eventually stop after several rounds of delayed synchronization
until it is in compliance. Hacking the transmitter’s code to not shut off only permits the
transmitter to lose the acceptance window. In this case it can recover the window and proceed
only after it is compliant again.

Two practical issues should be considered when implementing the above scheme:

1. The receiver rate should be slightly higher than the permitted rate in order to allow for
statistical fluctuations in traffic arrival times and non-uniform load balancing.

2. Since a transmitter will rightfully continue to transmit for a period after a SYNC REQ
1s transmitted, the algorithm above can artificially reduce the transmitter’s bandwidth. If events

prevent a compliant transmitter from synchronizing for a period (e.g. the network dropping a
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SYNC_REQ or a SYNC_ACK) a SYNC_REQ will be accepted l.ater than expected. After this,
the transmitter will transmit fewer than expected messages before encountering the next
checkpoint. The new cheékpoint will not have been activated and the transmitter will have to
retransmit the SYNC_REQ. This will appear to the receiver as if the transmitter is not
compliant. Therefore, the next checkpoint will be accepted late from the transmitter’s
perspective. This has the effect of reducing the transmitter’s allowed packet rate until the
transmitter transmits at a packet rate below the agreed upon rate for a period of timé.

To guard against this, the receiver should keep track of the times that the last C
SYNC_REQs were received and accepted and use the minimum of MxNxW/R seconds after the
last SYNC REQ has been received and accepted, 2xMxNxW/R seconds after next to the last
SYNC_REQ has been received and accepted, CxMxNxW/R seconds after (C-1)" to the last
SYNC_REQ has been received, as the time to activate CKPT N. This prevents the receiver
from inappropriately limiting the transmitter’s packet rate if at least one out of the last C
SYNC REQs was processed on the first attempt.

FIG. 30 shows a system employing the above-described principles. In FIG. 30, two
computers 3000 and 3001 are assumed to be communicating over a network N in accordance
with the “hopping” principles described above (e.g., hopped IP addresses, discriminator values,
etc.). For the sake of simplicity, computer 3000 will be referred to as the receiving computer and
computer 3001 will be referred to as the transmitting computer, although full duplex operation is
of course contemplated. Moreover, although only a single transmitter is shown, multiple
transmitters can transmit to receiver 3000.

As described above, receiving computer 3000 maintains a receive table 3002 including a
window W that defines valid IP address pairs that will be accepted when appearing in incoming
data packets. Transmitting computer 3001 maintains a transmit table 3003 from which the next
IP address pairs will be selected when transmitting a packet to receiving computer 3000. (For
the sake of illustration, window W is also illustrated with reference to transmit table 3003). As
transmitting computer moves through its table, it will eventually generate a SYNC REQ
message as illustrated in function 3010. This is a request to receiver 3000 to synchronize the
receive table 3002, from which transmitter 3001 expects a response in the form of a CKPT N
(included as part of a SYNC_ACK message). If transmitting computer 3001 transmits more
messages than its allotment, it will prematurely generate the SYNC REQ message. (If it has

63

New Bay Capital, LLC
Ex.1015-Page 693 of 3151



Docket No. 000479.00111

been altered to remove the SYNC REQ message generation altogether, it will fall out of
synchronization since receiver 3000 will quickly reject packets that fall outside of window W,
and the extra packets generated by transmitter 3001 will be discarded).

In accordance with the improvements described above, receiving computer 3000
performs certain steps when a SYNC _REQ message is received, as illustrated in FIG. 30. In step
3004, receiving computer 3000 receives the SYNC REQ message. In step 3005, a check is
made to determine whether the request is a duplicate. If so, it is discarded in step 3006. In step
3007, a check is made to determine whether the SYNC_REQ received from transmitter 3001 was
received at a rate that exceeds the allowable rate R (i.e., the period between the time of the last
SYNC_REQ message). The value R can be a constant, or it can be made to fluctuate as desired.
If the rate exceeds R, then in step 3008 the next activation of the next CKPT N hopping table
entry is delayed by W/R seconds after the last SYNC_REQ has been accepted.

Otherwise, if the rate has not been exceeded, then in step 3109 the next CKPT N value is
calculated and inserted into the receiver’s hopping table prior to the next SYNC REQ from
thetransmitter 3101. Transmitter 3101 then processes the SYNC REQ in the normal manner.

E. Signaling Synchronizer

In a system in which a large number of users communicate with a central node using
secure hopping technology, a large amount of memory must be set aside for hopping tables and
their supporting data structures. For example, if one million subscribers to a web site
occasionally communicate with the web site, the site must maintain one million hopping tables,
thus using up valuable computer resources, even though only a small percentage of the users may
actually be using the system at any one time. A desirable solution would be a system that
permits a certain maximum number of simultaneous links to be maintained, but which would
“recognize” millions of registered users at any one time. In other words, out of a population of a
million registered users, a few thousand at a time could simultaneously communicate with a
central server, without requiring that the server maintain one million hopping tables of
appreciable size.

One solution is to partition the central node into two nodes: a signaling server that
performs session initiation for user log-on and log-off (and requires only minimally sized tables),
and a transport server that contains larger hopping tables for the users. The signaling server

listens for the millions of known users and performs a fast-packet reject of other (bogus) packets.
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When a packet is received from a known user, the signaling server activates a virtual private link
(VPL) between the user and the transport server, where hopping tables are allocated and
maintained. When the user logs onto the signaling server, the user’s computer is provided with
hop tables for communicating with the transport server, thus activating the VPL. The VPLs can
be torn down when they become inactive for a time period, or they can be torn down upon user
log-out. Communication with the signaling server to allow user log-on and log-off can be
accomplished using a specialized version of the checkpoint scheme described above.

FIG. 31 shows a system employing certain of the above-described principles. In FIG. 31,
a signaling server 3101 and a transport server 3102 communicate over a link. Signaling server
3101 contains a large number of small tables 3106 and 3107 that contain enough information to
authenticate a communication request with one or more clients 3103 and 3104. As described in
more detail below, these small tables may advantageously be constructed as a special case of the
synchronizing checkpoint tables described previously. Transport server 3102, which is
preferably a separate computer in communication with signaling server 3101, contains a smaller
number of larger hopping tables 3108, 3109, and 3110 that can be allocated to create a VPN with
one of the client computers.

According to one embodiment, a client that has previously registered with the system
(e.g., via a system administration function, a user registration procedure, or some other method)
transmits a request for information from a computer (e.g., a web site). In one variation, the
request is made using a “hopped” packet, such that signaling server 3101 will quickly reject
invalid packets from unauthorized computers such as hacker computer 3105. An
“administrative” VPN can be established between all of the clients and the signaling server in
order to ensure that a hacker cannot flood signaling server 3101 with bogus packets. Details of
this scheme are provided below.

Signaling server 3101 receives the request 3111 and uses it to determine that client 3103
is a validly registered user. Next, signaling server 3101 issues a request to transport server 3102
to allocate a hopping table (or hopping algorithm or other regime) for the purpose of creating a
VPN with client 3103. The allocated hopping parameters are returned to signaling server 3101
(path 3113), which then supplies the hopping parameters to client 3103 via path 3114, preferably

in encrypted form.
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Thereafter, client 3103 communicates with transport server 3102 using the normal
hopping techniques described above. It will be appreciated that although signaling server 3101
and transport server 3102 are illustrated as being two separate computers, they could of course be
combined into a single computer and their functions performed on the single computer.
Alternatively, it is possible to partition the functions shown in FIG. 31 differently from as shown
without departing from the inventive principles.

One advantage of the above-described architecture is that signaling server 3101 need only
maintain a small amount of information on a large number of potential users, yet it retains the
capability of quickly rejecting packets from unauthorized users such as hacker computer 3105.
Larger data tables needed to perform the hopping and synchronization functions are instead
maintained in a transport server 3102, and a smaller number of these tables are needed since they
are only allocated for “active” links. After a VPN has become inactive for a certain time period
(e.g., one hour), the VPN can be automatically torn down by transport server 3102 or signaling
server 3101.

A more detailed description will now be provided regarding how a special case of the
checkpoint synchronization feature can be used to implement the signaling scheme described
above.

The signaling synchronizer may be required to support many (millions) of standing, low
bandwidth connections. It therefore should minimize per-VPL memory usage while providing
the security offered by hopping technology. In order to reduce memory usage in the signaling
server, the data hopping tables can be completely eliminated and data can be carried as part of
the SYNC_REQ message. The table used by the server side (receiver) and client side
(transmitter) is shown schematically as element 3106 in FIG. 31.

The meaning and behaviors of CKPT N, CKPT O and CKPT_R remain the same from
the previous description, except that CKPT_N can receive a combined data and SYNC_REQ
message or a SYNC_REQ message without the data.

The protocol is a straightforward extension of the earlier synchronizer. Assume that a
client transmitter is on and the tables are synchronized. The initial tables can be generated “out
of band.” For example, a client can log into a web server to establish an account over the
Internet. The client will receive keys etc encrypted over the Internet. Meanwhile, the server will

set up the signaling VPN on the signaling server.
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Assuming that a client application wishes to send a packet to the server on the client’s
standing signaling VPL:

1. The client sends the message marked as a data message on the inner header using the
transmitter’s CKPT_N address. It turns the transmitter off and starts a timer T1 noting CKPT_O.
Messages can be one of three types: DATA, SYNC REQ and SYNC_ACK. In the normal
algorithm, some potential problems can be prevented by identifying each message type as part of
the encrypted inner header field. In this algorithm, it is important to distinguish a data packet
and a SYNC_REQ in the signaling synchronizer since the data and the SYNC_REQ come in on
the same address.

2. When the server receives a data message on its CKPT N, it verifies the message and
passes it up the stack. The message can be verified by checking message type and and other
information (i.e., user credentials) contained in the inner header It replaces its CKPT O with
CKPT_N and generates the next CKPT_N. It updates its transmitter side CKPT R to correspond
to the client’s receiver side CKPT_R and transmits a SYNC_ACK containing CKPT O in its
payload.

3. When the client side receiver receives a SYNC ACK on its CKPT R with a payload
matching its transmitter side CKPT O and the transmitter is off, the transmitter is turned on and
the receiver side CKPT R is updated. If the SYNC ACK’s payload does not match the
transmitter side CKPT _O or the transmitter is on, the SYNC ACK is simply discarded.

4. T1 expires: If the transmitter is off and the client’s transmitter side CKPT O matches
the CKPT_O associated with the timer, it starts timer T1 noting CKPT O again, and a
SYNC_REQ is sent using the transmitter’s CKPT O address. Otherwise, no action is taken.

5. When the server receives a SYNC_REQ on its CKPT N, it replaces its CKPT O with
CKPT _N and generates the next CKPT_N. It updates its transmitter side CKPT R to correspond
to the client’s receiver side CKPT R and transmits a SYNC_ACK containing CKPT O in its
payload.

6. When the server receives a SYNC_REQ on its CKPT O, it updates its transmitter side
CKPT_R to correspond to the client’s receiver side CKPT R and transmits a SYNC_ACK
containing CKPT O in its payload.

FIG. 32 shows message flows to highlight the protocol. Reading from top to bottom, the

client sends data to the server using its transmitter side CKPT N. The client side transmitter is
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turned off and a retry timer is turned off. The transmitter will not transmit messages as long as
the transmitter is turned off. The client side transmitter then loads CKPT N into CKPT O and
updates CKPT _N. This message is successfully received and a passed up the stack. It also
synchronizes the receiver i.e., the server loads CKPT N into CKPT O and generates a new
CKPT _N, it generates a new CKPT_R in the server side transmitter and transmits a SYNC_ACK
containing the server side receiver’s CKPT O the server. The SYNC ACK is successfully
received at the client. The client side receiver’s CKPT R is updated, the transmitter is turned on
and the retry timer is killed. The client side transmitter is ready to transmit a new data message.

Next, the client sends data to the server using its transmitter side CKPT N. The client
side transmitter is turned off and a retry timer is turned off. The transmitter will not transmit
messages as long as the transmitter is turned off. The client side transmitter then loads CKPT N
into CKPT_O and updates CKPT_N. This message is lost. The client side timer expires and as a
result a SYNC _REQ is transmitted on the client side transmitter’s CKPT O (this will keep
happening until the SYNC_ACK has been received at the client). The SYNC REQ is
successfully received at the server. It synchronizes the receiver i.e., the server loads CKPT N
into CKPT O and generates a new CKPT N, it generates an new CKPT R in the server side
transmitter and transmits a SYNC_ACK containing the server side receiver’s CKPT O the
server. The SYNC_ACK is successfully received at the client. The client side receiver’s
CKPT R is updated, the transmitter is turned off and the retry timer is killed. The client side
transmitter is ready to transmit a new data message.

There are numerous other scenarios that follow this flow. For example, the SYNC_ACK
could be lost. The transmitter would continue to re-send the SYNC_REQ until the receiver
synchronizes and responds.

The above-described procedures allow a client to be authenticated at signaling server
3201 while maintaining the ability of signaling server 3201 to quickly reject invalid packets,
such as might be generated by hacker computer 3205. In various embodiments, the signaling
synchronizer is really a derivative of the synchronizer. It provides the same protection as the
hopping protocol, and it does so for a large number of low bandwidth connections.

F. One-Click Secure On-line Communications and Secure Domain Name Service

The present invention provides a technique for establishing a secure communication link

between a first computer and a second computer over a computer network. Preferably, a user
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enables a secure communication link using a single click of a mouse, or a corresponding minimal
input from another input device, such as a keystroke entered on a keyboard or a click entered
through a trackball. Alternatively, the secure link is automatically established as a default setting
at boot-up of the computer (i.e., no click). FIG. 33 shows a system block diagram 3300 of a
computer network in which the one-click secure communication method of the present invention
is suitable. In FIG. 33, a computer terminal or client computer 3301, such as a personal
computer (PC), is connected to a computer network 3302, such as the Internet, through an ISP
3303. Alternatively, computer 3301 can be connected to computer network 3302 through an
edge router. Computer 3301 includes an input device, such as a keyboard and/or mouse, and a
display device, such as a monitor. Computer 3301 can communicate conventionally with
another computer 3304 connected to computer network 3302 over a communication link 3305
using a browser 3306 that is installed and operates on computer 3301 in a well-known manner.

Computer 3304 can be, for example, a server computef that is used for conducting
e-commerce. In the situation when computer network 3302 is the Internet, computer 3304
typically will have a standard top-level domain name such as .com, .net, .org, .edu, .mil or .gov.

FIG. 34 shows a flow diagram 3400 for installing and establishing a “one-click” secure
communication link over a computer network according to the present invention. At step 3401,
computer 3301 is connected to server computer 3304 over a non-VPN communication link 3305.
Web browser 3306 displays a web page associated with server 3304 in a well-known manner.
According to one variation of the invention, the display of computer 3301 contains a hyperlink,
or an icon representing a hyperlink, for selecting a virtual private network (VPN) communication
link (“go secure” hyperlink) through computer network 3302 between terminal 3301 and server
3304. Preferably, the “go secure” hyperlink is displayed as part of the web page downloaded
from server computer 3304, thereby indicating that the entity providing server 3304 also
provides VPN capability.

By displaying the “go secure” hyperlink, a user at computer 3301 is informed that the
current communication link between computer 3301 and server computer 3304 is a non-secure,
non-VPN communication link. At step 3402, it is determined whether a user of computer 3301
has selected the “go éecure” hyperlink. If not, processing resumes using a non-secure
(conventional) communication method (not shown). If, at step 3402, it is determined that the

user has selected the “go secure” hyperlink, flow continues to step 3403 where an object
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associated with the hyperlink determines whether a VPN communication software module has
already been installed on computer 3301. Alternatively, a user can enter a command into
computer 3301 to “go secure.”

If, at step 3403, the object determines that the software module has been installed, flow
continues to step 3407. If, at step 3403, the object determines that the software module has not
been installed, flow continues to step 3404 where a non-VPN communication link 3307 is
launched between computer 3301 and a website 3308 over computer network 3302 in a well-
known manner. Website 3308 is accessible by all computer terminals connected to computer
network 3302 through a non-VPN communication link. Once connected to website 3308, a
software module for establishing a secure communication link over computer network 3302 can
be downloaded and installed. Flow continues to step 3405 where, after computer 3301 connects
to website 3308, the software module for establishing a communication link is downloaded and
installed in a well-known manner on computer terminal 3301 as software module 3309. At step
3405, a user can optionally select parameters for the software module, such as enabling a secure
communication link mode of communication for all communication links over computer network
3302. At step 3406, the -communication link between computer 3301 and website 3308 is then
terminated in a well-known manner.

By clicking on the “go secure” hyperlink, a user at computer 3301 has enabled a secure
communication mode of communication between computer 3301 and server computer 3304.
According to one variation of the invention, the user is not required to do anything more than
merely click the “go secure” hyperlink. The user does not need to enter any user identification
information, passwords or encryption keys for establishing a secure communication link. All
procedures required for establishing a secure communication link between computer 3301 and
server computer 3304 are performed transparently to a user at computer 3301.

At step 3407, a secure VPN communications mode of operation has been enabled and
software module 3309 begins to establish a VPN communication link. In one embodiment,
software module 3309 automatically replaces the top-level domain name for server 3304 within
browser 3406 with a secure top-level domain name for server computer 3304. For example, if
the top-level domain name for server 3304 is .com, software module 3309 replaces the .com top-
level domain name with a .scom top-level domain name, where the “s” stands for secure.

Alternatively, software module 3409 can replace the top-level domain name of server 3304 with
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any other non-standard top-level domain name.

Because the secure top-level domain name is a non-standard domain name, a query to a
standard domain name service (DNS) will return a message indicating that the universal resource
locator (URL) is unknown. According to the invention, software module 3409 contains the URL
for querying a secure domain name service (SDNS) for obtaining the URL for a secure top-level
domain name. In this regar'd, software module 3309 accesses a secure portal 3310 that interfaces
a secure network 3311 to computer network 3302. Secure network 3311 includes an internal
router 3312, a secure domain name service (SDNS) 3313, a VPN gatekeeper 3314 and a secure
proxy 3315. The secure network can include other network services, such as e-mail 3316, a
plurality of chatrooms (of which only one chatroom 3317 is shown), and a standard domain
name service (STD DNS) 3318. Of course, secure network 3311 can include other resources and
services that are not shown in FIG. 33.

When software module 3309 replaces the standard top-level domain name for server
3304 with the secure top-level domain name, software module 3309 sends a query to SDNS 3313
at step 3408 through secure portal 3310 preferably using an administrative VPN communication
link 3319. In this configuration, secure portal 3310 can only be accessed using a VPN
communication link. Preferably, such a VPN communication link can be based on a technique
of inserting a source and destination IP address pair into each data packet that is selected
according to a pseudo-random sequence; an IP address hopping regime that pseudorandomly
changes IP addresses in packets transmitted between a client computer and a secure target
computer; periodically changing at least one field in a series of data packets according to a
known sequence; an Internet Protocol (IP) address in a header of each data packet that is
compared to a table of valid IP addresses maintained in a table in the second computer; and/or a
comparison of the IP address in the header of each data packet to a moving window of valid IP
addresses, and rejecting data packets having IP addresses that do not fall within the moving
window. Other types of VPNs can alternatively be used. Secure portal 3310 authenticates the
query from software module 3309 based on the particular information hopping technique used
for VPN communication link 3319.

SDNS 3313 contains a cross-reference database of secure domain names and
corresponding secure network addresses. That is, for each secure domain name, SDNS 3313

stores a computer network address corresponding to the secure domain name. An entity can
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register a secure domain name in SDNS 3313 so that a user who desires a secure communication
link to the website of the entity can automatically obtain the secure computer network address
for the secure website. Moreover, an entity can register several secure domain names, with each
respective secure domain name representing a different priority level of access in a hierarchy of
access levels to a secure website. For example, a securities trading website can provide users
secure access so that a denial of service attack on the website will be ineffectual with respect to
users subscribing to the secure website service. Different levels of subscription can be arranged
based on, for example, an escalating fee, so that a user can select a desired level of guarantee for
connecting to the secure securities trading website. When a user queries SDNS 3313 for the
secure computer network address for the securities trading website, SDNS 3313 determines the
particular secure computer network address based on the user’s identity and the user’s
subscription level.

At step 3409, SDNS 3313 accesses VPN gatekeeper 3314 for establishing a VPN
communication link between software module 3309 and secure server 3320. Server 3320 can .
only be accessed through a VPN communication link. VPN gatekeeper 3314 provisions
computer 3301 and secure web server computer 3320, or a secure edge router for server
computer 3320, thereby creating the VPN. Secure server computer 3320 can be a separate server
computer from server computer 3304, or can be the same server computer having both non-VPN
and VPN communication link capability, such as shown by server computer 3322. Returning to
FIG. 34, in step 3410, SDNS 3313 returns a secure URL to software module 3309 for the .scom
server address for a secure server 3320 corresponding to server 3304.

Alternatively, SDNS 3313 can be accessed through secure portal 3310 “in the clear”, that
is, without using an administrative VPN communication link. In this situation, secure portal
3310 preferably authenticates the query using any well-known technique, such as a
cryptographic technique, before allowing the query to proceed to SDNS 3319. Because the
initial communication link in this situation is not a VPN communication link, the reply to the
query can be “in the clear.” The querying computer can use the clear reply for establishing a
VPN link to the desired domain name. Alternatively, the query to SDNS 3313 can be in the
clear, and SDNS 3313 and gatekeeper 3314 can operate to establish a VPN communication link
to the querying computer for sending the reply.

At step 3411, software module 3309 accesses secure server 3320 through VPN

—~
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communication link 3321 based on the VPN resources allocated by VPN gatekeeper 3314. At
step 3412, web browser 3306 displays a secure icon indicating that the current communication
link to server 3320 is a secure VPN communication link. Further communication between
computers 3301 and 3320 occurs via the VPN, e.g., using a “hopping” regime as discussed
above. When VPN link 3321 is terminated at step 3413, flow continues to step 3414 where
software module 3309 automatically replaces the secure top-level domain name with the
corresponding non-secure top-level domain name for server 3304. Browser 3306 accesses a
standard DNS 3325 for obtaining the non-secure URL for server 3304. Browser 3306 then
connects to server 3304 in a well-known manner. At step 3415, browser 3306 displays the “go
secure” hyperlink or icon for selecting a VPN communication link between terminal 3301 and
server 3304. By aéain displaying the “go secure” hyperlink, a user is informed that the current
communication link is a non-secure, non-VPN communication link.

When software module 3309 is being installed or when the user is off-line, the user can
optionally specify that all communication links established over computer network 3302 are
secure communication links. Thus, anytime that a communication link is established, the link is
a VPN link. Consequently, software module 3309 transparently accesses SDNS 3313 for
obtaining the URL for a selected secure website. In other words, in one embodiment, the user
need not “click” on the secure option each time secure communication is to be effected.

Additionally, a user at computer 3301 can optionally select a secure communication link
through proxy computer 3315.  Accordingly, computer 3301 can establish a VPN
communication link 3323 with secure server computer 3320 through proxy computer 3315.
Alternatively, computer 3301 can establish a non-VPN communication link 3324 to a non-secure
website, such as non-secure server computer 3304.

FIG. 35 shows a flow diagram 3500 for registering a secure domain name according to
the present invention. At step 3501, a requester accesses website 3308 and logs into a secure
domain name registry service that is available through website 3308. At step 3502, the requestor
completes an online registration form for registering a secure domain name having a top-level
domain name, such as .com, .net, .org, .edu, .mil or .gov. Of course, other secure top-level
domain names can also be used. Preferably, the requestor must have previously registered a non-

secure domain name corresponding to the equivalent secure domain name that is being
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requested. For example, a requestor attempting to register secure domain name ‘“website.scom”
must have previously registered the corresponding non-secure domain name “website.com”.

At step 3503, the secure domain name registry service at website 3308 queries a non-
secure domain name server database, such as standard DNS 3322, using, for example, a whois
query, for determining ownership information relating to the non-secure domain name
corresponding to the requested secure domain name. At step 3504, the secure domain name
registry service at website 3308 receives a reply from standard DNS 3322 and at step 3505
determines whether there is conflicting ownership information for the corresponding non-secure
domain name. If there is no conflicting ownership information, flow continues to step 3507,
otherwise flow continues to step 3506 where the requestor is informed of the conflicting
ownership information. Flow returns to step 3502.

When there is no conflicting ownership information at step 3505, the secure domain
name registry service (website 3308) informs the requestor that there is no conflicting ownership
information and prompts the requestor to verify the information entered into the online form and
select an approved form of payment. After confirmation of the entered information and
appropriate payment information, flow continues to step 3508 where the newly registered secure
domain name sent to SDNS 3313 over communication link 3326.

If, at step 3505, the requested secure domain name does not have a corresponding
equivalent non-secure domain name, the present invention informs the requestor of the situation
and prompts the requestor for acquiring the corresponding equivalent non-secure domain name
for an increased fee. By accepting the offer, the present invention automatically registers the
corresponding equivalent non-secure domain name with standard DNS 3325 in a well-known
manner. Flow then continues to step 3508.

G. Tunneling Secure Address Hopping Protocol Through Existing
| Protocol Using Web Proxy

The present invention also provides a technique for implementing the field hopping
schemes described above in an application program on the client side of a firewall between two
computer networks, and in the network stack on the server side of the firewall. The present
invention uses a new secure connectionless protocol that provides good denial of service
rejection capabilities by layering the new protocol on top of an existing IP protocol, such as the

ICMP, UDP or TCP protocols. Thus, this aspect of the present invention does not require
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changes in the Internet infrastructure.

According to the invention, communications are protected by a client-side proxy
application program that accepts unencrypted, unprotected communication packets from a local
browser application. The client-side proxy application program tunnels the unencrypted,
unprotected communication packets through a new protocol, thereby protecting the
communications from a denial of service at the server side. Of course, the unencrypted,
unprotected communication packets can be encrypted prior to tunneling.

The client-side proxy application program is not an operating system extension and does
not involve any modifications to the operating system network stack and drivers. Consequently,
the client is easier to install, remove and support in comparison to a VPN. Moreover, the client-
side proxy application can be allowed through a corporate firewall using a much smaller "hole"
in the firewall and is less of a security risk in comparison to allowing a protocol layer VPN
through a corporate firewall.

The server-side implementation of the present invention authenticates valid field-hopped
packets as valid or invalid very early in the server packet processing, similar to a standard virtual
private network, for greatly minimizing the impact of a denial of service attempt in comparison
to normal TCP/IP and HTTP communications, thereby protecting the server from invalid
communications.

FIG. 36 shows a system block diagram of a computer network 3600 in which a virtual
private connection according to the present invention can be configured to more easily traverse a
firewall between two computer networks. FIG. 37 shows a flow diagram 3700 for establishing a
virtual private connection that is encapsulated using an existing network protocol.

In FIG. 36 a local area network (LAN) 3601 is connected to another computer network
3602, such as the Internet, through a firewall arrangement 3603. Firewall arrangement operates
in a well-known manner to interface LAN 3601 to computer network 3602 and to protect LAN
3601 from attacks initiated outside of LAN 3601.

A client computer 3604 is connected to LAN 3601 in a well-known manner. Client
computer 3604 includes an operating system 3605 and a web browser 3606. Operating system
3605 provides kernel mode functions for operating client computer 3604. Browser 3606 is an
application program for accessing computer network resources connected to LAN 3601 and

computer network 3602 in a well-known manner. According to the present invention, a proxy
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application 3607 is also stored on client computer 3604 and operates at an application layer in
conjunction with browser 3606. Proxy application 3607 operates at the application layer within
client computer 3604 and when enabled, modifies unprotected, unencrypted message packets
generated by browser 3606 by inserting data into the message packets that are used for forming a
virtual private connection between client computer 3604 and a server computer connected to
LAN 3601 or computer network 3602. According to the invention, a virtual private connection
does not provide the same level of security to the client computer as a virtual private network. A
virtual private connection can be conveniently authenticated so that, for example, a denial of
service attack can be rapidly rejected, thereby providing different levels of service that can be
subscribed to by a user.

Proxy application 3607 is conveniently installed and uninstalled by a user because proxy
application 3607 operates at the application layer within client computer 3604. On installation,
proxy application 3607 preferably configures browser 3606 to use proxy application for all web
communications. That is, the payload portion of all message packets is modified with the data
for forming a virtual private connection between client computer 3604 and a server computer.
Preferably, the data for forming the virtual private connection contains field-hopping data, such
as described above in connection with VPNs. Also, the modified message packets preferably
conform to the UDP protocol. Alternatively, the modified message packets can conform to the
TCP/IP protocol or the ICMP protocol. Alternatively, proxy application 3606 can be selected
and enabled through, for example, an option provided by browser 3606. Additionally, proxy
application 3607 can be enabled so that only the payload portion of specially designated message
packets is modified with the data for forming a virtual private connection between client
computer 3604 and a designated host computer. Specially designated message packets can be,
for example, selected predetermined domain names.

Referring to FIG. 37, at step 3701, unprotected and unencrypted message packets are
generated by browser 3606. At step 3702, proxy application 3607 modifies the payload portion
of all message packets by tunneling the data for forming a virtual private connection between
client computer 3604 and a destination server computer into the payload portion. At step, 3703,
the modified message packets are sent from client computer 3604 to, for example, website

(server computer) 3608 over computer network 3602.
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Website 3608 includes a VPN guard portion 3609, a server proxy portion 3610 and a web
server portion 3611. VPN guard portion 3609 is embedded within the kernel layer of the
operating system of website 3608 so that large bandwidth attacks on website 3608 are rapidly
rejected. When client computer 3604 initiates an authenticated connection to website 3608, VPN
guard portion 3609 is keyed with the hopping sequence contained in the message packets from
client computer 3604, thereby performing a strong authentication of the client packet streams
entering website 3608 at step 3704. VPN guard portion 3609 can be configured for providing
different levels of authentication and, hence, quality of service, depending upon a subscribed
level of service. That is, VPN guard portion 3609 can be configured to let all message packets
through until a denial of service attack is detected, in which case VPN guard portion 3609 would
allow only client packet streams conforming to a keyed hopping sequence, such as that of the
present invention.

Server proxy portion 3610 also operates at the kernel layer within website 3608 and
catches incoming message packets from client computer 3604 at the VPN level. At step 3705,
server proxy portion 3610 authenticates the message packets at the kernel level within host
computer 3604 using the destination IP address, UDP ports and discriminator fields. The
authenticated message packets are then forwarded to the authenticated message packets to web
server portion 3611 as normal TCP web transactions.

At step 3705, web server portion 3611 responds to message packets received from client
computer 3604 in accordance with the particular nature of the message packets by generating
reply message packets. For example, when a client computer requests a webpage, web server
portion 3611 generates message packets corresponding to the requested webpage. At step 3706,
thé reply message packets pass through server proxy portion 3610, which inserts data into the
payload portion of the message packets that are used for forming the virtual private connection
between host computer 3608 and client computer 3604 over computer network 3602. Preferably,
the data for forming the virtual private connection is contains field-hopping data, such as
described above in connection with VPNs. Server proxy portion 3610 operates at the kernel
layer within host computer 3608 to insert the virtual private connection data into the payload
portion of the reply message packets. Preferably, the modified message packets sent by host
computer 3608 to client computer 3604 conform to the UDP protocol. Alternatively, the
modified message packets can conform to the TCP/IP protocol or the ICMP protocol.
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At step 3707, the modified packets are sent from host computer 3608 over computer
network 3602 and pass through firewall 3603. Once through firewall 3603, the modified packets
are directed to client computer 3604 over LAN 3601 and are received at step 3708 by proxy
application 3607 at the application layer within client computer 3604. Proxy application 3607
operates to rapidly evaluate the modified message packets for determining whether the received
packets should be accepted or dropped. If the virtual private connection data inserted into the
received information packets conforms to expected virtual private connection data, then the
received packets are accepted. Otherwise, the received packets are dropped.

While the present invention has been described in connection with the illustrated
embodiments, it will be appreciated and understood that modifications may be made without

departing from the true spirit and scope of the invention.
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CLAIMS
What is claimed is:

1. A system for providing a secure domain name service over a computer network,
comprising:

a portal connected to a computer network, the portal authenticating a query for a secure
computer network address; and

a domain name database connected to the computer network through the portal, the

domain name database storing secure computer network addresses for the computer network.

2. The system of claim 1, wherein each secure computer network address is based on a

non-standard top-level domain name.

3. The system of claim 2, wherein the non-standard top-level domain name is one of

.scom, .sorg, .snet, .sgov, .sedu, .smil and .sint.
4. The system of claim 1, wherein the computer network includes the Internet.
5. The system of claim 1, wherein the secure portal comprises an edge router.

6. The system of claim 1, wherein the portal authenticates the query using a

cryptographic technique.

7. The system of claim 1, wherein the portal is connectable to a virtual private network

link through the computer network.

8. The system of claim 7, wherein the secure communication link is one of a plurality of

secure communication links in a hierarchy of secure communication links.

9. The system of claim 7, wherein the virtual private network is based on inserting into

each data packet one or more data values that vary according to a pseudo-random sequence.

79

New Bay Capital, LLC
Ex.1015-Page 709 of 3151



Docket No. 000479.00111

10. The system of claim 7, wherein the virtual private network is based on a computer
network address hopping regime that is used to pseudorandomly change computer network

addresses in packets transmitted between a first computer and a second computer.

11. The system of claim 7, wherein the virtual private network is based on comparing a
value 1n each data packet transmitted between a first computer and a second computer to a

moving window of valid values.

12. The system of claim 7, wherein the virtual private network is based on a comparison
of a discriminator field in a header of each data packet to a table of valid discriminator fields

maintained for a first computer.

13. A method for registering a secure domain name, comprising steps of:
receiving a request for registering a secure domain name;
verifying ownership information for an equivalent non-secure domain name
corresponding to the secure domain name;
registering the secure domain name in a secure domain name service when the
ownership information for the equivalent non-secure domain name is consistent with ownership

information for the secure domain name.

14. The method according to claim 13, wherein the step of verifying ownership
information includes steps of:
determining whether the equivalent non-secure domain name corresponding to the
secure domain name has been registered in a non-secure domain name service; and
querying whether the equivalent non-secure domain name should be registered in
the non-secure domain name service when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

15. A computer-readable storage medium, comprising:

a storage area; and
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computer-readable instructions for a method for registering a secure domain
name, the method comprising steps of:
receiving a request for registering a secure domain name;
verifying ownership information for an equivalent non-secure domain
name corresponding to the secure domain name;
registering the secure domain name in a secure domain name service when
the ownership information for the equivalent non-secure domain name is consistent with

ownership information for the secure domain name.

16. The computer-readable medium according to claim 15, wherein the step of verifying
ownership information includes steps of:
determining whether the equivalent non-secure domain name corresponding to the
secure domain name has been registered in a non-secure domain name service; and
querying whether the equivalent non-secure domain name should be registered in
the non-secure domain name service when the equivalent non-secure domain name has not been

registered in the non-secure domain name service.

17. A method for registering a domain name, comprising steps of:

(1) receiving a request for registering a first domain name;

(i1)  verifying ownership information for a second domain name corresponding to the
first domain name; and

(1)  registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

18. The method of claim 17, wherein the first domain name comprises a non-standard

top-level domain and the second domain name comprises a standard top-level domain.

19. The method of claim 17, further comprising the step of storing information
corresponding to the registration performed in step (iii) in a database separate from a database

storing information for standard domain name registrations.
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20. The method according to claim 17, wherein the step of venifying ownership
information includes steps of:
(a) determining whether the second domain name has been registered in a domain
name service; and
(b) querying whether the second domain name should be registered in the domain
name service when the second domain name has not been registered in the

domain name service.

21. A computer-readable medium, comprising computer-readable instructions for a
method for registering a domain name, the method comprising steps of:
(1) receiving a request for registering a first domain name;
(1)  verifying ownership information for a second domain name corresponding to the
first domain name; and
(i)  registering the first domain name when the ownership information for the second

domain name is consistent with ownership information for the first domain name.

22. The computer readable medium of claim 21, wherein the first domain name
comprises a non-standard top-level domain and the second domain name comprises a standard

top-level domain.

23. The computer-readable medium of claim 21, wherein the step of verifying ownership
information includes steps of:
(a) determining whether the second domain name has been registered in a domain
name service; and
(b) querying whether the second domain name should be registered in the domain
name service when the second domain name has not been registered in the

domain name service.
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ABSTRACT
A secure domain name service for a computer network is disclosed that includes a portal
connected to a computer network, such as the Internet, and a domain name database connected to
the computer network through the portal. The portal authenticates a query for a secure computer
network address, and the domain name database stores secure computer network addresses for
the computer network. Each secure computer network address is based on a non-standard top-

level domain name, such as .scom, .sorg, .snet, .snet, .sedu, .smil and .sint.
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Banner & Witcoff Ref. No. 000479.00111
Client Ref. No. 10007-Cont.

JOINT DECLARATION FOR PATENT APPLICATION

As the below named inventors, we hereby declare that:
Our residence, post office address and citizenship are as stated below next to our names;

We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a patent is

sought on the invention entitled AN AGILE NETWORK PROTOCQL FOR SECURE COMMUNICATIONS USING SECURE
DOMAIN NAMES, the specification of which

X is attached hereto. :
O was filed on as Application Serial Number

and was amended on (if
applicable).
O was filed under the Patent Cooperation Treaty (PCT) and accorded International Application
No. , filed , and amended on (if any).

We hereby state that we have reviewed and understand the contents of the above-identified specification, incloding the
claims, as amended by any amendment referred to above.

We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
Code of Federal Regulations, §1.56(a).

Prior Foreign Applicati'on(s)
We hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign application(s) for

patent or inventor's certificate listed below and have also identified below any foreign application(s) for patent or inventor's
certificate having a filing date before that of the application on which priority is claimed:

Prior United States Provisional Application(s)
We hereby claim priority benefits under Title 35, United States Code, §119(e)X(1) of any U.S. provisional application
listed below:

AN

60/106,261 30 October 1998
60/137,704 7 June 1999

Prior United States Application(s)
We hereby claim the bepefit under Title 35, United States Code, §120 of any United States application(s) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States application in
the manner provided by the first paragraph of Title 35, United States Code, §112, we acknowledge the duty to disclose material

information as defined in Title 37, Code of Federal Regulations, §1.56(a) which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:

BANNER & WITCOFF, LTD. Rev 1.1 10-09-2001
Page 1 of 2
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NOV-10-03 12:95 FROM:SAIC 99@ ID: PAGE 3/3

Banner & Witcoff Ref. No. 000479.000111
Client Ref. No. 10007-Cont.
09/558,2 10 26 April 2000
09/504,783 15 February 2000
09/429,643 29 October 1999
Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at:

Customer Number: 22907  (WDC)

Please address all correspondence and telephone communications to the address and telephone number for this Customer
Number.

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
mformation and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or ixoprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such wiliful false statements may jeopardize the validity of the application or any patent issuing

thereon._
T A A pate I/ IQ//ZSO?
Full Name of First Inventor, Larson Vietor

. 'Family Name First Given Name Second Given Name
Residence__ Fairfax,  Virginia szcnshxp USA
Post Office Address_ 12026 Lisa Marie Court, Fairfax, Virginia 22033
Signature Date
Full Name of Second Inventor Short 111 Robert Dupham

Family Name First Given Name Second Given Name

Residence__Leesburs, Virginia Citizenship_USA

Post Office Address___ 38710 Goose Creek Lane, Leesburg, Virginia 20175

Signature, Date

Full Name of Third lnventor. Munger Edmund Colby
Family Name First Given Name Second Given Name

Residence__ Crownsville, Maryland Citizenship_USA

Post Office Address____110]1 Opaca Court, Crownsville. Maryland 21032
_

" Date_dpe [D 2052

Full Narfe of Fotth Inve;?f)?/ Williamson Michael
Family Name -~ First Given Name Second Given Name
Residence_South Ridjng, Virginia Citizenship_ USA

Post Office Address____26205 Ocala Circle, South Riding. Virginia 20152
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Banner & Witcoff Ref. No.
Client Ref. No.

000479.00111
10007-Cont.

JOINT DECLARATION FOR PATENT APPLICATION
As the below named inventors, we hereby declare that:
Our residence, post office address and citizenship are as stated below next to our names;
We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a patent is

sought on the invention entitled AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING SECURE
DOMAIN NAMES, the specification of which

X is attached hereto.

O was filed on as Application Serial Number and was amended on (if
applicable).

O was filed under the Patent Cooperation Treaty (PCT) and accorded International Application

No. , filed , and amended on (if any).

We hereby state that we have reviewed and understand the contents of the above-identified specification, including the
claims, as amended by any amendment referred to above.

We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
Code of Federal Regulations, §1.56(a).

Prior Foreign Application(s)
We hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign application(s) for

patent or inventor's certificate listed below and have also identified below any foreign application(s) for patent or inventor's
certificate having a filing date before that of the application on which priority is claimed:

: g : | Priority Claimed
o T SR Date of Filing ~ | * Date of Issue’ " | - Under 35 US.C.
Country _ApplicationNo. | (day month year) - | (day month year).. 819

Prior United States Provisional Application(s)

We hereby claim priority benefits under Title 35, United States Code, §119(e)(1) of any U.S. provisional application
listed below:

L : ' : Date of Filing Priority Claimed
- U.S. Provisional Application No. “(day. month year) Under 35U.S.C. §119(e)(1)
60/106,261 30 October 1998 Yes
60/137,704 7 June 1999 Yes

Prior United States Application(s)
We hereby claim the benefit under Title 35, United States Code, §120 of any United States application(s) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States application in
the manner provided by the first paragraph of Title 35, United States Code, §112, we acknowledge the duty to disclose material

information as defined in Title 37, Code of Federal Regulations, §1.56(a) which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:

BANNER & WITCOFF, LTD. Rev 1.1 10-09-2001

Page 1 of 2
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Nov 07 03 12:42p VirnetX

703-326-4234 p-2
Banner & Witcoff Ref. No. 000479.000111
Client Ref. No. 10007-Cont.
Date of Filing Status — Patented,
Application Serial No. (Day, Month, Year) Pending, Abandoned

09/558,210 26 April 2000 Pending

09/504,783 15 February 2000 Patented

09/429,643 29 October 1999 Pending

Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at:

Customer Number: 22907 (WDC)

Please address all correspondence and telephone communications to the address and telephone number for this Customer
Number.

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the application or any patent issuing
thereon.

Signature, Date,
Full Name of First Inventor Larson Victor

Family Name First Given Name Second Given Name
Residence___Fairfax, Virginia Citizenship USA

Post Office Address, 12026 Lisa Marie Court, Fairfax, Virginia 22033

Signature /C’Z-\_,(/L\Kh g/(& —... Date /7 /7/é3

Full Name of Second Inventor_ “Short. Il Robert Dunham
Family Name First Given Name Second Given Name
Residence__ Leesburg. Virginia Citizenship__USA

Post Office Address 38710 Goose Creek Lane, Leesburg. Virginia 20175

Signature, Date

Full Name of Third Inventor Munger Edmund Colby
Family Name First Given Name Second Given Name

Residence___Crownsville, Maryland Citizenship__USA

Post Office Address, 1101 Opaca Court, Crownsville. Marviand 21032

Signature Date
Full Name of Fourth Inventor, Williamson Michael

Family Name First Given Name Second Given Name
Residence__ South Riding. Virginia Citizenship_ USA

Post Office Address 26203 Ocala Circle, South Riding, Virginia 20152
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SAIC SHIP TECHNOLOGY DIV. 4102242631

Banner & Witcoff Ref. No.
Client Ref. No.

000479.00111
10007-Cont.

JOINT DECLARATION FOR PATENT APPLICATION
As the below named inventors, we hereby declare that:
Our residence, post office address and citizenship are as stated below next to our names;
We believe we are the original, first and joint inventors of the subject matter which is claimed and for which a patent is

sought on the invention entitled AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING SECURE
DOMAIN NAMES, the specification of which

< is attached hereto.

U] was filed on as Application Serial Number and was amended on (if
applicable).

O was filed under the Patent Cooperation Treaty (PCT) and accorded International Application
No. , filed , and amended on (if any).

We hereby state that we have reviewed and understand the contents of the above-identified specification, including the
claims, as amended by any amendment referred to above.

We hereby acknowledge the duty to disclose information which is material to patentability in accordance with Title 37,
Code of Federal Regulations, §1.56(a).

Prior Foreign Application(s)
We hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign application(s) for
patent or inventor's certificate listed below and have also identified below any foreign application(s) for patent or inventor's
certificate having a filing date before that of the application on which priority is claimed:

Priority Claimed
Date of Filing Date of Issue Under 35 US.C.
Country Application No. (day month year) (day month year) §119

Prior United States Provisional Application(s)

We hereby claim priority benefits under Title 35, United States Code, §119(e)(1) of any U.S. provisional application
listed below:

Date of Filing Priority Claimed
U.S. Provisional Application No. (day month year) Under 35 U.S.C. §115(e)(1)
60/106,261 30 October 1998 Yes
60/137,704 7 June 1999 Yes

Prior United States Application(s)
We hereby claim the benefit under Title 35, United States Code, §120 of any United States application(s) listed below
and, insofar as the subject matter of each of the claims of this application is not disclosed in the prior United States application in
the manner provided by the first paragraph of Title 35, United States Code, §112, we acknowledge the duty to disclose material

information as defined in Title 37, Code of Federal Regulations, §1.56(a) which occurred between the filing date of the prior
application and the national or PCT international filing date of this application:
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’ Név 11 03 12:37p SAIC SHIP TECHNOLOGY DIV. 4102242631 p.3
Banner & Witcoff Ref. No. 000479.000111
Client Ref. No. 10007-Cont.
Date of Filing Status — Patented,
Application Serial No. {Day, Month, Year) Pending, Abandoned

09/558,210 26 April 2000 Pending

09/504,783 15 February 2000 Patented

09/429,643 29 October 1999 Pending

Power of Attorney

And we hereby appoint, both jointly and severally, as our attorneys with full power of substitution and revocation, to
prosecute this application and to transact all business in the Patent and Trademark Office connected herewith the practitioners at:

Customer Number: 22907 (WDC)

Please address all correspondence and telephone communications to the address and telephone number for this Customer

Number.

We hereby declare that all statements made herein of our own knowledge are true and that all statements made on
information and belief are believed to be true; and further that these statements were made with the knowledge that willful
false statements and the like so made are punishable by fine or imprisonment, or both, under Section 1001 of Title 18 of the
United States Code and that such willful false statements may jeopardize the validity of the application or any patent issuing

thereon.
Signature Date
Full Name of First Inventor Larson Victor
Family Name First Given Name Second Given Name
Residence___ Fairfax, Virginia Citizenship USA
Post Office Address 12026 Lisa Marie Court, Fairfax, Virginia 22033
Signature Date
Full Name of Second Inventor, Short, ITT Robert Dunham
Family Name First Given Name Second Given Name
Residence___Leesburg, Virginia Citizenship_ USA

Post Office Address 38710 Goose Creek Lane, Leesburg, Virginia 20175

Signature %(f% //m /\/

Date. 1/ Abussgse zoot

Full Name of Third Inventor, Edmund Colby
Farmly Name First Given Name Second Given Name
Residence__Crownsville, Maryland Citizenship_ USA

Post Office Address 1101 Opaca Court, Crownsville, Maryland 21032

Signature Date
Full Name of Fourth Inventor Williamson Michael

Family Name First Given Name Second Given Name
Residence__ South Riding, Virginia Citizenship_ USA

Post Office Address___ 26203 Ocala Circle, South Riding, Virginia 20152
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Suggested Group Art Unit::
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Number of copies of CDs::
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Applicant Authority Type::
Primary Citizenship Country::
Status::
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Middle Name::

Family Name::

Name Suffix:

City of Residence::

State or Province of Residence::

Country of Residence::
Street of mailing address::
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State or Province of mailing address::

Country of mailing address::

Postal or Zip Code of mailing address::
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Status::
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PATENT APPLICATION

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re Application of )

)
Victor Larson et al. ) Group Art Unit: TBA

)
Serial No.: TBA ) Examiner: TBA

(CONT of 09/558,210) )

' )
Filed: Herewith ) Atty. Docket No.: 00479.00111

)
For: AN AGILE NETWORK PROTOCOL FOR SECURE COMMUNICATIONS USING

SECURE DOMAIN NAMES

INFORMATION DISCLOSURE STATEMENT

Commissioner for Patents
P.O. Box 1450
Alexandria, VA 22313-1450

Sir:

Pursuant to 37 C.F.R. 1.56, the attention of the Patent and Trademark Office is hereby
directed to the reference(s) listed on the attached PTO-1449. A copy of each cited prior art
reference was provided or cited in the prior application in accordance with 37 C.F.R. 1.98(d). It
is respectfully requested that the information be expressly considered during the prosecution of
this application, and that the reference(s) be made of record therein and appear among the

"References Cited" on any patent to issue therefrom.
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Applicant does not waive any right to take appropriate action to establish patentability

over the listed documents should they be applied as a reference against the claims of the present

application.

The accompanying Information Disclosure Statement is being filed within three months

of the U.S. filing date OR before the mailing date of a first Office Action on the merits. No

certification or fee is required.
Respectfully submitted,

BANNER & WITCOFF, LTD.

ol D2

Ross A. Dannenberg
Registration No. 49,024

1001 G Street, N.W.

Eleventh Floor

Washington, D.C. 20001-4597
(202) 824-3000

Dated: November 18, 2003
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Sheet _1 of S

PTO-1449 (Modified)

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE

INFORMATION DISCLOSURE STATEMENT

ATTY. DOCKET NO. SERIAL NUMBER
000479.00111 TBD
APPLICANT

Victor Larson et al.

BY APPLICANT FILING DATE GROUP ART UNIT
Herewith TBD
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT SUB FILING
INITIAL NUMBER DATE NAME CLASS | CLASS DATE
6,119,171 9/2000 Alkhatib
5,588,060 12/24/96 Aziz
5,689,566 11/18/9 Nguyen
5,842,040 11/24/98 Hughes et al.
4,933,846 06/12/90 Humpbhrey et al.
FOREIGN PATENT DOCUMENTS
EXAMINER DOCUMENT . SUB TR e N
INITIAL NUMBER DATE COUNTRY CLASS | CLASS
19924 575 12/2/99 DE
0838930 4/29/98 EPO
2317792 4/1/98 GB
0 814 589 12/29/97 EPO
WO 98/27783 6/25/98 PCT
OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)
Search Report (dated 6/18/02), International Application No. PCT/US01/13260
Search Report (dated 6/28/02), International Application No. PCT/US01/13261
Donald E. Eastlake, “Domain Name System Security Extensions”, DNS Security Working Group, April 1998, 51 pages
D. B. Chapman et al., “Building Internet Firewalls”, November 1995, pages 278-297 and pages 351-375
P. Srisuresh et al., “DNS extensions to Network Address Translators”, July 1998, 27 pages
Laurie Wells, “Security Icon”, October 19, 1998, 1 page
W. Stallings, “Cryptography And Network Security”, 2* Edition, Chapter 13, [P Security, June 8, 1998, pages 399-440
W. Stallings, “New Cryptography and Network Security Book”, June 8, 1998, 3 pages
FASBENDER, KESDOGAN, and KUBITZ: “Variable and Scalable Security: Protection of Location Information in
Mobile IP”, [EEE publication, 1996, pages 963-967
EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this form with next communication to applicant.
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Sheet 2 of 5

PTO-1449 (Modified) ATTY. DOCKET NO. SERIAL NUMBER
000479.00111 TBD

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE APPLICANT
Victor Larson et al.

INFORMATION DISCLOSURE STATEMENT
BY APPLICANT FILING DATE GROUP ART UNIT
Herewith TBD

U.S. PATENT DOCUMENTS

EXAMINER DOCUMENT SUB FILING
INITIAL NUMBER DATE NAME CLASS | CLASS DATE
6,353,614 3/5/02 Borella et al.
6,332,158 12/18/01 Risley et al.
6,330,562 12/11/01 Boden et al.
6,286,047 9/4/01 Ramanathan et al.
6,243,749 6/5/01 Sitaraman et al.
6,226,751 5/1/01 Arrow et al.
6,178,505 1/23/01 Schneider et al.
6,119,171 9/12/00 Alkhatib
6,079,020 6/20/00 Liu
6,052,788 4/18/00 Wesinger, Jr. et al.
6,016,318 1/18/00 Tomoike
6,006,259 12/21/99 Adelman et al.

FOREIGN PATENT DOCUMENTS

EXAMINER DOCUMENT SUB TRANSLATION
INITIAL NUMBER DATE COUNTRY CLASS | CLASS

OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)

EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this formn with next communication to applicant.
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Sheet _3 of 5

PTO-1449 (Modified) ATTY. DOCKET NO. SERIAL NUMBER
000479.00111 TBD
U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE APPLICANT
Victor Larson et al.
INFORMATION DISCLOSURE STATEMENT
BY APPLICANT FILING DATE GROUP ART UNIT
Herewith TBD
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT SUB FILING
INITIAL NUMBER DATE NAME CLASS | CLASS DATE

5,905,859 5/18/99 Holloway et al.

5,898,830 1 4799 Wesinger, Jr. et al.

5,892,903 4/6/99 Klaus

5,878,231 3/2/99 Bachr et al.

5,805,801 9/8/98 Holloway et al.

5,796,942 8/18/98 Esbensen

FOREIGN PATENT DOCUMENTS
EXAMINER DOCUMENT SUB Rl
INITIAL NUMBER DATE COUNTRY CLASS CLASS
WO 00/70458 11/23/00 PCT

OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)

Linux FreeS/WAN Index File, printed from http://liberty. freeswan.org/freeswan trees/freeswan-
1.3/doc/ on February 21, 2002, 3 Pages

J. Gilmore, “Swan: Securing the Internet against Wiretapping”, printed from
http://liberty.freeswan.org/freeswan trees/freeswan-1.3/doc/rationale.html on February

21, 2002, 4 pages

Glossary for the Linux FreeS/WAN project, printed from
http://liberty.freeswan.org/freeswan trees/freeswan-1.3/doc/glossary.html on February

21,2002, 25 pages

Alan O. Frier et al., “The SSL Protocol Version 3.0”, November 18, 1996, printed from
http://www.netscape.com/eng/ss13/draft302. txt on February 4, 2002, 56 pages

EXAMINER

DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this form with next communication to applicant.
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Sheet _4 of _5

PTO-1449 (Modified)

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE

INFORMATION DISCLOSURE STATEMENT

BY APPLICANT

ATTY. DOCKET NO. SERIAL NUMBER
000479.00111 TBD
APPLICANT

Victor Larson et al.

FILING DATE GROUP ART UNIT
Herewith TBD

U.S. PATENT DOCUMENTS

EXAMINER DOCUMENT SUB FILING
INITIAL NUMBER DATE NAME CLASS CLASS DATE
FOREIGN PATENT DOCUMENTS
EXAMINER DOCUMENT SUB TRANSLATION
INITIAL NUMBER DATE COUNTRY CLASS | CLASS
0858 189 8/12/98 EPO
WO 01 50688 7/12/01 PCT
WO 98 59470 12/30/98 PCT
WO 99 48303 9/23/99 PCT
WO 99 38081 7/29/99 PCT
OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)
Search Report (dated 8/20/02), international Application No. PCT/US01/04340
Search Report (dated 8/23/02), International Application No. PCT/US01/13260
Shree Murthy et al., “Congestion-Oriented Shortest Multipath Routing”, Proceedings of IEEE INFOCOM, 1996, pages
1028-1036
Jim Jones et al., “Distributed Denial of Service Attacks: Defenses”, Global Integrity Corporation, 2000, pages 1-14
James E. Bellaire, “New Statement of Rules — Naming Internet Domains”, Internet Newsgroup, July 30, 1995, | page
D. Clark, “US Calls for Private Domain-Name System”, Computer, IEEE Computer Society, August 1, 1998, pages 22-25
August Bequai, “Balancing Legal Concemns Over Crime and Security in Cyberspace”, Computer & Security, Vol. 17, No. 4,
1998, pages 293-298
Rich Winkel, “CAQ: Networking With Spooks: The NET & The Control Of Information”, Internet Newsgroup, June 21,
1997, 4 pages
EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this form with next communication to applicant.
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Sheet 5 of 5

PTO-1449 (Modified) ATTY. DOCKET NO. SERIAL NUMBER
000479.00111 TBD

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE APPLICANT
Victor Larson et al.

INFORMATION DISCLOSURE STATEMENT
BY APPLICANT FILING DATE GROUP ART UNIT
Herewith TBD

U.S. PATENT DOCUMENTS

EXAMINER DOCUMENT SUB FILING
INITIAL NUMBER DATE NAME CLASS | CLASS DATE
6,016,512 1/20000 Christian Huitema

FOREIGN PATENT DOCUMENTS

EXAMINER DOCUMENT SUB TR nDON
INITIAL NUMBER DATE COUNTRY CLASS | CLASS
WO 98 55930 12/10/98 PCT

OTHER DOCUMENTS (Including Author, Title, Date, Pertinent Pages, Etc.)

Search Report (dated 10/7/02), International Application No. PCT/US01/13261

F. Halsall, “Data Communications, Computer Networks And Open Systems”, Chapter 4, Protocol Basics, 1996, pages 198-
203

Reiter, Michael K. and Rubin, Aviel D. (AT&T Labs — Research), “Crowds: Anonymity for Web Transmissions”, pages 1-
23

Dolev, Shlomi and Ostrovsky, Rafil, “Efficient Anonymous Multicast and Reception” (Extended Abstract), 16 pages

Rubin, Aviel D., Greer, Daniel, and Ranum, Marcus J. (Wiley Computer Publishing), “Web Security Sourcebook”, pages
82-94

FASBENDER, KESDOGAN, and KUBITZ: “Variable and Scalable Security” Protection of Location Information in
Mobile IP”, [EEE publication, 1996, pages 963-967

EXAMINER DATE CONSIDERED

EXAMINER: Initial citation if reference was considered. Draw line through citation if not in conformance to MPEP 609 and not considered.
Include copy of this form with next communication to applicant.
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PATENT APPLICATION FEE DETERMINATION RECORD

Effective October 1, 2003

Application Orgocket Number

10,714,342

CLAIMS AS FILED - PART | SMALL ENTITY OTHER THAN
(Column 1) (Column 2) TYPE [ OR SMALL ENTITY
TOTAL CLAIMS 2D RATE | FEE RATE | FEE
FOR NUMBER FILED . | NUMBER EXTRA BASIC FEE| 385.00 | [BASIC FEE| 770.00
TOTAL CHARGEABLE CLAIMS & 3 minus20= [* (R X$ 9= or| xste- | 5~ ‘7'
INDEPENDENT CLAIMS _ { minus 3 = ’; ) X43= or| xee= | | 72—
MULTIPLE DEPENDENT CLAIM PRESENT m
+145= OR| +290=
* {f the difference in column 1 is less than zero, enter “0” in column 2 TOTAL OR TOTAL Q%
CLAIMS AS AMENDED - PART Ii OTHER THAN
(Column 1) ~ (Column 2)  (Column 3) SMALL ENTITY OR SMALL ENTITY
CLAIMS HIGHEST
ADDI- ADDI-
< REMAINING NUMBER
- AFTER PREVIOUSLY | o RATE |TIONAL RATE | TIONAL
& AMENDMENT PAID FOR FEE FEE
& |Total Mi -
g ota * inus ok = X$ 9= OR X$18=
w H -
3 Independent |« Minus ok = X43= OR X86=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM ] -
- +145= OR| +290=
(B 19 17 24 -
l ! TOTAL OR . TOTAL
ADDIT. FEE L ADDIT. FEE
(Column 1) (Column 2) _ (Column 3) :
CLAIMS HIGHEST
m REMAINING NUMBER PRESENT ADDI- ADDI-
= AFTER PREVIOUSLY EXTRA RATE |TIONAL RATE | TIONAL
2 AMENDMENT __PAID FOR FEE FEE
= - :
g Total * Minus o = X$ 9= or| xs18=
W 1independent Mi =
E naependen * _anS ek X43= OR X86=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM D
) +145= or | +290=
TOTAL OR TOTAL,
: . ADDIT. FEE ADDIT. FEE
(Column 1) (Column 2) _ (Column 3)
N CLAIMS HIGHEST
o REMAINING NUMBER PRESENT ADDI- ADDI-
; AFTER PREVIOUSLY EXTRA RATE |TIONAL RATE | TIONAL
b AMENDMENT PAID FOR ‘ FEE FEE
g [Total * Minus - = X$ 9= OR | X$18=
‘é" independent |« Minus P =
Z X43= or| Xes=
FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM D
+145= OR | +290=
* It the entry in column 1 is less than the entry in column 2, write “0” in column 3. —T
** If the “Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter “20." ADD,-T&TQE OR ADD,?;SE

*+f the "Highést Number Previously Paid For" IN THIS SPACE is less than 3, enter “3."

The “Highest Number Previously Paid For” (Total or Ind pendent) is the highest number found in the appropriate box in column 1.

FORM PTO-875 (Rev. 10/03)

Patent and Trademark Office, .S. DEPARTMENT OF COMMERCE
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PATENT APPLICATION SERIAL NO.

U.S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE
FEE RECORD SHEET

S8 IRA IAAAT ARTArTAS AAAN

11/80/2603 SDIRETRL GUU00016 190733 10714849
nd M AN - e AA

Vi FLsi0vl Trv.vv DA

AR PR ANRAN ~r AN

UE FLaicut R ]

am PN aANnKe 4N AR

U3 resicvl 172.00 DA

PTO-1556
(5/87)

“U.S. Govemment Printing Office: 2002 — 489-267/69033
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Request for Inter Partes Reexamination
U.S. Patent No. 7,418,504

Exhibit B2, Part 1

File History of U.S. Patent Application No. 09/558,210

Customer No.: 000027683 Haynes and Boone, LLP
IP Section

2323 Victory Avenue, Suite 700

Dallas, Texas 75219

Telephone [214] 651.5000

Fax [214] 200.0853
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PATENT APPLICATION SERIAL NO.

05/00/2008. SEARIIES. SRI00I0Y STENRYY
o Feaint ' one e
PTO-1556
(5/87)

*US. GPO: 1899-453-082/18144

U.S. DRPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE
FEE RECORD SHEET
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file://fc:/ APPS/preexam/correspondence/ 1 him

UNITED STATES DEPARTMENT OF COMMERCE

{5 T A 0 Patent and Trademark Office
Bib Data Sheet Address. COMMISSIONER OF PATENTS AND TRADEMARKS
& Washington, D C 20231
FILING DATE
ATTORNEY
SE%I&;%%T?ER 04/26/2000 c%\gs GROUP2 _231:1‘ UNIT DOGKET NO.
‘ RULE 00479.86839
APPLICANTS
Victor Larson, Fairfax, VA ;
Robert Short Durharm |, Leesburg, VA ;
Edmond Colby Munger, Crownsville, MD ;
Douglas Charles Schmidt, Severna Park, MD ;
Michae! Williamson, South Riding, VA ;
ek CONTINL“NG DATA HARARRERIARNRARR R RN kR
TH!S APPLICATICN IS A DIV OF 09/429,643 10/29/1999
THIS APPLICATICON IS A DIV OF 09/429,643 10/29/1999
WHICH CLAIMS BENEFIT OF 60/106,261 10/30/1998
AND CLAIMS BENEFIT OF 60/106,261 10/30/1998
AND CLAIMS BENEFIT OF 60/137,704 06/07/1999
AND CLAIMS BENEFIT OF 60/137,704 06/07/1999
P FOREIGN APPLICATIONS R Adeieded Rk Ak &
IF REQUIRED, FOREIGN FILING LICENSE GRANTED
** 06/26/2000 -
IForeign Priority claimed [ yes d no roOT. b NDEN
o STATE OR SHEETS AL |INDEPE Ti
B8 USC 118 (a-d) conditions ﬁmg no L1 et ater COUNTRY | DRAWING | CLAIMS | CLAIMS
Verified and VA <Y le 16 3
Acknovwedged Examiner's Signature Initials
IADDRESS
Banner & Witcoff Ltd -
Eleventh Floor
1001 G Street N W
\Washington ,DC 20001-4597
TITLE
Improvements to an agile network protocol for secure communications with Aassured system availability
Q Al Fees
[EI 1.16 Fees ( Filing ) J
FILING FEE |FEES: Authority has been given in Paper 0 1.17 Fees ( Processing Ext. of !
RECEIVED |No. to charge/credit DEPOSIT ACCOUNT time ) e
690 No. for following: 0118 Fees { Issue ) l
Qoter___________ |

6/26/00 4:34 PM
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Address COMMISSIONER OF PATENTS AND TRADEMARK$
Washington, D C 20231

00 OO

Bib Data Sheet

FILING DATE
SERIAL NUMBER |  04/56/2000 CLASS GROUPARTUNIT | ATTORNEY

DOCKET NO.
09/558,210
RULE _ 709 2755 00479.86839

APPLICANTS

Victor Larson, Fairfax, VA ;

Robert Short Durham Short Ilf, Leesburg, VA ;
Edmund Colby Munger, Crownsville, MD ;
Douglas Charles Schmidt, Severna Park, MD ;
Michael Williamson, South Riding, VA ;

** CONTINUING DATA #*##anis Ao

THIS APPLICATION IS A CIP OF 09/504,783 02/15/2000
WHICH IS A CIP OF 09/429,643 10/29/1999

THIS APPLICATION 09/558,210 04/26/2000

CLAIMS BENEFIT OF 60/108,261 10/30/1998

AND CLAIMS BENEFIT OF 60/137,704 06/07/1999

* FOREIGN APPLICATIONS ***##kkkkhickknkhkns

IF REQUIRED, FOREIGN FILING LICENSE
GRANTED ** 06/26/2000 -
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TITLE
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I Al Fees
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ABSTRACT
A secure domain name service for a computer network is disclosed that includes a
portal connected to a computer network, such as the Internet, and a domain name
5  database connected to the computer network through the portal. The portal authenticates
a query for a secure computer network address, and the domain name database stores
secure computer network addresses for the computer network. Each secure computer
network address is based on a non-standard top-leve! domain name, such as .scom, .sorg,

.snet, .snet, .sedu, .smil and sint.
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IMPROVEMENTS TO AN AGILE NETWORK PROTOCOL
FOR SECURE COMMUNICATIONS
WITH ASSURED SYSTEM AVAILABILITY

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims priority from and is a continuation-in-part patent

application of previcusly-filed U.S. application serial number 09/504,783, filed on
February 15, 2000, which claims priority from and is a continuation-in-part patent
application of previously-filed U.S. application serial number 09/429,643, filed on
October 29, 1999. The subject matter of U.S. application serial number 09/429,643,
which is bodily incorporated herein, derives from provisional U.S. application numbers
60/106,261 (filed October 30, 1998) and 60/137,704 (filed June 7, 1999). The present
application is also related to U.S. application serial number (Atty Docket No. 479.86838),
filed April 26, 2000, and which is incorporated by reference herein.

BACKGROUND OF THE INVENTION
A tremendous variety of methods have been proposed and implemented to
provide security and anonymity for communications over the Internet. The varieiy stems,

in part, from the different needs of different Internet users. A basic heuristic framework

to aid in discussing these different security techniques is illustrated in FIG. 1. Two
terminals, an originating terminal 100 and a destination terminal 110 are in
communication over the Internet. It is desired for the communications to be secure, that
is, immune to eavesdropping. For example, terminal 100 may transmit secret information
to terminal 110 over the Internet 107. Also, it may be desired to prevent an eavesdropper
from discovering that terminal 100 is in communication with terminal 110. For example,
if terminal 100 is a user and terminal 110 hosts a web site, terminal 100’s user may not
want anyone in the intervening networks to know what web sites he is "visiting."
Anonymity would thus be an issue, for example, for companies that want to keep their
market research interests private and thus would prefer to prevent outsiders from

1
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knowing which web-sites or other Internet resources they are “visiting.” These two
security issues may be called data security and anonymity, respectively.

Data security is usually tackled using some form of data encryption. An
encryption key 48 is known at both the originating and terminating terminals 100 and
110. The keys may be private and public at the originating and destination terminals 100
and 110, respectively or they may be symmetrical keys (the same key is used by both
parties to encrypt and decrypt). Many encryption methods are known and usable in this
context.

To hide traffic from a local administrator or ISP, a user can employ a local proxy
server in communicating over an encrypted channel with an outside proxy such that the
local administrator or ISP only sees the encrypted traffic. Proxy servers prevent
destination servers from determining the identities of the originating clients. This system
employs an intermediate server interposed between client and destination server. The
destination server sees only the Internet Protocol (IP) address of the proxy server and not
the originating client. The target server only sees the address of the outside proxy. This
scheme relies on a trusted outside proxy server. Also, proxy schemes are vulnerable to
traffic analysis methods of determining identities of transmitters and receivers. Another

important limitation of proxy servers is that the server knows the identities of both calling

and called parties. In many instances, an originating terminal, such as terminal A, would
prefer to keep its identity concealed from the proxy, for example, if the proxy server is
provided by an Internet service provider (ISP).

To defeat traffic analysis, a scheme called Chaum’s mixes employs a proxy server
that transmits and receives fixed length messages, including dummy messages. Multiple
originating terminals are connected through a mix (a server) to muitiple target servers. It
is difficult to tell which of the originating terminals are communicating to which of the
connected target servers, and the dummy messages confuse eavesdroppers’ efforts to
detect MmuMming pairs by analyzing traffic. A drawback is that there is a risk that the

mix server could be compromised. One way to deal with this risk is to spread the trust

2
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among multiple mixes. If one mix is compromised, the identities of the originating and
target terminals may remain concealed. This strategy requires a number of alternative
mixes so that the intermediate servers interposed between the originating and target
terminais are not determinable except by compromising more than one mix. The strategy
wraps the message with multipie layers of encrypted addresses. The first mix in a
sequence can decrypt only the outer layer of the message to reveal the next destination
mix in sequence. The second mix can decrypt the message to reveal the next mix and so
on. The target server receives the message and, optionally, a multi-layer encrypted
payload containing return information to send data back in the same fashion. The only
way to defeat such a mix scheme is to collude among mixes. If the packets are ail fixed-
length and intermixed with dummy packets, there is no way to do any kind of traffic
analysis.

Still another anonymity technique, called ‘crowds,” protects the identity of the
originating terminal from the intermediate proxies by providing that originating terminals
belong to groups of proxies called crowds. The crowd proxies are interposed between
originating and target terminals. Each proxy through which the message is sent is
randomly chosen by an upstream proxy. Each intermediate proxy can send the message

either to another randomly chosen proxy in the “crowd” or to the destination. Thus, even

crowd members cannot determine if a preceding proxy is the originator of the message or
if it was simply passed from another proxy.

ZKS (Zero-Knowledge Systems) Anonymous IP Protocol allows users to select
up to any of five different pseudonyms, while desktop software encrypts outgoing traffic
and wraps it in User Datagram Protocol (UDP) packets. The first server in a 2+-hop
system gets the UDP packets, strips off one layer of encryption to add another, then sends
the traffic to the next server, which strips off yet another layer of encryption and adds a
new one.. The user is permitted to control the number of hops. At the final server, traffic

is decrypted with an untraceable [P address. The technique is called onion-routing. This
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method can be defeated using traffic analysis. For a simple example, bursts of packets
from a user during low-duty periods can reveal the identities of sender and receiver.

Firewalls attempt to protect LANs from unauthorized access and hostile
exploitation or damage to computers connected to the LAN. Firewalls provide a server
through which all access to the LAN must pass. Firewalls are centralized systems that
require administrative overhead to maintain. They can be compromised by virtual-
machine applications (“applets”). They instill a false sense of security that leads to
security breaches for example by users sending sensitive information to servers outside
the firewall or encouraging use of modems to sidestep the firewall security. Firewalls are
not useful for distributed systems such as business travelers, extranets, small teams, etc.
SUMMARY OF THE INVENTION

A secure mechanism for communicating over the internet, including a protocol
referred to as the Tunneled Agile Routing Protocol (TARP), uses a unique two-layer
encryption format and special TARP routers. TARP routers are similar in function to
regular IP routers. Each TARP router has one or more IP addresses and uses normal IP
protocol to send IP packet messages (“packets” or “datagrams”). The TP packets
exchanged between TARP terminals via TARP routers are actually encrypted packets
whose true destination address is concealed except to TARP routers and servers. The
normal or “clear” or “outside” IP header attached to TARP IP packets contains only the
address of a next hop router or destination server. That is, instead of indicating 2 final

destination in the destination field of the IP header, the TARP packet’s [P header always

points to a next-hop in a series of TARP router hops, or to the final destination. This
means_ there is no overt indication from an intercepted TARP packet of the true
destination of the TARP packet since the destination could always be next-hop TARP
router as well as the final destination.

Fach TARP packet’s true destination is concealed behind a layer of encryption
generate(i using a link key. The link key is the encryption key used for encrypted

communication between the hops intervening between an originating TARP terminal and
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a destination TARP terminal. Each TARP router can remove the outer layer of encryption
to reveal the destination router for each TARP packet. To identify the link key needed to
decrypt the outer layer of encryption of a TARP packet, a receiving TARP or routing
terminal may identify the transmitting terminal by the sender/receiver IP numbers in the
cleartext IP header.

Once the outer layer of encryption is removed, the TARP router determines the
final destination. Each TARP packet 140 undergoes a minimum number of hops to help
foil traffic analysis. The hops may be chosen at random or by a fixed value. As a resuit,
each TARP packet may make random trips among a number of geographically disparate
routers before reaching its destination. Each trip is highly likely to be different for each
packet composing a given message because each trip is independently randomly
determined. This feature is called agile routing. The fact that different packets take
different routes provides distinct advantages by making it difficult for an interloper to
obtain all the packets forming an entire multi-packet message. The associated advantages
have to do with the inner layer of encryption discussed below. Agile routing is combined
with another feature that furthers this purpose; a feature that ensures that any message is
broken into multiple packets.

The IP address of a TARP router can be changed, a feature called IP agility. Each

TARP router, independently or under direction from another TARP terminal or router,

can change its IP address. A separate, unchangeable identifier or address is also defined.
This address, called the TARP address, is known only to TARP routers and terminals and
may be correlated at any time by a TARP router or a TARP terminal using a Lookup
Table (LUT). When a TARP router or terminal changes its IP address, it updates the
other TARP routers and terminals which in turn update their respective LUTs.

The message payload is hidden behind an inner layer of encryption in the TARP
packet that can only be untocked using a session key, The session key is not available to
any of the intervening TARP routers. The session key is used to decrypt the payloads of
the TARP packets permitting the data stream to be reconstructed.

5
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Communication may be made private using link and session keys, which in turn
may be shared and used according to any desired method. For example, public/private
keys or symmetric keys may be used.

To transmit a data stream, a TARP originating terminal constructs a series of
TARP packets from a series of IP packets generated by a network (IP) layer process.
(Note that the terms “network layer,” “data link layer,” “application layer,” etc. used in
this specification correspond to the Open Systems Interconnection (OSI) network
terminology.) The payloads of these packets are assembled into a block and chain-block
encrypted using the session key. This assumes, of course, that all the IP packets are
destined for the same TARP terminal. The block is then interleaved and the interleaved
encrypted block is broken into a series of payloads, one for each TARP packet to be
generated. Special TARP headers IPy are then added to each payload using the IP headers
from the data stream packets. The TARP headers can be identical to normal IP headers or
customized in some way. They should contain a formula or data for deinterleaving the
data at the destination TARP terminal, a time-to-live (TTL) parameter to indicate the
number of hops still to be executed, a data type identifier which indicates whether the
payload contains, for example, TCP or UDP data, the sender’s TARP address, the
destination TARP address, and an indicator as to whether the packet contains real or
decoy data or a formula for filtering out decoy data if decoy data is spread in some way
through the TARP payload data.

Note that although chain-block encryption is discussed here with reference to the

session key, any encryption method may be used. Preferably, as in chain block
encryption, a method should be used that makes unauthorized decryption difficuit without
an entire result of the encryption process. Thus, by separating the encrypted block among
multiple packets and making it difficult for an interloper to obtain access to all of such
packets, the contents of the communicaticns are provided an extra layer of security.
Decoy or dummy data can be added to a stream to help foil traffic analysis by

reducing the peak-to-average network load. It may be desirable to provide the TARP
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process with an ability to respond to the time of day or other criteria to generate more
decoy data during low traffic periods so that communication bursts at one point in the
Internet cannot be tied to communication bursts at another point to reveal the
communicating endpoints.

Dummy data also helps to break the data into a larger number of inconspicuocusly-
sized packets permitting the interleave window size to be increased while maintaining a
reasonable size for each packet. (The packet size can be a single standard size or selected
from a fixed range of sizes.) One primary reason for desiring for each message to be
broken into multiple packets is apparent if a chain block encryption scheme is used to
form the first encryption layer prior to interleaving. A single block encryption may be
applied to portion, or entirety, of a message, and that portion or entirety then interleaved
into a number of separate packets. Considering the agile IP routing of the packets, and the
attendant difficulty of reconstructing an entire sequence of packets to form a single
block-encrypted message element, decoy packets can significantly increase the difficulty
of reconstructing an entire data stream.

The above scheme may be implemented entirely by processes operating between
the data link layer and the network layer of each server or terminal participating in the
TARP system. Because the encryption system described above is insertable between the

data link and network layers, the processes involved in supporting the encrypted

communication may be completely transparent to processes at the IP (network) layer and
above. The TARP processes may also be completely transparent to the data link layer
processes as well. Thus, no operations at or above the Network layer, or at or below the
data link layer, are affected by the insertion of the TARP stack. This provides additional
security to all processes at or above the network layer, since the difficulty of
unauthorized penetration of the network layer (by, for example, a hacker) is increased
substantially. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture,
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security is distributed. That is, notebook computers used by executives on the road, for
example, can communicate over the Internet without any compromise in security.

IP address changes made by TARP terminals and routers can be done at regular
intervals, at random intervals, or upon detection of “attacks.” The variation of IP
addresses hinders traffic analysis that might reveal which computers are communicating,
and also provides a degree of immunity from attack. The level of immunity from attack is
roughly proportional to the rate at which the IP address of the host is changing,

As mentioned, IP addresses may be changed in response to attacks. An attack may
be revealed, for example, by a regular series of messages indicating that a router is being
probed in some way. Upon detection of an attack, the TARP layer process may respond
to this event by changing its IP address. In addition, it may create a subprocess that
maintains the original IP address and continues interacting with the attacker in some
manner.

Decoy packets may be generated by each TARP terminal on some basis
determined by an algorithm. For example, the algorithm may be a random one which
calls for the generation of a packet on a random basis when the terminal is idle.
Alternatively, the algorithm may be responsive to time of day or detection of low traffic
to generate more decoy packets during low traffic times. Note that packets are preferably

generated in groups, rather than one by one, the groups being sized to simulate real
messages. In addition, so that decoy packets may be inserted in normal TARP message
streams, the background loop may have a latch that makes it more likely to insert decoy
packets when a message stream is being received. Alternatively, if a large number of

decoy-packets is received along with regular TARP packets, the algorithm may increase
the rate of dropping of decoy packets rather than forwarding them. The result of dropping

and generating decoy packets in this way is to make the apparent incoming message size
different from the apparent outgoing message size to help foil traffic analysis.
In various other embodiments of the invention, a scalable version of the system

may be constructed in which a plurality of IP addresses are preassigned to each pair of
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communicating nodes in the network. Each pair of nodes agrees upon an algorithm for
“hopping” between IP addresses (both sending and receiving), such that an eavesdropper
sees apparently continuously random IP address pairs (source and destination) for packets
transmitted between the pair. Overlapping or “reusable” IP addresses may be allocated to
different users on the same subnet, since each node merely verifies that a particular
packet includes a valid source/destination pair from the agreed-upon algorithm.
Source/destination pairs are preferably not reused between any two nodes during any
given end-to-end session, though limited IP block sizes or lengthy sessions might require
it

Further improvements described in this continuation-in-part application include:
(1) a load balancer that distributes packets across different transmission paths according
to transmission path quality; (2) a DNS proxy server that transparently creates a virtual

private network in response to a domain name inquiry; (3) a large-to-small link

;; bandwidth management feature that prevents denial-of-service attacks at system
* chokepoints; (4) a traffic limiter that regulates incoming packets by limiting the rate at
! which a transmitter can be synchronized with a receiver; and (5) a signaling synchronizer
that allows a large number of nodes to communicate with a central node by partitioning

the communication function between two separate entities

L
o]
oae

The present invention provides key technologies for implementing a secure virtual
Internet by using a new agile network protocol that is built on top of the existing Internet
protocol (IP). The secure virtual Internet works over the existing Internet infrastructure,
and interfaces with client applications the same way as the existing Internet. The key
technologies provided by the present invention that support the secure virtual Internet
include a “one-click” and “no-click” technique to become part of the secure virtual
Internet, a secure domain name service (SDNS) for the secure virtual Internet, and a new
approach for interfacing specific client applications onto the secure virtual Internet.

According to the invention, the secure domain name service interfaces with existing
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applications, in addition to providing a way to register and serve domain names and
addresses.

According to one aspect of the present invention, a user can conveniently
establish a VPN using a “one-click” or a “no-click” technique without being required to
enter user identification information, a password and/or an encryption key for
establishing a VPN. The advantages of the present invention are provided by a method
for establishing a secure communication link between a first computer and a second
computer over a computer network, such as the Internet. In one embodiment, a secure
communication mode is enabled at a first computer without a user entering any
cryptographic information for establishing the secure communication mode of
communication, preferably by merely selecting an icon displayed on the first computer.
Alternatively, the secure communication mode of communication can be enabled by
entering & command into the first computer. Then, a secure communication link is
established between the first computer and a second computer over a computer network
based on the enabled secure communication mode of communication. According to the
invention, it is determined whether a secure communication software module is stored on
the first computer in response to the step of enabling the secure communication mode of
communication. A predetermined computer network address is then accessed for loading

the secure communication software module when the software module is not stored on

the first computer. Subsequently, the proxy software module is stored in the first
computer. The secure communication link is a virtual private network communication
link over the computer network. Preferably, the virtual private network can be based on
inserting into each data packet one or more data values that vary according to a pseudo-
random sequence. Alternatively, the virtual private network can be based on 2 computer
network address hopping regime that is used to pseudorandomly change computer
network a}ddresées or other data values in packets transmitted between the first computer
and the second computer, such that the second computer compares the data values in each

data packet transmitted between the first computer and the second computer to a moving
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window of valid values. Yet another alternative provides that the virtual private network
can be based on a comparison between a discriminator field in each data packet to a table
of valid discriminator fields maintained for the first computer.

According to another aspect of the invention, a command is entered to define a
setup parameter associated with the secure communication link mode of communication.
Consequently, the secure communication mode is automatically established when a
communication link is established over the computer network.

The present invention also provides a computer system having a communication
link to a computer network, and a display showing a hyperlink for establishing a virtual
private network through the computer network. When the hyperlink for establishing the
virtual private network is selected, a virtual private network is established over the
computer network. A non-standard top-level domain name is then sent over the virtual
private network communication to a predetermined computer network address, such as a
computer network address for a secure domain name service (SDNS).

The present invention provides a domain name service that provides secure
computer network addresses for secure, non-standard top-level domain names. The
advantages of the present invention are provided by a secure domain name service for a

computer network that includes a portal connected to a computer network, such as the

Internet, and a domain name database connected to the computer network through the
portal. According to the invention, the portal authenticates a query for a secure computer
network address, and the domain name database stores secure computer network
addresses for the computer network. Each secure computer network address is based on
a non-standard top-level domain name, such as .scom, .sorg, .snet, .snet, .sedu, .smil and
.sint.

The present invention provides a way to encapsulate existing application network
traffic at the application layer of a client computer so that the client application can
securely communicate with a server protected by an agile network protocol ~The

advantages of the present invention are provided by a method for communicating using a
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private communication link between a client computer and a server computer over a
computer network, such as the Internet. According to the invention, an information
packet is sent from the client computer to the server computer over the computer
network. The information packet contains data that is inserted into the payload portion of
the packet at the application layer of the client computer and is used for forming a virtual
private connection between thg client computer and the server computer. The modified
information packet can be sent through a firewall before being sent over the computer
network to the server computer and by working on top of existing protocols (i.e., UDP,
ICMP and TCP), the present invention more easily penetrates the firewall The
information packet is received at a kernel layer of an operating system on the server side.
It is then determined at the kemnel layer of the operating system on the host computer
whether the information packet contains the data that is used for forming the virtual
private connection. The server side replies by sending an information packet to the client
computer that has been modified at the kernel layer to containing virtual private
connection information in the payload portion of the reply information packet.
Preferably, the information packet from the client computer and the reply information
packet from the server side are each a UDP protocol information packet. Alternative,

both information packets could be a TCP/IP protocol information packet, or an ICMP

protocol information packet.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an illustration of secure communications over the Internet according to a

prior art embodiment.

. FIG. 2 is an illustration of secure communications over the Internet according to a

an embodiment of the invention.
FIG. 3a s an illustration of a process of forming a tunneled IP packet according to

an embodiment of the invention.
FIG. 3b is an illustration of a process of forming a tunneled IP packet according to

another embodiment of the invention.
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FIG. 4 is an illustration of an OSI layer location of processes that may be used to
implement the invention.

FIG. 5 is a flow chart illustrating a process for routing a tunneled packet
according to an embodiment of the invention.

FIG. 6 is a flow chart illustrating a process for forming a tunneled packet
according to an embodiment of the invention.

FIG. 7 is a flow chart illustrating a process for receiving a tunneled packet
according to an embodiment of the invention.

FIG. 8 shows how a secure session is established and synchronized between a
client and a TARP router.

FIG. 9 shows an IP address hopping scheme between a client cornputer and TARP
router using transmit and receive tables in each computer.

FIG. 10 shows physical link redundancy among three Internet Service Providers
(ISPs) and a client computer.

FIG. 11 shows how multiple IP packets can be embedded into a single “frame”
such as an FEthernet frame, and further shows the use of a discriminator field to
camouflage true packet recipients.

FIG. 12A shows a system that employs hopped hardware addresses, hopped IP

addresses, and hopped discriminator fields.

FIG. 12B shows several different approaches for hopping hardware addresses, IP
addresses, and discriminator fields in combination.
FIG. 13 shows a technique for automatically re-establishing synchronization

between sender and receiver through the use of a partially public sync value.
FIG. 14 shows a “checkpoint” scheme for regaining synchronization between a

sender and recipient.
FIG. 15 shows further details of the checkpoint scheme of FIG. 14.
FIG. 16 shows how two addresses can be decomposed into a plurality of segments

for comparison with presence vectors.
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FIG. 17 shows a storage array for a receiver’s active addresses.

FIG. 18 shows the receiver’s storage array after receiving a sync request.

FIG. 19 shows the receiver’s storage array after new addresses have been
generated.

FIG. 20 shows a system employing distributed transmission paths.

FIG. 21 shows a plurality of link transmission tables that can be used to route
packets in the system of FIG. 20.

FIG. 22A shows a flowchart for adjusting weight value distributions associated
with a plurality of transmission links.

FIG. 22B shows a flowchart for setting a weight value to zero if a transmitter
turns off.

FIG. 23 shows a system employing distributed transmission paths with adjusted
weight value distributions for each path.

FIG. 24 shows an example using the system of FIG. 23.

i

FIG. 25 shows a conventional domain-name look-up service.

FIG. 26 shows a system employing a DNS proxy server with transparent VPN
creation.

ey i3

FIG. 27 shows steps that can be carried out to implement transparent VPN
creation based on a DNS look-up function.

FIG. 28 shows a system including a link guard function that prevents packet
overioading on a low-bandwidth link LOW BW.

FIG. 29 shows one embodiment of a system employing the principles of FIG. 28.
. FIG. 30 shows a system that regulates packet transmission rates by throttling the
rate at which synchronizations are performed.
FIG. 31 shows a signaling server 3101 and a transport server 3102 used to
establish 2 VPN with a client computer.

FIG. 32 shows message flows relating to synchronization protocols of FIG. 31.

14
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FIG. 33 shows a system block diagram of a computer network in which the
“one-click” secure communication link of the present invention is suitable for use.

FIG. 34 shows a flow diagram for installing and establishing a “one-click” secure
communication link over a computer network according to the present invention.

FIG. 35 shows a flow diagram for registering a secure domain name according to
the present invention.

FIG. 36 shows a system block diagram of a computer network in which a private
connection according to the present invention can be configured to more easily traverse a
firewall between two computer networks.

FIG. 37 shows a flow diagram for establishing a virtual private connection that is
encapsulated using an existing network protocol.

DETAILED DESCRIPTION OF THE INVENTION

Referring to FIG. 2, a secure mechanism for communicating over the internet

employs a number of special routers or servers, called TARP routers 122-127 that are
similar to regular IP routers 128-132 in that each has one or more IP addresses and uses
normal TP protocol to send normal-looking IP packet messages, called TARP packets
140. TARP packets 140 are identical to normal TP packet messages that are routed by
regular IP routers 128-132 because each TARP packet 140 contains a destination address

as in a normal IP packet. However, instead of indicating a final destination in the
destination field of the IP header, the TARP packet’s 140 IP header aiways points to a
next-hop in a series of TARP router hops, or the final destination, TARP terminal 110.

Because the header of the TARP packet contains only the next-hop destination, there is
no overt indication from an intercepted TARP packet of the true destination of the TARP

packet 140 since the destination could always be the next-hop TARP router as well as the
final destination, TARP terminal 110.

Each TARP packet’s true destination is concealed behind an outer layer of
encryption generated using a link key 146. The link key 146 is the encryption key used
for encrypted communication between the end points (TARP terminals or TARP routers)

15

New Bay Capital, LLC
Ex.1015-Page 800 of 3151



0479.86839

of a single link in the chain of hops connecting the originating TARP terminal 100 and
the destination TARP terminal 110. Each TARP router 122-127, using the link key 146 it
uses to communicate with the previous hop in a chain, can use the link key to reveal the
true destination of a TARP packet. To identify the link key needed to decrypt the outer
layer of encryption of a TARP packet, a receiving TARP or routing terminal may identify
the transmitting terminal (which may indicate the link key used) by the sender field of the
clear IP header. Alternatively, this identity may be hidden behind another layer of
encryption in available bits in the clear IP header. Each TARP router, upon receiving a
TARP message, determines if the message is a TARP message by using authentication
data in the TARP packet. This could be recorded in available bytes in the TARP packet’s
IP header. Alternatively, TARP packets could be authenticated by attempting to decrypt
using the link key 146 and determining if the results are as expected. The former may
have computational advantages because it does not involve a decryption process.

Once the outer layer of dectyption is completed by a TARP router 122-127, the
TARP router determines the final destination. The system is preferably designed to cause
each TARP packet 140 to undergo a minimum number of hops to help foil traffic
analysis. The time to live counter in the P header of the TARP message may be used to
indicate a number of TARP router hops yet to be completed. Each TARP router then
would decrement the counter and determine from that whether it should forward the
TARP packet 140 io another TARP router 122-127 or to the destination TARP terminal

110. If the time to live counter is zero or below zero after decrementing, for an example
of usage, the TARP router receiving the TARP packet 140 may forward the TARP packet
140 to the destination TARP terminal 110. If the time to live counter is above zero after
decrementing, for an example of usage, the TARP router receiving the TARP packet 140
may forward the TARP packet 140 to a TARP router 122-127 that the current TARP
terminal chooses at random. As a result, each TARP packet 140 is routed through some

minimum number of hops of TARP routers 122-127 which are chosen at random.
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Thus, each TARP packet, irrespective of the traditional factors determining traffic
in the Internet, makes random trips among a number of geographically disparate routers
before reaching its destination and each trip is highly likely to be different for each
packet composing a given message because each trip is independently randomly
determined as described above. This feature is called agile routing. For reasons that will
become clear shortly, the fact that different packets take different routes provides distinct
advantages by making it difficult for an interloper to obtain all the packets forming an
entire multi-packet message. Agile routing is combined with another feature that furthers
this purpose, a feature that ensures that any message is broken into multiple packets.

A TARP router receives a TARP packet when an IP address used by the TARP
router coincides with the IP address in the TARP packet’s IP header IPc. The IP address
of a TARP router, however, may not remain constant. To avoid and manage attacks, each
TARP router, independently or under direction from another TARP terminal or router,
may change its IP address. A separate, unchangeable identifier or address is also defined.
This address, called the TARP address, is known only to TARP routers and terminals and
may be correlated at any time by a TARP router or a TARP terminal using a Lookup
Table (LUT). When a TARP router or terminal changes its IP address, it updates the
other TARP routers and terminals which in tum update their respective LUTs. In reality,

whenever a TARP router looks up the address of a destination in the encrypted header, it

must convert a TARP address to a real [P address using its LUT.

While every TARP router receiving a TARP packet has the ability to determine
the packet’s final destination, the message payload is embedded behind an inner layer of
encryption in the TARP packet that can only be unlocked using a session key. The
session key is not available to any of the TARP routers 122-127 intervening between the
originating 100 and destination 110 TARP terminals. The session key is used to decrypt
the payloads of the TARP packets 140 permitting an entire message to be reconstructed.

In one embodiment, communication may be made private using link and session

keys, which in turn may be shared and used according any desired method. For example,
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a public key or symmetric keys may be communicated between link or session endpoints
using a public key method. Any of a variety of other mechanisms for securing data to
ensure that only authorized computers can have access to the private information in the
TARP packets 140 may be used as desired.

Referring to FIG. 3a, to construct a series of TARP packets, a data stream 300 of
IP packets 207a, 207b, 207c, etc., such series of packets being formed by a network (IP)
layer process, is broken into a series of small sized segments. In the present example,
equal-sized segments 1-9 are defined and used to construct a set of interleaved data
packets A, B, and C., Here it is assumed that the number of interleaved packets A, B, and
C formed is three and that the number of IP packets 207a-207¢ used to form the three
interleaved packets A, B, and C is exactly three. Of course, the number of IP packets
spread over a group of interleaved packets may be any convenient number as may be the
number of interleaved packets over which the incoming data stream is spread. The latter,
the number of interleaved packets over which the data stream is spread, is called the
interleave window.

To create a packet, the transmitting software interleaves the normal IP packets
207a et. seq. to form a new set of interleaved payload data 320. This payload data 320 is
then encrypted using a session key to form a set of session-key-encrypted payload data

330, each of which, A, B, and C, will form the payload of a TARP packet. Using the IP

header data, from the original packets 207a-207c, new TARP headers IPr are formed.
The TARP headers IPt can be identical to normal IP headers or customized in some way.
In a preferred embodiment, the TARP headers IPr are IP headers with added data
providing the following information required for routing and reconstruction of messages,
some of which data is ordinarily, or capable of being, contained in normal IP headers:

1. A window sequence number — an identifier that indicates where the

packet belongs in the original message sequence.
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2, An interleave sequence number — an identifier that indicates the
interleaving sequence used to form the packet so that the packet can be
deinterleaved along with other packets in the interleave window.

3. A time-to-live (TTL) datum - indicates the number of TARP-router-
hops to be executed before the packet reaches its destination. Note that the
TTL parameter may provide a datum to be used in a probabilistic formula for

determining whether to route the packet to the destination or to another hop.

4. Data type identifier — indicates whether the payload contains, for
example, TCP or UDP data.

s. Sender’s address — indicates the sender’s address in the TARP .
network.

6. Destination address — indicates the destination terminal’s address in
the TARP network.

7. Decoy/Real — an indicator of whether the packet contains real message

N

data or dummy decoy data or a combination.
Obviously, the packets going into a single interleave window must include only
packets with a common destination. Thus, it is assumed in the depicted example that the
IP headers of IP packets 207a-207c all contain the same destination address or at least

will be received by the same terminal so that they can be deinterleaved. Note that dummy

or decoy data or packets can be added to form a larger interleave window than would
otherwise be required by the size of a given message. Decoy or dummy data can be added
to a stream to help foil traffic analysis by leveling the load on the network. Thus, it may

be desirable to provide the TARP process with an ability to respond to the time of day or

other criteria to generate more decoy data during low traffic periods so that

communication bursts at one point in the Internet cannot be tied to communication bursts
at another point to reveal the communicating endpoints.
Dummy data also helps to break the data into a larger number of inconspicuously-

sized packets permitting the interleave window size to be increased while maintaining a
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reasonable size for each packet. (The packet size can be a single standard size or selected
from a fixed range of sizes.) One primary reason for desiring for each message to be
broken into multiple packets is apparent if a chain block encryption scheme is used to
form the first encryption layer prior to interleaving. A single block encryption may be
applied to a portion, or the entirety, of a message, and that portion or entirety then
interleaved into a number of separate packets.

Referring to FIG. 3b, in an alternative mode of TARP packet construction, a
series of IP packets are accumulated to make up a predefined interleave window. The
payloads of the packets are used to construct a single block 520 for chain block
encryption using the session key. The payloads used to form the block are presumed to be
destined for the same terminal. The block size may coincide with the interleave window
as depicted in the example embodiment of FIG. 3b. After encryption, the encrypted block

is broken into separate payloads and segments which are interleaved as in the

embodiment of Fig 3a. The resulting interleaved packets A, B, and C, are then packaged
as TARP packets with TARP headers as in the Example of FIG. 3a. The remaining

[

process is as shown in, and discussed with reference to, FIG. 3a.

Once the TARP packets 340 are formed, each entire TARP packet 340, including
the TARP header IPy, is encrypted using the link key for communication with the first-
hop-TARP router. The first hop TARP router is randomly chosen. A final unencrypted IP
header IP¢ is added to each encrypted TARP packet 340 to form a normal IP packet 360
that can be transmitted to a TARP router. Note that the process of constructing the TARP

packet 360 does not have to be done in stages as described. The above description is just
a useful heuristic for describing the final product, namely, the TARP packet.

Note that, TARP header IPr could be a completely custom header configuration
with no similarity tc 2 normal IP header except that it contain the information identified
above. This is so since this header is interpreted by only TARP routers.

The above scheme may be implemented entirely by processes operating between

the data link layer and the network layer of each server or terminal participating in the
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TARP system. Referring to FIG. 4, a TARP transceiver 405 can be an originating
terminal 100, a destination terminal 110, or a TARP router 122-127. In each TARP
Transceiver 405, a transmitting process is generated to receive normal packets from the
Network (IP) layer and generate TARP packets for communication over the network. A
receiving process is generated to receive normal IP packets containing TARP packets and
generate from these normal IP packets which are “passed up” to the Network (IP) layer.
Note that where the TARP Transceiver 405 is a router, the received TARP packets 140
are not processed into a stream of IP packets 415 because they need only be authenticated
as proper TARP packets and then passed to another TARP router or a TARP destination
terminal 110. The intervening process, a “TARP Layer” 420, could be combined with
either the data link layer 430 or the Network layer 410, In either case, it would intervene
between the data link layer 430 so that the process would receive regular TP packets
containing embedded TARP packets and “hand up” a seties of reassembled IP packets to
the Network layer 410. As an example of combining the TARP layer 420 with the data
link layer 430, a program may augment the normal processes running a communications
card, for example, an Ethernet card. Alternatively, the TARP layer processes may form
part of a dynamically loadable module that is loaded and executed to support

communications between the network and data link layers.

Because the encryption system described above can be inserted between the data
link and network layers, the processes involved in supporting the encrypted
communication may be completely transparent to processes at the IP (network) layer and
above. The TARP processes may also be completely transparent to the data link layer
processes as well. Thus, no operations at or above the network layer, or at or below the
data link layer, are affected by the insertion of the TARP stack. This provides additional
security to all processes at or above the network layer, since the difficulty of
unauthorized penetration of the network layer (by, for example, a hacker) is increased
substantiailly. Even newly developed servers running at the session layer leave all

processes below the session layer vulnerable to attack. Note that in this architecture,
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security is distributed. That is, notebook computers used by executives on the road, for
example, can communicate over the Internet without any compromise in security.

Note that IP address changes made by TARP terminals and routers can be done at
regular intervals, at random intervals, or upon detection of “attacks.” The variation of IP
addresses hinders traffic analysis that might reveal which computers are communicating,
and also provides a degree of immunity from attack. The level of immunity from attack is
roughly proportional to the rate at which the IP address of the host is changing.

As mentioned, IP addresses may be changed in response to attacks. An attack may
be revealed, for example, by a regular series of messages indicates that a router is being
probed in some way. Upon detection of an attack, the TARP layer process may respond
to this event by changing its IP address. To accomplish this, the TARP process will
construct a TARP-formatted message, in the style of Internet Control Message Protocol
(ICMP) datagrams as an example; this message will contain the machine’s TARP
address, its previous IP address, and its new IP address. The TARP layer will transmit
this packet to at least one known TARP router; then upon receipt and validation of the
message, the TARP router will update its LUT with the new IP address for the stated
TARP address. The TARP router will then format a similar message, and broadcast it to
the other TARP routers so that they may update their LUTs. Since the total number of

TARP routers on any given subnet is expected to be relatively small, this process of

updating the LUTs should be relatively fast. It may not, however, work as well when
there is a relatively large number of TARP routers and/or a relatively large number of

clients; this has motivated a refinement of this architecture to provide scalability; this

refinement has led to a second embodiment, which is discussed below.

Upon detection of an attack, the TARP process may also create a subprocess that
maintains the original IP address and continues interacting with the attacker. The latter
may provide an opportunity to trace the attacker or study the attacker’s methods (called
“fishbowling” drawing upon the analogy of a small fish in a fish bowl that “thinks” it is

in the ocean but is actually under captive observation). A history of the communication
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between the attacker and the abandoned (fishbowled) IP address can be recorded or
transmitted for human analysis or further synthesized for purposes of responding in some
way.

As mentioned above, decoy or dummy data or packets can be added to outgoing
data streams by TARP terminals or routers. In addition to making it convenient to spread
data over a larger number of separate packets, such decoy packets can also help to level
the load on inactive portions of the Internet to help foil traffic analysis efforts.

Decoy packets may be generated by each TARP terminal 100, 110 or eac