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200 UNSUPERVISED LEARNING AND CLUSTERING 
A 

equations for the local-maximum-likelihood estimates P.i, Ei, and P(wi): 

1 n 
f>(wi) = - I,f>(w, I xk, 8) 

n 1,- 1 
(14) 

n 

I,P(w, I xk, 8)xk 
,.. k-1 !Li = -'---,.----- (15) 

I,P(wi I xk, tJ) 
k=l 

n 

I,P(w, I xk, 8)(xk - tl;)(x,. - f,.;)' 
E-= -k-_l __ _ ________ _ 
• n (16) 

I Pc w, 1 xk> e,) 
k=l 

where 

~ I - p(x,. j W;, 8i)P(w,) P(w, xk, 8) = _c ________ _ 

°'I,p(xk I w1, 61).P(w1) 
J- 1 

I .Eil-112 exp[ - ½(xk - (i..;)'.E-;1(xk - fl,)].P(w,) 
C ,< A 

I, 1..r,i-112 exp[-½(x,. - ~,YE";1(xk - P.,)].P(w;) 

(17) 

;- 1 

While the notation may make these equations appear to be rather formid
able, their interpretation is actually quite simple. In the extreme case where 
F(w, Ix", 8) is one when x;. is from Class r11, and 7.ero otherwise, fi(m.) is the 

A 

fraction of samples from w,, P,; is the mean of those samples, and E, is the 
corresponding sample covariance matrix. More generally, f>(w, I xk, 8) is 
between zero and one, and all of the samples play some role in the estimates. 
However, the estimates are basically still frequency ratios, sa,mple means, 
and sample covariance matrices. 

The problems involved in solving these implicit equations are similar to 
the problems discussed in Section 6.4.1, with the additional complication 
of having to avoid singular solutions. Of the various techniques that can be 
used to obtain a solution, the most obvious approach is to use initial estimates 
to evaluate Eq. (17) for P(w, Ix,., 8) and then to use Eqs. (14)-(16) to 
update these estimates. If the initial estimates are very good, having perhaps 
been obtained from a fairly large set of labelled samples, convergence can 
be quite rapid. However, the results do depend upon the starting point, and 
the problem of multiple solutions is always present. Furthermore, the repeated 
computation and inversion of the sample covariance matrices can be quite 
time consuming. 
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APPLICATION TO NORMAL MIXTURES 201 

Considerable simplification can be obtained it it is possible to assume that 
the covariance matrices are diagonal. This has the added virtue of reducing 
the number of unknown parameters, which is very important when the 
number of samples is not large. If this assumption is too strong, it still may 
be possible to obtain some simplification by assuming that the c covariance 
matrices are equal, which also eliminates the problem of singular solutions. 
The derivation of the appropriate maximum likelihood equations for this 
case is treated in Problems 5 and 6. 

6.4.4 A Simple Approximate Procedure 

Of the various techniques that can be used to simplify the computation and 
accelerate convergence, we shall briefly consider one elementary, approximate 
method. From Eq. (17), it is clear that the probability F(wi I xk, 8) is large 
when the squared Mahalanobis distance (xk - (i.;)IE;-1(xk - fli) is small. 
Suppose that we merely compute the squared Euclidean distance llxk - fJ-;112. 
find the mean flm nearest to xk, and approximate F(wi I xk, 8) as 

i=m 

otherwise. 

Then the iterative application of Eq. (15) leads to the following procedure* 
for finding P.1, ... , P.c: 

Procedure: Basic Isodata 

1. Choose some initial values for the means (i.1 , ... , (i.0 • 

Loop: 2. Classify the n samples by assigning them to the class of the 
closest mean. 

3. Recompute the means as the average of the samples in their 
class. 

4. If any mean changed value, go to Loop; otherwise, stop. 

This is typical of a class of procedures that are known as clustering 
procedures. Later on we shall place it in the class of iterative optimization 
procedures, since the means tend to move so as to minimize a squared-error 

* Throughout this chapter we shall name and describe various iterative procedures as if 
they were computer programs. All of these procedures have in fact been programmed, 
often with much more elaborate provisions for doing such things as breaking ties, avoiding 
trap states, and allowing more sophisticated terminating conditions. Thus, we occasionally 
include the word "basic" in their names to emphasize the fact that our interest is limited to 
explaining essential concepts. 
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202 UNSUPERVISED LEARNING AND CLUSTERING 

criterion function. At the moment we view it merely as an approximate way 
to obta in maximum likelihood estimates for the means. The values obtained 
can be accepted as the answer, or can be used as starting points for the more 
exact computations. 

It is interesting to see how this procedure behaves on the example data in 
Table 6-1. Figure 6.4 shows the sequence of values for µ1 and µ2 obtained 

-6 -5 

4 

-4 

-1 

- 2 

--3 
-~ -

-4 

- 5 

FIGURE 6.4. Trajectories for the Basic Isodata Procedure. 

/\ 
6 µ, 

for several different starting points. Since interchanging µ1 and µ2 merely 
interchanges the labels assigned to the data , the trajectories are symmetric 
about the line /11 = µ2 • The trajectories lead either to the point /11 = -2.176 , 
µ2 = 1.684 or to its image. This is close to the solution found by the maximum 
likelihood method (viz., µ1 = - 2.13.0 and µ2 = 1.668), and the trajectories 
show a general resemblance to those shown in Figure 6.3 In general, when 
the overlap between the component densities is small the maximum likelihood 
approach and the lsodata procedure can be expected to give similar results. 
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UNSUPERVISED BAYESIAN LEARNING 203 

6.5 UNSUPERVISED BAYESIAN LEARNING 

6.5.1 The Bayes Classifier 

Maximum likelihood methods do not consider the parameter vector 8 to be 
random-it is just unknown. Prior knowledge about likely values for 8 is 
irrelevant, although in practice such knowledge may be used in choosing 
good starting points for hill-climbing procedures . In this section we shall 
take a Bayesian approach to unsupervised learning. We shall assume that 8 
is a random variable with a known a priori distribution p(6), and we shall 
use the samples to compute the a posteriori density p(6 I .%). Interestingly 
enough, the analysis will virtually parallel the analysis of supervised Bayesian 
learning, showing that the two problems are formally very similar . 

We begin with an explicit statement of our basic assumptions. We assume 
that: 

I. The number of classes is known. 
2. The a priori probabilities P( w;) for each class are known, j = I, ... , c. 
3. The forms for the class-conditional probability densities p(x I w1, 61) are 

known,j = 1, ... , c, but the parameter vector 8 = (81, ••• , 8c) is not 
known. 

4. Part of our knowledge about 8 is contained in a known a priori density 
p(6). 

5. The rest of our knowledge about 8 is contained in a set ::£ of n samples 
x1 , ••• , x,. drawn independently from the mixture density 

C 

p(x I 8) = Ip(x I W;, 8;)P(w 1). (1) 
J=l 

At this point we could go directly to the calculation of p(8 I fl"). However, 
let us first see how this density is used to determine the Bayes classifier. 
Suppose that a state of nature is selected with probability P(w;) and a feature 
vector x is selected according to the probability law p(x I w;, 8;), To derive 
the Bayes classifier we must use all of the information at our disposal to 
compute the a posteriori probabil ity P(w. Ix). We exhibit the role of the 
samples explicitly by writing this as P(w; Ix, 8t). By Bayes rule, 

I 
p(x I W;, 8t)P(w; J ::£) 

P(w; x, :!£) = -~- -- ~- . 
C 

I p(x J w;, 8t)P(w; I 8t) 
; - 1 
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