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11 Clustering 545 

(1)2 (1)3 (1)4 (1)5 (1)6 

Fig. JJ-15 An example of the valley-seeking clustering. 

into w6 results in a shift of the boundary toward the w5 -side, as the arrow indi­

cates . This is equivalent to saying that the direction of the density gradient is 

estimated by using the numbers of samples on both sides of the boundary, and 

the boundary is moved toward the lower density side . Applying this process to 

all boundarie s repeatedly , the leftmost boundary of Fig. 11-15 moves out to 

- 00 • leaving the w1 -cluster empty, the second and third leftmost boundaries 

merge to one, making the Wrcluster empty, and so on. As a result, at the end 

of iteration, only w2• w4 , and w6 keep many samples and the others become 

empty. The procedure works in the same way even in a high-dimensional 

space . 

A number of comments can be made about this iterative valley-seeking 

procedure. The procedure is nonparametric, and divides samples according to 

the valley of a density function . The density gradient is estimated, but in a 

crude way . The number of clusters must be preassigned, but we can always 

assign a larger number of clusters than we actually expect to have. Many of 

initial clusters could become empty , and only true clusters separated by the 

valleys will keep samples. As far as computation time is concerned, it takes a 

lot of computer time to find neighbors for each sample and fonn the table of 

Fig . 11-14. However . this operation is common for all nonparametric cluster­

ing procedures, including the graph theoretic approach . The iterative proce ss 

of this algorithm revises only the class assignment according to the majority of 

classes in f(X). This operation does not take much computation time. 

The volume of f(X) affects the perfonnance of this algorithm. just as it 

did in the graph theoretic approach. The optimum volume should be deter­

mined experimentally, as was done for the graph theoretic approach. 
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546 Introduction to Statistical Pattern Recognition 

Experiment 4: Seventy five samples per class were generated according 

to 

( 11.82) 

where n 1 and n2 are independent and normally distributed with zero mean and 

unit variance for both 001 and ffii , [m I m 2 ] is [O OJ for 001 and [0 -20) for 002, 

and 8 is normally distributed with EI 81001 I = 7t , EI 8 I roi I = 0, and 

Var( 81 w1 I = Var( 81 ffii I = (7t/4)2 • After the data was whitened with respect 

to the mixture covariance matrix, both graph theoretic and iterative valley­

seeking algorithms were applied, resulting in the same clustering result, as 

shown in Fig. 11-16 [13-14]. 
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Fig. 11-16 Classification of a two-class example. 

Table 11-3 shows the selected radius for f(X), and the number of iterations 

required to reach the final clusters in the iterative valley-seeking algorithm 
[14]. 

Experiment 5: Fifty samples per class were generated from three 

classes. Two of them were the same ones as Experiment 4 except 

Case 1:14-cv-02396-PGG-MHD   Document 148-16   Filed 05/30/19   Page 3 of 23

f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


11 Clustering 

TABLE 11-3 

PERFORMANCE OF THE VALLEY-SEEKING ALGORITHM 

Experiment 

4 

5 

Number 

of samples 

150 

150 

Number 

of clusters 

2 
3 

Radius 

of r(X) 

1.0 

0.75 

Number 

of iterations 

8 

10 

547 

[m I m 2 J = [20 0] for ffi:2 instead of [0 -20]. The third distribution was normal 

with the mean and covariance matrix 

(11.83) 

Again, after the data was whitened with respect to the mixture covari­

ance matrix, both the graph theoretic and iterative valley-seeking algorithms 

produced the same clustering result, as shown in Fig . 11-17 [13-14]. The 
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Fig. 11-17 Classification of a three-class example. 
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548 Introduction to Statistical Pattern Recognition 

radius of f(X) and the number of iterations in the latter algorithm are listed in 

Table 11-3 [14]. 

General comments: We have discussed both parametric and non­

parametric clustering techniques. The question here is which technique is 

better under what conditions. Generally speaking, nonparametric techniques do 

not require the knowledge of the number of clusters beforehand. This is cer­

tainly true for the graph theoretic approach. Even for the iterative valley­

seeking procedure, we can preassign a larger number of clusters than what is 

actually needed, and let the procedure select automatically the necessary 

number of clusters. Therefore, if we do not have any a priori knowledge about 

the data structure, it is most natural to adopt a nonparametric clustering tech­

nique and find out how the data is naturally divided into clusters. 

However, nonparametric procedures are in general very sensitive to the 

control parameters, especially the size of the local region. Therefore, it is 

necessary to run experiments for a wide range of sizes, and the results must be 

carefully examined. Also, nonparametric procedures are normally very compu­

tationally intensive. 

Furthermore, nonparametric clustering techniques have two fundamental 

flaws described as follows. 

(I) We cannot divide a distribution into a number of clusters unless the 

valley actually exists. For example, the 001 -distribution of Fig. I 1-9 could be 

obtained as the result of the valley-seeking procedure, but the distribution can­

not be divided into 2 or 3 clusters by any nonparametric method even if it is 

desirable to do so. When a distribution is wrapped as the 001 -distribution of 

Fig. 11-9, it is sometimes prefered to decompose the distribution into several 
normal distributions for further analysis of data structure or designing a 

classifier. 

On the other hand, the parametric procedures do not depend on the 

natural boundary of clusters, but depend only on the criterion. With a preas­

signed number of clusters, the procedures seek the boundary to optimize the 

criterion value. Therefore, we can divide the 001 -distribution of Fig. 11-9 into 

2, 3, or 4 clusters as we like. After examining the clustering results for various 

numbers of clusters, we may decide which number of clusters is most appropri­

ate for a particular application. Previously, we stated that it is a disadvantage 
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