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HIERARCHICAL CLUSTERING 233 

6,10.2.1 THE NEAREST-NEIGHBOR ALGORITHM 

Consider first the behavior when dmin is used.* Suppose that we think of the 
data points as being nodes of a graph, with edges forming a path between 
nodes in the same subset Xi.t When dmin is used to measure the distance 
between subsets, the nearest neighbors determine the nearest subsets. The 
merging of X i and X ; corresponds to adding an edge between the nearest 
pair of nodes in Xi and X;, Since edges linking clusters always go between 
distinct clusters, the resulting graph never has any closed loops or circuits; 
in the terminology of graph theory, this procedure generates a tree. If it is 
allowed to continue until all of the subsets are linked, the result is a spanning 
tree, a tree with a path from any node to any other node. Moreover, it can 
be shown that the sum of the edge lengths of the resulting tree will not exceed 
the sum of the edge lengths for any other spanning tree for that set of samples. 
Thus, with the use of dmiu as the distance measure, the agglomerative 
clustering procedure becomes an algorithm for generating a minimal spanning 
tree. 

Figure 6.17 shows the results of applying this procedure to the data of 
Figure 6.16. In all cases the procedure was stopped at c = 2 ; a minimal 
spanning tree can be obtained by adding the shortest possible edge between 
the two clusters. In the first case where the clusters are compact and well 
separated, the obvious clusters are found. In the second case, the presence 
of a few points located so as to produce a bridge between the clusters results 
in a rather unexpected grouping into one large, elongated cluster, and one 
small, compact cluster. This behavior is often called the "chaining effect," 
and is sometimes considered to be a defect of this distance measure. To the 
extent that the results are very sensitive to noise or to slight changes in 
position of the data points, this is certainly a valid criticism. However, as 
the third case illustrates , this very tendency to form chains can be advan­
tageous if the clusters are elongated or possess elongated limbs. 

6.10.2.2 THE FURTHEST-NEIGHBOR ALGORITHM 

When dma.x is used to measure the distance between subsets, the growth of 
elongated clusters is discouraged .t Application of the procedure can be 
thought of as producing a graph in which edges connect all of the nodes in 

* In the literature, the resulting procedure is often called the nearest-neighbor or the 
minimum algorithm. If it is terminated when the distance between nearest clusters exceeds 
an arbitrary threshold, it is called the single-linkage algorithm. 
t Although we will not make deep use of graph theory, we assume that the reader has a 
general familiarity with the subject. A clear, rigorous treatment is given by 0. Ore, Theory 
of Graphs (American Math. Soc. Colloquium Publ., Vol. 38, 1962). 
t In the literature , the resulting procedure is often called the furthest neighbor or the maxi­
mum algorithm. If it is terminated when the distance between nearest clusters exceeds an 
arbitrary threshold, it is called the complete-linkage algorithm. 
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FIGURE6.1S. or algorithm. Results of the f urthest-neighb 
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HIERARCHICAL CLUSTERING 235 

a cluster. In the terminology of graph theory, every cluster constitutes a 
complete subgraph. The distance between two clusters is determined by the 
roost distant nodes in the two clusters. When the nearest clusters are merged, 
the graph is changed by adding edges between every pair of nodes in the two 
clusters. If we define the diameter of a cluster as the largest distance between 
points in the cluster , then the distance between two clusters is merely the 
diameter of their union. If we define the diameter of a partition as the 
largest diameter for clusters in the partition, then each iteration increases 
the diameter of the partition as little as possible. As Figure 6.18 illustrates, 
this is advantageous when the true clusters are compact and roughly equal 
in size. However, when this is not the case , as happens with the two elongated 
clusters, the resulting groupings can be meaningless. This is another example 
of imposing structure on data rather than finding structure in it. 

6.10.2.3 COMPROMISES 

The minimum and maximum measures represent two extremes in measuring 
the distance between clusters. Like all procedures that involve minima or 
maxima, they tend to be overly sensitive to "mavericks" or " sports" or 
"outliers" or "wildshots." The use of averaging is an obvious way to 
ameliorate these problems, and d e.vg and dmean are natural compromises 
between dmi n and dm e.x· Computationally, dm ea.n is the simplest of all of these 
measures, since the others require computing all nin; pairs of distances 
Ux - x' 11-However, a measure such as d 11,vg can be used when the distances 
!Ix - x'II are replaced by similarity measures, where the similarity between 
mean vectors may be difficult or impossible to define. We leave it to the 
reader to decide how the use of da vg or dmea.n might change the way that the 
points in Figure 6.16 are grouped. 

6.10.3 Stepwise-Optimal Hierarchical Clustering 

We observed earlier that if clusters are grown by merging the nearest pair of 
clusters, then the results have a minimum variance flavor. However , when 
the measure of distance between clusters is chosen arbitrarily , one can rarely 
assert that the resulting partition extremizes any particular criterion function. 
In effect, hierarchical clustering defines a cluster as whatever results from 
applying the clustering procedure However , with a simple modification it is 
possible to obtain a stepwise-optimal procedure for extremizing a criterion 
function. This is done merely by replacing Step 3 of the Basic Agglomerative 
Clustering Procedure (Section 6.10.2) by 

3'. Find the pair of distinct clusters !!,ti and !!£; whose merger would 
increase (or decrease) the criterion function as little as possible. 
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236 UNSUPERVISED LEARNING AND CLUSTERING 

This assures us that at each iteration we have done the best possible thing, 
even if it clues not guarantee that the final partition is optimal. 

We saw earlier that the use of dma.x causes the smallest possible stepwise 
increase in the diameter of the partition. Another simple example is provided 
by the sum-of-squared-error criterion function J,. By an analysis very 
similar to that used in Section 6.9, we find that the pair of clusters whose 
merger increases J. as little as possible is the pair for which the "distance" 

d.(f'I i, f'I 1) = J nin; llm, - m,11 
ni + ni 

is minimum. Thus, in selecting clusters to be merged, this criterion takes 
into account the number of samples in each cluster as well as the distance 
between clusters. In general , the use of d, tends to favor growth by adding 
singletons or small clusters to large clusters over merging medium-sized 
clusters . While the final partition may not minimize J., it usually provid es 
a very good starting point for further iterative optimization. 

6.10.4 Hierarchical Clustering and Induced Metrics 

Suppose that we are unable to supply a metric for our data, but that we can 
measure a dissimilarity value cl(x, x') for every pair of samples, where 
cl(x, x') ~ 0, equality holding if and only if x = x' . Then agglomerati ve 
clustering can still be used , with the understanding that the nearest pair of 
clusters is the least dissimilar pair . Interestingly enough , if we define the 
dissimilarity between two clusters by 

c>m;n( f'I ;, f'I ,) = min cl(x, x') 
XE~t, X#EXJ 

or 

then the hierarchical clustering procedure will induce a distance function 
for the given set of n samples. Furthermore , the ranking of the distan ces 
between samples will be invariant to any monotonic transformation of the 
dissimilarity values. 

To see how this comes about , we begin by defining the value vk for the 
clustering at level k. For level l, v1 = 0. For all higher levels, vk is the 
minimum dissimilarity between pairs of distinct clusters at level k - I. 
A moment's reflection will make it clear that with both Omin and Oma.x the 
value vk either stays the same or increases ask increases. Moreover, we shall 
assume that no two of the n samples are identical , so that v2 > 0. Thus , 
0 = V1 < V2 ::;; V3 ::;; · · • ::;; Vn · 
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