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Bit-Interleaved Coded Modulation
with lterative Decoding

Xiaodong Li, Student Member, IEEEand James A. Ritceyember, IEEE

Abstract—A simple iterative decoding technique using hard-

decision feedback is presented for bit-interleaved coded mod- Interleaver 8-PSK
ulation (BICM). With an 8-state, rate-2/3 convolutional code, Encoder Interles Modulator
and 8-PSK modulation, the improvement over the conventional 1 on) nterleaver (Labeling
BICM scheme exceeds 1 dB for a fully-interleaved Rayleigh flat- Interleaver Mapper) o
fading channel and exceeds 1.5 dB for a channel with additive =
white Gaussian noise. This robust performance makes BICM with - %
iterative decoding suitable for both types of channels. Decoder Deinterleaver Demodulator| L—

Index_Terms—lnterleaving, iterative decoding, trellis-coded =T 2/3) Demterlea"er-:——(Bil_Memc
modulation. Deinterleaver Calculator)

. INTRODUCTION Interleaver
N UNGERBOECK'S trellis-coded modulation (TCM) Interleaver
scheme [1], the convolutional code and modulation are Interleaver

jointly optimized to maximize the minimum Euclidean
distance between coded signal sequences. For fully-interlea¥ed1. Block diagram of the BICM-ID scheme.
Rayleigh-fading channels, the performance of a coded system

strongly depends on the code diversity [2]. Since the Orlgln\?lvllth two iterations of decoding attains the performance of

Ungerboeck codes usuall_y yield a low diversity, adaptation ngerboeck's TCM. We further show that for BICM-ID, a
have been suggested to improve the TCM performance oyer>~ =~ : .

. -~ “mixed” signal labeling method outperforms Gray labeling,
fading channels [2], [3]. However, these are often achlev%q

. . : e BICM standard [3].

at the expense of a reduced minimum Euclidean distance,
and therefore result in a degraded performance over additive
white Gaussian noise (AWGN) channels. A higher outage [l. BIT-INTERLEAVED CODED
probability may also occur when the fading is very slow and MODULATION WITH ITERATIVE DECODING
the channel time diversity is limited by the interleaver depth.

Among the many adaptations suggested, the bit-interleav&d System Description
coded modulation (BICM) scheme initially proposed by o, sustem block diagram is shown in Fig. 1. Note the

Zeh?v_i h[s;] dgeemirr:gly ?ives the Iargﬁst di_mpro_veme(;n f_oéddition of a feedback loop compared with the conventional
Rayleigh-fading channels. In BICM, the diversity order Yecoder. Although we show only a system with a rate-2/3 code

increased significantly by using bit interleavers in place nd 8-PSK modulation, the extension to other coding rates and
conventional symbol interleavers. However, the minimu%odulation types is straightforward

Euclidean distance is also reduced due to the rando
modulation caused by the bit interleavers. Besides, the deco
widely used for BICM does not fully exploit the advantages

provided by bit interleaving and can therefore be improved. C = [6(1)7637637 ceh ] =[Co,--+,Cp,-+-] (1)

In this letter, we show that these drawbacks can be overcome

by a simple iterative decoding technique (BICM-ID) usingvhere ¢ is the ith output bit at time positiort and C; =
hard-decision feedback. Our simulation results show that gai[zflg,cf,cf]. Three independent bit interleavers permute bits
exceeding 1 dB over conventional BICM are achieved fdo break the correlation of the fading channel as well as
fully-interleaved Rayleigh flat-fading channels. The improvehe correlation between the bits in the same symbol. At the
ment for AWGN channels is even more impressive—BICM-I@einterleavers, the permutation is inverted. The output of the

interleavers is represented by
Manuscript received March 31, 1997. The associate editor coordinating the
review of this letter and approving it for publication was Prof. H. V. Poor. Y/ — [vé, v v, b vl ] =MVo, -, Ve,-] (2
The authors are with the Department of Electrical Engineering, University

of Washington, Seattle, WA 98195 USA (email: xdli@ee.washington.edu; . . . . ..
ritcey@ee?,vashington.edu)‘ ( @ 9 where v} is the ith output bit at time positiort and V; =

Publisher Item Identifier S 1089-7798(97)08953-9. [vt,vZ,v}]. The interleaving is followed by a signal labeling
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map s, an isomorphism between a 3-tuple =
and a signal constellation point,

= (V)
where the 8-PSK signal set= {/E,c/2"™/8 n =0,

[Ut,UtQ,U?]

3)
T

Tt €X

and E, is the energy per channel symbol With a rate-2/ghered? and

convolutional code, the energy per information bitAs =
E,/2.

For a Rayleigh-fading channel with coherent detection, the

received discrete-time signal is
Yt = ptTr + Ny

where p; is the Rayleigh-distributed fading amplitude and
is complex AWGN with variance? = aé = Ny/2. For an

AWGN channel,p, = 1. Throughout the paper, we assumé&

that p, is known at the decoder from pilot symbols.

B. Conventional Decoding
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1

calculate \(v} 0), we assume, for any
0,v%,v%) € x(1,0),

P(z) = {1’

(v

if v =0,02=1932,0® =0}

otherwise

0 @)
3 are the first-round decoding decisions. Then
the bit metric W|th the decision feedback becomes

Av; =0) = pee([0, 97, 45]) |1 - (8)

The bit metrics for other bit positions and bit values follow
similarly.

Note that all the distance values (symbol metrics) used in
(8) have been calculated and stored during the first-round
decoding. In the second round, only a reselection of the
istance values is involved. A multiple run of the Viterbi
algorithm is needed. But the only extra hardware requirement
is a set of interleavers.

Given the feedbacki? and ¢, the Euclidean distance
between the signajs(0, 173, 92) andu(1, 92, 3) can be signif-

—||yt—

For each received signal;, a log likelihood function is jcantly larger than the minimum Euclidean distance between
calculated for the two possible binary values of each codggk signals in the subset1,0) and those iny(1, 1). With an

bit
( |Og Z $|yt7pt
z€x(i,b)
=log > Plyle,p)P(x),
z€x(i,b)

i=1,2,3; b=0,1 (5)

where the signal subset(i,b) = {u([v},v? 3]’ = b}
and the terms common to alland b are disregarded. For ;

8-PSK, the size of each signal subset is 4. In convenuoqﬁl

decoding, thea priori probability P(z) is assumed equal for
any x € x(i,b). Then, the bit metric becomes

ANvp=b)=log >

z€x(i,b)

max 10gP(y:|z, p)
z€x(i,b)

yt|a: Pt

~
~

pex ||? (6)

min || v —

z€x(i,b)

appropriate signal labeling, the minimum Euclidean distance
between coded sequences can be made large for BICM-ID.
This is the key that BICM-ID outperforms conventional BICM
and that BICM-ID is suitable for both Rayleigh fading and
AWGN channels.

To avoid severe error propagation, the bits feedback should
be independent of the bit for which the bit metric is calculated.
This is made possible by the independent bit interleavers—the
three bits making up a channel symbol are typically far apart
in the coded sequence. This is clearly a feature not available
a symbol-interleaved system.

D. Signal Labeling

The performance of BICM-ID strongly depends on the
signal labeling methods. We find that a mixed labeling method
outperforms both Gray labeling and set-partitioning labeling.
With mixed labeling, the eight sequential labels for 8-PSK sig-
nals are{000,001,010,011,110,111,100,101}. The details
of the labeling design is discussed in [5].

where a constant scalar is disregarded and the approximation

is good at high signal-to-noise ratio [3]. At the Viterbi decoder,
the branch metric corresponding to each of the eight possibl
3-tuplesC; = ¢, c?,cf] is the sum of the corresponding bit

metrics after deinterleaving.

C. Iterative Decoding with Hard-decision Feedback

IIl. SIMULATION RESULTS

SVe show the BER performance of 8-PSK BICM-ID for
both Rayleigh fading and AWGN channels. The simulation
results of Ungerboeck’s TCM scheme and Zehavi's BICM
scheme are also included for comparison. Mixed labeling is
used for BICM-ID, while Gray labeling is used for BICM. The

Convolutional encoding introduces redundancy and memdogst 8-state rate-2/3 convolutional code [4, p. 331] is used for

into the signal sequency. Yet, the equally likely assumption both schemes. For BICM-ID, a short interleaver may limit the
for P(z) in (6) fails to use this information, primarily becausemprovement through multiple iterations. Therefore, random
it is difficult to specify in advance o&ny decoding. Thea interleavers with length 2000 are used. Each bit-error rate
priori information is reflected in the decoding results an(BER) data point is generated by a Monte Carlo simulation
therefore can be included through iterative decoding. Ométh more than 10 trials.

approach is to use the Viterbi algorithm with soft outputs, The performance for Rayleigh fading channels is shown
although this is computationally complex. Instead, we considier Fig. 2. Compared with Zehavi's BICM scheme, there is a

nnh/ hinan/-dacicinn faadharcl. far tha calciilatinn nf tha hit-dR narfarmanca danradatinn_aftar tha firet roanind nf dacnd-
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Fig. 2. The performance of BICM-ID with the 8-state rate-2/3 convolutiongtig 3. The performance of BICM-ID with the 8-state, rate-2/3 convolutional
code and 8-PSK modulation for Rayleigh fading channels. code and 8-PSK modulation for AWGN channels.

labeling. However, with a second round of decoding, BICMander investigation. Significant results for other coding and

ID quickly catches up and outperforms BICM by 1-dB atmodulation schemes have also been obtained and will be

BER = 107°. A third round of decoding adds a slightreported in [5].

improvement.

The performance for AWGN channels is shown in Fig. 3.

The Eb/NO gap between BlCM_lD,and Ung_erboeCk s TCM [1] G. Ungerboeck, “Channel coding with multilevel/phase signdEFE

over BICM is more than 1.5 dB. [2] D. Divsalar and M. K. Simon, “The design of trellis coded modulation
for MPSK for fading channels: Performance criteridEEE Trans.
Commun,. vol. 36, pp. 1004-1012, Sept. 1988.

IV. CONCLUSION [3] E. Zehavi, “8-PSK trellis codes for a Rayleigh fading channéEEE

L Trans. Commun.vol. 40, pp. 873-883, May 1992.
We propose BICM-ID and demonstrate that it significantly[4] s. Lin and D. J. Costello, JrError Control Coding: Fundamentals and

outperforms conventional BICM. The robust performance of A°pieairs, Exgcyeos Gits A, Ptee el A998 i
BICM-ID makes it suitable for both AWGN and Rayleigh ‘ o d v 9

’ ’ . and iterative decoding,lEEE J. Select. Areas Commusubmitted for
fading channels. The effects of interleaver length are still publication.
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