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Bit-Interleaved Coded Modulation With Iterative
Decoding and 8PSK Signaling

Xiaodong Li, Aik Chindapol, Member, IEEE, and James A. Ritcey, Member, IEEE

Abstract—We have suggested bit-interleaved coded modulation
with soft decision iterative decoding (BICM-ID) for bandwidth-ef-
ficient transmission over Gaussian and fading channels. Unlike
trellis coded modulation, BICM-ID has a small free Euclidean
distance but large diversity order due to bit interleaving. With
iterative decoding, soft bit decisions can be employed to signif-
icantly improve the conditional intersignal Euclidean distance.
This leads to a large coding gain, comparable to that of turbo
TCM, over both Gaussian and Rayleigh fading channels with
much less system complexity. We address critical design issues
to enhance the decoding performance and provide the analytical
bounds on the performance with an ideal feedback assumption.
We investigate the performance characteristics of BICM-ID
through extensive simulations and show that at high signal to noise
ratios, the performance of BICM-ID converges to the performance
assuming error-free feedback.

Index Terms—BICM, coded modulation, digital communica-
tions, iterative decoding, turbo codes.

I. INTRODUCTION

A CCORDING to information theory, block code per-
formance can be improved by increasing the codeword

length. Yet, for a convolutional code or an equivalent block code
formed from a convolutional code, the decoding performance
is related to the constraint length of the code [1]. Typically, one
can not benefit from using a long input data sequence, because
the bits far apart on the trellis do not interact. Increasing the
constraint length may bring significant improvement, but at
the expense of exponentially increasing complexity in the
maximum-likelihood (ML) decoder.

One clever way to circumvent the above dilemma is the re-
cently proposed turbo coding scheme [3], [4], where two or
more short-memory convolutional codes are concatenated in
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parallel or in serial. Due to the pseudorandom interleaving, a
“global interaction” is introduced among the bits over an entire
block. As a result, error protection is achieved not only through
the constraints on the local trellis transitions, but also through
the influence of other trellis sections. Although a true ML de-
coder for such concatenated codes is hard to implement, itera-
tive decoding methods which employ the maximuma posteriori
probability (MAP) rule for each individual decoder have been
shown to provide near-capacity performance [3]–[5]. Compared
with convolutional codes, turbo codes effectively take advantage
of the potential of large block length but with the reasonable de-
coding complexity of simple constituent codes.

Another simpler approach is to use iterative decoding with
a serial concatenation of encoding, bit-by-bit interleaving
and high-order modulation. Unlike turbo codes, this scheme
requiresonly oneset of encoder/decoder; therefore, the receiver
complexity is significantly reduced. At a first glance, the block
diagram is no different from that of conventional symbol-inter-
leaved trellis-coded modulation (TCM), a bandwidth-efficient
coding approach suggested by Ungerboeck [6]. Indeed, the
scheme, called bit-interleaved coded modulation (BICM) [8],
was first suggested by Zehavi [7] to increase the time diversity
of coded modulation and therefore to improve the performance
of TCM over fully interleaved Rayleigh fading channels.
However, this improvement is achieved at the expense of
reduced free (squared) Euclidean distance (FED), leading to a
degradation over nonfading Gaussian channels [7], [8].

In this paper, we show that BICM, a bandwidth-efficient ap-
proach primarily considered for fading channels in the past,
can in fact be used to provide excellent performance over both
Gaussian and fading channels, withiterative decoding(ID). To
maximize the gain of ID, we make critical changes to traditional
Gray labeling used in Zehavi’s BICM transmitter design. We
call our scheme BICM with iterative decoding (BICM-ID) [9],
[10].

The goal of this paper is to give a comprehensive set of per-
formance analysis, simulation results and new labeling maps. In
Section II, we first briefly review the scheme of BICM and its
conventional decoding [7], [8]. There we expose the reasons for
the performance degradation of BICM compared with conven-
tional TCM over Gaussian channels. In Section III, we address
system design issues critical to the performance of BICM-ID
and give detailed information on our iterative decoding algo-
rithm, signal labeling method and interleaver design. In Sec-
tion IV, we provide performance analysis and show extensive
simulation results for BICM-ID for both AWGN and Rayleigh
fading channels. Section V concludes the paper.
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Fig. 1. Block diagram BICM-ID with soft feedback.

II. REVIEW OF BICM

A. The BICM Transmitter

The BICM transmitter is a serial concatenation of the en-
coder, the bit interleaver and the memoryless modulator as
shown in Fig. 1. Note that the pseudorandom interleaverper-
mutes the encoding outputbinary bits, instead of coded sym-
bols using a conventional symbol-interleaved system. To sim-
plify our discussion, we assume the information transmission
rate of 2 bits/s/Hz using a rate-2/3 convolutional code and 8PSK
modulation. Extensions to other information rates, code rates or
modulation schemes are possible. For example, BICM-ID with
16QAM for fading channels is studied in [20].

Denote the two input bits of a rate 2/3 encoder at timeby
and its corresponding three output bits (a code

symbol) by , where or is the th bit. After
permutation by a pseudorandom block interleaver, each three
binary bits of the interleaver output are grouped together,

and are mapped to a complex channel symbol
chosen from -ary constellation by a signal label

(1)

where the 8PSK signal set is .
With coherent detection, the received discrete-time baseband

signal is

(2)

where is the fading coefficient, is the symbol energy,
and is complex additive white Gaussian noise with one-sided
spectral density . For the AWGN channel, . For a fre-
quency nonselective Rayleigh fading channel,is Rayleigh
distributed with . In this paper, we assume perfect
channel state information (CSI); hence,is perfectly estimated
and available to the receiver.

B. Conventional Decoding for BICM

Due to bit-based interleaving, true ML decoding of BICM
requiresjoint demodulation and convolutional decoding and is
therefore too complex to implement in practice. In [7], Zehavi
suggested a suboptimal method using two separate steps: bit
metric generation and Viterbi decoding. From each received

Fig. 2. For various labeling maps, the shaded regions correspond to the
decision regions for each bit taking the value of 1. (a) Gray. (b) Set partitioning.
(c) Semi set partitioning.

signal , six bit metrics are generated, using the ML rule. For
the three binary bits and 8PSK symbols

(3)

where the signal subsets are . The
notation indicates replacement by an equivalent statistic. For
8PSK, the size of each subset is 4.

In practice, the log-sum calculation in (3) is computed either
by approximation

(4)

or by table lookup for better accuracy. Finally, is
replaced by the squared Euclidean distance .

C. Degradation of BICM Over Gaussian Channels

Although BICM performs well over fading channels because
of an increase in diversity order, one pitfall of BICM is the
degradation over Gaussian channels due to the “random mod-
ulation” caused by bit interleaving [7]. For example, referring
to Fig. 2, where the shaded regions correspond to all received
symbols for which bit 1, 2, 3 takes on the value “1”. With bit
interleaving and suboptimal decoding, the symbol may originate
from any constellation point in the shaded region. As we will
later see, iterative decoding resolves this random modulation.
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It can be shown that the FED of BICM is [7],
[11], where is the free Hamming distance of a code and
is the smallest Euclidean distance between the modulation con-
stellation points. For 8PSK modulation, ,
where is the energy of a channel symbol. In general, the FED
of BICM is a few dB below its counterpart TCM [7]. Therefore,
conventional BICM is less efficient than TCM for Gaussian
channels.

III. BICM-ID

Bit interleaving connects the coded bits, originally far apart
in the sequence, to the same channel symbol. With ideal in-
terleaving, coded bits forming a channel symbol are indepen-
dent; therefore, the feedback from strong data sections (with
less influence of channel noise) can remove the ambiguity in
the high-order demodulation and enhance the decoding of weak
data sections (those subject to undesirable noise patterns). With
the perfect knowledge of the other two bits, which are provided
by the decoding feedback, 8PSK modulation is effectively re-
duced to binary modulation for each bit position. Hence, the in-
terconstellation distance for the binary modulation can be sig-
nificantly increased.

Of course, if the feedback contains errors, we have picked
a wrong binary constellation. Therefore, it is also important to
reduce the effect of feedback errors and to control error propa-
gation. These factors are considered in system design by using
soft-decision feedback and well-designed interleavers. While
more complex than our hard-decision feedback [10], soft feed-
back is the key to realizing the inherent gains in BICM while
mitigating error propagation.

A. Iterative Decoding Using Soft Feedback

The recent success of turbo codes has demonstrated the ad-
vantages of iterative processing in the decoding of concatenated
schemes. A good introduction by Hagenauer can be found in
[12], where the method is called the “turbo principle.” Note that
iterative decoding was also considered by Seshadri and Sunder-
berg for multilevel coded modulation [13]. In [14], Woerz and
Hagenauer also used the reliabilities of the decoding results to
control the feedback.

As shown in Fig. 1, our receiver uses a suboptimal, iterative
method through individually optimal, but separate demodula-
tion and convolutional decoding steps. Thea posterioriproba-
bilities for the coded bits can be calculated as

(5)

Note that, compared with (3), (5) considers thea priori proba-
bility .

At the initial demodulation, we assume the equally likely
prior . Then, the soft-input–soft-output (SISO) module
[5] is used for convolutional decoding and to generate thea
posteriori bit probabilities for the information and coded bits.
Following the notation of Benedettoet al. [5], we denote by

the a priori probability for a random variable and
the a posterioriprobability. Note that is un-

available and is not used in the entire decoding process. In ad-

dition, and are theextrinsic information, a
term well explained in the literature of turbo codes [3], [5].

On the second pass, is interleaved and fedback, as
, to the demodulator. Assuming , and
are independent (a good interleaver assures near inde-

pendence), we obtain, for each ,

(6)

where is the value of the th bit of the label
for . Using (5) and (6), we derive theextrinsic a posterioribit
probabilities for the second-pass demodulation

(7)

Therefore, when recalculating the bit metrics for one bit, we
only need to use thea priori probabilities of the other bits in
the same channel symbol. The regenerated bit metrics are put
into the decoder and we iterate demodulation and decoding. The
final decoded output is the hard decision on the extrinsic bit
probability , which is also thetotal a posterioriprob-
ability since is unused.

In our implementation, the SISO decoder uses an additive
“log-map” algorithm [5]. Also, the log-sum in (5) is approx-
imated by max operations, aided by table lookups. These ap-
proaches greatly reduce the system complexity.

B. Signal Labeling

In our design it is critical to note that different decoding
methods are optimized with different signal constellation
labels. In this paper, we consider Gray, set-partitioning (SP),
and semi set-partitioning (SSP) as examples. A comparison
of these labeling schemes for 8PSK is shown in Fig. 2. The
decision regions for each bit in are shown in the shaded areas
(only shown inside the unit circle) while the unshaded regions
correspond to . It can be seen that all labeling schemes have
the same minimum Euclidean distance between subsets of
and but a different number of nearest neighbors. Therefore,
for conventional BICM, Gray labeling has been considered
to be optimal [7], [8] due to the smallest number of nearest
neighbors.

With perfect knowledge of all other bits, 8PSK modulation
is translated to binary modulation selected from four possible
sets of binary modulation. It can be seen that iterative decoding
of BICM not only increases the intersubset Euclidean distance,
but reduces a number of nearest neighbors to one as well. This
leads to significant improvement over both AWGN and fading
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channels. Fig. 2 also illustrates the increase in the minimum
Euclidean distance between subsets. It is obvious that Gray la-
beling is not the preferred choice since the minimum distance
between subsets is not increased. More detailed analysis on the
effect of labeling schemes is given in the next section where the
analytical bound for BICM-ID is derived.

C. Interleaver Design

The interleaver design is critical to the high performance
of BICM-ID. We use pseudorandom interleavers with the
following design objectives: 1) to increase FEDC and 2) to
mitigate error propagation during iterative decoding. Readers
familiar with turbo codes can see that some of our ideas are
inspired by the spread-random interleavers suggested in [16].
Here are our design rules.

Rule 1: Modularity: The bit positions before and after in-
terleaving must have the same modulo-value, i.e., for 8PSK
and , Bit 1 in the encoder output bit stream can only
be mapped to one of the positions at Bit 1, 4, 7,… in the inter-
leaver output. Essentially, the entire interleaver is composed of

subinterleavers. This ensures that the coded bits with different
protection, due to their different positions at the channel-symbol
labels, are distributed uniformly along the trellis.

Rule 2: Reverse Spread:The bits going to the same
channel symbol must be at least trellis stages apart from
each other. This ensures feedback independence in bit metric
recalculation and mitigates the error propagation through
iterative decoding. much larger than the code constraint
length is easily achievable. For a block containing
information bits, a typical is 50.

Rule 3: Forward Spread:The bits co-channel-symboled with
the bits from a trellis segment of stages should be spread at
least stages far from each other. This ensures that a burst of
decoding errors spread evenly over the entire trellis and does not
heavily affect, through bit-metric recalculation using the feed-
back, another short trellis segment. It is usually difficult to en-
force Rule 3 for a short block, even though the window sizes
and are chosen very small. Therefore, we only try to mini-
mize the number of violations. For , the typical values
of and we use are 3 and 6.

The design rules form a multicriterion objective function, of
which each component can only be partially optimized in prac-
tice. Our interleaver design algorithm uses these design rules as
heuristics that guide iterative changes to an initial pseudoran-
domly drawn permutation.

IV. PERFORMANCEEVALUATION

A. Performance Bound for AWGN Channels

We first derive a BER upper bound for an idealized situation
assuming error-free feedback (EFF). With ideal feedback, the
8-PSK channel is transformed into 3 independent BPSK chan-
nels. Normalizing , the minimum intersignal Euclidean
distance for the three BPSK channels are , and

for set-partitioning labeling while
for Gray labeling.

We first compute the pairwise error probability (PEP), the
probability that a code sequenceis transmitted but a code se-

TABLE I
COMPARISONBETWEEN FED OF TCM AND BICM AND FEDCOF BICM-ID.

RATE-2/3 CODES AND 8PSK MODULATION WITH E = 1.
PUNCTURED CODES FORBICM AND BICM-ID

quence is selected at the decoder. Denote 1, 2, 3, the
Hamming weight of the error pattern corresponding to theth
bit position of the encoder output. The total Hamming weight
of the error pattern . The squared Euclidean
distance between the modulated sequencesand is

(8)

Therefore, the PEP is given by

(9)

where . Finally, we obtain the upper
(union) bound on the bit error probability for a rate-2/3 code as

(10)

where is the total information weight corre-
sponding to all the error events with coded output weight
( ). With ideal feedback, 8PSK modulation is
translated to binary modulation regardless of the labeling
map. Therefore, from (10) it can be seen that only the FED
conditioned on the ideal feedback (FEDC), which is defined as

dominates the asymptotic
performance of BICM-ID.

In Table I, we compare the FED of TCM and BICM and the
FEDC of BICM-ID. The large increase in FEDC over FED
shows the potential of BICM-ID. Our extensive simulation
results confirm that soft iterative decoding mitigates error
propagation and practically realizes the potential of the con-
ditional free Euclidean distance—FEDC. It can be seen that
Gray labeling, a signal mapping optimized for conventional
BICM [8], shows no improvement due to iterative decoding.
Although SSP labeling has the largest FEDC, it has the largest
number of nearest neighbors, which affect the first round
performance, among all labeling maps considered as shown
in Fig. 2. Therefore, an iterative decoding gain may not be
evident at BER values of interest and SSP labeling is not further
used for AWGN channels. This observation is confirmed by
simulation results.
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