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Distributed adaptlve routing has provost to be useful in
packet switching networks. However. the storage and updsl-
in; cast of this routing prowdrtre becomes prohibitive as the
min-ten of nodes in the network sets large. This paper deals
with the specification. analysts and evaluation of some hier-
archical routing procedures which are etreetive [or large
amend-Inward packet-switched computer networks. The
procedures studied are an extension or present techniques
and rely on a hierarchical clustering of the network nodes.
In particular. optimal clustering structures are determined so
st to mlnimhe the lenth of the routing tables required. A
price for reduolra the table length is the increase In the aver-
age message path length in the network. Bounds are derived
to evaluate the maximum increase in path length for a given
on]: length. From this we obtain our key remit. namely.
that in the limit of a very large network. enormous tabla
reduction may be achieved with essentially no increase In
network path length.

Keywords: Pscket switching. networks. computer not-
worltr, large networks. data networks. hier—
archical dam. routing. ares rot-sting. adap-
tive routing. clustering. partitioning.
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I. Introduction

Computer networks offer large economies through
resource sharing. Among such resources we include
specialized hardware. specialized software and data
banks. These distributed computer communication

systems made their first appearance in the form of
packet switching wilh the ARPANET [2.5.l2.l7.
'27}. The llrst commercial data carrier. TELENET
[29}. is already operational. The basis ol this demand
for computer networks is the ever increasing need
for computer and data communication power.

Communication among the network resources is
accomplished by the communication subnetwork.

This includes the hardware and software specifically
dedicated to the transfer of data from node to node.

Many alternative communication schemes can be

implemented at the subnet level. Among these are:
circuit switching I26). packet switching (a form of
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storeand-fonvard communication) “6,18] radio

broadcasting [1}. satellite communication [20]. or
any combination ofthe above,etc.

The selection of the best switching scheme is a

difficult problem and depends very much on the
nature of the traffic to be handled by the network

[3.4.24]. The burst nature of computer traffic. as
well as the continuously decreasing cost of computer
hardware [28]. very much favor packet switching as
the technology to employ.

The basic concepts for and the first implementa-

tion of a packet switching computer network were
developed by the United States Department of

Defense Advanced Research Projects Agency (AREA).
This network (the ARPANET), in operation since
I969. has been an enormously successful demonstra-

tion of the packet switching technique. It has result-
ed in the development of a multitude of other net-
works throughout the world (EPSS in England.
CYCLADES and TRANSPAC in France, DATAPAC

in Canada, EN in Europ, TELENET and AUTODIN
I! in the USA,etc.)

Present computer networks may be characterized

as small to moderate in size (5? nodes for the AR!“-
NET as of December 1975). Predictions indicate that.
in fact. large networks of the order of hundreds (or
even possibly thousands) of nodes are soon to come.

In the course of developing the ARPANET. a
design methodology has evolved which Is quite suit-
able for the efficient design of small and moderate

sized networks [6.8.18]. Unfortunately the cost of
conducting the design is prohibitive if these same

techniques are extrapolated to the case of large net-
works [14]. Indeed, not only does the cost of design
grow exponentially with the network size. but also

the cost of a straightforward adaptive routing proce-
dure becomes prohibitive. Other design and opera—
tional procedures (routing techniques) must be found
which handle the large network case. Our main objec-
tive in this paper is to specify and evaluate routing
policies for LARGE networks.

Routirtgfor packet sir-itchingr networks

In a packet switching network, messages are par-

titioned into a number of mail segments called pack-
ets which then are transmitted through the network
ung sloreand-forward switching. That is. a packet
traveling from source S to destination Dis received
and "stored" in queue at any intermediate node K
while awaiting transmission. and is then sent “for-

L. Kleinmck. F. Karrmurr

ward" to node P. the next node on the route froan

to D. when channel (KI) permits.
The selection of the next node P is made by a well-

delirted decision rule referred to as the routing policy.
Several classification schemes have been devised to

characterize routing policies 116.73.21.22]. Gener-

ally speaking. routin'g policies may be divided into two
main clams: deterministic and adaptive.\’r'hile deter-
ministic routing is more attractive to use at the design
phase. adaptive pollcles are essential for the successful
operation of real networks.

The major goal of an adaptive routing procedure is
to sense changes in the traffic distribution and net-
worlr status and then to ronle messages such that the
congested or damaged areas of the network are avoid-
ed. It is very important for those procedures to adapt
to line and node failures in order to maintain a good
grade of service for the network. Such policies base
their decisions on measured values, at given thn'es.ol
a set of time varying quantities (number of messages
enqueued. number of hops. etc.) which describe the
salient features of the state of the network (tralTrc.
topology. etc.). Such information is referred to as

routing information. A central node could provide
the routing information (yielding centralized control)
and distribute it to all nodes in the network, or the

nodes could collaborate in computing the routing
hrfomation directly (yielding distributed control)
[16.7.13].

In any case. routing information must. be stored In

tables at each node and is used to identify the output
line for each destination.I More detailed classifica-

tions of the routing policies can be found in l?,l0.
22]. In this study. we limit our considerations to the
most commonly used adaptive routing policies. name-

ly, distributed routing policies. These policies base
their decisions on routing information-contained in
routing tables individually maintained at each node.
The tables are updated periodically or asynchronous-
ly or a combination of both [‘7] using routing infor-
mation collected iniemally and provided from neigh-

boring nodes. Such a scheme is used to operate the
ARPANET [22].

Typically. in a network with N nodes. each node
("IMP" tn the ARPANBT terminology) r {i= 1.2.
.... N) has a Routing Table (to be denoted by RT)
which is composed of N entries. Each entry.say it.
is subdivided into three (or more) fields. The “delay”

'We do hereon-trier the casewberepackeucarrythelrm
routing Information.
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Hierarchical routing for large network:

field indicates the estimated minimal delay from node
i to destination node 1:. The “next-node" field indi-

cate: the next node a message must be forwarded to
on its way to node it. along the estimated minimal

delay path. The "hep" field represents the minimum

number of line hops to node it. The purpose of the
hop-field is to allow the detection of node failures in
the network.

Each node periodically (for example every 0.64
sec in the ARPANET. for a heavily loaded 50 kilobit

per set: line) sends and receives update messages from
neighboring nodes; these updates need not be syn-
chronized among nodes. Upon reception of an up-
date. a node updates its own routing table. using the
delays measured on its output lines and the delay
information found in the update message. An catam-
ple of an updating rule is provided in Section 4.2.

To summarise. we see that. fundamental to the

operation of the distributed adaptive routing schemes

is the storage. maintenance, propagation and updat-
ing of routing tables. Also. it is important to note
that in such schemes. the routing tables apparently
must contain a number of entries equal to the num-
ber of nodes in the network.

Since the length of the routing table (which
directs the traffic through each node) will grow lin-
early (one entry per node] with the number of nodes.
we see that for large computer networks (on the order

of many thousands of nodes) the storage required
to contain this list in each node will be extremely

costly. Also. as a direct consequence of these large
table lengths. the cost of interchanging routing infor-
mation among the network nodes will also grow and
will represent a significant burden on the communica-

tion lines themsdves. All these considerations suggest

that some form of reduction of the routing table
length is called for. Below we present and study some
schemes which achieve this goal. Fultz I7] and
MoQulllan [22] proposed similar schemes but did not
evaluate their performance as we do here.

2. Hierarchical roofing schemes

The main idea for reducing the routing table
length is to keep, at any node, complete routing
information about nodes which are close to it (in
terms of a imp distance or some other nearness mea-
sure), and lesser information about nodes located fur-

ther away from it. This can be realized by providing
one entry per destination for the closer nodes. and

 

I51

one entry per set of destinations for the remote

nodes. The size of this set may increase with the dis-
tance. '

For routing in large networks the reduction of

routing information is realized through a hierarchical
clustering of the network nodes.

In what follows we first introduce and specify
hierarchical routing schemes and their underlying
clustering structures. We then observe that non-

opttmally selected clustering structures may lead to
very little table reduction. As a result.it is important

to find optimal structures. This we do by solving an
optimization problem whose objective is to minimise
the table length. The optimal solution is found to
achieve significant table reductions. The ratio (IN. of
the new table length i. to the one obtained with no

clustering N. constitutes. in this paper. the unique
perfonnanoe measure by which we characterize the

gains obtained from the hierarchical routing. In reali-
ty. one needs to express those gains in terms of
recovered nodal storage. line capacity.CPU proces-

ing. and ultimately in terms of network throughput
and delay lid]. These last we defer toa forthcoming
paper [15].

Unfortunately. the gains in table length are accom-
panied with an increase of the message path length in
the network. This results in a degradation of network
performance {delay-throughput} due to the excess

. internal traffic caused by longer path lengths. Again
we defer throughput-delay considerations [14] to a
later paper. and restrict our study here to the evalua-

tion of the increase in network path length. After
further specifications and characterization of the
hierarchical schemes. bounds are derived to evaluate

the maximum increase in path length for a given table
reduction. The bounds demonstrate a key result.
namely, that in the limit of very large networks.
enormous table reduction may be achieved with no
significant increase in network path length. In other
words. in the limit. hierarchical routing schemes
achieve a performance similar to present schemes
with very substantial savings in storage and capacity.
Finally. we examine the behavior of these bounds

with respect to the relative table length i/N.
We now proceed with the description of the hier-

3 A flmlhr concept underlies the mechanism of large infor-
mation system with pyramidal structures in which infor-
tlon is more and more aggregated as We move up to the
higher levels In the hierarchical organhation. Aggregation
of information or var-tables is commonly inlmduoed when
dealing with large systems [23.30].
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srchicel routing schemes. Recall that the main objec-
tive of such schemes is to operate with smaller table

lengths. The reduction of routing table length is
achieved through a hierarchical partitioning of the
network. Basically. an m-level Hierarchical Clustering

(ml-IC) of a set of nodes consists of grouping the
nodes (which we shall define as (3“" level clusters) into
I" level clusters. which in turn are grouped into 2'“1
level clusters, etc. This operation continues in a bot-

tom up fashion, finally grouping the m — 2"d level
clusters into n: — I“ level clusters whose union consti-
tutes the rut“ level cluster. The in"! level cluster is

the highest level cluster and as such it includes all the
nodes of the network. The nil-{C will he described

more formally below.

Since hierarchical routing schemes are based on an
rrr-level hierarchical clustering. they will be denoted
as mHR schemes. With the mill! schemes. only one

entry in the routingtable, at any node,say i, is provided
for each node in the same l“t level cluster as i, and for

each l”l level cluster (a set of nodes) in the same 2"“
level cluster as i. and in general for each I: — 1“ level
cluster in the same 13" level clusteras r' (fr = L2. ..., in}.
The structure of this scheme can best be understood

by an example. Fig. I shows a 34evel hierarchical
clustering imposed on a 24 node network. The cluster-
ing leads to the tree representation shown in Fig. 2.
where nodes are identified using the Dewey notation

[19] . To each node we now associate a reduced routing
table. Fig. 3 shows the layout of node 1.] .l’s routing
table; the number of entries is now 10 (bistead of 24
without clustering). As an example, the routing of a

packet from node 1.1.] to node 3.2.2 may proceed as

 
fig. 1. A 3-level clustered 24-node network.

L. Kleinmek. F. Kornoun

 
i. m

Fig. 2. A tree representation ore 34ml clustered net.

follows: Node L] .l recognizes. from the address of
the destination node 3.2.2. that it has to use entry 3,

of the 2"“ level cluster entries, to decide upon the
next node to whlch the packet must be forwarded.

When the packet reaches a node, say 3.l.l. in the
2'“I level cluster 3, then that node will in turn use

the second entry (3.2.2) among the 1" level cluster
entries. Finally, when the packet enters the destina-
tion cluster. 3.2. the routing will be done using ll"I
level cluster entry. number 2 (32.2). (Note that it
was assumed that the mHC results in connected sub-

earths-l
Two remarks emerge from the above considera-

tions. -

1.1‘he length of the RT at any node is strictly a
function of the clustering structure, i.e.. it is a func-
tion of the number of nodes per cluster. number of

clusters per supercluater. etc., and the number of
levels. In what follows, in order to simplify the

manipulation and implementation of the RT's in the
network, we assume that eqtuu| length rubles are pro-
vided at all nodes. Consequently, if t is that length,
it must acconunodate the number of entries in the

RT of any node. As a result. the clustering structure

of Fig. I leads to f= lO.lflnthst same example,“

merge clusters Li and 1.2, then [becomesequal top

“a” mm iii-m
Li.‘ 0

noose In 1-“

m “W4“u a. uvn muman

manna ‘-‘~ '
II III! ‘1- IIll mmm mm
oil-amen "I

i. .
“lam” '- 1" um amen menua.

' I III.’ ENTRY

Fig; 3. Routing table of node LI .1.

 

——I—-—-—--I—ul—-I—-—u

 
Hierarchical rots ring for .

l2 (we eliminated or
of the largest cluster
construct clustering t
i close to N(eg.,‘2-

and the other 3, thus
Since the routing

ly related to the tab
determine those clue
minimal table length

2. As we stated
information genera“

path length. To illu:
case where messes!

considers cluster 3

messages destined 1
cluster from the all
that the entry and

to 3J3 and 3.1.4
increases are resPe'

other hand. if“ 1‘
inate the above in
increase the table
example). Comet”
tradeoff between 3

length. Moreover.
structure. the asst;

to superclusten. '
natural groupins t

application; the la
in ass panacea I

Note that the

propose need no
structure; indeed

significant lmP'O‘
ed network topt

work topology
structure as well.

In summary.

ing two issues:
i.’l'he detenr

structure. is" '11
the number of it

the routing table
ii.'['he perft

schemes (in “'1‘

son with the pro

3. Minimum rout

in this merit

lion and Tantra



Case 1:16-cv-02690-AT   Document 121-9   Filed 08/05/16   Page 6 of 31

 
Kkiflmk. F. Kemoan 

.say 3.1.1, in the '.
e will in turn use '

the 1“ level cluster
enters the destina- ‘

l he done using 0''1 I
{2.2). (Note that it

s in connected sub-

 

'3 above considera.

node is strictly a ’
_ .Le.. it is a func-
lfluflcr. number or
d the number of

‘ to simplify the
:of the RT’s in the a
will tables are pro-
!irr Is that length,

of entries in the
[uttering structure
lsarne example, we

ibecomes equal to

 

. .__ . .__

Hierarchical routing for large newts

12 {we eliminated one cluster, but increased the size

of the largest cluster by 3). Moreover, it is easy to
construct clustering structures which lead to values of
l close to N (e .g.. 2 clusters, one containing 21 nodes

and the other 3. thus 1 = 23).
Since the routing cost (capacity, storage} is direct-

ly related to the table length, then it is important to
determine those clustering structures which lead toe

minimal table length .13., a minimal routing coat.
in: we stated earlier. the reduction of routing

information generally leads to an increase in network
path length. To illustrate this factfiet us consider the
case where messages must be sent from node 3.2.1
considers cluster 3.] as a single node. As a result,
messages destined to any node in 3.1 will enter that
cluster from the some node (exchange node). Assume

that the entry node ls 3.1.]: then messages destined
to 3.1.3 and 3.1.4 will incur longer path lengths (the
increases are respectively by 1 and 2 hops). 0n the
other hand, il'we merge clusters 3.1 and 3.2,we elim-
inate the above increase in path length but this will
increase the table length (only by one entry in this
example). Consequently, in general, there will be a
tradeolT between gains in table length and loss in path
length. Moreover, given an appropriate clustering
structure, the assignment of nodes to clusters, clusters

to superclusters, etc., should take advantage of the
natural grouping of nodes which exist in a particular
application; the latter issue, however, is not examined
in this paper (see [14]). '

Note that the hierarchical routing procedure we

propose need not imply a hierarchical topological
structure; indeed this routing procedure provides very
signifith improvements when applied to a distribut-
ed network topology. 0n the other hand. the net-
work topology itself could include a hierarchical
structure as well.

in summary, in this paper we address the follow-
ing two issues:

i. The determination of an appropriate clustering
structure. is., the sine of the clusters at all levels and
the number of levels so as to minimize the length of
the routing table (routing cost).

it. The performance evaluation of the mill!
schemes (in terms of path-length) and their compari-
son with the present non-clustered policies.

3. Minimum muting lnfomsation

In this section, we introduce some further nota-

tion and formally pose the problem of finding an
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optimal clustering structure- We then proceed with

the derivation of the optimal solution and the study
of its characteristics.

Any hierarchical classification scheme lends itself

to a tree representation [l9]. The tree structure has

already been introduced in Fig. 2, to represent the
3-level hierarchical clustering of the 24 node network
in Fig. l. and it can easily beextended lo represents
general let-level hierarchical partitioning.

A I!“ level cluster. Cp, is defined recursively as a
set of k — 1'I level clusters. It corresponds to a node at
level It in a tree representation.

A H" level cluster is identified. similar to the

Dewey notation. by a vector ,ot' predecessorsn'“. =
(rm, lm_,, .... in.) which can subsequently serve as an
address ofC'g. The index.l,,,. Indicates them — 1“ level

cluster, say Cmdfl”), to which C‘II belong; in".
indicates the m — 2'“l level cluster in Cm_.(im) to
which Cs belongs. etc. The notation Calmlm-.. ...,
rm) or City"), will be used when there is a need to

identify 0..

Notice that a leaf in the tree representation corre-
sponds to a node (01" level cluster) in the network.

and to any node is associated an address vector i,
which will be used for the routing of messages. As
an example, node (1.3.” is the 0'“ level cluster

C°(l,3,l); It belongs to the I“ level cluster C.[l,3)
which in turn belongs to the 2"" level cluster C30),
and finally all 2'“1 level clusters belong to the unique

3"“ level cluster C,.
The degree of a ll:m level cluster, Cg. is defined as

the number of k — 1" level clusters included in Ca. [1
also indicates the downward degree of the corre-
trponding node in the tree. We denote by ugh...) the
degree of Cam”). we also define it. = aw...» i...
as the vector of degrees of all the it“ level clusters.
Moreover, we let n‘=(rr.,rs:,...,tl,,) be the degree
vector. Finally,S will denote the set of nodes and N
its size.

We are now ready to derive expressions for the
lengrlr of the routing table (RT) and the size eon-
realm.

The summation of the degrees of all the 1“ level
clusters gives the total number of nodes In the net-
work (ie., the total number of leaves in the tree
structure). Hence,

om “(inn—Jan) Haliw....t3)

N= 2 E E n.(:........n).
lm‘l ital la”!

Eq. (1) will generally serve as a constraint over the
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choice of the optimal degree vector tr, and it will be
referred to as the size constraint.

As an example. consider a 2-level hierarchical

clustering composed of n2 1" level clusters. Let ia
(i, = I. 2, ....n,} denote an arbitrary 1" level cluster.
and n.0,) be the corresponding number of nodes,
then

"2

~= t)3 min). (2}'1"

Let l[Co{i1)] be the length of the RT at node
C003); length is defined as the number of entries in
that table.'l'hen

The ossrtnrption is: each node of the network. C90,),
contains an RT with an entry for each k-l" level

cluster in the same k'“ level cluster as Com] (there
are "Aim. ..,, it”) such enln'es), and this for k =
1,2. ...,m.

Recall that we assume that the RT’s are of equal
length i . winch must accommodate the number of
entries at any node‘s RT. Hence.

linen): max {Entttm.tm-......n+.n. (3}
{over all k: 1nodes

in the example above.

tilt!) 2 max {"2 + outfit}.‘2

Finally, we have the following:
Hobie-m statement

given : N

minimize : 1(nr, it) (see eq. (3))

over: tn and tr (4)
subject to : size constraint (see eq. (1))

in a positive integer variable

in a vector of positive integer variables

In Section 3.2 we give the realtvalued and in Section

3.3 the integer solution to this problem.

3.2. Real-valued solution of the optimization pnobiem

We first proceed to solve this problem with the
assumption that is may be a real valued vector. We do

L..Kicirttock. F. Kamoun

this in order to obtain an explicit analytical expres-

sion for the optimal solution. As a consequence of

this assumption. a summation as in Eq. (2) becomes
meaningful only if n2 is an integer, or if all the

n,(r‘,}'s are equal,say to n]. in which case the summa-
tion becomes nznl. in fact, the solution of the opti-
mization problem will show that clusters at the same

level must be of the same degree; hence. all the sum-

mations in Eq. (I) will become meaningful a pos-tenor-l.

Opifmeiior for a tired tn

Proposition l. Given tn. the number ofieveis in the
hierarchy and osmrning that n is a reel vohred vector,
the soiutton ofour problem is such that:

(a) all caterers at eii levels. it = l , .... tn, tit-econ:-
posed of the me number of lower tevei clusters,
that ts,

”k(f&+il=flh =tv't". Wm . t= l.---.m:
[5)

(b) with this optimal assignment, the minimum
table length is

t= nuv'h' . (a)

Proof. The proof proceeds by induction on the num-

ber of levels, in. Flrst,we start by showing that Prop-
osition l is true for m = 2. For m = 2. the problem
becomes:

min:i=max
mi.

mt,“a

{Hill-i) + "1} .

over : n, = {ti-Mill},-2 and n; . (7)
"1

s14? n,(i2}=Nand John; positive .=|

From the above. we note that i > nl(t,) «- n3,
Vi, = l, ...,n,. Lotn2 beflxeid. Then. summing this
last relation over i2, we get for a feasible vector is:

n3t3N+n§.

This equation provides a lower bound on the optimal
solution for a fixed n3. Consequently. if a feasible
solution achieves that lower bound, then it must be
optimal.Such a solution is

Hills)“ iv- . f3 = 1,2. “u”: .

 

..—...._.‘-w—‘-—..
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If we now let in, be
to minimizing l = l'
is achieved for H; =

(8). proves that PrOp
Assuming that Pr.

levels. let us Show
in levels. The tree at

,general case, is 1h"
subtrces- Each subl
contains a certain n

which we denote b3

stralnt. Eq. (I). lS'
conslraints:

l'lm _l (in) natty-ru-

llm-t=1 ‘1;

let us 117: the V3

an" such that E(
becomes decornPC
correspondins ‘0 3
over, such subprol
es'es: hence, for a

flgtfk+|}= Mien)

Vii-OI (in F1“

With such an assig

min : i= mall!"
in

over : pm”) I

s.t. : 54(1th

111: above problt

‘t (m = 2). Then
and (6} A I110!"

[14].
We now inter

global optimum.

Proposition 2. Ti
when the numbe

m.=lnN.
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Hierarchical routing for large uremic:

[i we now let n2 be a variable, the problem reduces

to minimizing l = Min2 + n, over it}. The optimum
is achieved for n: = N"ll which. combined with Eq.
[it]. proves that Proposition 1 is true for m = 2.

Assuming that Proposition 1 istrue for up to m - l
lenls, let us show that this implies it is true for

or levels. The tree structure which corresponds to this

general case. is then composed of nm(m — I} level
subtrees. Each subtree. say im (im = I, 2, ..., rim),
contains a certain number of network nodes (leaves)
which we denote by ptr'm). As a result the some con-

straint. Eq'. (I). Is equivalent to the following set of
constraints:

“m-rliml "films-"Jill

E... Z)

-——-—__-
"10:". ---Jr}=P(lm}.

fM_]‘-I {2:1

in. e l. n... . (9)

"in

E Ml‘m)=N. . (10)on

bet us fix the variables in," and dim). i," = l. ....
i am, such um Eq. (10) a satisfied, Our problem
I becomes decomposable into rim subproblems. each

corresponding to a given value of the index in. More-
over. such subproblems satisfy the induction hypoth-
esis; hence, for a given im, the optimal solution is

"kiln I l = [Pam l] W" '— D

Vignflm fixed}. k=l.2.....m—l. (1n

With such an assignment the problem becomes

min : l = max {(rn w-1)[p(im)]i' Hm}
in:

over:p(r'.,.) im n l, .-.,n,,, and n",

M. : Eq. (10) holds.

The above problem can be solved similar to Problem
7 (m = 2). Then ush'lg Eq. (I l) we arrive at Eqs. (5)
and (6). A more complete proof can be found in
{14].

We now intend to let or vary and solve for the
global optimum.

Proposition 2. Theglobaloptinsel chsrefinglsochteved
when the number of levels is

m. =lnN, “2)
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and when the degree vector is. is such that all compo-
nents have equal values:

it = I. 2. m, . ([3)

The corresponding minimum table length is

l. = e in N . ('4)

n; =rr' =e =17” ...,

The proof follows simply from the results obtained in
Proposition l.

[healthy
It is of Interest to consider the dual [emulation of

our Problem (4). The new objective is to find the
maximum number of nodes N such that there exists

an mHC whose application results in a routing table
of a given length. The dual propositions to l and 2

are respectively.

Proposition 3. For a fixed or and l. the real valued
solution of the dual problem is such that

_!fla-—. k=l.2,...,m.in

mm this assignment
M

N= (1) .m

Proposition 4. The real veered global optimum ofthe
duel problem is such that

m,=;.

trifle, k: Inn-rm. a

N. 3 e'".

We now present some numerical examples.

Examples. Recall that the ratio of table length with
clustering to the one without clustering, l/N (relative
table length), represents the performance measure by
which we characterize the gains obtained from the
hierarchical routing. It is the behavior of the optlrnal
solution of the primal problem (4) that we display.
Figures 4 and 5. respectively, Illustrate the behavior

or We and m_ {see Bra. (6) and (14)) with respect
to m and for several values of N. These figures show
that very significant savings can be achieved.

Note that T/N = l for m = I; this corresponds to
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Fig. 4. Minimum relative table length, 0W. given in.

the degenerate l-level hierarchical routing which is
simply our original non-clustered scheme. For or

varying from i to In N. UN decreases to values quite
a bit smaller than i. For m greater than In N. {(N is
an increasing function of m. and as m goes to infinity
it is asymptotic to It'me + In N}. However. values of
rn which lead to {IN 9 l are certainly of no interest;
furthermore as we will see later, it is more advanta-
geous to operate with as small a number of levels as
possible. As a result, in what follows we restrict the
range of m to {l . ..., in N}. Note also that for m =

N, l/N = N't‘” whose limit is 1 when N goes to
infinity.

The plots exhibit a. very flat region around the
minimum. 'lltey also show an initial fast decrease of
f toward a value close to the minimum. This last

«1‘

Fig.5. Ratio of table lengths at optimality given at, and at
global optimality, Uh.
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Fig. 6. Minimum relative table length l'IN versus the numberof nodes.

property is better illustrated in Fig. 6 where TM is
plotted with respect to N for me {l.2,...,ln N};
this indicates that most of the table reduction can be

obtained with hierarchical clustering whose number
of levels ls quite a bit similar than In. (Eq. (12)].

This is an important property which proves to be
very valuable below.

3.3. Integer martian

in this section we intend to solve the integer
optimization problem as formulated in Eq. (4}
except now we assume that all degrees at the same
level are equal. and we also change the size constraint
to an inequality. The problem becomes

III

min:l= 2 its.lu=l

over 1mm integer valued , ' (15}

M

s.t.: fl nkbN.an

The latter modification is introduced to avoid dealing
with empty feasible sets of vectors is, for mine values

of m and N. A solution is, such that "'2'=l rt. >N,
practically means that there will he unused entriesin
some of the routing tables.

Recall that the global optimtnn real-valued solution

is such that all the component nk's are equal to e, and
therefore since 2 < e < 3.we are not surprised in the

integer case that the following preposition holds true.
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Table l

migiml Transfer
numbers with"

4 2. 2
5 2s 3
s 3. 1
'f 2. 2 s 3
2. 2. 1 3. 3 

Proposition 5. 17!!
n. which is com

equal to 2 ,wfrh all

Proof. The idea 3 ' '

n) or set of numbr
3’s which results i
uct. Hence the n

original. As an eat:
eat transformation

The proof con
transformations 8

from an Optimal

Proposition 5, on
available in [14].

As a consequr

the Optimal numl
sibililies. From P
such that

3"“? PN

Hence the three I

Finallytheopfit

mintl'Jfll-J

over : {mflel‘
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  Hierarchical routingfor large networks

Table I

Original Transfor- Sum Original New
numbers mation product praduc1

t 2, 2 It 4 4
5 2. 3 5 5 6
6 3. 3 6 6 9
1' 2. 2. 3 'i 1' l2
2 2 3, 3 6 8 9

Pmposltion 5. There exists a giobai optimum vector
is. “with is composed of or most two components
equal to 2, with all the others equal to 3.

Proof. The idea 3 is that any number (component of
rt) or set of numbers can be replaced by a set of 2‘s or
3‘: which results In the same sum but a higher prod-
uct. Hence the new set is at least as good as the
original. As an example, we list in Table 1 some typi-
cal transformations.

The proof consists of showing that throth such
transformations as listed above we can always derive
from an optimal solution which does not satisfy
Proposition 5. one which does. A complete proof is
available in [14].

As a consequence of Proposition 5 the search for

the optimal number of levels is reduced to three pos-
sibilities. From Problem 15. the optimal or must be
such that

3"'"2“>N wherefo0.l,2}.

Hence the three possible values of m are:

l.x=tJ-emo=l-%-giln

Finally the optimal in. rm. is the solution of

 

min 1 I" 3m -— x ,

over : (m.x)E {{mo,0).(m1. 0.07113» o

3Wre communication with Dr. D. Cantor, Martian-Latter
Deparunent.UCLA. '

 

Case 1:16-cv-02690-AT Document 121-9 Filed 08/05/16 Page 10 of 31

163

Note that the optimal pair (in. x) gives the composi-
tion of the optimal vector n..

Proposition 6. Given in, there exists an optimal vec-

tor a which is such that no two components driij by
more than Land mlrich irgr’verr by

n... = I'N'Wl .

"r- '= [‘(Nflnl'gh IntDm-l

or any pemurotiort of the above solution.

r=2.3. (l6)

Proof. We can easily show [I4] that, given any two

numbers which differ by more than l,we can replace
them by exactly two numbers which do not differ by
more than 1 and which result in the same sum but in

a better (in.. larger) product.
From the above property, we conclude that any

Fix, it = l, .... m, is either equal to a given number,a
or o + 1. If we let 1: represent the number ofcornpo-
trents equal to it + 1, then the problem reduces to

min:l=(m-x}a+x(tt+ l)'=rno+x.

over : {o,x) ,

s.t. : a’""'(a — I)‘>N,

tr. positive integerzx < or. positive integer .

Let us show that there exists at least one component.

say 11,", equal to [Hum]. From the constraint above,
the optimalc is such that

t.xuo=~a"'>N-aa= IMF"!

ti.x=#D-=(a+l)"'>{a+ I)’a’"‘"‘>N-re+1

a lN”"'l .

Knowing that a...= LNWI. Problem [5 can be
reduced to m - 1 variables, with N replaced by

Mom. Then repeating the same procedure or — 1
times we arrive at Eq.(l6).

Numerical examples [14] draw that the integer
solution exhibits properties similar to the realwalued
one, namely the enormous table reduction obtained
for small values ofrrr,and that It is extremely close to
the real-valued solution. Consequently we will limit
our further considerations to the simple real-valued
solution.
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3.4. Optimum; not}: no heifer-totes" in the routing
table

In the previous model. at each routing table, one
entry (called a selfentry) is reserved for the node
which contains that table, and one for each of the

3"" level clusters, It = 1,2, .._..rrr ~— l,to which that
node belongs. For some mHR schemes (e .g.. those
defined in Section 4) andl'or with some extra CPU

overhead, the updating algorithm can operate without

those selfentries. Consequently. the new length l' of
the RT's ts

t’=t»m. (17}

where l is given by Eq.(3).
The optimal clustering structure for this case is the

solution of Problem 4 where l is replaced by 1'.

Real-vowed solution

For a fixed or. Eq. (5) still holds true. Hence the
minimum length is

f=mN'P" -— m .

Also. the global optimum [I4] is such that

m'. = M.

r. = In N ,

flk=l. £31.

The above result is to be compared with Eq. ([4) in
which l. = e 1: Which indicates that, theoretically,
an improvement of a fraction, lie, of the global mini-
mum length can be obtained. These limiting results

are, however, meaningless In the integer case.

In tester-vowed rotan'on

Similar to the above, for a fixed or Propofition 6
still holds true. As for the global optimum, let us first
note that the realavalued solution is such that

n. =1tmtrN'F" = t‘.m—o-nu

where we define It as the limit I approached from
above. Therefore we are not surprised that the follow-
ing proposition holds true [14].

Proposition 7. There exists a non-degenerate (129.. no
one component is serial to 1) global optimum vector

L Kleinroek. F. («moon

is. no. is such that

n;=2, k= 1,2,, (18}

3.5. The catch

So far we have been primarily concerned with the

introduction of the mHR schemes and their underly
ing hierarchical clustering structure as solutions to the

reduction of the routing table and its associated over-
head. lndeed. we found that enormous gains can be
obtained whereby the length of the routing tables
may be reduced from N entries to the order of
e -lnN entries. However, a shortcoming of these
gains is the Increase in the path length of a message in
the network. This comes about from the fact that a
given node must send all Its traffic to a given cluster,
on the same path to that cluster. This path will.in
general.be optimal only for a subset of the nodes in
the destination cluster. Consequently. some messages
will follow longer paths than they should. This issue
is addressed next.

It Is also possible that less routing adaptability
could result from the nil-ill. schemes became of the

aggregation of the routing irtformation. This fact
may. however. be beneficial in our context of tarp
networks where the routing policy need not adjust
to very remote and probably short lived fluctuations.

4. Path characteristics for hierarchical and non-

bierarchical adaptive routing policies

The purpose of this section is to characterise the
actual or virtual routes obtained from the routing
tables under certain equilibrium conditions as defined
below. The routing schemes are assumed to belong to
the class of hierarchical or non-hierarchical adaptive

policies previously introduced. Such policies basically
propagate routing information describing the length

of the paths to reach any destination node or a at of
nodes. The path length ls defined as the sum of the
lengths of all the channels which constitute that path.
Moreover, the length of a given channel is often taken
to be a random variable which may reflect the utiliza-

tion audios the excess capacity andJor any other
information which partly or entirely describes the
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stochastic state of that channel. The transient nature

of adaptive routing renders the analysis of the above

problem extremely complicated. In order to make
any progress we will assume that all channels are of

transient length. This is a simplifying assumption
which will, however. allow us to capture the effect of

donating on the network path length; this is the
main objective of this section. Moreover the above

assumption is an accurate description of routing
policies which are only sensitive to changes in the net-

work topology, and of more general policies operat-
ing under light traffic conditions 116]. Furthermore

if all the channels are considered to be of equal length
{say I), then the routing information is simply what
we defined earlier as the hop distance. Such routing
information is. in general. utilized by routing policies,

at least to detect changes in the network topology.
In summary, we will restrict our considerations to

hierarchkal or non hierarchical routing schemes (also

referred to as clustered and non-clustered routing
schemes) which use as routing information tire path
length only. Also we consider that all channels are of
constant length. in what follows we first assume that

all channels are of equal length (one hop) and then
we generalize to arbitrary (constant) length channels.
The arbitrary but fixed (time-invariant) channel
lengths do not explicitly account for estimates of
message delay, but rather they constitute a distance
measure which relates to the network topology (chan-
nel layout, capacities. etc.)

4. l. Further specifications oftlre routing schemes

Below we show that the Non-Clustered Routing
(NCR) scheme, to be defined here. is equivalent to a
degenerate l-level hierarchical routing. As a result the
hierarchical routing schemes (milk) specified below
will also do for the NCR scheme.

Built into the milk schemes is the reduction of

the routing information whereby one entry in a rout-
ing table may be reserved for more than one destina-

tion node. Routing information is aggregated when-
ever it is exchanged between special nodes in differ-
ent clusters at any level. Such special nodes will be
referred to as exchange nodes. Two nil-1R schemes

will be presented below. They differ only in the
definition and subsequently the computation of the
aggregate routing information. The two schemes will

be referred to as the doses: Entry Routing (GER)
and the Overall Bert Routing (03R) schemes. in
order to proceed with their description,“ must first
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specify the underlying m-level hierarchical partition-
ing of the set of nodes of the network.

Ammption i. The underlying rnHC structure of the
set of network nodes is such that all clusters at the

same level k are ofequal degreeer It = l,...,rrt. Also
the subset of nodes composing a cluster at any level
and their incident channels constitute a l-connected

cluster subnetwork (at least one path exists between
any pair of nodes}.

The former property of the above assumption
partly satisfies Proposition 1 which defines the opti-
mal clustering structure that we will mutually use.
The latter property is necessary, since the traffic
exchanged between nodes in the same cluster must
follow paths included in that cluster’s subnet.

Because of the above assumption the previous
notation can be greatly simplified. In particular the

degree vector is reduced to It = (n1, Hz, um).
Moreover. if there is no need to identify a cluster

with its entire address vector, then the simpler nota-
tion below may be used:

Cat's) 3 km level cluster containing an arbitrary node a.

As a consequence of Assumption 1, the routing
tables at any node will contain l = n. + n, = + um
entries. Note that self entries are included in the root-

ing table. The self entries of 'the RT at an exchange
node may be assigned to carry the aggregate routing
information from one cluster to another. The content

of the self entries in tables at other nodes {non-
ertchange nodes) need not be specified in this study.
Two aggregation procedures. each for a particular
rnHR scheme (03R or GER}. are presented below.

GER and ORR hierarchical retiring schorres. For
the CER (Closest Entry Routing} scheme. no routing
information describing the internal behavior of a
cluster is propagated outside the cluster. With this

rule. a cluster is regarded from the outside as a single
(super-Mode whose distance to itself is equal to zero.
in other words the distance from an exchange node

to the clusters at all levels to which it belongs is con-
sidered to be equal to zero.

For the OBR (Overall Best Routing) scheme, the
average estimated distance from an exchange node to
all the nodes in its cluster (including itself] will be
propagated as the routing information for that clus-
ter.

A.--u.._._._.._.—.......u..-.-...-__......——.u-n.-.
.t—m—q..u

“andu..-”-

-—s--vv-——rr—_——-_rn-A.
———-....-..rr----*-m-v--
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Update rule. Let s and r be two neighbor nodes

(is... they are connected by a channel is. 0] which

belong to the same k'“ level cluster Ck and not to any
lower level cluster, (k =1 l. 2. .... m). Let Ch.(s) and
(2.40) respectively denote the k — I‘level clusteran

which s and r belong. As a consequence the routing
tables at s and t are such that all the p-ievel cluster
entries for p = 0, .... k — 2 refer to different cluster
destinations; whereas all the other entries refer to the
same cluster destinations.

The object of the updating procedure is to com-
pare the estimated lengths of the paths from r or r
to any common destination. Then. the routing tables
are updated to show the better paths. Let

Cf“) i=l,2.....rrj...; j=k—l,....rrr—l

denote a r“ level cluster destination which is com-

mon to s and t. To that cluster is associated an entry
1 (in both tables) amongst the fl" level cluster entries;

that entry will also be denoted by Clm. Also let
HF(rr. Cj(t’)) represent the content of the hop field of
entry Cfft) at node n (u = s or t). Finally. whenever
node r receives an update message from node s,lhen

for each comnron destination entry Gift) the follow-
ing updating algorithm is performed.

[F urn. (3(0) > I + HFfs. (3,0))

THEN HF(r. cm} + 1 + HFfs. Cm)

NEXT NODE FIELD OF cftoa- s END . (19)

initially all the entries are set to a large value (as);
except for the self entries. ll'a CER is used then all

the self entries are set to zero, and if an 03R la used
then only the 0"' level cluster self entries are set to
zero. eg, at node 5

HFis. COM) ‘2 HF((.r. s) = 0
CER

are. 0.0)) r- : OER it: l.....m-i

all other entries = W.

Note that in the algorithm above, it is assumed that
all the routing information contained in the non-

common destination entries in the routing table in
node s is agyegated. as specified before, to represent
HFir. Ck_.fr)). When required (for ORR). the com-
putation of the averages must proceed sequentially,
starting from level 1 to level It - 2. Moreover the con-
tent of the common self entries is not relevant.

A few more remarkscan be stated about the above
updating rule.

 

 
L. “emit. F. Kama

i.lf s and r belong to the same I“ level cluster.
then their RT's contain only common destination

entries. As a result. Algorithm 1‘) will be performed
for all the entries in the table.

ii.A unique “degenerate” rrrHR routing scheme
(NCR) corresponds to either the OBR or the CER

schemes with only hierarchical level. Moreover. for

such a degenerate case all the network nodes belong
to Ihe same unique 1" level cluster;henee.as expect-
ed. the updaling algorithm will be performed for all
the entries in the RT's.

iii. For any pair of nodes s, t the common region

in the routing tables can be determined by inspecting
the address vectors of r and r. -

With the above specifications of the milk and

NCR schemes. we are now ready to address the ques-
tion as to what Is the content of the hop fields at any
RT. under some defined equilibrium conditions.

4.2. flth characteristics

If no changes occur in the topology of the net-
work. after a certain number of updates. the contents
of the hop fields in the routing table will reach
"minimal" constant values. In what follows. this
situation will be referred to as equilian condition.'

Similar to the dynamic programming approach. the
above property is due to the fact that improvements
are made sequentially at each update over the dis-
tance from one node to any cluster (see Algorithm
Hi). The question arises as to what is the meaning of
the routing information at equilibrium. or in other
words. what are the characteristics of the paths indi-

cated by the routing tables. We can already note that
for the degenerate one-level hierarchical clustering,
ie.. when no clustering is used. those paths corre-
spond to the shortest paths in the current topology.
Before we proceed. a few more definitions and nota-
tions are necessary.

hi, = length ofthe estimated minimum path from
node .s to node r as derived from the routing informa-
tion at node s. {The superscript c stands for clustered
routing.)

Internal path = a path is defined to be internal

(included) in a cluster Ck trail the nodes in that path
belong to that cluster.

hf" = Length of the shortest path from node I to
node r included in the lowest leave! charter to which

both s and t belong (the superscript islands for an
internal path).

Exchange node = (defined previously) an exchange

Hierarchical routing for
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node of that clustc:
more nodes external
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e 15' level cluster.
mmon destination

will be performed

node (to be denoted by e or 9!} ate given clnster is a
node of that cluster which is connected to one or
more nodes external to that cluster.

' MGM) 3 Subset of all the exchange nodes which
' R routing scheme connect cluster Cart”) with any it‘ll level cluster

OER or the CER ( ,which belongs to the same k -r 1“ level cluster as
I

  
 

 
 
 

' vet. Moreover, for Cdr'm).

W'c‘h 2 Entry in RT giving internal distance mea-
sure for C* (an aggregate variable) as computed from
the routing information contained at the exchange
node e of Ck.

From the above definitions and previous specifica-
tions we note first that a network node (0“ level
cluster} is its own exchange node. Second we have

c common region I
l

' of the midi? and .

address the ques- [cl—I 2 hi, for the OBR Scheme
a hop fields at any W“? = k IECt

condiuons' l k 0 for the CER scheme

_l ' tux-o = 0 (20)

where Ickl represents the number of nodes in clustér
C, and f is an arbitrary node of Ck. The above con-
siderations allow us to characterize the path lengths
under the mHR schemes.

{elegy of the net-
nice. the contents 1

I table will reach 1
hat follows, this '

libriurrt condition .'
"3 approach, the

at improvements l

ate over the dis. <
i (see Algorithm

' it the meaning of
0m. or in other

hi the paths indi.

Proposition 8. Let s and t be two arbitrary nodes

not): belong to the some kl" level cluster Ck. but not
to any lower level cluster: then the length of the path
from node r to node t as derived at equilibrium from
the routing information contained at node 3, satisfies

the tearnive equation below,
_ i

ready note that . Ila-"1'0 + his? (2‘)
. ital clustering, I where so is on exchange node of Chm) which it

use paths corre- such that

11.1mm topology. r hi ‘9‘ w =
“inns and nuts. _r I"0 cock—[(1')

(22)

where 0H0) is the e — 1" level cluster which con-
tains node t, and A k_,(t) is its corresponding subset
ofexchange nodes as defined above.

a

1mm path from
routing informa-
ds for clustered

Proof. The proof proceeds by induction on the level
k of the lowest level common cluster. In what follmvs

Ga) and C,(r).i = i. .... rn. will always respectively
denote the )1“ level clusters to which 3 and r belong.

k = 1 case. s. r belong to the same I“ level cluster
Cl. then

L to be internal I
file: in that path

from node a to
utter to which

‘ islands for an

Y} an exchange col!) = 140(5) = 8 .
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Co(I)‘-’ Aoit) = t.

Also, since the distance of a node to itself is zero,
then

age, = h; = o .

in order to prove Eq. (2i) there remains to show that

a: = s‘ ,

i.e.. that It:l is the length of the shortest path from s
to t included in CI. This is true since the RT of any
node in C, contains an entry for node 1; hence at

equilibrium we obtain the minimal internal path from
s to t. Note that if no = l,i.e., the degenerate case,

all nodes belong to the same cluster Cl which corre-
sponds to the entire set of nodes, hence h;, = h". In
other words. when no clustering is used. i.e., NCR,

the routing information indicatesI at equilibrium.the
shortest (hop) path.

Assuming that Proposition 8 is true up to k — i.
let us show that it is true for k.

hooffor it. let (2'.r be the it“ level cluster com»
mon to s and t. All the nodes in Ck contain in their
RT‘s one entry for cluster (3,40). The propagation
and the subsequent updating of the R1“s among the
nodes of Ck. is equivalent to finding the minimum

path. intemai to Chirorn any node in {CIt — 63.40)}
to the fictitious supernode SCFIU) shown in Fig. 7.
in other words, seen from any node in {0; — €1-10”.
cluster Chllt] is equivalent. in terms of distance. to a
Center node SC; _..(r) connected to all the exchange

nodes in A*_l(i)- ll efeAhlfl) then the length of
the equivalent edge. from 8, to the center node. is
equal to the aggregate information representing clus-

ter 0‘40) as seen from 9,. in"

ller.5Ce—|(ill = w¢fl*_l(f) v {23)

where the distance from or to any other'node in
Ciao) is defined from the induction hypothesis.

If so Is the exchange node in Apia) which
belong to the minimal path from s to SC*_.(t)

V" .

Fig. 1'. Equivalent representation of clutter 6‘40).

0"
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obtained at equilibrium, then en satisfies Eq. (22}
which represents the length of that minimal path.
Due to the routing function previously specified all
messages to be forwarded or sent from node I to node

r will follow the same minimal path up to the err-
change node e0. At that point e0 and I belong to the

same i: w 1“ level cluster, hence,h§o, is known from
the induction hypothesis. Consequently Eq. (21)
holds true.

Remarks. (1) If CER is umdmo represents the closest
exchange node of Ck_,(t) to node a (for paths includ-

ed in Ck), which explains the nomenclature: Closest
Entry Routing.

(2) if we let the channels have variable lengths
and change the previous definitions of path lengths
accordingly. we can show [14] that Proposition 8 still
holds true.

4.3. Bounds on the increase in path length

The effect of the clustering (reduction of routing
information) is an increase in the path length between

any pair of nodes, r, r, of an amount h; — h,,.A
measure of performance of the mHR schemes is the

relative increase of the average path length, i.e.,

it:
o=——1. (24)h

where he and h denote the average path length in the
network respectively with and without clustering
(with a uniform traffic assumption)

h=—'——EZhfl.
N(N— i) “a,

=__‘_. e"° NtN— nag? ""'
Proposition 8 provides a means for comptrth the

values of hi, for any pair of nodes r, t for a given out-
Come of the rrt-level hierarchical clustering of the set
of nodes 5'. Consequently. for that particular situa-
tion. it is rurrnen'colfy possible to evaluate the relative
increase B from Eq. (24) and then compare the clus-
tered with the non clustered sehernea. Moreover. with
further assumptions on the structure of the hierarchi-

cal partitioning of the nodes, we can obtain analytic
bounds on the increase in the path length.

(35}

Afiumption 2. The diameter 4 of any kl" level cluster

4Item] that the diameter of a network is the maximum
shortest path betwoanpatn ofnodes [It].
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subnet (see assumption 1) is least than or equal to a
quantity d‘, k = l, ...,rrr.

Note that dm represents the diameter of the entire

network and that d, > ri'IH > O for all k.

Assumplion 3. Any cluster at any level It = I, 2, ...,

rrr contains the shortest path (if it is not unique. then
at least one is contained} between any given pair of
nodes Which belong to that cluster.

Assumption 2 is simply the specification of the
outcome of the clustering of the nodes, since the
05“: can be of any value. whereas Assumption 3 is a
natural property that any clustering scheme should
seek. The reason for this Is that traffic between nodes

in the same cluster must (because of the routing func-
tion above) follow paths internal to that cluster.

“the above assumptions lead to the derivation of
some simple bounds. These bounds on the Increase in

path length apply to the routing schemes (OBR,
CER) described above. All the properties listed below
rely on Assumptions l and 2. If Assumption 3 is
used, it will be so speolfied.

Items 1. Under the above conditions, the value of

hi, for any pair of nodes s. r which belong to the
some kl“ level chute-H's such that

k

ficEq1"!
(26}

Vr.re.rame tic"I leveldusterArk = I, 2. ...,m .

A very slrnple proof can be found in [[4].
Lemma 1 leads to the following bound on the

increase in the average path length.

Reposition 9. Under the COMIHOHS above and

Assumption 3. the increase in the average path length
in the hawk due to the reduction ofrorrrr'rrg infor-
rrrarton is such that

rtlrr: mm — l

he — r. < E: [r —The . (27)

Proof. Let C‘s) denote the It” level cluster (it: = 0,
., ....m) to which 3 belongs. Then from Eq. (25)

M

=—'— E 2NW- Useahr reap)
Nick—I0)

he - 31 (I'll: - list) -

(23)

m chm be a r; — 1“ 1m] cluster included in

I
l

l
l

{i
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C43); there are up at:

2 (ll; -' her:
tECkl-t) -

rfiCgflrlll

"I

fit]

chrmflC‘s-fl'l

Since C,‘_,(}') n C
included in (It's. 1‘3
node r in C,_,U):a
(21) and (22) we an

2 as: [6}.

Let us define e, It

change node ofA k-

r“ = min l
' qeiig- .0)

From Eq. (30) and

truly er the relatior

E hg‘ '6'!
“213.4(1)

Note that in the 1
its value as defined

Moreover from

of ex,

afl=h',,>hlr,.
thus

2 s..> IC
lECg-lm

Substituting Eq. (I

Z} trut~ 1':
‘Ecl—lm

Note that e.. r E t

k-I

agfl<§d,,
From Assumptior

lCe— r(l’)l‘= "I":
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in come and
is: Path term}:

rmfi’ltg infar.'

(27)

luster (I: = 0,
q.(25)

Pg! _ 3:) -
(2

than or equal to a 
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C43); there are fit such clusters, then

3 (hi. w to.) =r5 (1(1)
re Ck- 11'}

“I

E Z) (5:, — a") . (29)
‘—‘I re ch10)

Ck—rUlnC‘rt—IU) =¢

Since Ckultj‘r‘) rt Ck_v,(s) = o and since both are

inciuded in Ck‘s, Eq. (2!) holds true for s and any
node t in Chm); after some algebra using Eqs.(20).
(2]) and (22) we arrive at

3 her: Ice—107''ECk—IU} Loin we E *_

’ ' (30)

Let us define e, to be the closest (inside C.(s)) ex-
change node 0” “1(1) to nodes, i.e..

} . (31)

From Eq. (30) and for any exchange node of. particu—
larly 2,, the relation below is true.

Z) h‘<lc lh'+ E at. 32
leckhlm st :40) u, flack—1m e; ( )

Note that in the equation above w was replaced by
its value as defined by Eq. (20).

Moreover from Assumption 3 and the definition
Dire”

has: hLPhL,. V! Eat-10') . (33}
thus

Z) nn> |C*_.(f)lhi,'. {34)tech—IO)

Substituting Eq. (34) into £4.02), we arrive at

E has < E to . (35)rECklef “ fl) tECg._|(0 "I
Note that e,,l'ECg._1(fl. then from [ems ),

k—I

as“: :8 d1, vrechm'). (36)=1

From Assumption 1

IC*_l(n|=fl1fl3 .mflk-’
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Substituting Eq. (35), (36) and (36} into Eq. (29}, wefind

3. (at. — as»: (at — limo:
rECfls)

it? C‘s—ii!)

k—l

...rt _, Ed'.
a I...=I r

Note that this last equation is true for any level It.

and for any node 3. hence by substituting it into Eq.
(28).we obtain Eq. (27), alter some algebra.

(33)

Remark. For a CER scheme the relation in Eq. {32) is
tight (Le, the equality holds true). This indicates that
the summation of path lengths obtained with the

OBR scheme is smaller than or equal to the one
obtained with the CBR scheme. Hence the average
path with an 05R is simmer than or equal to the
average path length m‘th c CER.

The above proposition deals with averages; we now
place a bound on the increase of the path length
between an arbitrary pair of nodes 5, r.

Lemma 2. Under the previous condirions and Ar-
srrmpn'on 3. andfor the CER scheme

a...

hi,—h_,,< E d,I"!

Vs.rEscmek"' levels-luster Ct, Vk = 1,2. ...,rrr .

(39)

This is due to the fact that with CER the closest

exchange node is used to enter a cluster {see [14])
which is not always true with OBR.

We observed previously that Assumption 3 is a
realistic one, but if it is not specifiwa built into the
clustering algorithm. there is no guarantee that the
outcome of the clusteng always satisfies that as-

sumption. This remark leads us to the following
proposition.

Proposition 10. Under rke condition ofProposition
9 and with Assumption 3 removed,

m-I

hc—h<§dk. (4D)

The proof [[4] relies on the fact that Assumption 3
is always true for the highest level cluster C,ll (i.e.,
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for the entire network hf" = h,1J. Hence Eq. (33) is
true for k = m, and the proof follows from there.

Note that all the bounds derived above are tight
for the degenerate cam of l-level hierarchical routing
(NCR). To prev: this fact. for m = i Eqs. ('27) and

(40) lead to h: - h < 0; but since he - h P 0 then

kc = h. Similarly for m = l, Eq. (39) gives h; =11”.
In summary, several fairly general bounds have

been derived. depending on the assumptions andlor
the routing schemes selected. In the next section we
will study the behavior of some of those bounds for
a class of networks.

5. Static performance evaluation of the milk schemes
fora fondly of networks

Recall from Section 2 that in this paper we do not
explicitly account for the very significant gains
obtained in reducing the CPU, storage and line utiliza-
tion required by the routing procedures from the

reduction in UN: as a result the application of the
mHR schemes will appear to result in a degradation
of the performance of the network, as compared to
the utilization of a non-clustered scheme. This loss in

performance (delay. throughput) is closely related to
the average path length a message follows in the net-
work. The evaluation of the increase in path length
provides us with a first cut modeling of the loss in
network performance. Moreover. the study of the
bounds. derived previously. represents a worst case
evaluation of the mHR schemes.Since the evaluation

is in terms of path length. we wii] refer to it assrortc

performance erahurrion. 0n the other hand. the gains

we obtain are still modeled by the singie variable i/N
which represents the reduction of routing informa-
tion. We defer the throughput-delay evaluation to a
later paper [l5]. In that paper we find that the table
reduction presides savings in capacity. storage.
throughput and delay which more than compensate
for the vanishing increase in path length. -

The static performance evaluation is performed
over a class of computer networks.

5.]. A family oflarge distributed Remarks

The networks to be considered are all the connect-

ed graphs upon which it is possible to fit an int-level

hierarchical clustering whose outcome satisfies
Assumptions 1—3. Also the resulting cluster subnets
at any level are of diameters bounded by a power law
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function of the number of nodes in that cluster;i.e_I
if rt is the size of a cluster and d the diameter of that

cluster's s_ubnet then

d<bn"+c. {III}

where b. c. o. are positive parameters and 0 < v < 1
(see below).

[NV is the size oi‘such a network. then the average
path length {hop distance) of lhal network It must be
a power law function of N.

h=aN".

where a is a positive parameter.
Grid type networks. hexagonal networks.etc..iali

into that category when the mHC results in subnel-
Works oi a similar structure as the original and when
the path lengths are expressed in hops. Expressions
for the average path length (with a uniform traffic
rnatrix) and for the diameter of the grid and the torus
networks have been derived in [14]. Some of the
results obtained are:

(42)

h = 3 «N .

Squaw W of mN{ {43)
d -= 2 «N — 2 .

s*V-luare torus of size N h n l W, 44
(with y/N an odd integfll d .= ‘fly + l ( )

Furthennore. if the partitioning of either the
square grid or toms networks results in grid cluster
subncts at all levels. then for any cluster subnet of
size it Its diameter dis such that

d<2\/n—2. (45)

As a consequence the grid and toms networks fit the
shove descriptions. Note also that for those networks

the exponent u (Eqs. (41) and (42)) is equal to
In general, the exponent o reflects the connectivity

of the network considered. For very highly connected
networks o la in the neighborhood of zero:e.g..for a
fully connected network 0 = 001 = l .d = I). “areas
for very low connected networks u is in the neighbor-
hood of one; eg. for loop or chain type networks.o
= l.

Computer communication networks fall into the
class of distributed networks. This class includes net-

works such as the ARPANET. AUTODIN ll. CY-
CLADES. TRANSPAC. EPSS. BIN. DATAPAC.
TBLENB'I‘. etc. The main characteristic of those dis-

Hr‘ercrclrtrul routine l

tributed networks
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tributed networks is their low connectivity. In gen-
eral, a connectivity 2 (or 3) is imposed on their
design. For large distributed networks a connectivity
oil to 4 seems more appropriate [25]. The torus net-

works considered above are of connectivity 4 and

with an exponent u = hence they appear to be good
representatives of large distributed networks. More-

over, their topological structure leads to a simple
partition such as square subgrid clusters. in the
sequel. we will first derive a limiting result valid for
the entire class of networks, then we will restrict our
numerical applications to values of a. b. c. u as
obtained for the torus net. lie...

d=1'-. b=2. c=~—2, uni. (50)

5.2. Asymptotic performance evaluation of the MR
schemes

We family of networks considered here satisfies
Assumptions 1—3. hence Proposition 9 holds true.
Let E be defined as the bound on the relative increase

in path length D (see Eq. (24)). it is the behavior of E
versus the relative table length ({N in which we are
interested.

For an optimal clustering structure we know from

Proposition 1 that the degree vector n must satisfy
Eq. (5). Then from Eqs. (27), {4]} and (42) and after
some algebra we obtain

gqfl- 1 (EQ_L__EV[bM" a'(N—l)N" new—i

no" _N(U+I)fl'rl N_Nlflll]*“”“')]‘”"W‘°WZT'
(51)

where u is assumed to be different from zero. Note

again that for nr e LE = 0. Also from Eq. (6) the
relative table length is

aw =#. (52)

The above considerations lead to the general limiting
result below, which is a key theorem.

Proposition ll . (Limiting Performance). consider the
above fornihr of networks and the above mHR

schemes (OER. CER) with a fixed member ofleveis
in and on Optima! eiusrerbrg structure. Then as N, the

 

 

I'll

number of nodes. goes to infinior. the “.rhrric“per-

formcnce of rite nrHR schemes approaches that of c
non-clustered routing scheme, while the relative table
length approaches zero; tie"

hulk-’1!
N-eoon

(given.

Thus we claim that in the limit, hierarchical routing
leads to enormous table reduction with relatively no
significant increase In path length. In other words.

hierarchical routing will achieve similar throughput-
delay performance as the NCR. while requiring sig-
nificantly less nodal storage and channel capacity.
This is a fundamental result which greatly satisfies
our initial objective of reducing the operating cost of

adaptive routing in large networks. This cost vanishes
in the limit!

Pmot. It is enough to prove that the limit of E is
zero. Expanding Eq. (5 1) around N-l . we find

it

5:;N-W'" +OW""”"). (53)
hence

limit E =0 .N—o—

Also. the second limit is obvious. QED.

Note that the closer Ir is to one (tiee 0). the faster
is the convergence of E to zero. in other words, as
ootrld be expected, the more distributed (and less
connected} the networks are, the better the mHR's
perform.

“Ute above results hold true if we rebut Assumption
3; in this case we use the bound derived in Proposi-
tion 10(Eq.(40}} [14].

The result of Proposition ll was derived for a
fixed us; let us now examine the situation where nr
is variable. or interest is the value of in which corre-

sponds to the global optimum clustering structure.
Thin value is, from Eq.(12),rna= InNZ

Substituting Eq. (i2) into Eq. (5|), we arrive at
E. whose limit is

limit 5', =§[_..’_ _.._'__]. (54)N-- “e”—r eW—r

As a constitution: the result of Proposition ii is not
necessarily true anymore when rn is variable. 11‘ we
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consider the coefficients of Eq. (50) then the above

limit is equal to 5.0]. This shows that the coat of
operating at the (global) minimum table length may
be quite high (up to 6 times the increase in path
length). Fortunately, as noticed in Section 3.2, most
of the table reduction, for practical purposes.may be
obtained with or quite a bit smaller than the global
number of levels ms; and the cost at a small or is

quite minimal. In otliar words. choosing in smaller
than or. results in giving back very little gains in table
length for a tremendous improvement in perfor-
mance. This fact is illustrated in Fig. 8. where we

note a very sharp increase ofE as UN gets close to its
global minimum value. It is that sharp region of the
curve that we need to avoid in order to keep the
increase in path length significantly low. Fig. 8 also
shows the behavior of E. versus UN.

5.3. Static performance evaluarr'on of the ml!!! is:

rarmeriml applications

In the previous section we observed that at the

limit {N -r a“) considerable table reduction can be
achieved with no loss in performance. Now, we
intend to look at the more general case of a IirtiteN.
The purpose is again to correlate the degradation in
performance with the table reduction. We evaluate a
maximum performance degradation in terms of the

pins in table length. Also this evaluation will be
carried out with an mHC which results in a minimal

table length.
Recall that the numerical study below is restricted

to values of a. b. c. u, as obtained for tours networks

 
Fla. ll. Bound on the relative increase in path length E. versus
the relative table length .lfN.

 

L. Kietnrock. F. Kenton:

Fls. 9. [lawn bound on the ratio of path length without and
with clustering versus H”-

(Eq. 50), although such a study could easily be
repeated for other networks which belong to the
family considered here.

qu. (SI) and (52) provide us with a parametric

representation of E as a function of UN. or acts as
the coupling variable in that representation. By let-

ting or vary from i to lnN we obtain all the possible
values of UN: and Subsequently for each value of
UN we obtain the corresponding value of E. The
above range of m is chosen in accordance with the
results obtained In Section 3.2 (refer to Proposition
2 and Fig. 5}; and also in accordance with the fact
that E is an increasing function of or (this fact is

obvious from the proof of Proposition 9}.
Numerical results are presented in a'set of figures
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Hierarchical routing for large networks

as follows: Fig. 8 illustrates the behavior of E with

respect to UN and for several values ofN. We observe
that an original substantial table reduction can be

achieved for small values ofE. i.e.. for a small drop in

perfonnance. However if we try to reduce JM to -
values close to its global mbrlmum.Eq. (l4).then E

increases sharply. Fig. 8 also illustrates the limiting

behavior of the nth“! schemes (see Proposition ll)

whereby as N becomes larger. more reduction in .i/N
can be obtained for a lesser loss in performance. This
property is shown by the fact that the curves for E
versus UN remain flat on the 'l/N axis for laryr
intervals.

Fig. 9 shows the behavior of Hit + E} with respect

to HIV. That is. from Eq. (SI) we see that hflt‘. B
ll(l + E") g LBUr/hc). These figures exhibit proper-
ties similar to the previous ones-

Finally, Fig. 10 shows how much table reduction

can be obtained for a given "tolerance" 13' as a lunc-
tion of the size N. The concentration of the curves

for l §E<§ S (recall from Eq. (54) that E= 5.01 is
the maximum error) again shows that beyond a cer-
tain point the gains in. table length can only be achieved
at the expense of large losses (large 5'). However
in the range 0 to l for E considerable gains can yet
be obtained. For that range of E the corresponding

range of the number of levels in is limited to fairly
small values. on <1 4 [14]. Moreover, in Section 3.2.
as noticed earlier. most of the table reduction is
obtained for small values of tn. We conclude that the

MHR schemes operating with a small number of
levels 2 < in I: 4 yield substantial table reduction for
a relatively small increase in path length.

6. Summary

in this paper. we have examined the tradeofl's
which come about due to hierarchical routing in large

networks. The obvious gain is that the length of the
routing tables in each node can be reduced signifi-
cantly. With smaller routing tables. we require less
storage and processing in the nodes as well as less
communications overhead. The loss is that smaller

(i.e.. clustered) routing tables give less precise roofing
information which then results in longer path lengths
for the message traffic.

The investigations in this paper have led to an
evaluation of these two opposing variables, i.c.. the
routing table length and network path length. We
have shown that hierarchical routing schemes and

I'll

their underlying hierarchical clostering structure lead

to significant reductions of the routing table length.
The optimal hierarchical clustering structure was
found which minimized the length of the routing
table and consequently resulted in a minimum cost
routing scheme. Enormous gains were achieved
whereby the table length was reduced from N(N =
number of nodes) to e in N.

As regards the network path length. we were able
to place an upper bound on its increase due to the
introduction of hierarchical routing as a function of
the routing table reduction. These bounds allowed us
to establish our major resultI namely . that in the limit
of very large networks. enormous table reductions
may be achieved with essentially no increase in net»

work path lengths {an intuitively pleasing, and possi-
bly obvious. result}.

However. routing table length and network path
length are not the qualities by which one ordinarily
evaluates network performance. Rather. we are usu-

ally interested in the throughput-delay tradeofl. Clear-
ly. these four quantities are related throuyr the stor-
age, processing and updating requirements they

create. In a forthcoming paper [15] we evaluate the
performance of hierarchical routing directly in terms

of delay and throughput. Indeed. we show that for

large distributed networks, present (full table length)
routing prooedums very quickly become infeasible.
More importantly. we establish that hierarchical
routing procedures are capable of operating very
efficiently in the environment of large networks.
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KNOWLEDGE-BASED MANAGEMENT or CELLULAR CLONE FRAUD

Alvah B. Davis and Shri K. Goya]
GTE Laboratofies Incorporated

40 Sylvan Road
Waltham, MA 02254

ABSTRACT

This papa diseases the problems of fraudulent. use of
cellular networks. and, in particular. the detection and
management of cellular clone fraud. 8 new and fast—
developing form of hand with potentially large impact
on carrier revenues. We discuss here the problem.
industry-proposed solutions. and the utility of
lowwtedge-based techniques for detecting cellular clone
fraud and martaging it by recommending appropriate
fraud-containment actions. .

l. CELLULAR WORK FRAUD

Cellular fraud exists in many forms, including agent,
subscriber. and network access fi'aud. Those carrying
outthefraudrange fiomindividualsactiuguloneto
organized-crime groups using very sophisticated
approaches to steal service from cellular carriers [1].
Whileallofthesefomnsoffrandcostceilularcarriers

increasingly mesmndthestimatesmgingashigh
as $500 million annually for domestic carriers [‘2].
tumbling and cloning fraud have been the most serious
tlueats to carriers' revenues.

1.1 Tumbling Fraud

Mobile telephones are identified to the serving cellular
switch for billing proposes by No numbers unwanted
toitwith each neweallattempt: the telephone number
ofdtecellular imuumenrmignedm diesubscriber (the
Mobile Identification Number. or MIN) and the
eiecuonic Serial number (ESN) of the instrument itself.
Validation occurs quickly in the subscriber's home aura.
because information about the account is available

locally. As a result. call attempts from Stolen phones or
otherwise compromised accounts. once identified as
such. are denied service in their home markets before
calls can go through. However. because of delays in
obtaining validation from a distant switch or diitereut
carrier when an account is used outside the home

market. (is. when 'roaming'). and because roaster
validation was initially available only after the first NIL
it has been possible to place at least one call—and
sometimes many calls. depending on the home switch‘s
delay in responding to a validation request—on blown
bad accounts before further service would be denied.

Furthermore, subscriber account numbers {the
combination of MIN and ESN) that fit certain
tolerances. but in fact were not registered to any
subscriberataltcwldalsobeusedforthesame
W.

lumbfingtraudtakesitsmrnefiomthepractieecellular
call thieves usedof beginningcellswith aporenn'aily
validnuinber.usingituntildeniedsenrioe.andthen
tumbling stone of therligits of the MIN or ESN to
artotlterpoteatially valid number until denied service.
andsoomeflectively hatingireeuseoftheuetwodt
indefinitely. Phones modified specifically for this
pruposeamabletochaugetheMINorESNwilhease.
andhavebecomeiuerpensivetoobtainandtomake.

figfimhfinsfraudhasgmwnmbeasigmficam

Along with others in the indusuy providing products
and services for fraud control and containment. GTE.

Telecontuumicatirm Servicea‘ W85" servicepost-call and its F er-'3 service

validateacallersonaprecaltbasia. lngeneraLprecall
validationbeginstheluocessassoonasacall iaplaced.
Givatirneiyrespmaefiomthehomeswitchnhefirst
callthatattemptstouseauinvalidaccountcanbe
prevented. and all further calls can be denied.
Fraudlttanager also provides for call teardown of
invalid roamera on IS-dlt'Rev. 0)-capable switches {3]
in the case where delayed home-switch validation has

allowedthecall toheoonnecled. Even given adelayed
response. algorithms can be used immediately to
identify tumbling of MiNs or ESNs and calls can be
denied on that basis.

Cellularcarrierscanalsotakeadministrativemeasmes.
such as denying call anempts from an unknown
Subscriber tutti] positive validation has been received.
While response delays may impede a legitimate
nibscribei’a ability to make calls. the carrier can be
oertainbyadopting tltisapproachtltatany callplaoed
byacellularphoue in itsservioeareaisassodatedwitll
a valid subscriber aoommr. .

Tools are therefore available—and many carriers now
are them—to thwart the use of invalid subscriber
accounts in the theft of cellular service. As a result.
while tumbling fraud will not be completely

7.6.1
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extinguished until all carriers protect themselves fully.
[award-looking cellular thieves have been required to
find new ways to obtain free service. and forward—
lookingcarrierswillneedawaytohlock them.

1.2 Cloning Fraud

Cellular phones modified to contain the MlNlESN
combination of a legitimate subscriber are tailed clones.
Unless carriers monitor their customers' accounts. one
or more clone phones can be used with a single
subscriber’s identification numbers to obtain unlimited

free sea-vice. ending only when the legitimate subscriber
notices the problem in a bill. Such problems might
escape the attention ofthe subsoriber for months iftlte
fraudulent volume were low and the bills were not

examined in detail; tltey might also be irrtmediately
apparentifthebillweresolargeithadtobedelivered
in a box. In either case. the carrier loses not only
revenue. but with the customer.

Obtaining legitimate subscriber MINIESN
combinatiOns has proven to be fairly easy with the
cturent analog cellular network. Just as analog cellular
conversations can easily be overheard. the validation
sequence can equally well be intercepted and stored.
Equipment to read MINIESN combinations and to
modify cellular phones to contain those numbers has
become inexpensive. and. because of legal ambiguities.
is advertised in nation]. mainstream publications. The
[5-54 digital transmission standard [4] will encrypt the
validation information exchanged. making its
into-caption and decoding potentially impracticable.
Some carriers will begin offering digital cellular call

- capability before the end of 1992. However. a parallel
analog network will exist for years to come to serve
existing analog handsets. as well as because. in less-
busy markets. there are few incentives to replace
existing analog equipment with the greater call-carrying
capacity of digital cellular equipment. While the BIA
553 standard for authentication of digital handsets [5]
will be usod to provide for authentication in all analog
handsets manufactured alter a certain date. existing
analog handsets will remain vulnerable. Therefore
complete prevention of interception and illegal use of
cellular identification information cannot be expected
anytime soon.

The revenue threats to carriers that cloning fraud
representsareconsiderable. Areoentcase inPhoenixat
the beginning of the year resulted in more than 57.000
fraudulent calls placed over 19 days, with some $1
million in revenues lost [6]. As other kinds of fraud
have become more difficult. cloning fraud has risen.
and is now generally recognized by the cellular industry
as the most common. and possibly the most damaging,
form of fraud it will face in the next few years.

21-9 Fil 3

Cloning fraud is a potent lineal because. in addition to
being easy to accomplish. it is difficult to detect. and
even more difficult to control. There is nothing about
anyone call itself that proves incontrovertiny that it is
fraudulent. Sets of calls looked at as a whole may
provide proof that more than one instrument is being
usedwith thesamesuhscn'beridentifieationcodes. For

example. two calls that overlap in time clearly reveal
haudbyarleanoneofdwinsuumenmasdorwocaus
made from separate locations too closely in time to
have originated from the same instrument [7].
Otherwise. however. clone detection rests upon further
inquiry on auspicious calling activity that may or may
notinfactbefi'audulent. Managingthisproceaswlllbe
made more difficult by clone phones now available that
can spread their fraudulent use across a number of
armed. legitimate submibe‘r lbs [8].

2. outsmart or CLONE mun

Detectionandpeventionoffraudbycellularclooeshas
beoomeacriticalueed. Whileabsoluteproofofchrne
fraud may be difficult to obtain. there are many
meannesthatcanbeusedtotraeksuhaa-iberaccounls

so thatpoteutially fraudulenrsctivitycenbefiagged and
investigated further. The difficulty oelluhtr carriers will
faceisinbalancingtheirexpostne tofrattdagaitmtheir
customers' abilities to make unfettered use of their

phones. While the means exist in theory to reduce
exposure almost completely by forcing all calls to be
billable to credit cards. for example. or by requiring
prepayment for cellular usage (which would limit but
not eliminate carriers' liability to fraud). these
approaches would likely alienate many customers.
Furthermore. measures such as blocking all
international calling. while effective at preventing some
kinds of fraud. diminish revenues as well. Through
industry committees. cellular carriers have focused on

developing some more palatable meanst limiting their
exposure to fraud.

2.! Conventional Tools for Celluhr- Fraud
Management ‘

In a recent draft report. the Telecommunications
Industry Association has developed a comprehensive
set of recommendations for detecting potentiu cellular
fraud. including cloae fraud [9]. The primary
techniques rely upon the individual carriers to set
thresholds for all of their subscribers and to flag
accounts when thresholds are exceeded. These
thresholds may include such measures as:

- High number or sudden utcrease in number of
call attempts for a given period. such as hour.
day. week or month:

7.6.2 231
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- High number of toll call attetnpts;

- Calls to suspicious numbers;

- Calls to auspicious locations:

- Calls from suspicimu locations:

- Calls at suspicious times ofday.

In addition. tracking of various factors against
individual subsm‘bers’ usage histories could detect:

' Deviation from usual minutes of usage for
incoming. local. toll and premium services on
per-call. per-hour. per-day. or pa-month bases:

- Deviation from usual incurred charges on per-
call. per~hour. pfi-day. orpu-montlt bases.

Finally. methods such as detection of overlapping calls
and detection of impossible or unlikely velocity
between two points using the same subscriber
identification numbers. are suggested. Even so. the
difficulty of distinguishing the legitimate from the
fraudulent subscriber when cloning occurs limits the
carriers potential set ofresponses.

2.2 Limitations of this Approach

The activity recommended for observation above
should be able to reveal subscriber accounts worth

examining further. We believe. however. that the
approach taken to build an effective clone fraud
management system must carry these recommendatitms
further.

We. like the TM 45.2.1112 fraud subcommittee.
recognize that thresholds instituted carrierwide are
simply not sensitive enough to manage fraud problans
for long. Any global duesholds risk investigating too
many accounts with legitimate activity in order to avoid
missing too many accounts willt fraudulent activity. If
acarrieronly flags egregious fiauiitwill missagrcat
deal of lower—volume fraud spread over many
subscriber accounts. 0n the other hand, to concern
itself with all activity shave very low thresholds
requires extensive staff time—time spent verifying
activitythatwill mrnoutinlargcpantobelegitimatc.
Howcan tltecarrierstriltetheappropriatebalance?

Secondly. given the potential for many outstanding
reports of suspicious activity simultaneously. which
should the carrier address first? How is it to avoid an

information overload while distinguishing those threats

 

with the greatest potential impact from those of less
ouncern?

Finally. if activity cannot be definitively identified from
call data as fraudulent (and. without the time-
consuming step of consulting the neural subscriber.
doing so is often hard or impossible). then each carrier
must decide as a business matter which steps it wishes
to take to protect itself without unduly reducing
potential revenues and antagonizing its customers. Its
response could range [rum doing nothing to further
investigation to immediate blocking of all further
service. Howcanutecarrierdetenninedterespnnse
appropriate to each particular report ofpotential fraud?

3. A ICNOWLEDGEBASED APPROACH TO
CLONE FRAUD MANAGEMENT

Knowledge-based techniques. which use general
heurist rules drawn from practical experience. are
particularly suited to handling problems that do not
yield to straightforward. algorithmic approaches: clone
detection is almost never black and white. one is the
decision or what to do about activity identified as
potentially fraudulent.

AtGTELabmatofiesweareinvestigatingtbenseo
loiowledge-based techniques for the recognition.
titration and management of cellular clone fraud [10].
Suchanapptoachcanbeusedtoaugmentconventional
fraud-unnagement techniques. Knowledge acquired
from analysts. credit managers. and others about the
management of fraud. in conjunction with a variety of
duesholrk detennitied on a per-subsetin basis. will be
usedtodetectcharacteriaeandmanagepotenrialclone
fraud in a oonteat—smsitive. dynamic fashion.

3.1 Knowledge-Based Clone Detection

The application of uniform thresholds to all of a
carrier's subscribers essentially forces comparison
against a mythical average subscriber. In fact.
subscribers use cellular networks for a variety of
purposes in a variety of ways. and as the subscriber
base grows. the range of variation from subscriber to
subscriber will only broaden. In order to detect clone

fraud early and accurately. calling behavior cttrl'ently
attributed to a panicular subscriber must be compared
against a complex view of that subscriber's typical
calling patterns. and must account for the ways in which
individuals can legitimately step outside the bounds of
their own profiles. While a conventional programming
approach can be used to establish and check individual
thresholds for subscribers. the interpretation of
utteractions of thresholds. and decisions about whether
threshold violations indicate liker fraud. recommend a
lotuwledgebased approach.

232 ' 7.6.3
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Knowledge—based systems make the representation of
suchknowledgeeasier.withtoolsthatcanbcusedto
modular-ice and estates couditiordactioa pair's. handle
varying degrees of certainty. and. in general. automate
portionsofthehuman expertisenowresidentinasmall
number of individuals—individuals who face

inrcmation Overload as hand levels continue to grow.
Ftntltermore. since fraudulent activity can be expected
to evolve quickly in the face of new impediments
placed below it. the brawledge-based system approach
is important for its ability to allow easy modification of
its htowledge base to incorporate new detection and
fraud-management knowledge. In addition. individual
carriers. or regions widtin a single carrier, will have the
powerutvatytbeirapproachbasedoncharucteristicsof
a given region.

“the hiowledge used in clone detection will include
such things as:

- Michealledlocatiorsshoudatousesuspicion;

' Degreea of deviation from annual patterns that
indicate likely hand:

- Normal and abnormal evolutions of subseriber
Films:

0 Kinds ofaction available to particularcarriers.
andefiectivenessofvarimrsacdonsinthet‘accof

particularkindsoffraudtlueam

- Patternsol'fi'aud anddegreesollossassociated
witherchofdiepauons.

This knowledge. in combination with subscriber
profiles. will distinguish likely fraudulent activity in
subscribed accounts on an basis.

Using patterns that characterize individual subscribers.
and which evolve along with their changing usage.
individualscmibeflaggedforbebaviorthatmightnot
be suspicious for other subscribers. Furthermore.
sophisticated reasoning will ignore low-level deviations
finmcertainnormswhileflaggingcertaincombinatims
of deviation that might. taken one at a time. be
unremarkable. More-general laiowledge might. for
example. note that while it is not unusual for a
subscriber to make the occasional call to a location

never seen before. a large change in the proportion of
long-distance to local calls would be cause for further
mvesugation. This approach will:

0 Tune detection of fraud to the particular
characteristics of a given subscriber:

7.6.4

- Recognize which deviations. in which
combinations. are most lilter to indicate clone
fiend; and

- Adjust subscriber profiles over time to
incorporate those changes in behavior that are
significant.

Suchanappmechcouldalsobeappliedtodredetection
of potential default by a previously good subscriber. as
American Expresshasdonesncmssfully ftn'yeatsinthe
area of credit-risk assignment [1!]. well as the
recognition of marketing opportunities to current
subscribers.

3.2 Knowledge-Bauer! Claire Threat Clamdficatlon

Recognizing potential clones early with high accuracy
is important. but not sufficient. Carriers need an
indicationofthedegreeofthreattorevenues.aswellas
deelikelihoodthatthesuspiciousbehavinris intact
finudulencsothatuteycandeat uriutdtegravestuueats
first. The knowledge-based approach we have
developed “an:

- suspicious activity according to degree
ottltreattorevenues:

- Ratedtelikelilmodthatthesuspiciomectivityis
acumflyfrauduluttzand

0 Group potentially related fraud. scaling the
degree of threat appropriately and permitting
unifiedaction.

Asarestducanierswillbeabletoreoeivepriofitiaed
alarms. devoting their first energies to the suspicious
activitymostlikelymcauseserioushm'mtorevemtes.

lnaddition.canieisurillbeabletonmeclasfif‘tcation
accmdingtotheparticulm’kindsoftlueateachl‘celsis
of mootooncem. Sirnilatiy.panit:ularc1assesofthreat
canbedirectedtoparticularindividmtsordepmnmts
bestequippedtohandledtem.

3.3 Knowledge-Based Clone Fraud Prevention

Beyond the requirement to detect and rank suspicious
activity. clone fraud management must consider the
appropriate action or level ofaction to unite fereaclt
rcpon of suspicious activity. A sudden increase in call
volume concentrated to a high-fraud location never
called before could. for example. generate a high-
impact response. with immediate blocking of all calls
by that subscriber's account and urgent calls by
customer service to the legitimate subscriber‘s home or
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office to verify fraud and to provide alternate means for
making cellular calls. By contrast. potential fraud of
low volume and low revenue impact could. at the
carrier's option. simply result in additional scrutiny to
ascertain the likelihood of fraud before any further
action is taken. Using Such a system. carriers will be
able to:

0 Associate a particular kind of action with a
particulardegreeoftlueatbalaneingtheneedto
avoid revenuelosseswiththedcsire Ioretain the

loyalty ofgood more:

4 Palm additional analysis of subscribe: history.
where needed. to resolve ambiguity.

As with detection and prioritization. each catrier will be
able to act upon particular threats in the ways it deems
most appropriate. and to modify the actions
recommended as its experience develops and as
fraudulent attempts change in character over time.
Since the linear itself is dynamic. a hmwledge—based
approach is particularly valuable for its ability to be
easily customized to each cattiu’s requirements. and to
have its knowledge base easily modified to imporatc
continually growing knowledge about fraud threats and
how to manage tltern.

4. CONCLUSION

Current and planned efforts to contain cellular fraud by
applying standard thresholds. as well as by using
encryption, voice prints. or other mechanisms for
subscriber authentication. will provide significant help
in detecting theft of cellular service. The addition of
lotowledge—based techniques to that arsenal will bring
carriers a powerful tool for combaulng cellular clone
fraud. not only in detecting it. but in managing
information overload by prioritizing threats. and in
providing recommendations for appropriate. consistent
action. In addition, by profiling individual subscribers.
loiowledge-based clone fraud mariagement can be done
efficiently while avoiding undue disruption of
legitimate cellular callers. Knowledge-based
techniques are now in development for dayrto-day
operation and efficient management of cellular
networks. While no single tool or technique will be
sufficient to eliminate cellular fraud completely. the
incorporation of knowledge-based techniques will
strengthen carriers' abilities to prevent the fraud to
which they must be increasineg attentive, all the while
improving service to tlteircellular customers.
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Abstract—in this paper we propose an innovative
centralized. proof-by-knowledge authentication service by using
“it to terminate the clone problem in AMPS. With our proposed
service, the authentication information of mobile stations is
transmitted on the control channels and voice channels

separately and asynchronously. Since the number of voice
channels is relatively larger than the number of control

channels. the authentication information is hard to eavesdrop.
In addition, the voice channels have the permutation property
to protect from secure attack. Therefore. the mobile stations
cannot be purposely duplicated by eavesdropping messages or
copying the serial numbers and mobile identification numbers
transmitted by the control channels on the air. Furthermore. the
security of proposed service is completely from the combination
of mobile services and IN services.

I. INTRODUCTION

Multiple copies of mobile stations are an abnormal
phenomenon in Taiwan. Since the Advanced Mobile Phone

System (AMPS) [1] has no efficient, secm‘e authentication

protocol. the multiple copies of mobile stations are easily by
eavesdropping the Serial Numbers (SN) and Mobile
Identification Numbers (MW) on the control channels of

radio interface. This problem of multiple copies of mobile
stations is called clone problem of mobile stations.

According to the report of network operator [2]. about
20% of mobile stations have clone problem. The copy
motivation of mobile stations is mainly categorized into two
types. One type of motivation is based on the less pay for
leased fee monthly by sharing the same MIN with her or his

friends. Another motivation is of market selling from illegal
sellers. Regardless of any motivation of copy. many unseen
impacts affect the service quality of AMPS. One major
impact is on the common control equipment of base station
subsystem and network switching subsystem. There are too
many mobile stations to contend limited control resources of
equipment. The competition of resources sharing results in
traffic congestion in radio channels or even increasing

0-?303-2742-Xf95 $4.00 © 1995 lEEE

network congestion and in degrading network service

quality. In addition, frequency on the radio interface is a very
limited resource in telecommunications. The illegal mobile
stations contend to use the radio channels and switching
capacity so that the service quality of call degrades.

Another impact from clone problem of mobile stations is
on the billing of usage. The billing based on MIN cannot
really reflect the usage of mobile user (MU) owning that MIN
assigned at the time of subscription from network operator.
This annoyance seriously affects the public confidence in
billing. Further, billing annoyance generated fi'om illegal MU
is unfair to legal MU. In addition, the inconvenience of legal
MU is priceless. Also, overload traffic impact from illegal
MU is unpredictable. Owing to this unpredictable property,
the estimation of traffic pattern is imprecise for netvmrk
planning. '

in this paper we propose an authentication service [hat is a
combination of existing authentication of AMPS and service
feature of Intelligent Network (IN). In Section ii. an
investigation of related authentication in telecommunication

systems is studied. These telecommunication systems include _
Global System for Mobile (GSM), m, and AMPS of course.

In addition, we present an existing outgoing call barring
approach for protecting the legal MUS from secure attacking.
in Section Ill. we discuss the authentication service model

and describe the proposed authentication protocol in detail.
Finally. a security analysis for proposed service is
demonstrated in Section N.

ll. RELATED AUTl-IENTICATION m

TELECOMMUNICM‘ION SYSTEMS

Authentication is identification plus verification [3]. In a
telecommunication system, an identification is the process
that an entity presents a certain identity; while verification is
the process that the identity be checked. The entities in a
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telecommunication system can be referred to as principals.
The principals in the paper can be categorized into three
types as given in Table I. A principal in type I is MU or U
(user) who should present her or his identity; the Service
Switching Point (SSP) [4, 5] plays the role of assistance
(requesting entity) to be considered as type 3; verification
center such as Service Control Point (SCP) or Authentication
Center (AUG) is of principal in type 2. However, Mobile
Switching CenterNisitor Location Register (MSCIVLR) [6]
or Mobile Telephone Exchange (MTX) [1] plays the roles of
typeZandtypeJ.

Audrentication in telecommunication systems is carried

out with protocols [5, 7, 8, 9]. A protocol is a sequence of
request or instruction, and manipulation steps. A request or
instruction step transfers messages 'from one principal to
another, while a principal in manipulation step updates or
retrieves it's internal information. For convenience of

analysis, we present protocols between the principals in the
following format. A request or instruction step whereby Y
receives a message M from X by means oil is represented

as X —> Y: {M};, while a manipulation step of X is written as
X: .... where "..." is a specification of the manipulation step.
Furthermore, a ";" notation presents the remarks. in this
section we briefly examine the authentication mechanisms in
GSM, TN, and AMPS.

A. Global systemer Mobile

The GSM is a great improvement from second—generation
European cellular system. Since its interface standardization
and security function over the radio transmission, the radio

transmission in the GSM is inherently very invulnerable to
attacks from irnpostors attempting to avoid paying for the use
of the system and from eavesdroppers who attempt to gain
accesa to information. The biggest advantage is that GSM is a
digital system with which security can be improved by many
orders of magnitude over analog systems.

TABLE I
PRINCIPALS IN THE PAPER
 

Principal
Function

U MU MTX MSCNLR SSP AUC SCP
 

Type 1 - ID presentation
d a!

Type 2 - ID authentication

Type 3 - Requesting entity
 

17B

 

The GSM employs the secret key authentication approach
[6, T]. An Authentication Center, AUC, is the identification

and verification center. The AUC equips with the assigned
authentication keys (Kr) of every subscriber and algorithms

ffifiL“) required for the production of authentication

triplets, where fflflflv) is a security function with
algorithms A3 and A8. Each triplet contains a random
number (MND), a signed response (SRES), and an
encipher/decipher key (Kc). The RAND shall be a non-

predictable outcome of a random number generator. The

SEES and Kc are generated by algorithms ffl’flflr) using
Kr and RAND as inputs.

The triplets are used by the VLR for verifying whether an
MU is authorized to enter the network and to make a call.

The SRES generated by the AUC is compared in the VLR
performing the authentication check with the SRES generated
by the Subscriber identify Module (SIM) associated with the

MU. Afier the authentication, Kc is used together with the
algorithm A5 to encipherldecipher speech, data, and signaling
information on the voice channel of radio interface. The

authentication protocol used in GSM is summarized in Table
II.

Physically, the We are not directly connected to MSC by
control or voice channels on the radio interface. The peer
entity of radio interface of MUs is base station subsystem.
We assume that the base station subsystem is integrated with
MSC. So, we represent the interface of MUs and MSC as
control channels and voice channels. Also, the VLR is
considered to be built-in function of MSC.

TABLE II
GSM AU'I'HEN'I'ICATION PRO1U'COL
 

MU -s MSCNLR ; r | rm: k. mum. “we.
MSCNLR —i AUC: { I {W In I“; ; signaling system 3“
AUG :rmmurmnflh,"

: (KC, 53530 = L”. AslmeD, Kl")
AUC -> MSCNLR: [ Kc, SRES‘l', RAND hm
MSCNLIt —» MU : { RAND L“...m.

MU .- (Kc, somm= f“?“(swarm
MU -—) MSCNLR :{smm 3w”.
MSCNLR : compare Mi '?= 53.5%»

: il‘equai then accept, otherwise reject 

The user identity presented in the GSM is International
Mobile Subscriber identity (IMSI). This 1M3! contains
information indicating the country code, the network to
which the subscriber belongs, the subscribers' Home
Location Register (HLR), etc. in Table II, the [MS] is sent by
the protection of secret key Ki at the time of the first
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authentication in the network. In addition, at the lion

authentication of a visitor, the triplet {Keg SRES', RAND} is
sent to the visited network only.

B. lnrelifgem Network

The SSP and SC? are two the most important elements in
the framework of IN. The IN is a distributed architecture to

provide more service functions and more user control on the

services. The SSP basically is a network switch which has
special functions to process a call. While the SCP is a
network database that contains service control logic. service
scripts and customer~specilic information. In this
telecommunication system. customers demand customized

services to meet their own needs. A security management
issue in this system is that allow direct customer control.

Authentication by Personal identification Number (PIN)
[ill] assigned at the time of subscription is employed in the
IN. A PIN is a kind of password. Basically, the IN service is

triggered by Service Access Code (SAC) and service logic
armed in SCP. The SCP instructs the SSP to collect PIN by
means of playing announcement. The authentication
framework of IN is given in Table III.

Generally, the coding of PIN is four digits represonted by
BCD numbers. Again, this password. PIN. is designed as
changeable by owner. For avoiding fraudulent usage of PIN,
an aging timer and a retry counter are also implemented in
SCP. If the aging timer is time out or the counter exceeds a
predefined number, this PIN is forced to invalid state and to

be replaced by service administrator of network Operator.

TABLE [H
[N AUTI-i'EN'i‘lCA'l‘lON PROTOCOL
 

U -+ SSP '. { SAC 1mm; modified R1 signaling
SSP a 50?: { SAC. AN! }ss-_.; SSP receives AN! From local switch
SCP : trigger the service logic, store AN!
SCP «» ESP: 1 bistruction for play announcement :55,
88? -b U 1 { please enter your PIN in,“m
U-tSSP
SSF-DSC?1[PIN}SS':
SCP : query database with AM

: if valid then continue to process called number.
otherwise reject 

C. Advanced Mobile Phone System

In relation to the digital system GSM, the AMPS is one of
the first-generation cellular systems, which is developed for
national tumors. The AMPS systems now also the largest
mobile systems service in the world, especially. outside the
European area. Even the AMPS has security drawbacks and

 

not easy to conquer by itself. We need to exploit the simple
authentication scheme of AMPS here.

The authentication design in AMPS is one step proceSs: an
MU presents the tuple of identities, {(SN, HIM}, and the
MTX verifies these two numbers. This protocol is
summarized in Table IV.

TABLE IV

AMPS AUTHENTICAHON PROTOCOL
 

lulu-4W
MTX 453M!” int-aim:

:verifySN and MW
: if valid then accept. otherwise reject 

Since the serious clone problem of mobile stations. a

temporary restriction service on the annoyed MUs is taken by
network operator [2]. This restriclion service is an outgoing
call barring approach. Firstly. the annoyed We are set as a
special service class in MTX and assigned a PIN number for
every MU. Secondly. the annoyed MUs should enter a
designated activation code, ‘33‘. to activate the barring
capability. On Ihe other hand, the annoyed MUS enter a
designated deactivation code. #33‘. to deactivate barring
capability and to make a call. This outgoing call barring
feature can be considered as a similar application of Table
III.

III. OUR AUTHENTICATION SERVICE

In order to analyze the proposed authentication service,
four principals {MU. MTX, SSP. SCP} are considered here.

The conventional authentication process in AMPS is only
one step. With our three steps authentication service. the
conventional authentication process in AMPS is applied to
step I; a service is getting fi'om the authentication center SCP
in step 2; and step 3 is a service processing prooess at that
center. Since the radio channel is the intrusion point of the

clone problem. In this section we propelse an authentication
service with the service feature from IN and a concept of

specific database for secret key validation from GSM.

2!. Control Channel and Voice Channel

There are 42 control channels and 624 voice channels

totally on the radio interface of AMPS [l I]. Control channel
is the carrier of call control signaling such as call setup, call
termination. 0n the other hand, voice channel acts as its
name.

Initially, only system B is adopted in Taiwan. There is 2|
control channels (channel 334-354) and 312 voice channels
(channel 355~666) in system B. For increasing the traffic
capacity, voice channels {channel l~3l2) and control

177
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channels (channel 313~333) in system A are also serviced as
voice channels in some base station now. Therefore, we have
21 control channels and maximum 645 voice channels for

sewing MUS in each base station subsystem with 4112 reuse
pattern.

Owing to the authentication information {(SN, MIM} is
presented in the control channels. These information are easy
to bc eavesdropped purposely or purposelessly. When they
are eavesdropped and copied, the security of MUS is lost.
Holding the SM: and MiNs, the illegal producer can make
infinite copies of mobile stations.

The drawback of this authentication service is that the

number of control channels is limited and easy to be trapped.
We propose a new authentication service by using IN to
terminate the clone problem. Since we have control channels
and voice channels on the radio interface, and also the

number of voice channels is relatively larger than that of

control channels. Our authentication service fillly takes
advantages of this property.

8. Authentication Protocolr

A special service access code, SAC, is designated for the

proposed service protocol. There are three steps in this
protocol. 11w protocol is summarized in Table V.

TABLE V
PROPOSED AUTHENTICATION PROTOCOL

Step 1 MU —> MTX: { SAC, SN, MIN }m,m.
MTX .' verify SN and MIN

: ifvalid then continue, otherwise reject 

Step 2 MTX —> SSP: { SAC. AN! hum.
SSP —r SCP : { SAC, AN! }35,
SCP : trigger the authentication service. store AM
SCP —> SSP : { instruction for play announcement i551.

Step 3 SSP —) MU : { please enter you 3N and PIN }mm
MU—LSSP :{aN,PrN},,,,,,M
SSP —-hI l 3”. PIN 1553'
SCP : query database with AN!

: il'valid then continue to process
called number. othcnivise reject 

In the first step MU sends a call setup request including
SAC. SN, and MIN by the control channel to MTX. The MTX
checks these two numbers {(SN, MINJ} by querying
associated HLR. If one of these numbers is invalid, then clear

this call control resource and release this call request. In step
2, the MTX relays this call setup request with AM to SSP.
With the protocol interoperability, the modified R] signaling
is used between AMPS and [N in Taiwan. Further, the SSP

 

sends request message to SCP and then the SCP triggers the
application process of authentication service. After service
processing, the SCP informs the SSP with an instruction to

play announcement for collecting caller’s BN (Billing
Number) and PIN.

The MU hears the announcement from voice channel in

step 3. lfan MU enters RN and PIN correctly and precisely in
the specified timer, then the SCP searches the database and
validates the request with AN], 3N, and PIN.

1V. SECURITY ANALYSIS

The proposed authentication service in Table V is three
steps of identification and verification. [n the step I the MU
presents the information for identification in AMPS. Then,

the MTX of AMPS transports the service request information
to an SSP and also to the SCP of m. The trick in this step 2 is
that the AN! is generated for the SCP. This AN! is embedded

in MDRI and SS? signaling message and it cannot be
trapped on the radio inlerface. Another trick is in slep 3 while
BN and PIN are transmitted on the voice channel. Since the

number of voice channels is larger than the number of
control channels and the authentication information are

transmitted on the control channels {(SN, MIM} and voice
channels {(BN, HM} separately and asynchronously. Thus,
the copies of mobile stations are terminated naturally.

In detailing the security analysis, let the probabilin of
authentication information Q be eavesdropped in the control

channel is Pr(Q E l") , when: r is unsecured state. Similarly,
let the probability of authentication information S be
eavesdropped in the voice channel is Pr(S e l") . In addition,
we assume that the time interval W of authentication
information sent on the control channel and voice channel is

uniformly distributed in the interval of A and B, where Ihe
estimation of [A, B] can be dependent on the user behavior.
An experienced user will quickly respond to enter her or his
3N and PIN, but a new user will make many times of ietries
in the specified timer. For numerical analysis, we make a
conservative estimation for {[A, B]= [3 see, 10 sec]}. Then,
we have the probability of authentication information in
unsecured state as follows.

Pr({Q,S} or) Pr(W = r)

= {Pig el")r'1Pr(SeT‘)}Pr(W:r). (I)
According to the probability theory of independence between
conlrol channels and voice channels, (I) is reduced to

Pr(Q e r) Pr(S e I“) Pr(W = r) . (2)
Assume that the number of control channels is 2i and the

number of voice channels is 3l2, then we have the

conservative secure confidence from (2),

r2: g—[n-(Qer)n13er)mw=i)] }%

1?8
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Case liifi-W-GWBOCWfiefitfl-Q—Hled—Wfl

 
— 1- i l l 9.4,‘ (21] 31%2 [7]
= 99.973893.

Further. if the base station has 645 voice channels then the

secure confidence becomes 99.987396. Therefore. the secure

confidence interval of Q in our proposed authentication
service is (99.973896, 99.98‘i3%). However, this confidence
size of Q is only a numerical calculation on the radio

interface. Actually, the voice channels have the permutation
property to protect from secure attack. In addition, the AM
cannot be eavesdropped, and the BN and the PIN. especially
PIN, can be changed by the owner of MU frequently. Again,
we also can add the additional constraint by service creation

capability of [N upon the request of MU, such as outgoing
call screening. Therefore, the proposed authentication service
can be applied to effectively terminate the clone problem of
mobile stations.

V. CONCLUSIONS

Based on the combination of original authentication in
AMPS and 1N service feature, a new authentication service

has been proposed for terminating the serious clone problem
of mobile stations in AMPS. It is found that authentication
information sent on the control channels and voice channels

separately and asynchronously can effectively protect the

information from being eavesdropped. Further. there_ is no
additional requirements on AMPS. Therefore, it is practical
to realize our proposed service as soon as possible.

We also make a numerical security analysis for our
proposed service. The results show that our proposed service
has very exciting secure confidence. In addition, with the
changeable capability of PIN and call screening service
feanire, the proposed authentication service can be applied to
effectively terminate the clone problem of mobile stations.
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