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packet switching networks. However, the storage and updat-
ing cost of this routing procedure becomes prohibitive as the
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1. Introduction

Computer networks offer large economies through
resource sharing. Among such resources we include
specialized hardware, specialized software and data
banks. These distributed computer communication
systems made their first appearance in the form of
packet switching with the ARPANET [25,12,17,
27). The first commercial data carrier, TELENET
[29], is already operational. The basis of this demand
for computer networks is the ever increasing need
for computer and data communication power.

Communication among the network resources is
accomplished by the communication subnetwork.
This includes the hardware and software specifically
dedicated to the transfer of data from node 10 node.
Many alternative communication schemes can be
implemented at the subnet level. Among these are:
circuit switching [26), packet switching (a form of
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storeandforward communication) [16,18] radio
broadcasting {1}, satellite communication [20], or
any combination of the above, elc.

The selection of the best switching scheme is a
difficult problem and depends very much on the
nature of the traffic to be handled by the network
[3.4,24]. The bursty nature of computer traffic, as
well as the continuously decreasing cost of computer
hardware [28], very much favor packet switching as
the technology to employ.

The basic concepts for and the first implementa-
tion of a packet switching computer network were
developed by the United States Department of
Defense Advanced Research Projects Agency (ARPA).
This network (the ARPANET), in operation since
1969, has been an enormously successful demonstra-
tion of the packet switching technique. It has result-
ed in the development of a multitude of other net-
works throughout the world (EPSS in England,
CYCLADES and TRANSPAC in France, DATAPAC
in Canada, EIN in Europ, TELENET and AUTODIN
Il in the USA, etc)

Present computer networks may be characterized
as small to moderate in size (57 nodes for the ARPA-
NET as of December 1975). Predictions indicate that,
in fact, large networks of the order of hundreds (or
even possibly thousands) of nodes are soon to come.

In the course of developing the ARPANET, a
design methodology has evolved which Is quite suit-
able for the efficient design of small and moderate
sized networks [68,18]. Unfortunately the cost of
conducting the design is prohibitive if these same
techniques are extrapolated to the case of large net-
works [14]. Indeed, not only does the cost of design
grow exponentially with the network size, but also
the cost of a straightforward adaptive routing proce-
dure becomes prohibitive. Other design and opera-
tional procedures (routing techniques) must be found
which handle the lasge network case. Our main objec-
tive In this paper is to specify and evaluate routing
policies for LARGE networks.

Routing for packet switching networks

In a packet swilching network, messages are par-
titioned into a number of small segments called pack-
ets which then are transmitted through the network
using store-and-forward switching. That is, a packet
traveling from source S to destination D is received

and “stored” in queue at any intermediate node K
while awaiting transmission, and is then sent “for-
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ward” to node P, the next node on the route from §
to D, when channel (K P) pemits.

The selection of the next node P is made by a well-
defined decision rule referred to as the routing policy.
Several classification schemes have been devised to
characterize routing policies [16,7,9,21,22]. Gener-
ally speaking, routing policies may be divided into two
main classes: deterministic and adaptive. While deter-
ministic routing is more attractive to use at the design
phase, adaptive policies are essential for the successful
operation of real networks.

The major goal of an adaptive routing procedure is
to sense changes in the traffic distribution and net-
work status and then to route messages such that the
congested or damaged areas of the network are avoid-
ed. 1t is very important for those procedures to adapt
to line and node failures in order to maintain a good
grade of service for the network. Such policies base
their decisions on measured values, at given times, of
a set of time varying quantities (number of messages
enqueued, number of hops, etc.) which describe the
salient features of the state ol the network (traffic,
topology, etc.). Such information is referred to as
routing information, A central node could provide
the routing information (yielding centralized control)
and distribute it to all nodes in the network, or the
nodes could collaborate in computing the routing
information directly (yielding distributed control)
(16,7,13].

In any case, routing information must be stored in
tables at each node and is used to identify the output
line for each destination.! More detailed classifica-
tions of the routing policies can be found in [7,10,
22}. In this study, we limit our considerations to the
most commonly used adaptive routing policies, name-
ly, distributed routing policies, These policies base
their decisions on routing information -contained in
routing tables individually maintained at each node.
The tables are updated periodically or asynchronous-
ly or a combination of both [7] using routing infor-
mation collected intemnally and provided from neigh-
boring nodes. Such a scheme Is used to operate the
ARPANET [22].

Typically, in a network with NV nodes, each node
(“IMP” in the ARPANET terminology) 1 (i= 1,2,
... i¥) has a Routing Table (to be denoted by RT)
which is composed of N entries. Each entry, say &,
is subdivided into three (or more) fields. The “delay”

! We do not consider the case where packets carry their own
routing information,
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field indicates the estimated minimal delay from node
i o destination node k. The “next-node” field indi-
cales the next node a message must be forwarded to
on its way to node k, along the estimated minimal
delay path. The “hop™ field represents the minimum
number of line hops to node k. The purpose of the
hop-field is 10 aliow the detection of node failures in
the network,

Each node periodically (for example every 0.64
sec in the ARPANET, for a heavily loaded 50 kilobit
per sec line) sends and receives update messages from
neighboring nodes; these updates need not be syn-
chronized among nodes. Upon reception of an up-
date, a node updates its own routing table, using the
delays measured on its output lines and the delay
information found in the update message. An exam-
ple of an updating rule is provided in Section 4.2.

To summarize, we see that, fundamental to the
operation of the distributed adaptive routing schemes
is the storage, maintenance, propagation and updat.
ing of routing tables. Also, it is important to note
that in such schemes, the routing tables apparently
must contain a number of entries equal to the num-
ber of nodes in the network.

Since the length of the routing table (which
directs the traffic through each node) will grow lin-
early (one entry per node) with the number of nodes,
we see that forlarge computer networks (on the order
of many thousands of nodes) the storage required
to contain this list in each node will be extremely
costly. Also, as a direct consequence of these large
table lengths, the cost of interchanging routing infor-
mation among the network nodes will also grow and
will represent a significant burden on the communica-
tion lines themselves. All these considerations suggest
that some form of reduction of the routing table
length is called for. Below we present and study some
schemes which achieve this goal. Fultz [7] and
McQuillan [22] proposed similar schemes but did not
evaluate their performance as we do here.

2. Hierarchical routing schemes

The main idea for reducing the routing table
kength is to keep, at any node, complete routing
information about nodes which are close to it (in
terms of a hop distance or some other neamess mea-
sure), and lesser information sbout nodes located fur-
ther away from it. This can be realized by providing
one entry per destination for the closer nodes, and

157

one entry per sef of destinations for the remote
nodes. The size of this set may increase with the dis-
tance. ?

For routing in large networks the reduction of
routing information is realized through a hierarchical
clustering of the network nodes,

In what follows we first introduce and specify
hierarchical routing schemes and their underlying
clustering structures. We then observe that non-
optimally selected clustering structures may lead to
very little table reduction. As a result, it is important
to find optimal structures. This we do by solving an
optimization problem whose objective is to minimize
the table length. The optimal solution is found to
achieve significant table reductions. The ratio I/N, of
the new table length /, to the one obtalned with no
clustering N, constitutes, in this paper, the unique
performance measure by which we characterize the
gains obtained from the hierarchical routing. In reali-
ty, one needs to express those gains in terms of
recovered nodal storage, line capacity, CPU process.
ing, and ultimately in terms of network throughput
and delay [14]. These last we defer to a forthcoming
paper [15].

Unfortunately, the gains in table length are accom-
panied with an increase of the message path length in
the network. This results in a degradation of network
performance (delay-throughput) due to the excess

- internal traffic caused by longer path lengths. Again

we defer throughput-delay considerations [14] to a
later paper, and restrict our study here to the evalua-
tion of the increase in network path length. After
further specifications and characterization of the
hierarchical schemes, bounds are derived to evaluate
the maximum increase in path length for 2 given table
reduction. The bounds demonstrate a key result,
namely, that in the limit of very large networks,
enormous table reduction may be achieved with no
significant increase in network path length. In other
words, in the limit, hierarchical routing schemes
achieve a performance similar to present schemes
with very substantial savings in storage and capacity.
Finally, we examine the behavior of these bounds
with respect to the relative table length I/N,

We now proceed with the description of the hier-

2 A similar concept underlies the mechanisms of large infor-
mation systems with pyramidal structures in which infor-
tlon is more and more sggregated as we move up to the
higher levels in the hierarchical organization. Aggregation
of information or variables is commonly introduced when
dealing with large systems [23,30].
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archical routing schemes. Recall that the main objec-
tive of such schemes is to operate with smaller table
Jengths. The reduction of routing table length is
achieved through a hierarchical partitioning of the
network. Basically, an m-evel Hierachical Clustering
(mHC) of a set of nodes consists of grouping the
nodes (which we shall define as 0" level clusters) into
13¢ level clusters, which in turn are grouped into 2nd
level clusters, etc. This operation continues in a bot-
tom up fashion, finally grouping the m — 2™ level
clusters into m — 1% level clusters whose union consti-
tutes the mtb level cluster. The mth level cluster is
the highest level cluster and as such it includes all the
nodes of the network. The mHC will be described
more formally below.

Since hierarchical routing schemes are based on an
mevel hierarchical clustering, they will be denoted
as mHR schemes. With the mHR schemes, only one
entry in the routing table, at any node, say i, is provided
for each node in the same 1% level cluster as i, and for
each 1% level cluster (a set of nodes) in the same 2™
level cluster as /, and in general for each k — 1™ level
cluster in the same k™ level clusteras i{(k = 1,2, ..., m).
The structure of this scheme can best be understood
by an example. Fig. 1 shows a 3devel hierarchical
clustering imposed on a 24 node network, The cluster-
ing leads to the tree representation shown in Fig. 2,
where nodes are identified using the Dewey notation
[19]. To each node we now associate a reduced routing
table. Fig. 3 shows the layout of node 1.1.1% routing
table; the number of entries is now 10 (instead of 24
without clustering). As an example, the routing of a
packet from node 1.1.1 to node 3.2.2 may proceed as

¢ LEVEL
CLUSTER
™ LEvEL

T CLUSTER
13 1" LEVEL

1. o LevEL
PAT cLust
u( m

.13 h.a
4

1.1

M2 AT

a1

Fig. 1. A 3-level clustered 24-node network.

—
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Fig. 2. A tree representation of a 3-leve] clustered net.

follows: Node 1.1.1 recognizes, from the address of
the destination node 3.2.2, that it has to use entry 3,
of the 2™ level cluster entries, to decide upon the
next node to which the packet must be forwarded.
When the packet reaches a node, say 3.1.1, in the
2™ level cluster 3, then that node will in tum use
the second entry (3.2.2) among the 1* level cluster
entries. Finally, when the packet enters the destina-
tion cluster, 32, the routing will be done using Oth
level cluster entry, number 2 (3.2.2). (Note that it
was assumed that the mHC results in connected sub-
graphs.)
Two remarks emerge from the above considera-
tions. :
1.The length of the RT at any node is strictly a
function of the clustering structure, ie., it is a func-
tion of the number of nodes per cluster, number of
clusters per supercluster, etc., and the number of
levels. In what follows, in order to simplify the
manipulation and implementation of the RT's in the
network, we assume that equal length tables ase pro-
vided at all nodes. Consequently, if { is that length,
it must accommodate the number of entries in the
RT of any node. As a result, the clustering structure
of Fig. 1 leads to / = 10, If in that same example, we
merge clusters 1.1 and 1.2, then [ becomes equal to
=
DEITIATION \m 3 vt

(XX} .
NODEY IN 2
SAmE “'m.‘t"“ o™ LEVEL CLUSTER ENTRMS
(X7 ]
CLUNTERS W .
IN BAME 1z ™ LEVEL CLUSTER ENTRIER
surercLUSTER| 4 4
1 .
SUPERCLUSTERSY 2 79 LEVIL CLUSTIR BNTRIES
a

== §ELF ENTRY

Fig. 3. Routing table of node 1,1.1,
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Hierarohical routing for large networks

12 (we eliminated one cluster, but increased the size
of the largest cluster by 3). Moreover, it is easy to
construct clustering structures which lead to values of
I close 10 N (e.g., 2 clusters, one containing 21 nodes
and the other 3, thus / = 23),

Since the routing cost (capacity, storage) is direct-
fy related to the table length, then it is important to
determine those clustering structures which lead toa
minimal table length,i..,a minimal routing cost,

2.As we stated earlier, the reduction of routing
information generally leads to an increase in network
path length, To fllustrate this fact, let us consider the
case where messages must be sent from node 3.2.1
considers cluster 3.1 as a single node. As a result,
messages destined to any node in 3.1 will enter that
cluster from the same node (exchange node), Assume
that the entry node is 3.1.1; then messages destined
t0 3.1.3 and 3,1.4 will incur longer path lengths (the
increases are respectively by 1 and 2 hops). On the
other hand, if we merge clusters 3.1 and 3.2, we elim-
inate the above increase in path length but this will
increase the table length (only by one entry in this
example). Consequently, in general, there will be a
tradeoff between gains in table length and loss in path
length. Moreover, given an appropriate clustering
structure, the assignment of nodes to clusters, clusters
to superclusters, etc., should take advantage of the
natural grouping of nodes which exist in a particular
application; the latter issue, however, is not examined
in this paper (see [14]).

Note that the hierarchical routing procedure we
propose need not imply a hierarchical topological
structure; indeed this routing procedure provides very
significant improvements when applied to a distribut-
ed network topology. On the other hand, the net-
work topology itself could include a hierarchical
structure as well.

In summary, in this paper we address the follow-
ing two issues:

i. The determination of an appropriate clustering
structure, i.£., the size of the clusters at all levels and
the number of levels so as to minimize the length of
the routing table (routing cost).

il. The performance evaluation of the mHR
schemes (in terms of path- length) and their compari-
son with the present non-clustered policies.

3. Minimum routing information

In this section, we introduce some further nota-
tion and formally pose the problem of finding an

Case 1:16-cv-02690-AT Document 121-9 Filed 08/05/16 Page 6 of 31
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optimal clustering structure. We then proceed with
the derivation of the optimal solution and the study
of its characteristics.

Any hierarchical classification scheme lends itself
to a tree representation [19]. The tree structure has
already been introduced in Fig. 2, to represent the
3-level hierarchical clustering of the 24 -node network
in Fig. 1, and it can easily be extended to represent a
general m-evel hierarchical partitioning.

A kth level cluster, C,, is deflned recursively as a
set of k — 1* level clusters. It corresponds to a node at
level k in a tree representation,

A kM level cluster is identified, similar to the
Dewey notation, by a vector of predecessors,i,,, =
(lys Iy _1s ++1§g41) Which can subsequently serve as an
address of Cy. The index, I, indicates the m — 1% level
cluster, say C,,_,(i,,), to which C, belongs; i,,_,
indicates the m — 2" level cluster in Cp—y(im) to
which Cy belongs, etc. The notation Cy(im, fm—1, -
Ixe1) Of Cyli41), will be used when there is a need to
identify C,.

Notice that a leaf in the tree representation corre-
sponds to a node (Oth level cluster) in the network,
and to any node is associated an address vector i,
which will be used for the routing of messages. As
an example, node (1,3,1) is the O'™ level cluster
Co(13,1); it belongs to the 12t level cluster C,(13)
which in turn belongs to the 27 level cluster C(1),
and finally all 279 level clusters belong to the unique
39 level cluster C,.

The degree of a k'™ level cluster, Cy, is defined as
the number of k — 1* level clusters included in Cy. It
also indicates the downward degree of the corre-
sponding node in the tree. We denote by ng{ix. ;) the
degree of Cy(ix+1), we also define ng = {milfxe )} fanr
as the vector of degrees of all the k'h level clusters,
Moreover, we let n=(n,,ng,..,n,,) be the degree
vector. Finally, S will denote the set of nodes and V
its size.

We are now ready to derive expressions for the
length of the routing table (RT) and the size con-
seraint.

The summation of the degrees of all the ‘13! level
clusters gives the total number of nodes in the net-
work (ie., the total number of leaves in the tree
structure). Hence,

am AxUmenlke1) 720med3)

Ne= 23 .. >z . 20 Mylimsoia).

im=1 ix=1 =1 [4)}

Eq. (1) will generally serve as a constraint over the
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choice of the optimal degree vector 1, and it will be
referred to as the size constraint.

As an example, consider a 24evel hierarchical
clustering composed of n, 13 level clusters, Let i,
(i; = 1, 2, ...,n,) denote an arbitrary 15t level cluster,
and n,(i;) be the corresponding number of nodes,
then

n2

N= ‘E i) . @

2=

Let I[Co(7,)] be the length of the RT at node
Coliy); length is defined as the number of entries in
that table. Then

m
1Co(iy)] = :A:;l Mooy e gay) .

The assumption is: each node of the network, Cy(f,),
contains an RT with an entry for each k-1%! level
cluster in the same k" level cluster as Coff;) (there
are m(ip,, ..., ix4,) such entries), and this for k =
1,2,...m,

Recall that we assume that the RT’s are of equal
length /, which must accommodate the number of
entries at any node's RT. Hence,

ﬂ .
m,m) = max {23 Aglimsim—1sixsr)}. G3)
{owrall k=1
nodes
In the example above,

K2,n) = mex {ny +n,G3)} .
2

Finally , we have the following:
Problem statement

given : NV
mininize : I(m, n) (see eq. (3))
over:mandn @
subject to : size constraint (sec eq. (1))

m a positive integer variable
n a vector of positive integer variables

In Section 3.2 we give the realvalued and in Section
3.3 the integer solution to this problem.

3.2. Real-valued solution of the optimization problem

We first proceed to solve this problem with the
assumption that n may be a real valued vector. We do

?**
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this in order to obtain an explicil analytical expres-
sion for the optimal solution, As a consequence of
this assumption, a summation as in Eq. (2) becomes
meaningful only if n, is an integer, or if all the
ny(iy)'s are equal, say to n,, in which case the summa-
tion becomes ryn,. In fact, the solution of the opti-
mization problem will show that clusters at the same
level must be of the same degree: hence, all the sum-
mations in Eq. (1) will become meaningful 2 pos-
teriori,

Optimality for a fixed m

Proposition 1. Given m, the mumber of levels in the
hierarchy and assuming that n is a real valued vector,
the solution of our problem is such that:

(a) all clusters at all levels, k =1, ..., m, are com-
posed of the same number of lower level clusters,
thart is,

Aglive)) =ng =N'"™ . Wi, k=1, .,m;

®)

(b) with this optimal assignment, the minimum
table length is

T=mN'm ©)

Proof. The proof proceeds by induction on the num-
ber of levels, m. First, we start by showing that Prop-
osition 1 is true for m = 2, For m = 2, the problem
becomes:

min:/=max {m(iy)+n;},

over 1,
1<l <ny

over: my = {n,(i3)};, and n , Q)]

n
s.t.: P ny(iz) =N and ny, n, positive .
=1
From the above, we note that ! > n,(iy) + n,,
Vi, = 1, ..., ny. Let ny be fixed, Then, summing this
last relation over i,, we get for a feasible vector n:

nyl2N+n}.

This equation provides a lower bound on the optimal
solution for a fixed n,. Consequently, if a feasible
solution achieves that lower bound, then it must be
optimal. Such a solution is

f; = 1,2.

"1(&)";”;. W N . (®)
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.. t
If we now let n, be a variable, the problem reduces and when the degree vector n_ is such that all compo- i
to minimizing ! = N/n, + n, over n,. The optimum nents have equal values: !
is schieved for n, = A% which, combined with Eq. oo e - ! '
(R), proves that Proposition 1 is true form = 2, ne=n =e=2.118 ., k=12, ..,,‘m, - 13 i
Assuming that Proposition 1 istrue forup tom - 1 The corresponding minimum table length is :
levels, let us show that this implies it is true for [ =elnN. (14) i
m levels, The tree structure which corresponds to this * :
general case, is then composed of n, (m — 1) level : I
subtrees, Each subtree, say i, (i, = 1, 2, ..., n), The proof follows simply from the results obtained in :
contains a certain number of network nodes (leaves) Propaosition 1, |
which we denote by p(iy,). As a result the same con- l
straint, Eq. (1), is equivalent to the following set of Duality t
constraints: it is of interest 10 consider the dual formulation of !
Am-ylim) P2l d3) our Problem (4). The new objective is to find the |
1
I oo dy) = maximum number of nodes N such that there exists '
im_p=! ;E 1 (i 1) =Plim) an mHC whose application results in a routing table :
of a given length, The dual propositions to | and 2 i
i = 1, oo P ©) are respectively, E
i
" Proposition 3. For a fixed m and |, the real valued I
Y plim)=N. _ (10) solution of the dual problem is such that '
=t =1 k=1,2,.0m :
Let us fix the variables n,, and p(i,y), i, = 1, " it
f, such that Eq. (10) s satisfied. Our problem : ;
becomes decomposable into n,, subproblems, each Wilth this assignment
corresponding to a given value of the index i,,. More- N= ( 1 )m
over, such subproblems satisfy the induction hypoth- m/ ~
esis; hence, for a given i,,, the optimal solution is
nlixe 1) = [P(im )] V" =D Proposition 4. The real valued global optimum of the
dual problem is such that
Vigsy (Iim fixed), k=1,2,..m-1. (1D !
m,=-,
With such an assignment the problem becomes €
mln:l=max{(m—- l)lp(!m)] +nm} n,=e, k= l.....mo *
tm N =¢lle,
over : plin) im = 1, wy iy and Ny,
We now present some numerical examples, !
s.t. : Eq. (10) holds. I
, Examples, Recall that the ratio of table length with
bl be solved similar to Probl
_1{11(;::2::;; ?[;:ene;nmc:nE qe Ef l\;e“ arrl:[e :: E‘::. :;n) clustering to the one without clustering, I/N (relative
] let £ be found i table length), represents the performance measure by
‘;';21(6) A more complete proof can be foundIn  Ciich we characterize the gains obtained from the
) hierarchical routing. It is the behavior of the optimal
We now intend to let m and solve for the
gobal :p“mum nete van solution of the primal problem (4) that we display.
) Figures 4 and 5, respectively, illustrate the behavior
wh :n th eo:umbereoi'?eve: ‘;‘ rancRstene to m and for several values of V. These figures show I
that very significant savings can be achieved,
m,=InN, (12) Note that J/N = 1 for m = 1; this corresponds to
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Fig. 4. Minimum relative table length, I/¥, given m.

the degenerate Mevel hierarchical routing which is
simply our original non-clustered scheme. For m
varying from 1 1o In ¥, I/N decreases to values quite
a bit smaller than 1. For m greater than In N, I/N is
an increasing function of m, and as m goes to infinity
it is asymptotic to 1/N(m + In N). However, values of
m which lead to //N > 1 are certainly of no interest;
furthermore as we will see later, it is more advanta-
geous to operate with as small a number of levels as
possible. As a result, in what follows we restrict the
range of m to {1, ..., In N}. Note also that for m =
N, I[N = NN whose limit is 1 when N goes to
infinity.

The plots exhibit a very flat region around the
minimum, They also show an initial fast decrease of
T toward a value close to the minimum. This last

104

w0’

£ wt

w0

1

Fig. 5. Ratio of table lengths at optimallty given m,and at
global optimatity, /..

10 190

Y
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Fig. 6. Minimum rclative table length J/NV versus the number
of nodes.

property is better illustrated in Fig. 6 where 7N is
plotted with respect 1o N for me {1,2,..,In N);
this indicates that most of the table reduction can be
obtained with hierarchical clustering whose number
of levels is quite a bit smaller than m. (Eq. (12)).
This is an important property which proves to he
very valuable below.

3.3. Integer solution

In this section we intend to solve the integer
optimization problem as formulated in Eq. (4)
except now we assume that all degrees at the same
level are equal, and we also change the size constraint
to an inequality. The problem becomes

m
min :I= E iy,
k=1

over : n,m integer valued , - (15)

m
st H ng2N.
k=1

The latter modification is introduced to avoid dealing
with empty feasible sets of vectors a1, for some values
of m and N, A solution n, such that IT{_, n, >N,
practically means that there will be unused entries in
some of the routing tables.

Recall that the global optimum real-valued salution
is such that all the component n,’s are equal to e, and
therefore since 2 < e <3, we are not surprised in the
integer case that the following proposition holds true,

i — —

Hierarchical routing fo.
Table 1

Original Transfor-
numbers  mation

4 2,2

5 2,3

6 3,3

7 2. 2 " 3
2,2,2 3,3

Proposition 5. Th
n. which is comp
equal to 2, with ail

Proof. The idea ¥
n) or set of numbe
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original. As an ex:
cal transformation

The proof con
transformations a
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available in (14].

As a conseque
the optimal numl
sibilities. From P
such that

M-S N
Hence the three |

1.x=0“""o=|

2.x=l='"l=l

3.x=2=my=
Finally the optir
min:/=3m -3

over : (m, x) € {
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Table |

Original Transfor-  Sum Original New
numbers mation product product
4 2,2 4 4 4

5 2,3 5 5 6

] 3,3 6 6 9

7 2,2,3 7 1 12
2,22 3,3 6 8 9

Proposition 5. There exists a global optimum vector
n. which is composed of at most two components
equal to 2, with all the others equal to 3.

Proof, The idea 2 is that any number (component of
i) or set of numbers can be replaced by a set of 2's or
3's which results in the same sum but a higher prod-
uct. Hence the new set is at least as good as the
original, As an example, we list in Table 1 some typi-
cal transformations.

The proof consists of showing that through such
transformations as listed above we can always derive
from an optimal solution which does not satisfy
Proposition 5, one which does. A complete proof is
available in [14].

As a consequence of Proposition S the search for
the optimal number of levels is reduced to three pos-
sibilities. From Problem 15, the optimal m must be

such that
IM=XXSN  wherex€{0,1,2}.

Hence the three possible values of m are:

I.Iﬂo"mo= %:%‘In

’mw{z],{
In3 1

2x=1=m=

3x=2=m,= mTNsEI”'

Finally the optimal m, m., is the solution of
min:/=3m-x,
over : (m, x) € {(mg, 0),(m,, 1), (m4,2)}.

3 private communication with Dr, D, Cantor, Mathematics
Department, UCLA., ’
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Note that the optimal pair (m, x) gives the composi-
tion of the optimal vector a,.

Proposition 6. Given m, there exists an optimal vec-
tor n which is such that no two components differ by
more than 1,and which is given by

nm =[NV,

ny = [(VINZ gy yn )™

or any permutation of the above solution,

k=2,3,..m, (16)

Proof. We can easily show [14] that, given any two
numbers which differ by more than 1, we can replace
them by exactly two numbers which do not differ by
more than 1 and which result in the same sum but in
a better (ie., larger) product.

From the above property, we conclude that sny
ny k =1, .., m,is either equal to 2 given number,a
ora + 1. If we let x represent the number of compo-
nents equal to g + 1, then the problem reduces to

min:l=(m-x}+xl@+1l)y=mat+tx,

over: (a,x),

st d™ @ -1>N,
a, positive integer; x € m, positive integer .

Let us show that there exists at least one component,
5ay Ny, equal to [N*™1. From the constraint above,
the optimal g is such that

iLx=0=2g" 3 N=ga= |§yV/m]
ix#0=(@+1"2@+1Yd" *>N=a+1
= [NVmY |

Knowing that n,,=[NY™], Problem 15 can be
reduced to m — 1 variables, with N replaced by
N/n,,. Then repeating the same procedure m — ]
times we arrive at Eq. (16).

Numerical examples [14] show that the integer
solution exhibits properties similar to the real-valued
one, namely the enormous table reduction obtained
for small values of m, and that it is extremely close to
the real-valued solution. Consequently we will limit
our further considerations to the simple real-valued
solution.
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3.4. Optimadlity with no "self-entries” in the routing
table

In the previous model, at each routing table, one
entry (called a self-entry) is reserved for the node
which contains that table, and one for each of the
k't level clusters, k = 1,2, ...,m — 1, to which that
node belongs. For some mHR schemes (e g., those
defined in Section 4) andfor with some extra CPU
overhead, the updating algorithm can operate without
those selfentries. Consequently, the new length I’ of
the RT’s is

I'sl-m, (17)

where [ is given by Eq.(3).
The optimal clustering structure for this case is the
solution of Problem 4 where [ is replaced by 7',

Real-valued solution
For a fixed m, Eq. (5) still holds true, Hence the
minimum length is

F=mN"™ _m .
Also, the global optimum [14] is such that
m, =4e0,

I,=InN,

nx=1, k21.
The above result is to be compared with Eq. (14) in
which I, = e /s which indicates that, theoretically,
an improvement of a fraction, 1/e, of the global mini-

mum length can be obtained, These limiting results
sre, however, meaningless in the integer case.

Integer-valued solution

Similar to the above, for a fixed m Proposition 6
still holds true. As for the global optimum, let us first
note that the real-valued solution is such that

ny = limit NV = ||
o

where we define 1* as the limit 1 approached from
above. Therefore we are not surprised that the follow-
ing proposition holds true [14].

Proposition 7. There exists a non-degenerate fi.e., no
one component is equal to 1) global optimum vector

——
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n. which is such that
=2, k=1,2,.,m,, (18)

=

3.5. The catch

So far we have been primarily concerned with the
introduction of the mHR schemes and their underly-
ing hierarchical clustering structure as solutions to the
reduction of the routing table and its associated over-
head. Indeed, we found that enormous gains can be
obtained whereby the length of the routing tables
may be reduced from N entries to the order of
e-InN entries. However, a shortcoming of these
gains is the increase in the path length of a message in
the network. This comes about from the fact that a
given node must send all its traffic to a given cluster,
on the same path to that cluster. This path will, in
general, be optimal only for a subset of the nodesin
the destination cluster, Consequently, some messages
will follow longer paths than they should, This issue
is addressed next.

It is also possible that less routing adaptability
could result from the mHR schemes because of the
aggregation of the routing information. This fact
may, however, be beneficial in our context of large
networks where the routing policy need not adjust
to very remote and probably short lived fluctuations,

4. Path characteristics for hierarchical and non-
hierarchical adaptive routing policies

The purpose of this section is to characterize the
actual or virtual routes obtained from the routing
tables under certain equilibrium conditions as defined
below, The routing schemes are assumed to belong to
the class of hierarchical or non-hierarchical adaptive
policies previously introduced. Such policies basically
propagate routing information describing the length
of the paths to reach any destination node or a set of
nodes. The path length is defined as the sum of the
lengths of all the channels which constitute that path,
Moreover, the length of a given channel is often taken
to be a random variable which may reflect the utiliza-
tion and/or the excess capacity and/or any other
information which partly or entirely describes the
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stochastic state of that channel. The transient nature
of adaptive routing renders the analysis of the above
problem extremely complicated. In corder to make
any progress we will assume that all channels are of
constant length. This is a simplifying assumption
which will, however, allow us to capture the effect of
custering on the network path length; this is the
main objective of this section. Moreover the above
assumption is an accurate description of routing
policies which are only sensitive to changes in the net-
work topology, and of more general policies operat-
ing under light traffic conditions |16). Furthermore
ifall the channcls are considered to be of equal length
(say 1), then the routing information is simply what
we defined earlier as the hop distance, Such routing
information is, in general, utilized by routing policies,
at least to detect changes in the network topology.

In summary, we will restrict our considerations to
hierarchical or nonhierarchical routing schemes (also
referred 1o as clustered and non<lustered routing
schemes) which use as routing information the path
length only, Also we consider that all channels are of
constant length, In what follows we first assume that
all channels are of equal length (one hop) and then
we generalize to arbitrary {(constant) length channels,
The arbitrary but fixed (time-invariant) channel
kengths do not explicitly account for estimates of
message delay, but rather they constitute a distance
measure which relates to the network topology (chan-
nel layout, capacities, etc.)

4.1, Further specifications of the routing schemes

Below we show that the Non-Clustered Routing
(NCR) scheme, to be defined here, is equivalent toa
degenerate 1Jevel hierarchical routing. As a result the
hierarchical routing schemes (mHR) specified below
will also do for the NCR scheme.

Built into the mHR schemes is the reduction of
the routing information whereby one entry in a rout-
ing table may be reserved for more than one destina-
tion node. Routing information is aggregated when-
ever it is exchanged between special nodes in differ-
ent clusters at any level. Such special nodes will be
referred to as exchamge nodes. Two mHR schemes
will be presented below. They differ only in the
definition and subsequently the computation of the
aggregate routing information, The two schemes will
be referred to as the Closesr Entry Routing (CER)
and the Overall Best Routing (OBR) schemes. In
order to proceed with their description, we must first

165

specify the underlying mdevel hierarchical partition-
ing of the set of nodes of the network.

Assumption 1. The underlying mHC structure of the
set of network nodes is such that all clusters at the
same level k are of equal degree,n, k=1, ..,m. Also
the subset of nodes composing a cluster at any level
and their incident channels constitute a 1-connected
cluster subnetwork (at least one path exists between
any pair of nodes).

The former property of the above assumption
partly satisfies Proposition 1 which defines the opti-
mal clustering structure that we will eventually use.
The latter property is necessary, since the traffic
exchanged between nodes in the same cluster must
follow paths included in that cluster’s subnet.

Because of the above assumption the previous
notation can be greatly simplified. In particular the
degree vector is reduced to n = (n,, n,, ..., n,,).
Moreover, if there is no need to identify a cluster
with its entire address vector, then the simpler nota-
tion below may be used:

Ci(5) 2 k'™ level cluster containing an arbitrary node s.

As a consequence of Assumption I, the routing
tables at any node will contain = n, + ny=..4n,
entries, Note that self entries are included in the rout-
ing table. The self entries of the RT at an exchange
node may be assigned to carry the aggregate routing
information from one cluster to another. The content
of the self entries in tables at other nodes (non-
exchange nodes) need not be specified in this study.
Two aggregation procedures, each for a particular
mHR scheme (OBR or CER), are presented below.,

CER and OBR hierarchical routing schemes. For
the CER (Closest Entry Routing) scheme, no routing
information describing the internal behavior of a
cluster is propagated outside the cluster. With this
rule, a cluster is regarded from the outside as a single
(super-)node whose distance to itself is equal to zero.
In other words the distance from an exchange node
to the clusters at all levels to which it belongs is con-
sidered to be equal to zero.

For the OBR (Overall Best Routing) écheme, the
average estimated distance from an exchange node to
all the nodes in its cluster (including itself) will be
propagated as the routing information for that clus-
ter.

r——
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Update rule. Let s and t be two neighbor nodes
(ie., they are connected by a channel (s, r)) which
belong to the same k'™ level cluster C, and not to any
lower level cluster, (k = 1, 2, ..., m). Let Cy.y(s) and
Ci_1(7) respectively denote the k — 1% level clusters to
which s and ¢ belong. As a consequence the routing
tables at 5 and ¢ are such that all the pdevel cluster
entries for p = 0, ..., k — 2 refer to different cluster
destinations; whereas all the other entries refer to the
same cluster destinations.

The object of the updating procedure is to com-
pare the estimated lengths of the paths from s or ¢
to any common destination. Then, the routing tables
are updated to show the better paths. Let

90]

denote a jt* level cluster destination which is com-
mon to s and . To that cluster Is associated an entry
i (in both tables) amongst the /'* level cluster entries;
that entry will also be denoted by CAi). Also fet
HF(u, C;(1)) represent the content of the hop field of
entry C;(i) at node u (u = s or ). Finally, whenever
node ¢ receives an update message from node s, then
for each common destination entry C(i) the follow-
ing updating algorithm is performed.

IF HF(t, CA)) > 1 + HF(s, 1)
THEN HF(r, C{7)) 1 + HF(s, C(1))
NEXT NODE FIELDOF C{i)«s  END. (19)

Initially all the cntries are set to a large value ();
except for the self entries. If a CER is used then all
the self entries are set to zero, and if an OBR is used
then only the O' level cluster self entries are set to
zero,eg.,at node s

HF(s, Cy(s)) 2 HF((s,5)=0

CER
OBR

I'.=I,2|<..|ﬂj+|; j=k—],-...m—l

HF(s, Cu(s) = k=, om =1

all other entries = oo,

Note that in the algorithm above, it is assumed that
gll the routing information contained in the non-
common destination entries in the routing table in
node s is aggregated, as specified before, to represent
HF(s, C;_,(s)). When required (for OBR), the com-
putation of the averages must proceed sequentially,
starting fromlevel ! to level k — 2. Moreover the con-
tent of the common self entries is not relevant.

A few more remarks can be stated about the above
updating rule,

L. Kleinrock, F. Kamoun

i.1f s and ¢ belong to the same 1%¢ level cluster,
then their RT's contain only common destination
entries. As a result, Algorithm 19 will be performed
for all the entries in the table.

ii. A unique ‘‘degenerate” mHR routing scheme
(NCR) corresponds to either the OBR or the CER
schemes with only hierarchical level. Moreover, for
such a degenerate case all the network nodes belong
to the same unique 13* level cluster; hence, as expect-
ed, the updating algorithm will be performed for all
the entries in the RT's.

iii, For any pair of nodes s, f the common region
in the routing tables can be determined by inspecting
the address vectors of sand ¢, -

With the above specifications of the mHR and
NCR schemes, we are now ready to address the ques.
tion as to what is the content of the hop fields at any
RT, under some defined equilibrium conditions.

4.2. Path characteristics

If no changes occur in the topology of the net-
work, after a certain number of updates, the contents
of the hop fields in the routing table will reach
“minimal” constant values, In what follows, this

situation will be referred to as equilibrium condition.

Similar to the dynamic programming approach, the
above property is due to the fact that improvements
are made sequentially at each update over the dis-
tance from one node to any cluster (see Algorithm
19), The question arises as to what is the meaning of
the routing information at equilibrium, or in other
words, what are the characteristics of the paths indi-
cated by the routing tables. We can already note that
for the degenerate onelevel hierarchical clustering,
ie., when no clustering is used, those paths corre-
spond to the shortest paths in the current topology.
Before we proceed, a few more definitions and nota-
tions are necessary.

h;, = Length of the estimated minimum path from
node 5 to node ¢ as derived from the routing informa-
tion at node s. (The superscript ¢ stands for clustered
routing.)

Intemal path = a path is defined to be intemal
(included) in a cluster C, if all the nodes in that path
belong ta that cluster.

h:, = Length of the shortest path from node s to
node t included in the lowest level cluster to which
both 5 and ¢ belong (the superscript i stands for an
intemal path).

Exchange node = (defined previously) an exchange

—r-_'
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Hierarchical routing for large networks

node (to be denoted by e or ;) of a given cluster is a
node of that cluster which is connected to one or
mure nodes external to that cluster.
Ailixe1) 2 Subset of all the exchange nodes which
connect cluster Cy(fxsy) with any &0 level cluster
swhich belongs to thc same Kk + 15 level cluster as
Ckﬁhl)-
WeCy 2 Entry in RT giving intemal distance mea-
sure for C (an aggregate variable) as computed from
the routing information contained at the exchange
node e of C,.
From the above definitions and previous specifica-
tions we note first that a network node (0P level
cluster) is its own exchange node. Second we have

RIS, hes for the OBR scheme
ICk! rec,
Wer, =
* 0 for the CER scheme
WeCo = 0 (20)

where |C,| represents the number of nodes in clustér
C, and f is an arbitrary node of C,. The above con-
siderations allow us to characterize the path lengths
under the mHR schemes.

Proposition 8. Let s and t be two arbitrary nodes
which belong to the same kM level cluster Cy, but not
to any lower level cluster; then the length of the path
from node s 10 node t as derived at equilibrium from
the routing information contained at node 3, satisfies
the recursive equation below,

hSe =g + heye (2t)
where eq is an exchange node of Cx_,(f) which is
such that

big * Wegcx_y(n= _min (ke wee, 1)

¢ EAx_y(1) (22)

where Cx_\(f) is the k — 1% level cluster which con-
tains node 1, and A_ (1) & its corresponding subset
of exchange nodes as defined above,

Proof. The proof proceeds by induction on the level
k of the lowest level common cluster. In what follows
C/(s) and Cy(1).j = 1, ..., m, will always respectively
denate the jth level clusters to which s and ¢ belong.

k = I case. s, r belong to the same 1% level cluster
C,, then

Cols)=Ag(s)=s,

167

Co(r)=Ap(D) =1

Also, since the distance of a node to itself is zero,
then

hSgr =h$=0.

In order to prove Eq. (21) there remains to show that
b= b,

ie., that kS, is the length of the shortest path from s
to ¢ included in C,. This is true since the RT of any
node in C, contains an entry for node ¢; hence at
equilibrium we obtain the minimal internal path from
¢ to f. Note that If m = 1, ie,, the degenerate case,
all nodes belong to the same cluster C, which corre-
sponds to the entire set of nodes, hence hy, = h,,. In
other words, when no clustering is used, ie., NCR,
the routing information indicates, at equilibrium, the
shortest (hop) path.

Assuming that Proposition 8 is true up to k — I,
let us show that it is true for k.

Proof for k. Let C, be the k*M level cluster com-
mon to s and ¢. All the nodes in Cy contain in their
RT’s one entry for cluster C,_,(f). The propagation
and the subsequent updating of the RT’s among the
nodes of Cy, is equivalent to finding the minimum
path, intemnal to Cy, from any node in {C, - C,_,(1)}
to the fictitious supemode SC,_,(¢) shown in Fig. 7,
In other words, seen from any node in {Cx — Cx—_;(1)},
cluster Cyi () is equivalent, in terms of distance, to a
center node SCy_,(r) connected to all the exchange
nodes in A,_,(r). If e;ed,_,(¢) then the length of
the equivalent edge, from € 10 the center node, is
equal to the aggregate information representing clus-
ter Cy_,(r) as seen from ¢, ie.,

lep, SCx (N =wWeey 41y »

where the distance from e, to any other node in
Cj(t) is defined from the induction hypothesis.

If ¢y is the exchange node in A, _,(z) which
belongs to the minimal path from s to SC,_,(?)

)

Fig. 7. Equivalent representation of duster C, (1),

(23)
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obtained at equilibrium, then ¢, satisfies Eq. (22)
which represents the length of that minimal path.
Due to the routing function previously specified all
messages to be forwarded or sent from node s to node
t will follow the same minimal path up to the ex-
change node €,. At that point e, and ¢ belong to the
same k — 1¥ level cluster, hence +hégr is known from
the induction hypothesis. Consequently Eq. (21)
holds true.

Remarks. (1) If CER is used, ¢, represents the closest
exchange node of C,_,(f) to node s (for paths includ-
ed in C,), which explains the nomenclature: Closest
Entry Routing.

(2) If we let the channels have variable lengths
and change the previous definitions of path lengths
accordingly, we can show [14] that Proposition 8 still
holds true,

4.3. Bounds on the increase in path length

The effect of the clustering (reduction of routing
information) is an increase in the path length between
any pair of nodes, s, 7, of an amount hS, — g A
measure of performance of the mHR schemes is the
relative increase of the average path length, ie.,

he
D HT -1, (24)
where h_ and h denote the average path length in the
network respectively with and without clustering
(with a uniform traffic assumption)

23 h,,
N{N_I)EZ) K, .

Proposition 8 provides a means for computing the
values of A5, for any pair of nodes s, f for a given out-
come of the m-level hierarchical clustering of the set
of nodes §. Consequently, for that particular situa-
tion, it is numerically possible to evaluate the relative
increase D from Eq, (24) and then compare the clus-
tered with the non-clustered schemes. Moreover, with
further assumptions on the structure of the hierarchi-
cal partitioning of the nodes, we can obtain analytic
bounds on the increase in the path length.

k= N(N—l)

(25)
he =

Assumption 2. The diameter 4 of any kth level cluster

4 Recall that the diameter of a nctwork is the maximum
shortest path between pairs of nodes [11).

. ~>—
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subnet (see assumption 1) is less than or equal toa
quantityd,, k=1,

Note that d,,, represents the diameter of the entire
network and thatd, >d,_, >0 for all k.

Assumption 3, Any cluster at any level k= 1,2, ...,
m contains the shortest path (if it is not unique, then
at least one is contained) between any given pair of
nodes which belong to that cluster.

Assumption 2 Is simply the specification of the
outcome of the clustering of the nodes, since the
dy’s can be of any value, whereas Assumption 3 is a
natural property that any clustering scheme should
seek. The reason for this is that traffic between nodes
in the same cluster must (because of the routing func-
tion above) follow paths internal 1o that cluster.

The above assumptions lead to the derivation of
some simple bounds. These bounds on the increase in
path length apply to the routing schemes (OBR,
CER) described above, All the properties listed below
rely on Assumptions 1 and 2. If Assumption 3 is
used, it will be so specified,

Lemma 1, Under the above conditions, the value of
kg, for any pair of nodes s, t which belong to the
same k'™ level cluster is such that

thq
=1

(26)
Vs, t € same k' level cluster, vk = 1,2, ..., m

A very simple proof can be found in [14].
Lemma 1 leads to the following bound on the
increase in the average path length,

Proposition 9. Under the conditions above and
Assumption 3, the increase in the average path length
in the network due to the reduction of routing infor-
mation is such that

m—1
mAg ..ng =1
he—h< ‘Z;: [1 —-Tl__ﬁ]d,‘, . @7

Proof. Let Cy(s) denote the k'h level cluster (k = 0,
+ s ) to which s belongs. Then from Eq. (25)

hc —h= _N(N 1):§s lz)l rf—.'-?t(:) (h:f - hn) ’
1§ Cx_1(9) (28)

Let Cry() be a k — 1% level cluster included in

Hierarchical routing for

Cy{s); there are iy su

E (hs — ha
tECk(®) .
tECK—-1(8)
i
=

Cx-1(NNCx-168)

Since Cp_ () N C
included in Cy's, E
node ¢ in Cy (/)2
(21) and (22) we an

E hy= ICx.

1ECx 1)

Let us define e, 1
change node of A,

o= min  §
*s ej€Ax—1()

From Eq. (30) and
larly e, the relatio

2 hy<IG
1€Ck1(N

Note that in the ¢
its value as defined

Moreover from
of e,,

By = by P b,
thus

27 hg>IC
t€Cx-1(N

Substituting Eq. (0
2L (W -k
teCx ()
Note that ¢,, 7 € (
c g d,
h"' I‘ 1 )(
From Assumptior

!Ct_. |(f)l'= myny
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Cils); there are n, such clusters, then

L (- hy)=
1€ Cg(r)
1ECx— 1 (1)
3
2 D &-hy). (29)
=1 t€Cx_1()

Cxk—1NNCx_1(N=¢

Since Cy_y(/) N Ci-y(s) = ¢ and since both are
included in C,'s, Eq. (21) holds true for s and any
node 1 in Cy_,(/); after some algebra using Eqgs. (20),
(21) and (22) we arrive at

min

L k=10, ()
n €jEAk—)

€Ck_

k-1 G0)
Let us define ¢; to be the closest (inside Ci(s)) ex-
change node of 4, _,(/) tonode 5, ie.,
{hf"i} . 31

W, = min

T oeea_ 0
From Eq. (30) and for any exchange node e;, particu-
larly e,, the relation below is true.

2 r<ic W, + 2 K,. (32
e ) ot k-1 se, relroy ) ot (32)

Note that in the equation above w was replaced by
its value as defined by Eq. (20).

Moreover from Assumption 3 and the definition
of e,,

hyp = hg > h, | VIE€Ck-1(), (33)
thus
L hp> Gy (YA, . (34)
1€Ck_1 ()
Substituting Eq. (34) into Eq. (32), we arrive at
2 (G -hy< 2 KE,. (35)
IEC*H](O( i ) tECk_1() o
Note that e,, r € Cx_(), then from Lemma 1,
k—1
K < :E dj,  VIE€EC_,(). (36)
=1
From Assumption 1
lC*_l(f)':ﬂlﬂ: e gy Vk.] (37)

i
o {"#,' Fwec, i)} -
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Substituting Eq. (35), (36) and (36) into Eq. (29), we
find

Z (- ha) < (g - Dyny .
1ECKs)
1ECx1(n)
k-1
...nk_| E d,' . (38)
i=1

Note that this last equation is true for any level k,
and for any node s, hence by substituting it into Eq.
(28), we obtain Eq. (27), after some algebra.

Remark. For a CER scheme the relation in Bq. (32) is
tight (i.e., the equality holds true). This indicates that
the summation of path lengths obtained with the
OBR scheme is smaller than or equal to the one
obtained with the CER scheme. Hence the average
path with an OBR is smaller than or equal to the
average path length with a CER.

The above proposition deals with averages; we now
place a bound on the increase of the path length
between an arbitrary pair of nodes s, ¢.

Lemma 2. Under the previous conditions and As-
sumption 3, and for the CER scheme

k-1
s —ha< 22 d;
i=1

1,2,..m.
(39)

This is due to the fact that with CER the closest
exchange node is used to enter a cluster (see [14])
which is not always true with OBR.

We observed previcusly that Assumption 3 is a
realistic one, but if it is not specifically built into the
clustering algorithm, there is no guarantee that the
outcome of the clustering always satisfies that as-
sumption. This remark leads us to the following
proposition.

Vs, t € same k™ level cluster Cy, Yk =

Proposition 10, Under the conditions of Proposition
9 and with Assumption 3 removed,

m-1
he -h< n);; dy . (40)
The proof [14] relies on the fact that Assumption 3
is always true for the highest level cluster C, (ie.,
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for the entire network h: = h .)- Hence Eq. (38) is
true for k = m, and the proof follows from there.

Note that all the bounds derived above are tight
for the degenerate case of 1-level hierarchical routing
(NCR). To prove this fact, for m = 1 Eqs. (27) and
(40) lead to A, — h < 0; but since A, — h > 0 then
h. = h. Similarly for m = 1, Eq. (39) gives k;, = h,,.

In summary, several fairly general bounds have
been derived, depending on the assumptions and/or
the routing schemes selected. In the next section we
will study the behavior of some of those bounds for
a class of networks.

5. Static performance evaluation of the mHR schemes
for a family of networks

Recall from Section 2 that in this paper we do not
explicitly account for the very significant gains
obtained in reducing the CPU, storage and line utiliza-
tion required by the routing procedures from the
reduction in I/N; as a result the application of the
mHR schemes will appear to result in a degradation
of the performance of the network, as compared to
the utilization of a non-clustered scheme, This loss in
performance (delay, throughput) is closely related to
the average path length a message follows in the net-
work. The evaluation of the increase in path length
provides us with a first cut modeling of the loss in
network performance. Morcover, the study of the
bounds, derived previously, represents a worst case
evaluation of the mHR schemes. Since the evaluation
is in terms of path length, we will refer to it as static
performance evaluation. On the other hand, the gains
we obtain are still modeled by the single variable J/¥
which represents the reduction of routing informa-
tion. We defer the throughput-delay evaluation to a
later paper [15). In that paper we find that the table
reduction provides savings in capacity, storage,
throughput and delay which more than compensate
for the vanishing increase in path length,

The static performance evaluation is performed
over a class of computer networks.

5.1, A family of large distributed networks

The networks to be considered are all the connect-
ed graphs upon which it is possible to fit an mdevel
hierarchical clustering whose outcome satisfies
Assumptions 1-3. Also the resulting cluster subnets
at any level are of diameters bounded by a power law

e
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function of the number of nodes in that cluster;ie.,
if n is the size of a cluster and d the diameter of that
cluster’s subnet then

d<bn’ +c, (CD))]

where b, ¢, v.are positive parameters and 0 K v < |
(see below).

If N is the size of such a network, then the sverage
path length (hop distance) of that network & must be
8 power law function of N,

h=a\, (42)

where a is a positive parameter,

Grid type networks, hexagonal networks, etc., fall
into that category when the mHC results in subnet-
works of a similar structure as the original and when
the path lengths are expressed in hops. Expressions
for the average path length (with a uniform traffic
matrix) and for the diameter of the grid and the torus
networks have been derived in [14]. Some of the
results obtained are:

=iwv,
square grid of size N { (43)
d=2N-2,
square torus of size N h= % VN, 44
(with YV an odd integen)|, _ @4

Furthermore, if the partitioning of either the
square grid or torus networks results in grid cluster
subnets at all levels, then for any cluster subnet of
size n its diameter d is such that

d<2v/n-2. (45)

As a consequence the grid and torus networks fit the
above descriptions. Note also that for those networks
the exponent v (Eqs. (41) and (42)) is equal to §.

In general, the exponent v reflects the connectivity
of the network considered. For very highly connected
networks v is in the neighborhood of zero;eg.,fora
fully connected networkv =0 (h = 1,d = 1), Whereas
for very low connected networks v is in the neighbor-
hood of one; e.g., for loop or chain type networks, v
=].

Computer communication networks fall into the
class of distributed networks. This class includes net-
works such as the ARPANET, AUTODIN 11, CY-
CLADES, TRANSPAC, EPSS, EIN, DATAPAC,
TELENET, etc. The main characteristic of those dis-
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tributed networks is their low connectivity, In gen-
eral, a connectivity 2 (or 3) is imposed on their
design. For large distributed networks a connectivity
of 3 to 4 seems more appropriate [25]. The torus net-
works considered above are of connectivity 4 and
with an exponent v = 1, hence they appear to be good
representatives of large distributed networks. More-
over, their topological structure leads to a simple
partition such as square subgrid clusters. In the
sequel, we will first derive a limiting result valid for
the entire class of networks, then we will restrict cur
numerical applications to values of a4, b, ¢, v as
obtained for the torus net, le.,

e=}, b=2, c=-2, wv=}. (50)

3.2. Asymptotic performance evaluation of the mHR
schemes

The family of networks considered here satisfies
Assumptions 1—3, hence Proposition 9 holds true.
Let £ be defined as the bound on the relative increase
in path length D (see Eq. (24)). It is the behavior of E
versus the relative table length I/ in which we are
interested,

For an optimal clustering structure we know from
Proposition 1 that the degree vector n must satisfy
Eq. (5). Then from Eqs.(27), (41) and (42) and after
some algebra we obtain

o< _1cpt ! [N[b”""w"
h a(N - DV v
A _N(uﬁl)ﬂﬂ N_Nlﬁ'l]
”(mdl)]_b Ne i _y Cym )’

G1)

where v is assumed to be different from zero. Note
again that for m = 1, E = 0. Also from Eq. (6) the
relative table length is

_mNWm
N ==—%—. (52)
The above considerations lead to the general limiting
result below, which is a key theorem,

Proposition 11. (Limiting Performance). Consider the
above family of networks and the above mHR
schemes (OBR, CER) with a fixed mumber of levels
m and an optimal clustering structure, Then as N, the

17

number of nodes, goes to infinity, the “static” per-
Jformance of the mHR schemes approaches that of a
non-clustered routing scheme, while the relative table
length approaches zero, ie.,

hefh 1,

N +cc=>

IN=0.

Thus we claim that in the limit, hierarchicsl routing
leads to enormous table reduction with relatively no
significant increase in path length. In other words,
hierarchical routing will achieve similar throughput.
delay performance as the NCR, while requiring sig-
nificantly less nodal storage and channel capacity.
This is a fundamental result which greatly satisfies
our Initial objective of reducing the operating cost of
adaptive routing in large networks. This cost vanishes
in the limit!

Proof. It is enough to prove that the limit of £ is
zero. Expanding Eq. (51) around N-!, we find

E=§N“"’" + OQV-vim) | (53)

hence

limit £=0.
N—+om

Also, the second Llimit is obvious. QED.

Note that the closer v is to one (v# 0), the faster
is the convergence of E to zero. In other words, as
could be expected, the more distributed (and less
connected) the networks are, the better the mHR's
perform,

The above results hold true if we relax Assumption
3; in this case we use the bound derived in Proposi-
tion 10 (Eq. (40)) [14].

The result of Proposition 11 was derived for a
fixed m; let us now examine the situation where m
is variable. Of interest is the value of m which corre-
sponds to the global optimum clustering structure,
That value is, from Eq.(12), m. = In N,

Substituting Eq. (12) into Eq. (51), we arrive at
E, whose limit is

umns.=?[-’_- ! 1]' (54)

N-ron a eu -1 el‘*&! -

As a consequence the result of Proposition 11 is not
necessarily true anymore when m is variable, If we
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consider the coefficients of Eq. (50) then the above
limit is equal to 5.01. This shows that the cost of
operating at the (global) minimum table length may
be quite high (up to 6 times the increase in path
length). Fortunately, as noticed in Section 3.2, most
of the table reduction, for practical purposes, may be
obtained with m quite a bit smaller than the global
number of levels m.,’ and the cost at a small m is
quite minimal. In other words, choosing m smaller
than m. results in giving back very little gains in table
length for a tremendous improvement in perfor-
mance. This fact is illustrated in Fig. 8, where we
note a very sharp increase of £ as I/N gets close to its
global minimum value. It is that sharp region of the
curve that we need to avoid in order to keep the
increase in path length significantly low. Fig. 8 also
shows the behavior of £, versus I/N.

5.3, Static performance evaluation of the mHR's:
rumerical applications

In the previous section we observed that at the
limit (¥ = <) considerable table reduction can be
achieved with no loss in performance. Now, we
intend to look at the more general case of a finite vV,
The purpose is again to correlate the degradation in
performance with the table reduction, We evaluate a
maximum performance degradation in terms of the
gains in table length, Also this evaluation will be
carried out with an mHC which results in a minimal
table length.

Recall that the numerical study below is restricted
to values of g, b, ¢, v, as obtained for torus networks

Fig. 8. Bound on the relative increase in path length £, versus
the relative table length .W/N.

L. Kleinrock, F. Kamoun

Fig. 9. Lower bound on the ratio of path length without and
with clustering versus UN.

(Eq. 50), although such a study could easily be
repeated for other networks which belong to the
family considered here.

Eqs. (51) and (52) provide us with a parametric
representation of £ as a function of I/N. m acts as
the coupling variable in that representation. By let-
ting m vary from 1 to In NV we obtain all the possible
vatues of I/N; and subsequently for cach value of
IfN we obtain the corresponding value of £ The
above range of m is chosen in accordance with the
results obtained in Section 3.2 (refer to Proposition
2 and Fig. §); and also in accordance with the fact
that £ is an increasing function of m (this fact is
obvious from the proof of Proposition 9).

Numerical results are presented in a set of figures

102
5
ws
10
1 | R | L )
R T . B
N

Fig. 10. Decrease in table length for a given maximum
increase in path length.
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as follows: Fig. 8 illustrates the behavior of E with
respect to /N and for several values of /V, We observe
that an original substantial table reduction can be
achieved for small values of £, ie., for a small drop in

performance. However if we try to reduce .J/N to -

values close to its global minimum, Eq. (14), then £
increases sharply. Fig. 8 also illustrates the limiting
behavior of the mHR schemes (see Proposition 11)
whereby as V becomes larger, more reduction in .J/¥
can be obtained for a lesser loss in performance. This
property is shown by the fact that the curves for £
versus /[N remain flat on the ‘IfV axis for larger
intervals.

Fig. 9 shows the behavior of 1/(1 + E) with respect
to /fN. That is, from Eq. (51) we see that h/h >
/(1 + E) & LB(h/h.). These figures exhibit proper-
ties similar to the previous ones.

Finally, Fig. 10 shows how much table reduction
can be obtained for a given “‘tolerance™ £ as a func-
tion of the size N. The concentration of the curves
for 1 € F < 5 (recall from Eq. (54) that E =501 is
the maximum error) again shows that beyond a cer-
tin point the gains in t1able length can only be achieved
at the expense of large losses (large E). However
in the range 0 to 1 for E considerable gains can yet
be obtained. For that range of £ the corresponding
range of the number of levels m is limited to faidy
small values, m < 4 [14]. Moreover, in Section 3.2,
as noticed earlier, most of the table reduction s
obtained for small values of m, We conclude that the
mHR schemes operating with a small number of
levels 2 < m < 4 yield substantial table reduction for
a relatively small increase in path length.

6. Summary

In this paper, we have examined the tradeofTs
which come about due to hierarchical routing in large
networks, The obvious gain is that the length of the
routing tables in each node can be reduced signifi-
cantly. With smaller routing tables, we require less
storage and processing in the nodes as well as less
communications overhead. The loss is that smaller
(i.e., clustered) routing tables give Jess precise routing
information which then results in longer path lengths
for the message traffic,

The investigations in this paper have led to an
evaluation of these two opposing variables, i.c., the
routing table length and network path length, We
have shown that hierarchical routing schemes and
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their underlying hierarchical clustering structure lead
to significant reductions of the routing table length.
The optimal hierarchical clustering structure was
found which minimized the length of the routing
table and consequently resulted in a minimum cost
routing scheme. Enommous gains were achieved
whereby the table length was reduced from N (V =
number of nodes) to e In N,

As regards the network path length, we were able
to place an upper bound on its increase due to the
introduction of hierarchical routing as a function of
the routing table reduction. These bounds allowed us
to establish our major result, namely, that in the limit
of very large networks, enormous table reductions
may be achieved with essentially no increase in net-
work path lengths (an intuitively pleasing, and possi-
bly obvious, result).

However, routing table length and network path
length are not the qualities by which one ordinarily
evaluates network performance. Rather, we are usu-
ally interested in the throughput-delay tradeoff. Clear-
ly, these four quantities are related through the stor-
age, processing and updsting requirements they
create. In a forthcoming paper [15] we evaluate the
performance of hierarchical routing directly in terms
of delay and throughput. Indeed, we show that for
large distributed networks, present (full table iength)
routing procedures very quickly become infeasible.
More importantly, we establish that hierarchical
routing procedures are capable of operating very
efficiently in the environment of large networks.
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KNOWLEDGE-BASED MANAGEMENT OF CELLULAR CLONE FRAUD
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ABSTRACT

This paper discusses the problems of fraudulent use of
cellular networks, and, in particular, the detection and
management of cellular clone fraud, a new and fast-
developing farm of fraud with potentially large impact
on carrier revenues. We discuss here the problem,
industry-proposed solutions, and the utility of
knowledge-based techniques for detecting cellular clone
fraud and managing it by recommending appropriate
fraud-containment actions. .

1. CELLULAR NETWORK FRAUD

Cellular fraud exists in many forms, including agent,
subscriber, and network access fraud. Those canrying
out the fraud range from individuals acting alone o
organized-crime groups using very sophisticated
approaches (o steal service from cellular carriers [1).
While all of these forms of fraud cost cellular carriers
increasingly large sums, with estimates ranging as high
as $500 million annually for domestic carriers [2],
tumbling and cloning fraud have been the most serious
threats to carriers' revenues.

1.1 Tumbling Fraud

Mobile telephones are identified to the serving cellular
switch for billing purposes by two numbers transmitted
10 it with each new call attempt: the telephone number
of the cellular instrument assigned to the subscriber (the
Mobile Identification Number, or MIN) and the
electronic serial number (ESN) of the instrument itself.
Validation occurs quickly in the subscriber’s home area,
because information about the account is available
locally. As a result, call attempts from stolen phones or
otherwise compromised accounts, once identified as
such, are denied service in their home markets before
calls can go through. However, because of delays in
obtaining validation from a distant switch or different
carrier when an account is used outside the home
market, (i.e., when "roaming™), and because roamer
validation was initially available only after the first call,
it has been possible to place at least one call—and
sometimes many calls, depending on the home switch's
delay in responding to a validation request—on known
bad accounts before further service would be denied.

Furthermore, subscriber account numbers (the
combination of MIN and ESN) that fit certain
tolerances, but in fact were not registered to any
subscriber at all, could also be used for the same

purpose.

Tumbling fraud takes its name from the practice cellular
call thieves used of beginning calls with a potenrially
valid number, using it until denied service, and then
tumbling some of the digits of the MIN or ESN to
another potentially valid number until denied service,
and so on, effectively having free use of the network
indefinitely. Phones modified specifically for this
purpose are able to change the MIN or ESN with ease,
and have become inexpensive 10 obtain and o make.
;;gﬂl.mbﬁnsfrmdhasmmbeasipiﬁm

Along with others in the industry providing products
and services for fraud control and containment, GTE
Telecommunication Services' PVSSM service provi
post-call validation, and its FraudManagerSM service
validates callers on a precall basis. In general, precall
validation begins the process as soon as a call is placed.
Given a timely response from the home switch, the first
call that attempts to use an invalid account can be
prevented, and all further calls can be denied.
FraudManager also provides for call teardown of
invalid rocamers on IS41(Rev. 0)-capable switches [3]
in the case where delayed home-switch validation has
allowed the call to be connected. Even given a delayed
response, algorithms can be used immediately to
identify tumbling of MINs or ESNs and calls can be
denied on that basis.

Cellular carriers can also take administrative measures,
such as denying call attempts from an unknown
subscriber until positive validation has been received.
While response delays may impede a legitimate
subscriber’s ability to make calls, the carrier can be
certain by adopting this approach that any call placed
by a cellular phone in its service area is associated with
a valid subscriber account.

Tools are therefore available—and many carriers now
use them—to thwant the use of invalid subscriber
accounts in the theft of cellular service. As a result,
while tumbling fraud will not be completely

7.6.1
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extinguished until all carriers protect themselves fully,
forward-looking cellular thieves have been required to
find new ways to obtain free service, and forward-
looking carriers will need a way 1o block them,

12 Cloning Fraud

Cellular phones modified to contain the MIN/ESN
combination of a legitimate subscriber are called clones.
Unless carriers monitor their customers' accounts, one
or more clone phones can be used with a single
subscriber’s identification numbers to obtain unlimited
free service, ending only when the legitimate subscriber
notices the problem in a bill. Such problems might
escape the attention of the subscriber for months if the
fraudulent volume were low and the bills were not
examined in detail; they might also be immediately
apparent if the bill were so large it had to be delivered
in a box. In either case, the carrier loses not only
revenue, but credibility with the customer.

Obtaining legitimate subscriber MIN/ESN
combinations has proven to be fairly easy with the
current analog cellular network. Just as analog cellular
conversations can easily be overheard, the validation
sequence can equally well be intercepted and stored.
Equipment to read MIN/ESN combinations and to
modify cellular phones to contain those numbers has
become inexpensive, and, because of legal ambiguities,
is advertised in naticnal, mainstream publications. The
IS-54 digital ransmission standard [4] will encrypt the
validation information exchanged, making its
interception and decoding potentially impracticable.
Some carmriers will begin offering digital cellutar call

- capability before the end of 1992. However, a parallel
analog network will exist for years to come to serve
existing analog handsets, as well as because, in less-
busy markets, there are few incentives lo replace
existing analog equipment with the greater call-carrying
capacity of digital cellular equipment. While the EIA
553 standard for authentication of digital handsets [5)
will be used to provide for authentication in all analog
handsets manufactured after a certain date, existing
analog handsets will remain vulnerable. Therefore
complete prevention of interception and illegal use of
cellular identification information cannot be expected
anytime soon.

The revenue threats to carriers that cloning fraud
represents are considerable. A recent case in Phoenix at
the beginning of the year resulted in more than 57,000
fraudulent calls placed over 19 days, with some $1
million in revenues lost [6]. As other kinds of fraud
have become more difficult, cloning fraud has risen,
and is now generally recognized by the cellular industry
as the most common, and possibly the most damaging,
form of fraud it will face in the next few years.

Cloning fraud is a potent threat because, in addition to
being easy to accomplish, it is difficult to detect, and
even more difficult to control. There is nothing about
any one call itself that proves incontrovertibly that it is
fravdulent. Sets of calls looked at as a whole may
provide proof that more than one instrument is being
used with the same subscriber identification codes. For
example, two calls that overlap in time clearly reveal
fraud by at least one of the instruments, as do two calls
made from separate locations too closely in time to
have originated from the same instrument [7].
Otherwise, however, clone detection rests upon further
inquiry on suspicious calling activity that may or may
not in fact be frandulent. Managing this process will be
made more difficult by clone phones now available that
can spread their fraudulent use across a number of
stored, legitimate subscriber IDs [8].

2. DETECTION OF CLONE FRAUD

Detection and prevention of fraud by cellular clones has
become a critical need. While absolute proof of clone
fraud may be difficult to obtain, there are many
measures that can be used to track subscriber accounts
so that potentially fraudulent activity can be flagged and
investigated further. The difficulty cellular carriers will
face is in balancing their exposure to fraud against their
customers' abilities to make unfettered use of their
phones. While the means exist in theory to reduce
exposure almost completely by forcing all calls to be
billable to credit cards, for example, or by requiring
prepayment for cellular usage (which would limit but
not eliminate carriers’ liability to frand), these
approaches would likely alienate many customers.
Furthermore, measures such as blocking all
intemational calling, while effective at preventing some
kinds of fraud, diminish revenues as well. Through
industry committees, cellular carriers have focused on
developing some more palatable means of limiting their
exposure 1o frand,

2.1 Conventional Tools for Cellular Fraud
Management

In a recent draft report, the Telecommunications
Industry Association has developed a comprehensive
set of recommendations for detecting potential cellular
fraud, including clone fraud [9]. The primary
techniques rely upon the individual carriers to set
thresholds for all of their subscribers and to flag
accounts when thresholds are exceeded. These
thresholds may include such measures as:

* High number or sudden increase in number of
call autempts for a given period, such as hour,
day, week or month;

7.6.2 231



» High number of toll call attempts;
= Calls to suspicious numbers;

« Calls to suspicious locations;

« Calls from suspicious locations;

= Calls at suspicious times of day.

In addition, tracking of various factors against
individual subscribers' usage histories could detect:

* Deviation from usual minutes of usage for
incoming, local, toll and premium services on
per-call, per-hour, per-day, or per-month bases;

* Deviation from usual incurred charges on per-
call, per-hour, per-day, or per-month bases.

Finally, methods such as detection of overlapping calls
and detection of impossible or unlikely velocity
between two points using the same subscriber
identification numbers, are suggested. Even so, the
difficulty of distinguishing the legitimate from the
fraudulent subscriber when cloning occurs limits the
carrier's potential set of responses.

2.2 Limitations of this Approach

The activity recommended for observation above
should be able to reveal subscriber accounts worth
examining further. We believe, however, that the
approach taken to build an effective clone fraud
management system must carry these recommendations
further.

We, like the TIA 45.2.11.2 fraud subcommittee,
recognize that thresholds instituted carrierwide are
simply not sensitive enough to manage fraud problems
for long. Any global thresholds risk investigating too
many accounts with legitimate activity in order to avoid
missing too many accounts with fraudulent activity. If
a carrier only flags egregious fraud, it will miss a great
deal of lower-volume fraud spread over many
subscriber accounts. On the other hand, to concern
itself with all activity above very low thresholds
requires extensive staff time—time spent verifying
activity that will wmn out in large part to be legitimate.
How can the carrier strike the appropriate balance?

Secondly, given the potential for many outstanding
reports of suspicious activity simultaneously, which
should the carrier address first? How is it to avoid an
information overload while distinguishing those threats

with the greatest potential impact from those of less
concern?

Finally, if activity cannot be definitively identified from
call data as fraudulent (and, without the time-
consuming step of consulting the actual subscriber,
doing so is often hard or impossible), then each carrier
must decide as a business matter which steps it wishes
to take to protect itself without unduly reducing
potential revenues and antagonizing its customers. Its
response could range from doing nothing to further
investigation to immediate blocking of all further
service, How can the carrier determine the response
appropriate to each particular report of potential fraud?

3. AKNOWLEDGE-BASED APPROACH TO
CLONE FRAUD MANAGEMENT

Knowledge-based techniques, which use general
heuristic rules drawn from practical experience, are
particularly suited to handling problems that do not
yield to straightforward, algorithmic approaches; clone
detection is almost never black and white, nor is the
decision of what to do about activity identified as
potentially fraudulent.

AtGTELabomones.wemmvesugaungtheuseor
knowledge-based techniques for the recognition, priori-
tization and management of cellular clone fraud [10].

Such an approach can be used to augment conventional
fraud-management techniques. Knowledge acquired
from analysts, credit managers, and others about the
management of fraud, in conjunction with a variety of
thresholds determined on a per-subscriber basis, will be
medlodetect.chmenumdmmgepmennalclone
fraud in a context-sensitive, dynamic fashion.

3.1 Knowledge-Based Clone Detection

The application of uniform thresholds to all of a
carrier's subscribers essentially forces comparison
against a mythical average subscriber. In fact,
subscribers usé cellular networks for a variety of
purposes in a variety of ways, and as the subscriber
base grows, the range of variation from subscribeér to
subscriber will only broaden. In order to detect clone
fraud early and accurately, calling behavior currently
attributed to a particular subscriber must be compared
against a complex view of that subscriber’s typical
calling patterns, and must account for the ways in which
individuals can legitimately step outside the bounds of
their own profiles. While a conventional programming
approach can be used 1o establish and check individual
thresholds for subscribers, the interpretation of
interactions of thresholds, and decisions about whether
threshold violations indicate likely fraud, recommend a
knowledge-based approach.

232 ' 7.6.3
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Knowledge-based systems make the representation of
such knowledge easier, with tools that can be used 10
modularize and express condition/action pairs, handle
varying degrees of certainty, and, in general, automate
portions of the human expertise now resident in a small
number of individuals—individuals who face
information overload as fraud levels continue to grow.
Furthermore, since frandulent activity can be expected
to evolve quickly in the face of new impediments
placed before it, the knowledge-based system approach
is important for its ability to dllow easy modification of
its knowledge base (0 incorporate new detection and
fraud-management knowledge. In addition, individoal
carriers, or regions within a single carrier, will have the
power to vary their approach based on characteristics of
a given region.

The knowledge used in clone detection will include
such things as:

» Which called locations should arouse suspicion;

« Degrees of deviation from normal patterns that
indicate likely frand;

+ Normal and abnormal evolutions of subscriber
patierns;

« Kinds of action available to particular carriers,
and effectiveness of various actions in the face of
particular kinds of fraud threats;

» Patterns of fraud and degrees of loss associated
with each of the pattems,

This knowledge, in combination with subscriber
profiles, will distinguish likely fraudulent activity in
subscribers’ accounts on an individual basis.

Using patterns that characterize individual subscribers,
and which evolve along with their changing usage,
individuals can be flagged for behavior that might not
be suspicious for other subscribers. Furthermore,
sophisticated reasoning will ignore low-level deviations
from certain norms while flagging certain combinations
of deviation that might, taken on¢ at a time, be
unremarkable. More-general knowledge might, for
example, note that while it is not unusual for a
subscriber to make the occasional call to a location
never scen before, a large change in the proportion of
long-distance to local calls would be cause for further

investigation, This approach will:

« Tune detection of fraud to the particular
characteristics of a given subscriber;
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* Recognize which deviations, in which
combinations, are most likely to indicate clone
fraud; and

* Adjust subscriber profiles over time to
incorporate those changes in behavior that are
significant.

Such an approach could also be applied to the detection
of potential default by a previously good subscriber, as
American Express has done successfully for years in the
area of credit-risk assignment [11], as well as the
recognition of marketing opportunities to current
subscribers.

3.2 Knowledge-Based Clone Threat Classification

Recognizing potential clones early with high accuracy
is important, but not sufficient. Carriers need an
indication of the degree of threat to revenues, as well as
the likelihood that the suspicious behavior is in fact
fraudulent, so that they can deal with the gravest threats
first. The knowledge-based approach we have
developed will:

. Classtfy suspicious activity according to degree
of threat to revenues;

= Rate the likelihood that the suspicious activity is
actually fravdulent; and

* Group potentially related fraud, scaling the
degree of threat appropriately and permitting
unified action.

As a result, carriers will be able to receive prioritized
alarms, devoting their first energies to the suspicious
activity most likely to cause serious harm to revenues.

In addition, carriers will be able to tme classification
according to the particular kinds of threat each feels is
of most concem. Similarly, particular classes of threat
can be directed to particular individuals or departments
best equipped to handle them,

33 Knowledge-Based Clone Fraud Prevention

Beyond the requirement to detect and rank suspicious
activity, clone fraud management must consider the
appropriate action or level of action to take for each
report of suspicious activity. A sudden increase in call
volume concentrated to a high-fraud location never
called before could, for example, generate a high-
impact response, with immediate blocking of all calls
by that subscriber's account and urgent calls by
customer service to the legiimate subscriber's home or



office to verify fraud and to provide alternate means for
making cellular calls. By contrast, potential fraud of
low volume and low revenue impact could, at the
carrier’s option, simply result in additional scrutiny 10
ascertain the likelihood of fraud before any further
action is taken. Using such a system, carriers will be
able to:

¢ Associate a particular kind of action with a
particular degree of threat, balancing the need to
avoid revenue losses with the desire to retain the
loyalty of good customers;

¢ Perform additional analysis of subscriber history,
where needed, to resolve ambiguity.

As with detection and prioritization, each carrier will be
able to act upon particular threats in the ways it deems
most appropriate, and to modify the actions
recommended as its experience develops and as
fraudulent attempts change in character over time.
Since the threat itself is dynamic, a knowledge-based
approach is particularly valuable for its ability to be
easily customized to each carrier's requirements, and to
have its knowledge base easily modified to i
continually growing knowledge about fraud threats and
how to manage them.

4. CONCLUSION

Current and planned efforts to contain cellular fraud by
applying standard thresholds, as well as by using
encryption, voice prints, or other mechanisms for
subscriber authentication, will provide significant help
in detecting theft of cellular service. The addition of
knowledge-based techniques to that arsenal will bring
carriers 2 powerful tool for combatting cellular clone
fraud, not only in detecting it, but in managing
information overload by prioritizing threats, and in
providing recommendations for appropriate, consistent
action. In addition, by profiling individual subscribers,
knowledge-based clone fraud management can be done
efficiently while avoiding undue disruption of
legitimate cellular callers. Knowledge-based
techniques are now in development for day-to-day
operation and efficient management of cellular
networks. While no single tool or technique will be
sufficient to eliminate cellular fraud completely, the
incorporation of knowledge-based techniques will
strengthen carriers' abilities to prevent the fraud to
which they must be increasingly attentive, all the while
improving service to their cellular customers.
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Abstract—In this paper we propose an innovative
centralized, proof-by-knowledge authentication service by using
IN to terminate the clone problem in AMPS. With our proposed
service, the authentication information of mobile stations is
transmitted on the control channels and voice channels
separately and asynchronously. Since the number of voice
channels is relatively larger than the number of control
channels, the authentication information Is hard to eavesdrop.
In addition, the voice channels have the permutation property
to protect from secure attack. Therefore, the mobile stations
cannot be purposely duplicated by eavesdropping messages or
copying the serial numbers and mobile identification numbers
transmitted by the control channels on the air. Furthermore, the
security of proposed service is completely from the combination
of mobile services and IN services.

I. INTRODUCTION

Multiple copies of mobile stations are an abnormal
phenomenon in Taiwan. Since the Advanced Mobile Phone
System (AMPS) [1] has no efficient, secure authentication
protocol, the multiple copies of mobile stations are easily by
eavesdropping the Serial Numbers (SN) and Mobile
Identification Numbers (M/N) on the control channels of
radio interface. This problem of multiple copies of mobile
stations is called clone problem of mobile stations,

According to the report of network operator [2], about
20% of mobile stations have clone problem. The copy
motivation of mobile stations is mainly categorized into two
types. One type of motivation is based on the less pay for
leased fee monthly by sharing the same MIN with her or his
friends. Another motivation is of market selling from illegal
sellers. Regardless of any motivation of copy, many unseen
impacts affect the service quality of AMPS., One major
impact is on the common control equipment of base station
subsystem and network switching subsystem. There are too
many mobile stations to contend limited control resources of
equipment. The competition of resources sharing results in
traffic congestion in radio channels or even increasing
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network congestion and in degrading network service
quality. In addition, frequency on the radio interface is a very
limited resource in telecommunications. The illegal mobile
stations contend to use the radio channels and switching
capacity so that the service quality of call degrades.

Another impact from clone problem of mobile stations is
on the billing of usage. The billing based on MIN cannot
really reflect the usage of mobile user (MU) owning that MIN
assigned at the time of subscription from network operator,
This annoyance seriously affects the public confidence in
billing. Further, billing annoyance generated from illegal MU
is unfair to legal MU. In addition, the inconvenience of legal
MU is priceless. Also, overload traffic impact from illegal
MU is unpredictable. Owing to this unpredictable property,
the estimation of traffic pattern is imprecise for network
planning. '

In this paper we propose an authentication service that is a
combination of existing authentication of AMPS and service
feature of Intelligent Network (IN). In Section II, an
investigation of related authentication in telecommunication
systems is studied. These telecommunication systems include
Global System for Mobile (GSM), IN, and AMPS of course,
In addition, we present an existing outgoing call barring
approach for protecting the legal MUs from secure attacking.
In Section 11, we discuss the authentication service model
and describe the proposed authentication protocol in detail.
Finally, a security analysis for proposed service is
demonstrated in Section 1V,

II. RELATED AUTHENTICATION IN
TELECOMMUNICATION SYSTEMS

Authentication is identification plus verification [3]. In a
telecommunication system, an identification is the process
that an entity presents a certain identity; while verification is
the process that the identity be checked. The entities in a



telecommunication system can be referred to as principals.
The principals in the paper can be categorized into three
types as given in Table I. A principal in type 1 is MU or U
(user) who should present her or his identity; the Service
Switching Point (SSP) [4, 5] plays the role of assistance
(requesting entity) to be considered as type 3; verification
center such as Service Control Point (SCP) or Authentication
Center (AUC) is of principal in type 2. However, Mobile
Switching Center/Visitor Location Register (MSC/VLR) [6]
or Mobile Telephone Exchange (MTX) [1] plays the roles of
type 2 and type 3.

Authentication in telecommunication systems is carried
out with protocols S, 7, 8, 9]. A protocol is a sequence of
request or instruction, and manipulation steps. A request or
instruction step transfers messages ‘from one principal to
another, while a principal in manipulation step updates or
refrieves it's internal information. For convenience of
analysis, we present protocols between the principals in the
following format. A request or instruction step whereby Y
receives a message M from X by means of Z is represented
as X = Y: {M}, while a manipulation step of X is written as
X: ..., where "..." is a specification of the manipulation step.
Furthermore, a ";" notation presents the remarks. In this
section we briefly examine the authentication mechanisms in
GSM, IN, and AMPS.

A. Global System for Mobile

The GSM is a great improvement from second-generation
European cellular system. Since its interface standardization
and security function over the radio transmission, the radio
transmission in the GSM is inherently very invulnerable to
attacks from impostors attempting to avoid paying for the use
of the system and from eavesdroppers who attempt to gain
access to information. The biggest advantage is that GSM is a
digital system with which security can be improved by many
orders of magnitude over analog systems.

TABLE 1
PRINCIPALS IN THE PAPER

Principal

o

U MU MTX MSC/VLR SSP AUC SCP

Type 1 -ID presentutionJ
Type 2 - ID authentication

‘Type 3 - Requesting entity
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The GSM employs the secret key authentication approach
[6, 7). An Authentication Center, AUC, is the identification
and verification center. The AUC equips with the assigned
authentication keys (K7) of every subscriber and algorithms

S 43.4(s-) required for the production of authentication

triplets, where f,; 5(.,.) is a security function with
algorithms 43 and A8. Each triplet contains a random
number (RAND), a signed response (SRES), and an
encipher/decipher key (Kc). The RAND shall be a non-
predictable outcome of a random number generator. The

SRES and K are generated by algorithms f,; 4(.,.) using
Kiand RAND as inputs.

The triplets are used by the VLR for verifying whether an
MU is authorized to enter the network and to make a call.
The SRES generated by the AUC is compared in the VLR
performing the authentication check with the SRES generated
by the Subscriber Identify Module (SIM) associated with the
MU. After the authentication, K¢ is used together with the
algorithm A5 to encipher/decipher speech, data, and signaling
information on the voice channel of radio interface. The
authentication protocol used in GSM is summarized in Table
iL

Physically, the MUs arc not directly connected to MSC by
control or voice channels on the radio interface. The peer
entity of radio interface of MUs is base station subsystem.
We assume that the base station subsystem is integrated with
MSC. So, we represent the interface of MUs and MSC as
control channels and voice channels. Also, the VLR is
considered to be built-in function of MSC.

TABLE H
GSM AUTHENTICATION PROTOCOL

MU — MSC/VLR : { | IMST Is }eontrol channel
MSC/VLR — AUC: { | IMST ), }ss7; signaling system 7
AUC s IMST= [ [ IMS] J 1xs™!

1 (Ke, SRESI) = S 43, A3(RAND, Ki)
AUC - MSC/VLR: { Kc, SRESi, RAND }g57
MSCIVLR — MU : { RAND } oot chaneel
MU  (Ke, SRESm)= f 43 45(RAND, Ki)
MU — MSC/VLR : { SRES™ ) conurol chasacl
MSC/VLR : compare SRESi 7= SRESm

: if equal then accept, otherwise reject

The user identity presented in the GSM is International
Mobile Subscriber Identity (/MSI). This IMSI contains
information indicating the country code, the network to
which the subscriber belongs, the subscribers’ Home
Location Register (HLR), etc. In Table II, the JMS/ is sent by
the protection of secret key Ki at the time of the first
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authentication in the network. In addition, at the first
authentication of a visitor, the triplet {Kc, SRES, RAND) is
sent to the visited network only.

B. [Intelligent Network

The SSP and SCP are two the most important elements in
the framework of IN. The IN is a distributed architecture to
provide more service functions and more user control on the
services. The SSP basically is a network switch which has
special functions to process a call. While the SCP is a
network database that contains service control logic, service
scripts and  customer-specific information, In this
telecommunication system, customers demand customized
services to meet their own needs. A security management
issue in this system is that allow direct customer control.

Authentication by Personal Identification Number (PIN)
[10] assigned at the time of subscription is employed in the
IN. A PIN is a kind of password. Basically, the IN service is
triggered by Service Access Code (SAC) and service logic
armed in SCP. The SCP instructs the SSP to collect PIN by
means of playing announcement. The authentication
framework of IN is given in Table M.

Generally, the coding of PIN is four digits represented by
BCD numbers. Again, this password, PIN, is designed as
changeable by owner. For avoiding fraudulent usage of PIN,
an aging timer and a retry counter are also implemented in
SCP. If the aging timer is time out or the counter exceeds a
predefined number, this PIN is forced to invalid state and to
be replaced by service administrator of network operator.

TABLE Il
IN AUTHENTICATION PROTOCOL

U-»S8SP  :{ SAC )pappy; modified R1 signaling

SSP = SCP: { SAC, AN }gsy, SSP receives AN from local switch
scp : trigger the service logic, store ANT

SCP —» SSP : { instruction for play announcement )¢y

SSP - U : { please enter your PIN }ypice chammet
U - SSP 2 PIN ) voice chumed

SSP - SCP: { PIN } 557

SCP : query database with ANJ

: if valid then continue to process called number,
otherwise reject

C. Advanced Mobile Phone System

In relation to the digital system GSM, the AMPS is one of
the first-generation cellular systems, which is developed for
national roamers. The AMPS systems now also the largest
mobile systems service in the world, especially, outside the
European area. Even the AMPS has security drawbacks and

not easy to conquer by itself. We need to exploit the simple
authentication scheme of AMPS here.

The authentication design in AMPS is one step process: an
MU presents the tuple of identities, {(SN, MIN)}, and the
MTX verifies these two numbers. This protocol is
summarized in Table IV.

TABLE 1V
AMPS AUTHENTICATION PROTOCOL

MU = MTX
MTX

A SN, MIN } oot et
: verify SV and MIN
+if valid then accept, otherwise reject

Since the serious clone problem of mobile stations, a
temporary restriction service on the annoyed MUs is taken by
network operator [2]. This reswiction service is an outgoing
call barring approach. Firstly, the annoyed MUs are set as a
special service class in MTX and assigned a PIN number for
every MU. Secondly, the annoyed MUs should enter a
designated activation code, *33*, to activate the barring
capability. On the other hand, the annoyed MUs enter a
designated deactivation code, #33*, to deactivate barring
capability and to make a call. This outgoing call barring
feature can be considered as a similar application of Table
11} 8

III. OUR AUTHENTICATION SERVICE

In order to analyze the proposed authentication service,
four principals {MU, MTX, SSP, SCP} are considered here.
The conventional authentication process in AMPS is only
one step. With our three steps authentication service, the
conventional authentication process in AMPS is applied to
step 1; a service is getting from the authentication center SCP
in step 2; and step 3 is a service processing process at that
center. Since the radio channel is the intrusion point of the
clone problem. In this section we propose an authentication
service with the service feature from IN and a concept of
specific database for secret key validation from GSM.

A. Control Channel and Voice Channel

There are 42 control channels and 624 voice channels
totally on the radio interface of AMPS [11]. Control channel
is the carrier of call control signaling such as call setup, call
termination. On the other hand, voice channel acts as its

name.

Initially, only system B is adopted in Taiwan. There is 21
control channels (channel 334~354) and 312 voice channels
(channel 355~666) in system B. For increasing the traffic
capacity, voice channels (channel 1~312) and control
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channels (channel 313~333) in system A are also serviced as
voice channels in some base station now. Therefore, we have
21 control channels and maximum 645 voice channels for
serving MUs in each base station subsystem with 4/12 reuse
pattern.

Owing to the authentication information {(SN, MIN)} is
presented in the control channels. These information are easy
to be eavesdropped purposely or purposelessly. When they
are eavesdropped and copied, the security of MUs is lost.
Holding the SNs and MINs, the illegal producer can make
infinite copies of mobile stations.

The drawback of this authentication service is that the
number of control channels is limited and easy to be trapped.
We propose a new authentication service by using IN to
terminate the clone problem. Since we have control channels
and voice channels on the radio interface, and also the
number of voice channels is relatively larger than that of
control channels. Our authentication service fully takes
advantages of this property.

B, Authentication Protocol

A special service access code, SAC, is designated for the
proposed service protocol. There are three steps in this
protocol. The protocol is summarized in Table V.

TABLE V
PROPOSED AUTHENTICATION PROTOCOL

Stepl MU — MTX: { SAC, SN, MIN } control chamnel
MTX : verify SN and MIN

; if valid then continue, otherwise reject

Step2  MTX — S5P: { SAC, ANI }ypr:
SSP — SCP: { SAC, ANI }ss:
SCp : trigger the authentication service, store AN/
SCP — SSP: { instruction for play announcement }gg;

Step3  SSP - MU : { please enter your BN and PIN }\oice chanoet
MU —> SSP : { BN, PIN } voice chasmet
SSP —» SCP: { BN, PIN }55;
sce : query database with ANT
: if valid then continue to process
called number, otherwise reject

In the first step MU sends a call setup request including
SAC, SN, and MIN by the control channel to MTX, The MTX
checks these two numbers {(SN, MIN)} by querying
associated HLR. If one of these numbers is invalid, then clear
this call control resource and release this call request. In step
2, the MTX relays this call setup request with AN/ to SSP.
With the protocol interoperability, the modified R1 signaling
is used between AMPS and IN in Taiwan. Further, the SSP

sends request message to SCP and then the SCP triggers the
application process of authentication service. Afier service
processing, the SCP informs the SSP with an instruction to
play announcement for collecting caller's BN (Billing
Number) and PIN.

The MU hears the announcement from voice channel in
step 3. If an MU enters BN and PIN correctly and precisely in
the specified timer, then the SCP searches the database and
validates the request with AN/, BN, and PIN.

IV. SECURITY ANALYSIS

The proposed authentication service in Table V is three
steps of identification and verification. In the step 1 the MU
presents the information for identification in AMPS. Then,
the MTX of AMPS transports the service request information
to an SSP and also to the SCP of IN. The trick in this step 2 is
that the AN/ is generated for the SCP. This AN/ is embedded
in MDR! and SS7 signaling message and it cannot be
trapped on the radio interface. Another trick is in step 3 while
BN and PIN are transmitted on the voice channel. Since the
number of voice channels is larger than the number of
control channels and the authentication information are
transmitted on the control channels {(SN, MIN)} and voice
channels {(BN, PIN)} separately and asynchronously. Thus,
the copies of mobile stations are terminated naturally.

In detailing the security analysis, let the probabilitj; of
authentication information Q be eavesdropped in the control
channel is P(Q €T"), where I is unsecured state. Similarly,
let the probability of authentication information S be
eavesdropped in the voice channel is Pr(S €TI") . In addition,
we assume that the time interval W of authentication
information sent on the control channel and voice channel is
uniformly distributed in the interval of 4 and B, where the
estimation of [4, B] can be dependent on the user behavior.
An experienced user will quickly respond to enter her or his
BN and PIN, but a new user will make many times of retries
in the specified timer. For numerical analysis, we make a
conservative estimation for {[4, B]= [3 sec, 10 sec]}. Then,
we have the probability of authentication information in
unsecured state as follows.

Pr({Q, S} e)Pr(W =1)

= {P(Q el P(S eT)}Pr(W =1). mn
According to the probability theory of independence between
conitrol channels and voice channels, (1) is reduced to

Pr(Q eT)P(S eT)PH(W =1). ®)
Assume that the number of control channels is 21 and the
number of voice channels is 312, then we have the
conservative secure confidence from (2),

Q= g-[a-(ger)ﬁwer)mw=:)] }%
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=99.9738%.
Further, if the base station has 645 voice channels then the
secure confidence becomes 99.9873%. Therefore, the secure
confidence interval of Q in our proposed authentication
service is (99.9738%, 99.9873%). However, this confidence
size of Q is only a numerical calculation on the radio
interface. Actually, the voice channels have the permutation
property to protect from secure attack. In addition, the AN/
cannot be eavesdropped, and the BN and the PIN, especially
PIN, can be changed by the owner of MU frequently. Again,
we also can add the additional constraint by service creation
capability of IN upon the request of MU, such as outgoing
call screening. Therefore, the proposed authentication service
can be applied to effectively terminate the clone problem of
mobile stations.

V. CONCLUSIONS

Based on the combination of original authentication in
AMPS and IN service feature, a new authentication service
has been proposed for terminating the serious clone problem
of mabile stations in AMPS. 1t is found that authentication
information sent on the control channels and voice channels
separately and asynchronously can effectively protect the
information from being eavesdropped. Further, there is no
additional requirements on AMPS. Therefore, it is practical
to realize our proposed service as soon as possible.

We also make a numerical security analysis for our
proposed service. The results show that our proposed service
has very exciting secure confidence. In addition, with the
changeable capability of PIN and call screening service
feature, the proposed authentication service can be applied to
effectively terminate the clone problem of mobile stations.
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