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Figure 7.3:  Preliminary Estimates of Terminal Connection Costs 
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Figure 7.4:   Network Design for 100 Nodes, 10bps Traffic, TIP in N.Y.C. 
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Figure 7.5:  Network Design for 200 Nodes, 10bps Traffic, TIP in N.Y.C. 
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Figure 7.6:  Network Design for 500 Nodes, 10bps Traffic, TIP in N.Y.C. 
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Figure 7.7:   Network Design for 500 Nodes, 100bps Traffic, TIP in N.Y.C., Chicago, L.A. 

7.11 

»«. -     ■•-—■.-^—~—..—^—.^^^^^.   ..... -^ 

Case 1:16-cv-02690-AT   Document 121-14   Filed 08/05/16   Page 4 of 96



g!l"l!P*w»WW»^»""™»^"!»«»WPWIB!«PIIBPllpiwlPPP(P"!lR1^^ 

Network Analysis Corporation 

Chapter 8 
LOCAL ACCESS-A RING DESIGN EXAMPLE 

For local transmission of signals from a nationwide interconnecting network, the user's 
technical problems are complex because many of the techniques are in the experimental 
stage.   The problem is not just one of configuring facilities, but actually designing the 
channel.    The classical  technique of using multidrop lines with polling concentrators as 
described in Chapter 7 is available and in many cases the best strategy.   But, new tech- 
niques such as the use of rings or random access multiplexing offer better prospects in 
many cases.   However, neither of these are standard techniques and hence protocols and 
hardware are in a developmental stage.   Furthermore, new physical links are becoming 
available.   One of the most promising of these is the coaxial cable of cable television 
(CATV) systems. 

To illustrate some of the complexities and surprises awaiting the designer of local systems, 
we present one example of a ring design.   In Chapter 9, we present a detailed considers  ' 
tion of the use of CATV systems for local data transmission.   In the remainder of this re- 
port. Chapters 10 through 15, we discuss the use of broadcast packet radio techniques for 
handling the local access problem. 

Let us illustrate just one of the problems with a ring network, inflexibility in routing that 
results because there are no alternate routes.   The analysis will show that although the 
ring may accommodate a large throughput when high traffic points are close on the ring, 
there is no flexibility in adapting to redistribution of traffic requirements.   The example' 
is carried out for a mixture of tape transfers and interactive traffic. 

One of the traffic models developed by Hayes and Sherman [31 ] is used to analy;; the 
ring design.   We consider the design of a single slotted ring to which sources of traffic are 
connected through an interface.   The source can represent host computers, terminals, or a 
combination of these.   The interface is assumed to receive packets from the source, store 
them, and multiplex them onto the ring.  A header which addresses the packet to a par- 
ticular interface on the ring is added to the packet; the packet size on the ring is there- 
fore larger than that on the line.   In the reverse direction, the interface removes packets 
from the ring addressed to it, removes the "ring header," and transmits these packets to 
the source.   It is assumed that an interface can remove a packet from the ring and then 
feed a new packet into that same slot.   In this case, the traffic on the ring seen by the 
interface is in the location marked by X in Figure 8.1.   That is, it includes only the traffic 
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Figure 8.1:  Ring-Source Interface 

which passes through the interface and not the traffic which is destined for that interface 
or which originates from it.   It is assumed that durations of idle periods on the ring are 
exponentially distributed. 

In the calculations of the buffer content and the delay, we assume that the traffic flow 
from a source to its interface is at a constant rate, equal to the average rate.   The per- 
formance of the system is characterized by the buffer size at the interfaces, the delays at 
these interfaces, and maximum throughput which can be obtained. 
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For all cases, we used 1.5 Mbps speed on the ring, a packet of 784 bits on the ring, and 
768 bits on the lines to the interfaces.   Table 8.1 gives the input data to the interfaces, 
and Table 8.2 gives the distribution matrix PJJ, that is the fraction of traffic from inter- 
face i destined to interface j.   An important parameter is the average number of packets 
per message.   We assume an average o: 14 packets/message when all traffic is of an inter- 
active type, 65105 packets/message when all of the traffic is tape transfer, and an average 
of (1500 4- 65105) packets/message for other interfaces depending on the fraction of tape 
transfers that it included. 

For the given data we analyze two designs referred to as System 1 and System 2. System 1 
connects the interfaces in order 1 through 4, and the direction of flow on the ring is 

counter clockwise.   Interface pairs with high traffic requirements are relatively close.   For 
System 2, the ring is reconfigured for flow in the following direction:   1 14 8 6 7 9 12 10 
4,13,11,3,2,5,1. ■-<,.. 

Tables 8.3a and 8.3b show the results for System 1 and 2.   Each table shows utilization 
of the ring seen by an interface, the rate of packets/sec. on the ring seen by an interface. 

Table 8.1: Data at Interface 

Inter- 
face 
No. 

Line Speed 
Bits/Sec 

Rate In 
Bits/Sec 

Rate In 
Rate/Sec 

Average 
No. of 

Packets/Msg. 

Ratio of 
Source To 
Ring Rate 

1 230000. 87754. 114.3 14974. .15655 

2 100000. 59554. 77.5 65105. .06807 

3 100000. 61646. 80.3 14. .07071 

4 100000. 41554. 54.1 65105. .06807 

5 100000. 30785. 40.1 26042. .06807 

6 100000. 10154. 13.2 65105. .06807 

7 100000. 17754. 23.1 65105. .06807 

8 230000. 133754. 174.2 29948. .15655 

9 100Ü00. 17015. 22.2 26042. .06807 

10 230000. 69754. 90.8 44922. .15655 

11 100000. 30154. 39.3 14. .07071 

12 100000. 41015. 53.4 26042. .06807 

13 100000. 25354. 33.0 14. .07071 

14 100000. 65554. 85.4 65105. .06807 

8.3 
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Table Ü.3:   Comparison of Ring Designs 

Interface 
Number 

Utilization 
Of Ring 
Sean By 
Interface 

Pack/Sec 
On Ring 
Seen By 
Interface 

Average 
Number of 
Packets In 

Interface Queue 

Average 
Delay Per 
Packet In 
Seconds 

Table 8.3a 
Sy»tem 1 

4 

13 

.221'' 

.2288 

423.04 

437.60 

.44 

.28 

.00821 

.00854 

Table 8.3b 
4 .1811 346.41 40.28 .74447 

System 2 
13 .1550 296.59 29.95 .90726 

the average number of packets waiting to be multiplexed onto the ring, and the average 
delay per packet.   An important point to notice is that in System 2 at interface 4, the 
average number of packets in the queue is over 40, a severe degradation in performance 
caused by a redistribution in traffic requirements. 

8.5 
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Chapter 9 
CATV SYSTEMS FOR LOCAL ACCESS 

9.1    Introduction 

A wide variety of system configurations such as loop structures and various multiplexing 
schemes have been proposed for communicating data on future CATV Systems |39l. 

A circuit switched video system has been developed by Rediffusion International Ltd. in 
Great Britain [24].   Multipair cables are used with each pair being dedicated to a separate 
subscriber.   He may then select the program of his choice by means of a telephone type 
dial.   The Rediffusion System presents interesting tradeoffs between initial investment, 
flexibility and reliability.   However, since this type of system has not made significant in- 
roads into the U.S. market at present we will not consider it further here. 

We first present a very brief introduction to the structure common to most of the 3000 
current U.S. CATV Systems [57], 

Signals are received at an antenna located for ideal reception and are then relayed from 
this "head end" to individual subscribers via a distribution system of coaxial cables, broad- 
band repeater amplifiers, and subscriber taps. 

A cable television distribution system generally consists of a trunk section and a feeder 
section.   The trunk section contains trunk cable connecting the head end to distribution 
points from which the feeder cable emanates.   Located along the trunk cable are high- 
quality repeater amplifiers, which provide gain along the trunk and to the feeders.   At 
the termination of the trunks there are distribution amplifiers.   Along the feeder cable 
there are lower quality amplifiers called extender amplifiers and subscriber taps that pro- 
vide signals to drop cables leading to home receivers. 

With recent broadband amplifiers, the full Sub-UHF spectrum from 5 to 300 MHZ has 
been used.   Partitioned into 6 MHZ channels for television, only a small amount of this 
spectrum is currently used for TV signals. 

FCC regulations now require that new CATV Systems must have two-way capability. 
Practically speaking, this does not mean that all new systems are two-way systems, but 
rather that amplifier units are installed with forward amplifier modules in place and with 

9.1 
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distances between amplifiers constrained so that at some future date reverse amplifier 
modules can be installed for two-way operation.   However, a number of actual fully two- 
way systems are presently being built and the number is increasing rapidly.   Most present 
two-way systems use the configuration in Figure 9.1a.   Filters at each end of the station 
separate low (L) and high (H) frequencies and direct them to amplifiers.   Two possible 
"two-way" configurations |33| are shown in Figures 9.1b and c. 

Of course, two-way CATV Systems are themselves in an experimental stage so that there 
are still implementation problems in achieving written specifications.   Some of the classi- 
cal electrical and communication bugs are being removed at present-ringing around loops 
through band separation filters, tuning return AGC's, alignment procedures and construc- 
tion problems. 

Figure 9.1a: Two-Way CATV Repeater 
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Figure 9.lb:  Two-Way CATV Repeater (With Feeders) 
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Figure 9.1 c:  Dual Trunk/Single Feeder Station 
(Suburban Boston Configuration) 
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A number of companies have developed system concepts and subscriber hardware to im- 
plement digital home response modes for existing CATV Systems |7, 8|.   Among these 

arc: Fheta-Com. Jerrold, Rediffusion Electronics, CAS Manufacturing Co., Hughes Aircraft 
AMECO, Scientific Atlanta, and Cable Information Systems.   Several of these companies ' 
are running prototype systems in cities throughout the U.S.-EI Segundo, California- 
Dennisport, Mass.; and Orlando, Florida, among them.   In addition MITRE of McLean 
Va., has installed an experimental system in Reston, Va., which incorporates a "frame' 
grabbing facility" to enable the viewer to store a frame of video data produced by a char- 
acter generator.   Data frames are sent every l/60th of a second interlaced with standard 
video frames [56|. 

In most of these systems an FSK or PSK signal occupying a 4 MHZ bandwidth is used at 
about a 1 megabit per second rate with different carrier frequencies to and from the cen- 
tral antenna site.   In each case, customers are polled at regular intervals to determine ac- 
cess to the channel.   Typical proposed uses of these systems are opinion polling, meter 
reading, shopping, systems diagnostics and aLrms.   Acceptable response times are in the 
order of several seconds or in some cases, even minutes [30|.   We will investigate data 
transmission on existing CATV systems with required response times of tenths of seconds 
and with up to 100,000 interactive users. 

To illustrate our points in detail, we will consider a specific design for the Suburban 

Boston complex.   The design will use the "feeder backer" configuration shown in Fig- 

ure 9.1.c with the frequencies assigned as specificly indicated.   The design techniques for 
the CATV Systems themselves are well known applications of classical communications 
techniques [16, 21 |. 

9.2   Data Error Rates on CATV Systems 

Two-way CATV systems permit input from virtually any location in the network.   The re- 
sult is a large number of noise sources being fed upstream toward a common source    CATV 
amplifiers have a noise figure of about lOdb for a 5 MHz channel.   Cascading amplifiers 
can increase effective system noise figure by 30db or morn.   Nevertheless, we shall see that 
system specifications on signal-to-noise ratio for CATV systems are strin6ent enough so that 
data can be sent with existing analog repeaters, and no digital repeaters, such that bit rate 
error probabilities are negligible. 

For example, if the worst signal-to-thermal noise ratio is limited to 43db and the worst 
cross-modulation to signal ratio is limited to -47db, system operators may want to limit 
data channel carriers to a level of 10 to 20db below TV operating levels in order to mini- 
mize additional loading due to the data channel carriers [51).   Accepting these restrictions 
in the worst case, we would be limited to 23-Jb signal to thermal noise ratio and -27db 
cross-modulation to signal ratio.   Let us con- Jer both of these sets of restrictions to deter- 
mine the resulting CATV system performance for random access packet transmission 

9.3 
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We calculate error rates for a FSK system with incoherent detection to determine a lower 
bound for system performance. The error rates for coherent detection or phase shift key- 
ing, of course, would be even lower. 

Let S = Signal power 
N = Noise power 

Nc = Cross-modulation noise power 
Nr = Thermal noise power 

t = Average synchronization error time 
T = Bit width time 

T'-en the sign to noise ratio is: 

S -       Sq 
N     Nc + Nr      (Nc/S) + (Nr/S) 

where q = (1 - y )2 

Let Pe be the bit rate erroi probability. 

Let m be the number of keying frequencies in a multiple FSK system 
Then (49|: 

-jS/N) 

p   - m - 1 2(m-l)2 

e "    m     e 

We assume that each packet carries its own synchronizing bits and hence there is no need 
to synchronize every terminal to a master clock.   Therefore, temperature, pressure and 
humidity variations which have approximately the same effects at all frequencies do not 
enter into the calculation of t.   The group delay variation over a six Megahertz bandwidth 
is less than .2 seconds [48|.   For a 1 Megabit pulse rate T = 1 second and t = .2 ^seconds 
Hence, q - .36.   We, therefore, have the error probabilities in Table 9.1 for the suburban 
Boston complex. 

For effective sig,,al-to-noise ratios above 20db there is a threshold effect for error proba- 
bilities.   This is borne out by the negligible error rates.   Even for the degraded specifica- 
tions the error rate is low enough for the most stringent practical data requirements    Fur- 
thermore, at a rate of 10^ pulses/second the FSK signal will occupy the 6MHz bandwidth 
with negligible intermodulation into TV channels. 

Consideration of reflections, intersymbol interference and 60 cycle hum also lead to the 
conclusion that CATV systems are excellent media for packet data transmission. 

The signal levels ir. a CATV system are controlled via AGC and dual pilot carriers.   Ripples 
are kept to less than Idb over the whole frequency band.   In any case, frequency shift 

9.4 
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Table 9.1:  Error Rates for FSK 

System 
Label 

Type of 
Specification <NC/S) (S/Nr) m P. 

A Undegraded -47db 43db 2        1/2e"5'148:s1/2X10"2'239 

Specs. 

B Undegraded -47db 43db 4       3/4e"57i:s:3/4X10'248 

Specs. 

C Undegraded -47db 43db 8       7/8e"'O4'5:7/8X10"45 

Specs. 

D Boston Specs.      -27db 23db 2        1/2e'51as.5X10*22 

- degraded by 
20db 

keying is insensitive to small amplitude variations.   The effect of group delay error has 
already been taken into account in the use of q in the formula for error probability.   The 
remaining source of intersymbol interference is the reflection of pulses and the effect of 
the reflected pulses on the transmitted data.   There are three types of disturbances due to 
reflections.   In each case, we shall -ee that video restrictions are certainly stringent enough 
to ^void any difficulties for data t.ansmission. 

Periodic changes of minute magnitude uniformly distributed along the cable length, the 
magnitude of changes being essentially equal from period to period, due to the nature of 
the manufacturing process, cause reflections which add in phase at certain frequencies. 
The signal strength relationship of the reflected wave to the incident wave is referred to as 
structural return loss (SRL).   Typical values for the magnitude of SRL are better than 
-26db [43]. 

Assuming that the reflected signal is always of an opposite sign to the original signal, the 
signal level is degraded by at most S-a, where a is the amplitude of the reflected signal. 
The signal-to-noise ratio becomes [53]: 

N       N U     S' 
c 

In other words ^ is degraded by (1 - |) 

For a reflected signal of -26db, (1 - |) is .9975-quite acceptable. 

A localized change or changes on the cable cause echo phenomena.   Low reflection coef- 
ficients of active and passive devices and the use of directional couplers at all subscriber 
taps ensure that the magnitudes of reflected pulses are in the "no ghost range" of Fig- 
ure 9.2 [45, 40).   These are translated into critical distances for different types of cable 
in Figure 9.3.   Thus, for example, considering the reflection on .412 inch cable at Chan- 
nel 13 the critical distance is about 250 feet and the ratio of the magnitude of the reflect- 
ed signal to the magnitude of the original signal is -23db. 

9.5 
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Randomly distributed changes of random magnitude wnich persist throughout the cable 
length cause reflections which do not add in phase.   These can be taken into account in  ' 
noise calculations and are usually negligible. 

Cable system amplifiers are powered by low voltage 60 Hz power through the co-axial 
cable    This power may be as high as 60 volts (RMS) and currents may run to 10 ampheres 
(RMS) with peak currents even higher.   There are significant harmonics of the power line 
frequencies present.   Some amplifiers use switching mode power supplies with switching 
frequencies in the 10-20 KHz range.   Hash from these switching regulators also finds its 
way mto the cable.   However, both the 60 cycle harmonics and hash limit only the area 
of very lew frequencies which are generally avoided for data transmission. 

9.3   Other Performance Criteria for CATV Systems 

Data users may find cable system reliability quite poor when compared with the common 
earner facilities with which they are familiar.   One of the major problems with data trans- 
mission on CATV Systems is that there is no redundancy of path cables or amplifiers 
There are no government or industry minimal standards for acceptable performance- hence 
performance will vary from system to system.   Many old systems were built to extremely ' 
loose specifications on noise and cross-modulation and have serious reflection problems be- 
cause of the use of unmatched subscriber taps.   Fortunately, systems in large cities and 
new buildings are much newer and are required to meet more exacting standards. 

Even with these systems, the construction norms are still those which satisfy casual TV 
viewers, not data users.   Thus, loose connections cause intermittant transmission condi- 
tions, and momentary "disconnects."   These would cause only minor •■flashes" on a TV 
picture but constitute major data dropouts in a high speed data circuit.   Finally systems 
may be inadequately tested, and hence, in some parts of a CATV System noise and cross- 
modulation levels may not meet written system specifications.   The limiting factor in de- 
termining the performance of the system will not be Gaussian noise interference  but a 
number of practical factors which provide interference, generally categorized as ''impluse 
noise."  These factors are difficult to characterize and include phenomena such as loose 
connections, cracked cable sheaths, and R-F leaks. 

Two factors dominate the specification of any data transmission mode on a CATV System. 

a. That data is sharing a transmission medium with video signals. 

b. Thai there will be a large number of users. 

9.7 

-   -----     —.        .       .—.^^—^J^.—^J.».-^». .w   - ^  „^—.^        .. ^ — .__....      ^_         - - -  

Case 1:16-cv-02690-AT   Document 121-14   Filed 08/05/16   Page 16 of 96



Network Analysis Corporation 

9.3.1   Interface with CATV System 

Two Way Options 

The data transmission system must be readily adaptable to a wide variety of existing 
CATV System designs and two-way options. 

Data Rates 

The data signals must not cause visible interference with video signals. 

Installation 

if auxiliary data equipment is to be added to the CATV System, it must satisfy the fol- 
lowing requirements: 

■ It can be installed with only minor changes in the CATV System. 

■ It need be installed in only a small number of locations. 

•       It can be installed rapidly in early hours of the morning to prevent interference 
with TV service. 

Low Cost 

To maximize the marginal utility of data distribution over the CATV System  any equip- 
ment introduced must be inexpensive. >     ?   M   K 

9.3.2   Interface With Population 

Population Density Variations 

Standard transmission configuration options must be available for systems of various sizes 
population densities and percent of active users.   Because of the huge number of potential 
users, all terminal equipment must be simple and inexpensive. 

Unsophisticated Users 

To minimize user interaction with the system operating mode, all terminal equipment must 
be the same for each location; it must use the same frequencies and data rates; and it must 
have no options for equipment modification by the user. 

The MITRE Corporation has patented a system called MITRIX which meets all the above 
specifications [58] and has many other excellent features.   Some of the disadvantages of 

9.8 
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polling for terminal-oriented networks |50l are the synchronization delays (32] and the 

T^Z0^1 0f Channel bandwidth occupied by simply polling 100,000 subscribers 
MITRIX overcomes both these problems by using a time division multiple access scheme 
Furthermore, since the number of time slots per second is dynamically assigned to a sub- 
scnber  the system also avoids the wasted bandwidth in allocating fixed frequency bands 
(FDM) or f.xed time-slots (TDM) to subscribers who are active for only small amounts of 
time.   The users mterface unit requests a certain number of time slots within frame per- 
lods and these are then allocated by a Computer Digital Interface Unit; a DEC PDP-15 
I he system is highly flexible in structure, efficient and inexpensive. 

9.3.3   Other Considerations 

However  there arc still some tradeoffs involved and for large systems improvements are 
still m the offing.   In particular, we are still faced with the problem that if a subscriber 
logs in at a terminal and makes a request for a certain data rate then he holds those time 
slots until he logs out whether he is actively typing or thinking and not typing.   For small 

systems or systems with a small number of users, this may be an acceptable inefficiency 
in bandwidth use    But for systems like the suburban Boston system it may not be accept- 
able.   As we shall see the factors involved are the available bandwidth, the average ratio of 
active user time to inactive user time in a logged-in period, and the average number of ac- 
tive users.   The alternative which makes more efficient use of bandwidth for high peak to 

average data rates is the random access packed multiplexing method previously derived and 
applied to the satellite channel.   With packets, terminals seize the channel only when they 

arc active.   Hence, more users can be accommodated.   Furthermore, reservations of chan- 
nels are not required.   As we have seen the random access feature results in a channel 
ava.labiluy of l/2e of the band or 1/e for a slotted system.   This is effective if the aver- 
age peak to average data rate is greater than the number 2e or e, respectively. 

9.4   Number of Active Terminals for Random Access Pa.iket Sample System 

We have seen in Chapter 5 that for an unslotted random access packet channel the maxi- 
mum number of active terminals kmax is given by (2eA r)^.   If we let d be the pulse dura- 
tion and let 7 be the number of pulses per packet, then kmax is (2eX7d)-1 where X7 has the 
imension of pulses/second per terminal.   For a two level FSK system, this is the same as 

bits/second per terminal.   In Figure 9.4 wc plot the maximum number of active terminals 
versus Xy for the systems in Table 9.2 using the above equations.   The curves labeled A 
B.C and D correspond to the slotted system in Table 9.2 labeled A,B,C, and D.   The lines 
labeled A , B', C, and D", are for the corresponding unslotted systems, 

We can now examine Figure 9.4 to determine system performance under some typical data 
transmission requirements.   For a data rate of 40 bits/second per terminal, a single trunk 
can handle 4000 terminals with a slotted system (1 Megabit/sec) with an error rate of 
10       at a signal to noise ratio degraded by 20db.   The average number of TV sets per 
trunk in the suburban Boston system is approximately 27,000.   Hence, the simplest 
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Figure 9.4; Performance of Random Access Packet Cable System 

modulation scheme will handle one third of all terminals as active terminals.   At 100 
Kbits/second, the system will handle 900 active terminals. 

The reason for considering a 100 Kbits/second channel instead of 1 Megabit/second chan- 
nel is that it allows more adaptability for local point-to-point traffic with the addition of 
standard digital devices such as concentrators or routers.   Of course, if this is not required, 
the 1 Megabit channels can be used. 
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Table 9.2:  Number of Active Users Per Trunk 

Data 
Rate 

Slotted System Unslotted System 

1 Megabit/sec. 

100 Kilobit/sec. 

9,000 

900 

4,500 

450 

We will use the terminology of the cable TV industry in describing the direction of signal 
flow.   Signals traveling from the head end toward terminals will be said to be directed in 
the "forward" direction on a "forward" link and signals traveling from terminals toward 
the head end will be said to be directed in a "reverse" direction on a "reverse" link.   A 
convenient synonym for "forward" will be "downstream," and for "reverse" wil be "up- 
stream."   To install the device to be described in the forward and reverse channels simple 
duplex and triplex filters can be used.   The devices are illustrated schematically in Fig- 
ure 9.5. 

9.4.1 Carrier Frequency Conversion 

In the Jmplest version of a data system, two carrier frequencies are used; one for forward 
transmission from the head end to the terminals, and one for reverse transmission from the 
terminals to head end.   Let us call these angular frequencies o;f and ur respectively.   The 
next simplest option is to use frequency converters at a small selected set of points in the 
system.   In the forward direction, the converter converts from aj'f to wf and in the reverse 
direction, it converts from wr to oj'r.   The net result is that the terminals still receive and 
transmit at the frequencies wf and cjr.   However, in the trunk between the converters and 
the head end, there are four frequencies in use, wr) w'r) cjf and w'f so that in these trunks 
twice the traffic can be handled. 

The advantages of this scheme are: 

a. All terminals are identical. 

b. The capacity of the system is increased since two channels are available in each 
direction for heavy traffic sections of the cable. 

9.4.2 Routing 

There is no requirement for routing since a basic premise is that all receivers listen to all 
messages that reach them and merely select the ones addressed to them.   Nevertheless, we 
will consider the addition of some primitive low cost routing schemes and qualitatively in- 
dicate their effect on system capacity. 
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(a)     CONVERTER 

wf/dL 

w'r'dH 

(b)     COMPRESSOR 

w'r'dH 

(d/     FORWARD ROUTER 

Device schematics; devices indicated by squares. 

Carrier frequencies co,, w'r reverse; cof, w'f, forward. 

High data rate dH; Low data rate, dL. 

(eJ     LOCAL ROUTER 

Figure 9.5:   Concentration Alternatives for Packet Cable System 
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9.4.3   Compression 

a.     All terminals operate at low data rate. 

rates at Wr and cof.   Thus, the number of compressors required is small. 

9.4.4   Concentration 

Finally, the compressor at junctions may be replaced by a concentrator    That k 
arriving simultaneously on two or mure link, in »h« ^"nirator.   That is, messages 
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9.4.5 Frequency Division Multiplexing

in case the data rate is limited by the head end mini'computer, an available option is to
frequency division multiplex several l00 Kbits/second channels, each of which is processed
by a separate head end minicomputer.

The assignment of these options in an optimal fashion requires detailed expressions for the
traffic in the links. Formulae for the traffic in links using combinations of the various digi-
tal devices are fairly obvious in detail although rather tedious to present in generality.

9.5 Random Access Packet Designs For Sample CATV System

We will illustrate the usefulness of the various options and devices we have considered, for
example, in adapting to a low data rate channel system of 100 Kbps. We apply the de.
vices to a design of a random access packet data system for Medford, Massachusetts, a sec-
tion of the Suburban Boston CATV complex. in Figure 9.6, a branch of the trunk is
drawn for Medford. The triangles represent bridger amplifiers. These amplifiers feed into
feeder cable and extender amplifiers with customer taps and drop lines emanating from the
feeder cable. The feeder backer arrangement previously mentioned is used. The feeder sys-
tem emanating from a given bridger amplifier is called a cluster. The number next to each
amplifier gives the number of terminals in the cluster associated with that amplifier. The
average number of terminals per cluster is 137 with complete coverage of all homes.

We focus our attention on one trunk in the Medford area. We assume that the average
traffic per terminal is 40 bits/sec. We assume most conservatively that in the design the
data from the terminals is at 100 Kbps; the upconverted rate is l Megabit/sec. We have
already obtained the results in Table 9.2 showing the number of active terminals that can
be supported on a trunk at each data rate.

Since we have not presented relative costs of converters, concentrators, multiplexers and
routers, we are not optimizing the design. We are merely presenting feasible designs to
demonstrate the wide range and flexibility achieved by combinations of a few devices.
The designs are easily described by simply indicating the location of the various devices
on the map in terms of an alphabetic label on the map. To aid in visualizing the design,
the number in the rectangle beside the letter (on the key maps) indicates the population
downstream from that point. The designs are as shown in Table 9.3.
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Figure 9.6b:   Map 1 
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Table 9.3 Feasible Designs for Central Transmission Mode 
At 100 Kbps Data Rate 

% Active 
Terminals Slotted Umlotted 

1% No devices No devices 

3% No devices Converter at (a) 

10% Compressors at (b) & (b'l Compressors at (c") and 
Concentrators at (b), (c), 
and (c'l 

15% Compressors at (c'') and 
Concentrators at (b), (c) 
and (c'l 
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Chapter 10 

PACKET RADIO NETWORKS FOR LOCAL ACCESS-INTRODUCTION 

10.1    Network Overview 

The main features which distinguish the Packet Radio System from a poim-to-point packet 
switching system (such as the ARPANET) are:   (i) devices in the system transmit packets 
by using a random access scheme, and (ii) devices broadcast so that packets can be trans- 
mitted to several devices simultaneously, and/or several packets can be simultaneously re- 
ceived by a receiver due to independent transmissions of several devices.   These features 
have a major impact on practically every aspect of network considerations. 

There are three basic functional components of the Packet Radio System:   the Packet 
Radio Terminal, the Packet Radio Station, and the Packet Radio Repeater.   (See Fig- 

ure 10.1.) Packet Radio Terminals will be of various types, including personal digital ter- 
minals, TTY-like devices, unattended sensors, small computers, display printers, and posi- 
tion locatior   levices. 

In some applications the Packet Radio Station will be the interface component between 
the broadcast system and a point-to-point network.   As such it will have broadcast chan- 
nels into the Packet Radio System and Link channels into the point-to-point network. 
In addition, it will perform accounting, buffering, directory, and routing functions for the 
overall system. 

The basic function of the Packet Radio Repeater is to extend the effective range of the 
tefminals and the stations, especially in remote areas of low traffic, and thereby increase 
the average ratio of terminals to stations.   A more detailed discussion of the ■ etwork 
hardware functions can be found in Section 10.2. 

The devices (repeaters, stations, and terminals) of the Packet Radio System communicaie 
in a broadcast mode using a varient of the Aloha random access method [ 1 |. 

Stations will be allocated or, the basis of traffic.   Thus, to first approximation, we can 
think of partitioning the area to be covered into regions of equal traffic and allocate one 
station for each region.   In regions of low traffic density, the statin may not be in "line 
of sight" of all the terminals in the region; ner.ce repeaters are used to relay the traffic to 
the station.   Thus, repeaters correspond to - geographical partition of the area into sections 

10.1 
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PACKET RADIO NETWORK 
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PACKET RADIO TERMINAL 

PACKET RADIO REPEATER 

PACKET RADIO STATION 

POINT TO POINT 
TERRESTRIAL CHANNEL 

SATELLITE CHANNEL 

POINT TO POINT NETWORK 

Figure 10.1: Packet Radio System 

small enough so that each terminal can communicate with a repeater and its messages be 

relayed by repeaters to a station. 

In areas of high traffic, such as urban areas, repeaters may not be needed:   in fact, the 
problem may be that a station can communicate with more terminals than it can handle. 
Broadcast of data in urban areas is also complicated by multipath interference [52].   The 
rapidly expanding Cable Television Systems within urban areas offer an attractive alterna- 
tive to over-the-air broadcasting, except for mobile users who must use broadcast tech- 
niques.   As we have seen, the same general packet radio concepts can be applied to broac- 

band Cable Systems. 

10.2   Network Elements 

10.2.1   Nodes 

In this section we discuss the devices' functional capabilities which are necessary for com- 
munication in the Packet Radio network. Functional requirements of these elements not 

directly related to communication are not discussed. 

Terminals 

There are two categories of terminals; (a) those which usually await a response to a mes- 
sage they transmit (e.g., manually held radio terminals, small computers), and (b) those 
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which do not require such responses or acknowledgements (t.g., unattended sensors, posi- 
tion indicators).   Some terminals in the former category will usually send and/or receive 
several packets in one message. 

Necessary or desirable communication capabilities ol  ' terminal: 

a. Ability to laentify whether the packet is addressed to its ID. 

b. Calculation of packet checksum. 

c. Capabilities related to packet routing such as; retransmitting packets when ac- 
knowledgements are not received, recording and using a specific ID of a repeater 
and/or station to be used for other packets of the same message, counting the 
number of retransmissions. 

d. Capabilities related to the response to previously determined types of error. 

e. For unattended terminals, capabilities by which a centralized control or a sta- 
tion will be able to identify whether the terminal is operative or dead. 

Repeaters 

Functional capabilities for repeaters include: 

a. Calculating packet checksum. 

b. Packet storage and retransmission. 

c. Capabilities by which a station can determine whether a particular repeater (or 
any repeater in a particular area) is operative or dead. 

d. Capabilities 1, 3, and 4 of terminals. 

e. Capabilities, dependent on the routing strategy, for calculating the most efficient 
next repeater on a transmission path to a station or to a terminal. 

Stations 

Among the stations' functional capabilities are: 

a. A directory of terminals and repeaters in its region. 

b. Operations necessary to convert packets from the Packet Radio System into 
packets used in the point-to-point network and conversely. 

1C.3 
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c. Storage buffers for packets received from terminals and for packets to be trans- 
mitted to terminals. 

d. Storage for character position information for active terminals which do not 
have this capability. 

e. Accounting capabilities. 

f. Capabilities related to routing, flow control, and network management. 

10.2.2  Channels 

Communication between devices is by broadcast, using a variant of the ALOHA random 
access method,   ./iany aspects of the broadcast channel are of peripheral interest in the 
network design of the system; however, some factors are crucial for determining the be- 
havior of the network.   By ALOHA transmission we mean the use of a shared channel 
which is randomly accessed by more than one user.   In the simplest case users transit 
equal size packets, each using a data rate equal to the channel data rate several modes of 

operation are possible.   The two simplest are:   a non-slotted (asynchronous) mode in which 
users can access the channel at any time, and a slotted (synchronous) mode in which users 
can access the channel only at the beginning of a slot of time duration equal to a packet 
transmission time.   In the latter case, a form of synchronization is required since each 
user must determine the beginning time of each slot.   The following theoretical results as- 
sume that, if two or more packets overlap, none is correctly received, and each must be 
retransmitted.   Such a system is called a system without capture. 

The simplest analytic results assume that there are an infinite number of users and that 
the point process of packet origination and the point process of packet originations plus 
retransmissions are Poisson with mean S and G, respectively; constant transmission time T 
for each packet is also assumed.   Then, if a packet begins at some random time, the prob- 
ability that it is correctly received (no overlapping, collision or conflict) in the nonslotted 
case is e"2GT.   The reception rate, equal to the origination rate (assuming that colliding 
packets are retransmitted until correctly received) is S = Ge~2G1.   The effective channel 
utilization is ST = GTe"2GT, and the maximum utilization is Max(ST) = 1/2e.   For the 
slotted case, the probability of collision is e"GT which leads to 1/e as the maximum uti- 
lization.   GT, the channel traffic is equal to 1/2 and 1 at a maximum effective utilization 
for the non-slotted and slotted case, respectively |1 ]. 

In the original ALOHA system, implemented at the University of Hawaii [2], a central 
station communicates with several remote sites.   The system contains two channels-one 
for station-to-site traffic and the second for site-to-station traffic.   This has several advan- 
tages for the ALOHA system.   First, the station broadcasts continuously to furnish syn- 
chronization between all sites.   Second, station-tosite traffic is coordinated by the station 
so that messages from the station do not collide with one another.   Thus, if the traffic 
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from the station has a separate channel from the reverse traffic, retransmissions are sub- 
stantially reduced.   Allocating separate channels for inbound and outbound station traffic 
is not as attractive when repeaters and multiple stations are introduced.   This channel al- 
location problem is presently under investigation.   Channel improvements also appear to 
be possible by using Spread Spectrum Coding, which offers the possibility of time capture. 
Competing packets arriving during the transmission time of the first may be ignored if 
their signal strength is not too great.   When the transmitters are widely distributed  geo- 
metric or power capture is also possible [46].   With or without spread spectrum a'com- 
petmg signal which is much weaker (further away)  than the desired signal will not inter- 
fere.   Both types of capture can give rise to performance superior to that predicted by 
the simple unslotted ALOHA model.   However, capture biases against more distant trans- 
mitters since the probability of a successful transmission to the station decreases as the 
distance from the station increases.   Hence, it results in the increase in the number of re- 
transmissions and consequently in the delay. 
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Chapter 11

PACKET RADIO NETWORK TOPOLOGY

11.1 General Considerations

Many factors affect the location of repeaters and stations. Simple consideration of re-
peaters as area covers and stations as traffic covers neglects interactions between the two
types of devices.

Factors affecting the location of repeaters and stations in addition to range and trafficare I

a.
Logistics: Some locations for repeaters may be preferable to others because of

greater accessibility or more readily available power, eliminating the need for
batteries (e.g., on telephone poles or near power lines).

Reliability and Redundancy: For many reasons, redundant repeaters and stations
will be required. Since repeaters in remote areas will operate on batteries, it will
be necessary to have sufficient redundancy so they need not be replaced immedi-
ately. Stations and repeaters will have intermittent and catastrophic failures for
which backup is required. Extra repeaters are needed when line of sight to the
primary repeater is locally blocked.

, When a single channel is operated in an unslotted ALOHA random access mode, no more
than 1/2e of the bandwidth can be effectively utilized, as discussed in the previous section.
However, additional traffic is generated by repeaters, and conflicts created by trsnsmissions
between adjacent stations. Some sources of retransmissions are:

a.
For reliability, several repeaters or stations must be within range of each termi-
nal. If the repeaters retransmit every packet they receive, one message can gen-
erate an exponentially growing number of relayed messages. To prevent one

message from saturating the network, traffic control is required. The discipline
chosen and its efficiency will probably be the single most important system fac—
tor affecting system pnrformance. Two types of undesrrable routing through the
repeaters can occur. First a message can circulate endlessly among the same
group of repeaters if not controlled. Second, even if no message is propagated
endlessly, a message can be propagated to a geometrically increasing number of
new repeaters in a large network.

11.1
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b. For system reliability, more than one station must be able to transmit via re- 

peaters to each terminal.   Thus, there can be conflicts between adjacent stations 
which reduces the useable bandwidth and also introduces coordination and rout- 
ing problems. 

c. In general, there will be many routes between any given terminal and any given 
station.   Consequently, more conflicts can result than would be the case if the 
terminals communicated with a station. 

11.2   Device Location 

To provide line-of-sight coverage of an area where mobile terminals or fixed terminals are 
transmitting by radio from unspecified locations we must locate repeaters so that any such 
terminal will be in line-of-sight of repeaters and that there be reliable connections between 
everv pair of terminals (and repeaters).   More precisely, we wish to minimize the installa- 

tion cost and maintenance cost of the repeaters subject to a constraint on the reliability of 
service. 

In general, determining if line-of-sight microwave transmission between two points is pos- 
sible  involves taking into account many factors including wave-length (Fresnel zones), 
weather conditions (effective earth radius), antenna design, height, topography, etc.   Never- 
theless there are methods for making such calculations (421.   In this rctlufl, we describe 
methods for using the results of these determinations to choose good locations for the 
repeaters. 

It is impractical to consider all possible locations of repeaters and terminals, which theo- 
retically are infinite in number.   We limit outselves to a finite set R of possible repeater 
locations and a finite set T of possible terminal locations.   How the set R and T are chosen 
will be of great computational importance and will probably be chosen adaptively.   But for 
the time being, we assume R and T known and fixed. 

The principal and immediate interest is in an appropriate mathematical model of the situa- 
tion and some indications on how to solve the problem.   The first problem is the proper 
choice of reliability measure or grade of service.   We assume that the radio network is for 
local distribution-collection of terminal traffic with rates small compared to the channel 
capacity so that throughput capacity is not a constraint.   That is, if any path through the 
network exists for a given pair of tem.ir.als we assume there is sufficient capacity for traf- 
fic between them.   Possible measures of network reliability that have proved useful in the 
analysis of communication network [55] are the probability -hat all terminal pairs can com- 
municate and the average fraction of terminal pairs which can communicate.   However, for 
network synthesis as distinguished from analysis these measures appear too difficult both 
from computational and data collection points of view.   This suggests the "deterministic" 
requirement that there exist k node disjoint paths between every terminal pair.   This guar- 
antees that at least k repeaters or line-of-sight links must fail before any terminal pair is 
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disconnected.   Let tne cost of a repeater at location r t R be c(r) and cIR0) = 
1  j c(r)   | rtRc 1  where R CR.   Then, we can formulate: 

Problem I 

Find R*CR minimizing c(R*) subject to the constraint that for all ttT and riR* there 
exist k node disjoint paths from t to r. 

One might demand only that there be k node disjoint paths between every pair of termi- 
nals instead of between each terminal-repeater pair, but we arc assuming that communica- 
tion always takes place through a "station" which could be any of the repeaters.   The an- 
alysis of the terminal to terminal model is similar in any case. 

The constraint can be broken into two parts: 

a. k-fold set covering:   The repeaters must ue located so that at least k of them 
are in line-of-sight with each terminal, and 

b. k redundancy:   Between each pair of repeaters there must be k node disjoint 
paths. 

Because the repeaters will have substantially greater range than terminals, the first aspect 
of the constraint will ordinarily be dominating.   Moreover, it can be shown that the prob- 
lem of minimizing costs of repeater locations subject to k-cover constraints is mathemati- 
callv equivalent to 1-covering. 

The 1-cover problem is the classical set covering problem. Extensive research has been and 
is being done on this problem, but there is good evidence—empirical [26| and theoretical- 
that the problem is intrinsically difficult. 

Given the limited success to be expected from exact algorithms in solving large scale prob- 
lems, we have been led to consider heuristic methods to find good solutions to the k-cover 
(of terminals by repeaters) problem which is typically large scale.   It is intuitively appeal- 
ing to consider a terminal as particularly critical if it is adjacent to few repeaters.   (!n the 
extreme cases, if a terminal has fewer than k adjacent repeaters, the problem is infeasiblc 
and if it has exactly k adjacent repeaters, all of them must be chosen for any feasible 
solution).   Similarly, a repeater is desirable if it is adjacent to a large number of terminals, 
especially if the terminals are highly critical.   The heuristic algorithms systemize these in- 
tuitive notions in the search of a "good" solution. 

The size of test problems solved varies from problems with as few as 5 repeaters and 5 
terminals to problems with as many as 400 repeaters and 400 terminals.   Roughly speak- 
ing, the computation time was directly proportional to the size of the incidence matrix 
and the cover multiple required.   The computer used is a PDP-10 (time sharing).   The 
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larger problems (400 repealers, 400 termimls, 2-cüver) were solved in 70 sec or less.   The 
time, as may be expected, is dependent on the density of 1 's in the incidence matrix.   Thus, 
the maximum time recorded arose from termirals-repeaters configuration where each re- 
peater covers many repeaters.   The running tine is of the order of   i T i x l R |2 where 

T    and l R i   are the number of terminals and repeaters respectively. 

We ran a number of problems with the heuristic code and for comparison with the Ophelie 
mixed integer prograrrming code running on a CDC 6600 compi ter.   The Ophelie code uses 
the branch-and-bound method.   In the case of very simple problems (8 repeaters. 9 termi- 
nals, 2-cover) there was essentially no difference in running time (presumably most of the 
time, less than .5 sec, was spent in setting up the problem).   Running experience with the 
Steiner triples' problem described in the next section, yields a ratio of 500 to 1 between 
the Ophelie time and the heuristic code time when solving the smalkr problem A27 (117 
terminals, 30 repeaters, 1-cover, and no comparison is available for the larger problem A45 

(330 terminals, 45 repeaters) since for eximple, the MPSX code failed to reach a solution^ 
in more than one half hour on an IBM 360-91.* 

Comparison in running time is naturall> not completely valid, since most of the computa- 
tion time in the Ophelie code can be spent just checking if a given sokition is optimal. 
The heuristic method does not try to check the optimality of its solution    However, in 
general, results with the heuristic code have been extremely good.   When the heuristic so- 
lution deviated from the optimal solution, the problem usually involved numerous tries 
for the maximum «.Wl   = 1, 2, 3, 4 such as in the Steiner triples' problems.   In all prob- 
lems that were generated to resemble the packet radio terminal-repeater problem, the 
heuristic algorithm reached the optimal solution (in those problems for which we are able 
to determine the optimal solution). 

;23| report on two covering problems which they characterize as computationally difficult. 
Ea h problem is defined by tne klcWenu matrix of a Steiner triple system. The first 
problem, labelled A27 is a 1-cover problem with 117 terminals and 30 repeaters.   The 

second problem, labelled A45, has 330 terminals and 45 repeaters and is also a 1-cover 
problem.   Data for both problems can be found on pages 9 and 10 of |231.   The problems 

are considered to De difficult because of the large number of verifications (branching in branch- 
and-bound, costs in cutting methods) required to establish that a given solution is in fact 
optimal. 

The heuristics developed are dependent on the order in which the repeaters are presented 
to the algorithm.   One hundred random permutations of the repeater ordering was tried 
for each of the two Steiner problems.   In each case, the heuristic obtained the optimal so- 
lution for the smaller problem and for the larger problem, three solutions out of the 100 
equaled the conjectured optimal solution of 30 repeaters.   The remaining 97 were within 

*Private Communication, |23| 
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3% of the optimals.   On the other hand, we have constructed other artificial oroblerm on 
which the heuristic performs abysmally. 

Another test problem used to compare various techniques to solve the k-covering problem 
was generated by using real data obtained from a topographical map for the region of Paio 
Alto.   This part of the U.S. was selected because it contained many interesting topographi- 
cal attributes:   a flat terrain (salt flats, the region surrounding the Bayshore Freeway), an 
urban center (Palo Alto and neighboring communities) on slightly sloping terrain and fi- 
nally a hilly region (with valleys, small plateaus, etc.).   Moreover, at this time, it appears 
that a reduced scale experiment of a packet radio network will be installed in the Palo Alto 
area. 

LOS Computation 

To determine if a terminal at location j can be seen from a repeater at location k, we pro- 
ceeded as follows.   It was assumed that if nc particular high construction (building, water 
tower, etc.) was available to install the repeater's antenna, it would be installed at 30 feci 
above the ground level (making use of a tree, telephone pole. etc.).   The terminals were as- 
sumed to be 5 feet above ground level.   The points were said to be in LOS if the first 
Fresnel Zone associated with transmission between these two points was free of any 
obstacle (see Figure 11.1). 

(■"RESNEL ZONE 30 FT  REPEATER 

5 FT TERMINAL 

Figure 11.1:  Relationship Between Terrain and Antenna Heights 
for Fresnel Zone 

To compute the Fresnel Zones, we assumed that transmission wojld occur at 1500 MH/ 
conesponding to a wave length X " .2m (7.87 in.). 

The problem was solved by the heuristic algorithm and by Ophelie.   (A rapid analysis of 
the terminal-repeater adjacency rratrix shows that none of the optimal » !utions would 
have been generated if one had used the more simplistic approach of selecting the repeater 
with highest adjacency degree.   Such a selection yields quite different answers requiring a 
larger number of repeaters). 
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The optimal solution requires the installation ot 14 repeaters (different runs with the 

heuristic showed that there were, in fact, a number of optimal solutions with 14 repeaters). 
The total running time for Ophelie was approximately 12 CPU sec excluding set up time. 
The SETCOV required 3 sec to produce a solution.   The relative success of the Ophelie 
code must, at least in part, be attributed to the (act that the linear programming solution 
(which is used to initiate the branch-and-bound part of the code) is actually the optimal 
solution    The input contour co.,figuration and repeater location solution for this sample 
problem are shown in Figures 11.2 and 11.3, respectively 

11.3   Network Topological Reconfiguration 

From the general topological considerations, it is apparent that the routing and flow con- 
trol algorithms will be the mam factor which will determine the efficiency of the Packet 
Radio System.   However, there arc two contradictory requirements; reliability considera- 
tions advocate that every repeater should be able to transmit to several repeaters; on the 
other hand, efficiency consideration suggest that one repe-'er should receive and relay the 
packet, preferably the repeater along the shortest path to the destination    A sensible so- 
lution is to assign to the set of repeaters a structure which will transform the broadcast 
network to a point-to-point network for routing purposes.   The problem is that the con- 
nectivity of devices is changing, and therefore, it is necessary to develop algorithms for 
dynamically changing the network structure (reconfiguration) under certain conditions. 
Examples of a changing topology are when the network is mobile (e.g., a fVcket Radio 
System for a fleet of ships), drainage of battery power of repeaters placed in inaccessible 
environments, or when repeaters fail to operate- 

In |41 |, we propose algorithms for dynamically changing the network configuration.   It 
is assumed that every repeater and station have a fixed ID, and that there is a simple rout- 
ing algorithm however inefficient, which is independent of any network structure.   The 
process contains three steps: 

STEP I 

Mapping the network connectivity. This is obtained by a process in which stations trans- 
mit packets to repeaters, requesting each to respond with a trace packet into which every 
repeater along the path adds its fixed ID. 

STEP II 

Determining network strjcture.   The connectivity information obtained above is used to 
obtain a network structure which has several properties; for example, it enables every packet 
to be routed along the shortest path (minimum number of hops); it determines the repeaters 
which are not needed for relaying packets and which should be temporarily disabled. 
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Figure 11.2:  Contour Map and Availeble Repeater Locations for Example 
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Figure 11.3:   Repeater Covering for Example 

STEP III 

In this step, the stations transmit the structure information to repeaters and test each path 
in both directions. 
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Chapter 12 
PACKET RADIO SYSTEM CHANNEL CONFIGURATION 

12.1   Split versus Common Channel 

Apart from the suitability for mobile terminals, random access schemes offer an attractive 
alternative to fixed assignment of channel capacity (FDM, TDM A) for applications charac- 
terized by traffic of a bursty nature.   (I hat is, when the traffic requirements of users can 
be characterized as having a high peak to average data rate.)   This is because at any given 
time, the capacity assigned to non active users is not utilized, whereas the active users ex- 
perience relatively long delays due to the low data rate available to each. 

We pursue this same argument one step further and investigate for the packet radio system 
whether we should have two channels, one for transmission from terminals to stations and 
the secord in the reverse direction; or alternatively whether we should dynamically share 
the total capacity (common channel).   This problem was investigated for a single hop net- 
work in which n stations communicate with an infinite number of terminals using the 
slotted ALOHA random access scheme |28|.   In the model it is assumed that all stations 
and terminals are within an effective transmission range of each other, that the processes 
of packet originations and packet originations plus retransmissions are Poisson, and that 
there is a ratio a of the rate of packets which originates from stctions to the rate which 
originates from terminals. 

Figure 12.1 shows the comparison of the maximum effective utilization of the two configu- 
rations as a function of a with the number of stations, n, as a parameter.   The subscripts 
s and c denote the split (into equal parts) and common configurations, respectively.   The 
conclusion from this is that if the ratio a is not known or if it varies, it is preferable to 
share dynamically the total capacity.   Figure 12.2 shows an example of the average de- 

lay of a packet in the system (weighted average of packet in the two directions) as a func- 
tion of the total throughput, for the case a = 10.   The difference in the packet transmis- 
sion time (slot) due to the difference in the data rates of the two configurations has been 
taken into account.   The superiority of the common channel configuration in this case 
(a = 10) is clearly demonstrated. 

12.2   Directional Antennas and Multiple Transmitters 

Another problem related to channel configuration is the possible use of directional antennas 
by repeaters and/or stations and the advantage (if any) of using multiple directional 
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Figure 12.1:   Maximum Utilization vs. Split and Combined Channel Parameters 

transmitters. This problem was investigated for a 2-hop and single station packet-radio 
network \29\. The investigation was done assuming separate channels from station to 
terminals and from terminals to station, and for the slotted ALOHA random access scheme. 

12.2.1   Transmission From Terminals To Station 

Consider a 2-hop system with m repeaters and a single station as shown in Figure 12.3. 
The traffic originates from terminals and is destined to the station.   A terminal transmits 
its packets to a repeater (hop 1), which in turn transmits the packets to the station (hop 2). 
The transmission protocol is as follows;   when a packet becomes ready for transmission, 
it is transmitted into the next slot; the device then times out waiting for an ack, and if one 
is not received the packet is retransmitted at a future random slot. 

We use the following assumptions.   The combined process of packet originations and pac- 
ket retransmissions, from each set of terminals to a repeater, is Poisson.   The probabilities 
of transmission by a repeater into different slots are independent.   The probability of trans- 
mission by two or more repeaters into a randomly chosen slot are mutually independent; 
and the probability of transmission into a random slot by a terminal and by a repeater are 
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Figure 12.2:  Delay vs. Throughput, a = 2.5 

independent.   Furthermore, we assume that the terminal transmission range is short, so 
that it can reach only one repeater.   On the other hand, the transmission from a repeater 
to the station can interface with the transmission of terminals to 1-1 other repeaters; 
1 < 1 < m. 

The effect of directional antennas at repeaters is that the transmission from repeaters to 
the station is directed towards the station and does not interfere with the transmission of 
terminals to other repeaters.   Thus, it is the special case with 1 = 1.   We notice, however, 
that directional antennas do not increase the capacity of the hop from repeaters to station 
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Figure 12.3:  Transmission from Terminas to Station 

because all antennas are directed towards the same physical location where the station is 
placed and where the conflicts may occur. 

Figure 12.4 shows the capacity of the system as a function of the number of repeat; .'s, m, 
for I = m and 1 = 1, which is equivalent to omnidirectional and directional antennas respec- 
tively.   One can see that there is a significant gain in capacity when using directional an- 
tennas only when m = 2, and a small gain for m = 3; for m 5* 4 the capacity of the system 
does not increase. 

As far as the number of repeaters is concerned, one can see 2 or 3 repeaters would be a 
good design; and additional repeaters that may be added because of other considerations 
(such as area coverage) will result in a reduction in the system capacity.   Another problem 
investigated is the critical hop.   That is, when the capacity of the system is reached, it is 
due to the saturation or the hop from terminals to repeaters or that from repeaters to the 
station.   The results demonstrate that when the number of repeaters, m, is small the criti- 
cal hop is from terminals to repeaters, wht,oas when m is large the critical hop is from re- 
peaters to station.   The exact number at which the change occurs depends on the inter- 
ference parameter I. 

12.2.2  Transmission From Station To Terminals 

In this section, we consider the second channel which is used for transmission from the 
station to terminals via repeaters.   It is assumed that the effective transmission range of 
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Figure 12.4:  Network Throughput vs. Number of Repeaters: 
Directional and Non-Directional Antennas 

the station is such that it interferes with the transmission from repeaters to terminals.   How- 
ever, we assume that terminals are not designed to directly receive from the station.   We use 
the same assumptions as in the previous section    A transmission from the station to R- can 
be interfered with by transmissions from the I repeater, in the interfering set of R- when 
these repeaters transmit to their terminals (T's).   A transmission from Rj to T can 'be in- 
terfered by a transmission from the station to any repeater or by the I - 1   excluding R-, 

repeaters in the interfering set of Rj.   For consistency with the interference model in the 

previous section we assume the same energy-per-bit-to-noise-density for detection with equal 
error rates, by the repeaters and by the terminal and that the repeater uses a higher trans- 
mitler power than terminals. 

Figjre 12.5 shows the capacity of the system as a function of m for I = 1 and I = m, both 
for an omnidirectional and directional anicnn^ from the station to repeaters.   Further in- 
vestigations for this case were performed and the conclusions follow. 

a. The interference of the station with the transmission of repeaters to teiminals 
significantly reduces the system capacity. Thus, if possible, it is important to 
enable terminals to receive such transmissions directly, without retransmission 
by the repeater. 
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Figure 12.5:  Number of Repeaters vs. Capacity 

The system capacity is reduced substantially when the interference level between 
repeaters is increased.   Note that this is not the case when transmitting to the 
station.   Consequently, it is important to reduce the interference factor by a 
mechanism such as adaptive power. 

A directional antenna at the station significantly increases the system capacity 
wl en the interference level between repeaters is low to moderate.   This is not 
tht case when the interference level is high, since the throughput on the hop 
from repeaters to terminals is limited due to this interference. 

When the station has directional antennas, then multiple transmitters and antennas 
may further increase significantly system capacity.   In this case one can obtain 
a capacity greater than 1. 
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Chapter 13 
PACKET RADIO SYSTEM ROUTING 

AND ACKNOWLEDGEMENT CONSIDERATIONS 

13.1   Routing Problems 

Problems that arise in controlling traffic in a oroadcast net include: 

a. A packet transmitted can be receh ed by many repeaters or stations or not be 
received by any. 

b. Many copies of the same packet can circulate in the broadcast network. 

c. Many copies of the same packet can enter the point-to-point network at 
different stations. 

Indications of the consequences of not imposing a suitable flow control mechanism can be 
observed from idealized combinatorial models. 

In these ideal models, the repeaters are .ocated at corner points of an infinite square end 
and t.me ,s broken into unit intervals, each slotted into segments.   A packet transmitted 
by a repeater can be received only by its four nearest neighbors.   If a packet is correctly 
received by a repeater, it is retransmitted within the next unit interval of time at a random 
t.me slot w.th.n the interval.   Suppose now that a single packet originates at the origin and 
that the transmission plus the propagation time falls within one unit interval of time    Then 
alter n intervals of time: 

a. The number of repeaters which receive the packet for the first t.me, B(n), is: 

B(n) = 4n, n > 1   B(0) = 1 

b. The number of repeaters through which the packet passed, A(n), is: 

n 
A(n) ■ r     B(j) ■ 2n2 +2n + 1, n>0 

j=0 
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c.      if we assume that a repeater can receive and relay a large number of packets 
within the same time interval, the number of copies of the same packet received 
by a repeater at coordinates (d,j) after d + 2k units of time is: 

Nf (d ■* Jk) ■  (^ )  ("; ^ )       fo, .argc k    2"^ 

where d is the number of units of time that the packet requires to arrive from 
the origin to the repeater, and j is the horizontal number of units. 

Unless adequate steps are tak^n, the explosive proliferation of redundant packets will se- 
verely limit the capacity of the system.   One can now recognize two somewhat distinct 
routing and control problems: 

a. To ensure that a packet originating from a terminal arrives at a station, prefer- 
ably using the most efficient (shortest) path, 

b. To suppress copies of the same packet from being indefinitely repeated in the 
network, either ty being propagated ir endless cycles of repeaters or by being 
propagated for a very long distance 

13.2   Proposed Routing Techniques 

There are two key objectives in developing a routing procedure for the packet radio sys- 
tem.   First, we must assure, with high probability, that a message launched into the net 
from an arbitrary point will reach its destination.   Second, we must guarantee that a large 
number of messages will be able to be transmitted through the network with a relatively 
small lime delay.   The first goal may be thought of as a connectivity or reliability issue, 
while the second is an efficiency consideration. 

13.2.1   Undirected Routing 

A rudimentary, but workable, routing technique to achieve connectivity at low traffic 
levels can be simply constructed by us:ng a maximum handover number |4| and saving 
unique identifiers of packets at each repeater for specified periods of time.   The handover 
number is used to guarantee that any packet cannot be indefinitely propagated in the net. 
Each time a packet is transmitted in the net, a handover number in the header is incre- 
mented by one.   When the handover number reaches an assigned maximum, the packet 
is no longer repeated and that copy of the packet is dropped from the net.   Thus, the 
packet is "aged" each time it is repeated until it reaches its destination or is dropped be- 
cause of excessive age. 

If the maximum handover number is set large, extensive artificial traffic may be generated 
in areas where there is a high density of repeaters.   On the other hand, if it is set small, 
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packets from remote areas may never arrive at stations.   This problem .an be resolved as 
follows:   We assume that every repeater can calculate its approximate cistance in numbers 
of hops to stations by observing response packets.   The first repeater which received the 
packet from a terminal sets the maximum handover number based on its calcuia ed dis- 
tance from the station.   The number is then decremented by one each time it is relayed 
through any other repeater.   The packet is dropped when the number reduces to mo 
When | station transmits a packet, it will set the maximum handover number by "know- 
in)!    the approximate radius in "repeaters" in its region. 

Even if a packet is dropped after a large number of transmissions, local controls are needed 
to prevent packets from being successively "bounced" between two or a small number of 
repeaters wh.ch repeat everything they correctly receive.   (Such | phenomena is called 

cycling   or "looping.")   A simple mechanism to prevent ihis occurrence is for repeaters 
to store for a fixed period of time entire packets, headers, or even a field within the 

header that uniquely identifies a packet.   A repeater would then compare the identifier 
of any received par^t against the identifiers in storage at the repeater.   If a match oc- 
curred, the associated packet would not be repeated. 

The time allotted for storage of any packet identifier would depend on the amount of 
available storage at a repeater and the number of bits required to uniquely identify the 
packet.   For example, more than 4K packets could be uniquely identified with 12 bit 
words.   Thus, 4K of storage could contain iarntifiers for nore than 300 packets    With a 
500 Kbps repeater to repeater common chaniel for broadcast and receive and 1 000 bit 
packets, this would be sufficient siorage for over 1.5 seconds of transmission if Ihe chan- 
nel were used at full rate.   Assuming a single hop would require about 20 millisecond; of 
transmission and retransmission time, a maximum hop number of 20 would guarantee that 

any packet would be dropped from the s^tem because of an excessive number o^ retrans- 
m.ss.ons long before it could return to a previously used repeater not containing the packet 
identifier. 

The combination of loop prevention and packet aging with otherwise indiscriminate repe- 
tition of packets by repeaters will enable a pa ket to travel, on every available path  a 
maximum distance away from its origin equal to its original handover number    Thu's  if 
the maximum handover number is larger than the minimum number of hops between the 
terminal and the nearest station, a packet accepted into the net should reach its destina- 
tion.   Unfortunately, with this scheme, copies of the packet will also reach many other 
points, with each repetition occupying valuable channel capacity.   However, if those pac- 
kets for which adequate capacity is not available are prevented from entering the net   the 
network will appear highly reliable to accepted packets. 

The above routing scheme is an undirected, completely distributed procedure    Each re- 
peater is in total control of packets sent to it, and the stations play no active part in the 
system s routing decisions.   (They must still play a role in flow control.)   In the above 
procedure, no advantage is taken of the fact that most traffic is destined for a station 
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cither as a terminus or as an intermediate point for communication with elements of a 
different network.   Also, the superior speed and memory space of the station is ignored. 
For efficiency, one is therefore led to investigate directed (hierarchical) routing procedures. 

13.2.2   Directed Routing 

A directed routing procedure utilizes thj stations to periodically structure the network for 
efficient flow paths.   Stations periodically trans nit routing packets called labels to repeaters 
to form, functionally, a hierarchical point-to-point network as shown in Figure 13.1    Each 
label includes the following information: 

a. A specific address of the repeater for routing purposes 

b. The minimum number of hops to the nearest station 

c. The specific addresses of all repeaters on a shortest path to the station (In par- 
ticular, the label contains the address of the repeater to which a packet should 
preferably be transmitted when destined to the station.) 

When relaying a packet to its destination, the repeater addresses the packet to the next re- 

pealer along the preferred path. Only this addressed repeater will repeat the packet and 
only when this mechanism fails will other repeaters relay the message. 

For simplicity, we describe routing for the case of a single station network. A label of 
repeater R; of hierarchy level j will be denoted by L|J; i,j>1. The station will have the 
label L, |. L'ji will denote the label of the repeater which is the "nearest available" to 
the communicating terminal. 

LEVEL 1 

LEVEL 2 

LEVEL 3 

Figure 13.1:  Hierarchical Labeling For Directed Routing Algorithms 
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A label is composed of H subfields, where H is the maximum number of hierarchy levels 
(H-l is the maximum number of hops on the shortest path between any repeater and the 
station).   Every subfield has three possible entries, blank (BLK), a serial number (SER), or 
ALL.   Ljj has j entries of SFR's and (H-j) BLK's as shown in Figure 13.2. 

1 2 i-i i i+i H 

SER SER SER SER BLK BLK 

j serial numbers (H-j) blanks 

Figure 13.2:   Definition of Packet Label 

We say that L,, "homes" on Lkp) h,!.^ = Lkpl if p - j-1 and the first j-1 subfields of 
both are identical.   If two repeaters at level j home on the same repeater, their label will 
differ only in the entry to subf.cld j. 

As an example, if we use 3 bit. per subfield, the labels of the station and the repeaters of 
the network shown in Figure 13.1 are as follows: 

Subfield 1        Subfield 2       Subfield 3 

hi 
L12 

L22 

L33 

L43 

L53 

L63 

L73 

In this example, a subfield in which all bits are "0" is considered "blank."   Note that all 
entries in Subfield 1 are the same since all repeaters home (eventually) on the same station. 

The packet heacer, shown in Figure 13.3, includes the following information. 

0 0 1 0 0 0 0 0 0 

0 0 1 0 0 1 0 0 0 

0 0 1 0 1  0 0 0 0 

0 0  1 0 0  1 0 0 1 

0 0  1 0 0 1 0 1 o 

0 0  1 0 1  0 0 0 1 

0 0  1 0 1  0 0 1 0 

0 0 1 0 1  0 0 1   1 

^~. 
OTHER HEADERS AND 
PACKET INFORMATION 

TO LABEL OF 
NEAREST 
REPEATER TO 
THE TERMINAL 

Figure 13.3:   Routing Information Contained 
in Packe: Header 
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Lkn is the label of the repeater to which the packet is currently addressed.   The complete 
packet will always be transmitted to a specific device; other devices which may receive the 
packet will drop it.   The shortest path from a termir.ai to the station consists of V   , 
h(L,jj)1 hO^L'jj)), up to L, |, in the given order, and in the reverse order when routing 
from station to terminal.   When a specific repeater along the shortest path is not known 
(bv the terminal) or not available, then the terminal or repeater (which has the packet) 
will transmit only the header part of the packet, trying to identify a specific repealer.   In 
that case, the label Lkn will include some entries ALL.   To see how the proposed routing 
technique would operate, we trace the sequence of steps performed when a termiral at- 
tempts to transmit a packet to the station. 

When a previously silent terminal begins to communicate, it first identifies a repeater or 
a station in its area.   It transmits only the header part of the packet with all entries in 
Lkn set to ALL.   The header is addressed to all repeaters and stations that can hear the 
terminal.   A dev;ce which correctly receives this header substitutes its label in the space 
Lkn and repeats the header.   This particular Lkn is also I   kn and will be used by the 
terminal to transmit all packets during this period of communication.   If a terminal is 
stationary, it i an store this iabel for future tnnsmissions.   Lc

kn begins to transmit the 
complete packet along the shortest path to the station. 

Suppose that Ljj along the shortest path is not successful in transmitting tie packet to 
hCLjj).   Then L|j begins the search stage of tryinr, to identify another repeater.   In the 
first step, it tries to identify a repeater which •■ in level p*Sj-l.   This is done by using 
the label shown in Figure 13.4. 

1 2 3 i-i i j+1 

SER ALL ALL ALL BLK BLK BLK 

Figure 13.4:   Label Used In Search Process 

The header is addressed to all repeaters in levels 2 to j-1, which eventually home on L, 
If this step is not successful, in the second (last) step, U tries to identify any available 
repeater by using a label in which the first entry is SER and all other entries are ALL. 
When a specific repeater is identified and receives the packet, it transmits the parket on 
the shortest path from its location. 

Note that if repeaters have sufficient storage, they can save alternative labels and thus re- 
duce the necessity of searching for a specific repeater. Alternative solutions in which re- 
peaters have multiple labels are also possible. 

13.3   Acknowledgement Considerations 

Acknowledgement procedures are necessary both as a guarantee that packets are not lost 
within the net and as a flow control mechanism to prevent retransmissions of packets 
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from cmering the net.   Two types of acknowledgements are common in packet oriented 
systems: 

a. Hop-by-Hop Acknowledgements (HBH Acks) a^e transmitted whenever a packet 
is received successfully by the next node on the transmission path. 

b. End-to-End Acknowledgements (ETE Acks) are transmitted whenever a packet 
correctly reaches its final destination within the network. 

In a point-to-point oriented network such as the ARPANE f, HBH Acks are used to trans- 
fer responsibility (and   thus open buffer «pace) for the packet from the transmitting node 
to the receiving node.   This Ack insures prompt retransmission should parity errors or re- 
lay IMP buffer congestion occur.   The ETE Ack serves as a flow regulator between source 
and destination and as a signal to the sending node that the final destination node has cor- 
rectly received the message.   Thus, the message may be dropped from storage at its origin. 

Both types of Ack's serve to ensure message integrity and reliability.   If there is a high 
probability of error free transmission per hop and the nodes have sufficient storage, the 
Hop-by-Hop scheme is not needed for the above purpose.   Without an HBH Ack scheme, 

one would transmit the packet from its origin after a time out period expired.   One intro- 
duced the HBH Ack to decrease the delay caused by retransmissions at the expense of 
added overhead for acknowledgements.   In the ARPANET, this added overhead is kept 
small by "piggybacking" acknowledgements whenever possible on information packets 
flowing in the reverse direction.   In the packet radio system, the overhead can be kept 
small by listening, whenever possible, for the next repetition of the packet on the common 
channel instead of generating a sepa.ate acknowledgement packet. 

The value of an E,id-to-End acknowledgement is sufficiently great that it can be assumed 
present a priori.   However, the additional use of a Hop-by-Hop acknowledgement is not 
as clear.   Therefore, in this section, we examine the question of whither the ETE Ack is 
sufficient, or whether one needs a Hop-by-Hop (HBH) acknowledgement in addition.   The 
problem is therefore whether an HBH Ack is superior to an ETE Ack with respect to 
throughput and dHay, since the ETE Ack ensures message integrity.   It is noted that the 
routing and flow control by device- in the network depend on the type of acknowledge- 
ment scheme used. 

We consider a simple case where (n-1) repeaters separate the packet radio terminal from 
the destination station.   Assuming that the terminal is at a distance of "one hop" from 
the first repeater, one obtains the n-hop system shown in Figure 13.5. 

/V^^TV^J-ZT) 
i  "ure 13.5:   Multi-Hop Stream 
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A srnipte model ,s used to evaluate the total average delay that a packet encounters in the 
n-hop system when using HBH and ETE acknowledgement schemes.   When the ETE ack- 
nowledgement scheme is used, every repeater transmits the packet a single time    If the 
packet does not reach the station, retransmission is originated by the terminal    The ETE 
acknowledgement is sent from the station.   In the HBH scheme, repeaters store and re- 
transmit the packet until positively acknowledged from the next repeater stage. 

If. alter a terminal (or a repeater in the HBH case) transmits the packet, an acknowledge- 
ment does not arrive within a specified period of time, it retransmits the packet    The 
waiting period is composed of the time for the acknowledgement to arrive when no con- 
flicts occur plus a random time for avoiding repeater conflicts. 

Two different schemes for ETE acknowledgement and one scheme for HBH pcknowledee- 
men, have been studied.   Curves for the total average delay as a function of the number 
of hops and the probability of successful transmission per hop are obtained    Two cases 
are considered:   One in which the probability of success is constant along the path and 
another in which the probability of success decreases linearly as the packet approaches 
the station.   Finally, channel utilizations are compared when using ALOHA 11 I random 
access modes of operation. 

It has been demonstrated that the HBH scheme is superior in terms of delay or channel 
utilization.   This conclusion becomes significant when the number of hops increases or 
when the probability of successful transmission is low.   For example, in a five hop system 
if the probability of success per hop is 0.7, then the total average delay is 12 5 and 53 

packet transmission times for the HBH and ETE acknowledgement schemes, respectively 

13.8 

Case 1:16-cv-02690-AT   Document 121-14   Filed 08/05/16   Page 55 of 96



'"■'r—"^ —'  -     ~m*m'm,jm,mm. 

Network Analysis Corporation 

Chapter 14 

RANGE. POWER, DATA RATE AND CAPACITY CONSIDERATIONS 

14.1   Transmission Range and Netwoik Interference 

A variety of situations ■ possible concerning the range and interference patterns of de- 

v^   For example, w*. identical r.f. elements and similar antenna placements. Repeater- 
oRepeater range .s the same as TerminaMo-Repeater range.   This, however, is not always 

a necessary l.m.tat.on s-nce repeaters can he placed on elevated areas and can have more 

power than termmals (especially hand held terminai.).   Thus, if repeaters are allocated for 
area ravage of terminals, the range wir be „igher than terminal range and , igher network 
connectivity or device interference will ,-esult. network 

The problem    hich then arjses js to (ieterm.ne the ^^^ ^ ^^ mtcrfe 

performance.   A ternat.vely. one may seek to reduce repeater transmission power w.   n 
transmitting in the repeater-station network.   As an indication of the tradeoffs that occur 
ommon channels and the single Jate rates (CCSDR) were simulated, one w th Hig       ' 

Interference CCSDR (HI), and the other with Low Interference CCSDR (LI)    As a f st 

step, the routing labels of the two systems were the same and are shown in Figure ^2 

of ^CCSDR^m   the
t
CCS.DR

p.
(L,) SyStem is sho- ^ *** H.I and the interference 

of the CCSDR (HI) system in Figure 14.3.   (Figure 14.3 shows only the connectivity for 

::id:vn,cms c: 1e4t.^k•, A different ,abe, assißnment for ** ^ ^ - -i 

The results are shown in Figure 14.5 and Table 14.1.   Figure 14.5 shows the throughput 
of the two systems as a function of time while Table 14.1 summarizes other measures o 
per ormance.   The third row of Table 14.1 summarizes performance of the ZZerfe- 

nce system under an improved set of repeater labels.   It is clear that the high interfere ce 
ystem has better performance than the low interference system.   The only mea        of 
ow mter erence system which is better is terminal blocking which is a direct reXf t e 

low interference feature.   In fact. CCSDR (LI) is saturated at the offered traffic      e    Th s 
can be f he ^ that ^ ^^^ ^ ^ ^ ^ ^   TN. 

at.vely high total loss, and the low station response.*   The CCSDR (HI) with improved 
labels, compared .n Table 14.1, has better performance than the other  wi sy telih s ndi- 

•The average number of station response packets assumed for these studies is 2.0. 
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Figure 14.1;  Connectivity of Repeaters anc Stations 

cates the importance of proper labeling.   The experiments of this section demonstrate that 
it is preferable to use high transmitter power to obtain long repeater range, despite the net- 

work interference that results. 

14.2   Single Versus Dual Data Signaling Rates Networks 

The previous results demonstrate that better performance is obtained when repeaters and 
stations use high power to obtain long range despite the interference that results.   We now 
examine the problem of whether repeaters and stations should use their fixed power bud- 
gets to obtain a long range with a low data rate channel or have a short range with a high 

data rate channel.   The following systems were studied. 

14.2 
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Figure 14.2:  Hierarchical Labeling Scheme 

I!1^^ (HI, 0f the PreViOUS SeCtion With improved label- ^ take advantage 
of the h.gh ra.ge to .mprove the routing labels of repeaters and obtain fewer 
hierarchy leve.s which we denote by CCSDR.   The routing labels used are 
shown m Figure 14.4, and the connectivity is shown in Figure 14.3. 

al inTiZ ^r'TWO Data Rate (CCTDR) SyStem with the ™ting labels as in Figure 14.2 and connectivity as in Figure 14.1. 

14.3 
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Figure 14.3:  Interference of CCSDR (HI) System 

In the CCTDR system, the terminal has a low data rate channel, the sane rate as in the 
single data rate system, for communication with a repeater or station.   Kepeaiers and sta- 
tions have two data rates.   The high data rate is used for communication in the repeater- 
station network.   The two data rates use the same carrier frequency so that only one can 
be used at a time. 

The two systems are tested with offered rates of 13% and 25%.*   The throughput as a 
function of time for the two runs is shown in Figures 14.6 and 14.7, respectively; and 

*ihe ™Kas; zzzizs&sr **,or ,he rc,a,ion be,ween dd,a ra,e ind dis— "th",h- 

14.4 
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Figure 14.4: CCSDR (Hl) System With I mproved Labeling 

the summary of other measures is given in Table 14 9    Th„ 

the CCTRD system is superior to the CCSDR svstem   in .        TT" demonstrates ^ 
other measures.   One can see that the CCSDR T. mS      thr0U8hPut' de|ay. and 
about 13%. CCSDR SyStem ,s saturated ^ an offered rate of 

14.2.1   Effect on Blocking Level 

!;.e:v:n2;f;
n:d

ca:re
of

,h
2

a
5v::res:on'" ^ rei-ivdy ,ow 'h^' * - ^ blocking.   Furthermore, the fraction of t ime 
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16  T 

500 1000 1500 

TIME (TERMINAL SLOTS) 

Figure 14.5:   Throughput vs. Terminal Slots:   CCSDR (HI) and CCSDR (L (LI) 

Table 14.1:   Effect of Range On Network Performance For Single Data Rate System 

Interference 
Level 

CCSDR (Lll 

CCSDR (HI) 

CCSDR (HI) 
(Improved Labels) 

Offered 
Rate 
(%) 

13 

13 

Throughput 
IM 

595 

10.55 

Delay Of 
IP To 

Station 
(Terminal 

Slots) 

Rate Of 
Station 

Reiponte 

Prob. 
Station 

Busy 

40.11 

2393 

1.14 

1.81 

'3 12.14 16.61 2.06 

%Of IP 
Blocked 

b3 

43 

Total % Of 
IP Lost 

Terminals 
Remaining 

2.98 3283 

9.83 9.83 

50 10.63 11.41 

13 

13 

10 

14.6 
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CCSDR 

10 .. 

500 1000 isoo 

TIME (TERMINAL SLOTS' 

Figure 14.6:  Throughput vs. Terminal Slots: 13% Rate 

that the station is busy has de reased.   This may suggest that the station may be able to 
handle more terminals providing they are able to enter the system.   To examine this point 
we ran the CCSDR system witl an offered rate of 25%, and relaxed the constraint for enter-' 
ing the system.   Rather than resulting in better performance, this step resulted in reduc- 
tion in blocking and increase in delay.   The throughput increased to 12.63%, the blocking 
decreased to 18.35% and the total loss decreased to 30.73%.   On the other hand  the de- 
lay increased to 57.82, the fraction of time the station is busy increased to .57, a'nd the 
rate of station response decreased to 1.32. 

To conclude, when we enabled more terminals to enter the system, the throughput in- 
creased insignificantly, from 12.20% to 12.63%; on the other hand, the average packet 
delay increased significantly, from 34.97 to 57.82 terminal slots.   This suggests that one 
of the important design problems in the packet radio system is the blocking level of 
terminals. 

14.3   Throughput, Loss, and Delay of CCSDR and CCTDR Systems 

Similar to curves of throughput versus channel traffic,   for which the relation is known 

analytically (381, we can attempt to draw curves of system throughput vs. offered rate for 
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Figure 14.7:  Throughput vs. Terminal Slots:   25% Rate 

1500 

Table 14.2:  Single Data Rate vs. Dual Data Rate System Performance 

Offered 
Rate 
(%) 

Throughput 

Delay Of 
IP To 

action 
(Terminal 

Slots) 

Rate Of 
Station 

Response 

Prob. 
Station 

Busy 

%Of IP 
Blocked 

Total % Of 
IP Loss 

Terminals 
Remaining 

CCSDR 
13 

25 

12.14 

12.20 

16.61 

34.97 

2.06 

1.61 

.50 

.48 

10.63 

29.50 

11.41 

32.95 

10 

23 

CCTDR 
13 

25 

12.39 

23.33 

4.91 

11.51 

1.99 

1.97 

.26 

.31 

.1.59 

3.31 

1.59 

3.31 

9 

34 

14.8 
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estimating the maximum throughput.   Figure 14.8 shows the throughout versus offered 
rate for CCSDR and CCTDR systems.   The curves .re linear for low offered rates and 
saturate when the offered rate increases. 

For the CCSDR system one can see that the throughput is practically the same when the 
offered rate Is increased from 13% to 25%.   This and the other measures (see Table 14 2) 
(for example, the rate of station response) show that the system is overloaded at a 25%   ' 
offered rate.   On the other hand, the system seems to operate at steady state at an of- 
fered rate of 13% (rate of station response 2.06).   A rough estimate of maximum through- 
put for th.s system would be between 12% and 15%.   Similar observations of the perfor 
.nance ^asures lead to an -estimate" of between 27% and 30% for the maximum through- 
m of the CCTDR system in the specified repeater configuration. 

The average delay of the first Information Packet from terminal to station, and the Total 
Loss, as a function of offered rate are shown in Figure 14.9 and Figure 14.10 respectively. 
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Figure 14.8: System Throughput vs. Offered Rate 
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Figure 14.9: Terminal-Station Delay vs. Offered Rate 

REMARKS:   There are many parameters in the simulation program which we 
have not experimented with (or tried to optimize) and which affect the quan- 
tities discussed above.   One parameter which is significant in determining the 
maximum throughput is the average number of response packets from station 
to terminal.   The effect of this parameter has been analyzed in [28], for a 
slotted ALOHA random access mode.   It has been shown that the maximum 
throughput is increased in the Common Channel system when the rate of re- 
sponse increases, and the maximum throughput tends to 100% of the data 
rate when the rate of response tends to infinity.   We expect that this para- 
meter has a similar effect for the mode of access simulated.   In the results 
reported here the rate of response is 2.0 which is small compared to usual 
estimates for terminals interacting with computers.   Furthermore, the rela- 
tively short terminal interaction increases the traffic overhead of the search 
procedure per information packet. 
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Chapter 15 
PACKET RADIO SYSTEM AREAS FOR FURTHER STUDY 

As is evident, packet radio offers a new and challenging area for network analysis and dc 
sign.   Previous studies have merely touched crucial areas.   Further study to develop meth- 
odology, to provide support for hardware and software design, and to effectively control 
and manage network resources is required.   A variety of studies is currently underway. 
These studies will: 

a. Estimate system capacity as a function of terminal-repeater and repeater- 
repeater signaling rates for multistation networks. 

b. Compare the performance of systems with varying degrees of receiver capture, 
multiple channels, directional antennas and multiple detectors. 

c. Determine efficient operating parameters including time out intervals, handover 
numbers, and number of retransmissions. 

d. Determine relationship between number of repeaters, throughput, delay and 
blocking. 

e. Compare the efficiency of direct terminal to terminal routing versus hierarchical 
routing in multistation networks. 

f. Estimate throughput, delay, and blocking for multistation networks. 

g. Develop and test multistation algorithms for routing and labeling and relabeling. 

h.     Develop high level global flow control algorithms to allow effective utilization 
of system resources. 

i.      Determine network control strategies to identify and monitor network conges- 
tion and element failure conditions. 

j.      Formulate dynamic reliability and survivability criteria and develop algorith 
for network reliability analysis and design. 

ms 

k.     Develop algorithms for configuring packet radio networks to meet specified re- 
liability and survivability criteria. 

15.1 
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part of the signal as  well,  and  thus is area  dependent.  For 
W ,  this  means  one  can  shape  the  critical  region  somewhat 
asymmetrically  now  in  the  complex  frequency  plane  in  order  to 
accommodate  the  jittery signal  source  and  its  Rayleigh  noise 
vector  over  the  newly  expanded  region  defining’the  location  of 
the signal source. If the signal source is distributed  uniformly 
or  nearly so, or  when  the  SNR  is  high,  then  envelope  detection 
is t o  be  preferred. 

Having broached  the  concept  of  an  asymmetrical  critical 
region,  one sees that  better pde’s for  partially  coherent  sys- 
tems  could  be  devised if one  fitted  anomalous  critical  regions 
to the  two-dimensional  pdf  of  the varying  signal  source.  The 
present  use  of W represents  but a  tentative  step  in  this  direc- 
tion largely  initiated  by  the  comparative  ease  with  which  the 
parameters  of  the  system  can  be  calculated  and  the  simple 
techniques  required  for  measuring  the  important  aspects  of 
the signal. 

The  numerical  examples  cited  here  indicate  that  the W 
statistic  could  be  an  option  for  use in situations  involving dis- 
persive  media  (where signal shape  tends  to  be  lost causing the  
operation  of  matched  filters t o  be  degraded),  when  a-low t o  
moderate  SNR  exists  (when  envelope  detection is at  a  disad- 
vantage)  and  when  mild  phase  fluctuations  exist  (causing 
synchronous  detection  to  be  impaired). 

There is  a second  property  of W which  might  be  noted, 
though,  perhaps, it is not  too  important.  That is, incoherent 
and  synchronous  detection  can  be  treated  as  two  special 
cases of W :  when k is equal to 0 and  the  phase  is  uniformly 
random,  and  when  the  phase is known  and k is  equal t o  
Y / ~ ~ / ~ Z ,  respectively.  This  second  property  is  of  value  largely 
as  a conceptual  unifier,  but  the  former  quality,  the  ability  for 
handling  variable  phase  through  the  use  of  an  irregular  two- 
dimensional  critical  region,  and  the possibilities it suggests, 
should  prove  of  interest to workers in communications,  radar 
and  control  systems. 
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Routing in Packet-Switching Broadcast Radio Networks 

I. GITMAN, MEMBER, IEEE, 

R. M..VAN  SLYKE, MEMBER,  IEEE, AND 

H. FRANK, MEMBER, IEEE 

Abstruct-Packet-switching broadcast  radio  networks  are  receiving 
considerable attention as a feasible  solution  for  applications  involving 
fast network  deployment  requirements,  inaccessible  physical  environ- 
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ments,  and  mobile  communication  devices.  Such  networks  also  offer 
economic  alternatives to traditional  multiplexing  schemes  for  local 
distribution. 

Most of the published  papers  relating to packet-switching  broadcast 
radio  networks  address the case  in  which aU communication  devices 
are  within  an  effective  transmission  range of the  destination  receiver, 
thus  forming a single-hop  network  in  which no packet  routing  is in- 
volved.  In this paper, we address  multihop  networks. The problems 
encountered  in  packet  transportation  are  identified  and  strategies to 
resolve  these  are  proposed. 

I. INTRODUCTION 
Consider  a’set  of  resources  which  must  exchange  messages 

via a  packet  communication  network.  Network  tasks  related 
t o  packet  transportation  can  be classified as  follows: 1) origi- 
nation  and  destination  functions; 2)  relay functions; 3) man- 
agement  and  control  functions;  and  4)  gateway  functions.  The 
gateway  functions  are  needed  only  when  one  considers  mes- 
sage transportation  between  nonhomogeneous  networks (i.e., 
when  the  origination  and  destination  resources  do  not  “reside” 
in the  same  network).  The  differences  between  the  packet- 
switching  broadcast  network  we  consider  and  point-to-point 
networks  (such  as  ARPANET)  include  the  following. 

1)  A communication  channel (i, j )  in a  point-to-point 
packet-switching  network  is  associated  with  its  end  n0des.i 
and j .  Thus,  node i can  transmit  to  node j on  channel (i, j )  
without  addressing  the  packet  to  node j .  On  the  other  hand, 
a  channel  in  a  radio  network  cannot  be  associated  with  two 
nodes.  Packet  transmissions  (we  assume  omnidirectional 
antennas)  may  be received  by  all  nodes  within  range  of  the 
node  that  emitted  the  packet. If node i wishes t o  send  a 
packet to node j (only),  it  must  add to the  packet  header  an 
instruction  that all other  nodes  should discard the  packet. 
This  also  implies  that if a node receives  a  packet  with  an 
error,  it  may  not  know  that  the  packet  was  addressed  to  it  and 
consequently,  cannot  request  a  retransmission. 

2) In  a  broadcast  radio  network,  channels  are  shared  by 
sets  of  nodes  and  cannot  be  dedicated  to  specific  pairs.  Time 
can be divided into  nonoverlapping  intervals  and assigned to  
each  node.  However,  numerous  studies (e.g., [ 11,   [2] ,   191,  
[ l o ] ,  [ 151, [ 61,   [7]  ) have  shown  that  this  “fixed  capacity 
assignment”  is  wasteful  for  many  applications. We shall  there- 
fore  assume  that  nodes  use a  “random  transmission  scheme” 
(see  above  references)  which  results  in  a  dynamic  sharing  of 
the  channel  capacity  without  centralized  control.  (The  specific 
scheme  used is of  no significance t o   t h e  issues addressed  here.) 
This  implies  that  a  radio  node  can  simultaneously  receive 
several  packets,  all  in  error.  Hence,  the  probability  of  receiving 
a  packet  with  error is much  greater  than  on a  point-to-point 
channel,  and varies  as  a function  of  traffic  level,  and  the  spa- 
tial  distribution  of  traffic  sources  and  nodes. 

Packet  radio  networks  are  particularly  suitable  for  applica- 
tions  in  which:  1)  resources  (e.g.,  terminals,  computers)  are 
mobile, so that a  broadcast  mode is necessary; 2) resources 
are  located  in  remote  or  hostile  locations  where  hardwire 
connections  are  uneconomical  or  not  feasible;  and/or 3) the  
traffic  characteristics  of  resources  are  of  a  bursty  nature;  that 
is,  there  is  a  high  ratio of peak  bandwidth  to average  band- 
width  requirements.  Specific  packet  radio  networks  in  the 
stage  of  design  or  in  current  use  were  discussed  in [ 141. 

A network is  a  “single-hop’’ network if no  relay  functions 
are  needed  at  its  nodes. Most analyses  of  radio  networks 
address  single-hop  networks (e.g., [2],  [91).  Packet  routing 
in  radio  networks was  first  addressed  in [ 121, [ 13 I ,  [31,  
[ 81.  The analysis  of multihop  packet  radio  networks  is  ex- 
tremely  difficult.  Consequently,  one  must  use  simulation [ 13 ] 
or  study  simple  models to identify  network  properties. With- 
out  efficient  routing  and  flow  control in large  scale  radio 
networks:  1) a  packet  may  endlessly  circulate  among  nodes; 
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2)  many  copies  of  a  packet will be  generated ; and 3) if the  
destination  node is on  another  network,  many  copies  of a 
packet  may  arrive  at  different  gateway  nodes  and  be  intro- 
duced  into  other  networks. 

Idealized  results  of  packet  proliferation  in  radio  networks 
derived from  analyses of  simplified  combinatorial  models [ 121 
have  indicated  that  without  proper  controls,  the  number  of 
copies  generated  by  a  single  packet  may  grow  exponentially. 
Thus, an improperly  designed  broadcast  radio  network  can 
easily  be  saturated  and  cease to fulfill  its  function.  Conse- 
quently,  the  routing  and  flow  control  stategies  used  for  packet 
transportation  are  of  utmost  importance  for  efficient  network 
operation. 

The  network  model  we  examine  contains a  large number  of 
nodes  using  random  transmission  schemes  and  omnidirectional 
antennas.  The  network  contains  two  types of nodes.  A  node 
with  origination,  destination,  and  relay  functions i s  called  a 
repeater.  A  node  with  additional  capabilities  such  as  gateway, 
global  control,  global  initialization,  accounting,  and  directory 
functions, is  called  a station.  To  cover a  large  geographical 
area  with  a  communication  network  to serve  mobile  terminals, 
not all nodes  must  perform  all  functions.  Repeaters  with 
limited  capabilities  can  provide  area  coverage.  Stations  are 
assigned to  satisfy  capacity  and  reliability  requirements.  In 
this  paper,  we do  not  discuss  terminals,  users, or  other  net- 
work  resources.  These  elements  are  not  an  integral  part  of  the 
communication network  and  do  not  directly  affect  the  pro- 
blems  discussed  here. 

The  problems  addressed  are:  flow  control  functions  related 
to packet  transportation,  the  rules  for  packet  transportation 
(routing  strategies),  and  the  network  architecture  implied  by 
the  routing.  The  objectives  of  packet  transportation  are:  1) 
reliability: t o  assure  that a  packet  launched  into  the  network 
will reach  its  destination  with  high  probability;  and 2 )  effi- 
ciency: t o  deliver  a  large number of messages with a  relatively 
small time  delay.  In  general, given two  routing  algorithms A 
and B,  we  say that A is more  efficient  than B if it uses  less 
network  resources  (channel  and  node  capacities  per  packet) 
than B does. 

We examine  three  approaches t o  routing  in  radio  networks: 
a  broadcast  routing  algorithm  which  satisfies  objective 1) but 
fails t o  satisfy  objective  2);  and  two  algorithms  which  satisfy 
both  objectives  for  different  traffic  patterns.  The  broadcast 
algorithm  may  be  needed  in  an  operational  network  as  a 
backup  algorithm  or  for  initialization  of  nodes to use more 
efficient  algorithms. 

11. BROADCAST  ROUTING  ALGORITHM 

In  point-to-point  networks,  the  routing  algorithm  must 
determine  outgoing  lines  for  packets.  In  radio  networks,  the 
major  decision is not to determine  the  next  node,  but  to  either 
accept  a  packet  for  switching  or  reject  it.  The  broadcast  rout- 
ing  algorithm is essentially  a  flow  cpntrol  procedure  which 
prevents  looping  and  cycling  of  packets.  It  contains  the 
following  mechanisms. 

1) A  hop-by-hop  acknowledgement to guarantee  that  the 
packet  is  accepted  by  the  next  repeater. 

2) A (maximum)  handover  number  (carried  in  the  packet), 
which is decremented  by a  repeater  which  accepts  the  packet 
for  switching.  This  guarantees  that  the  packet will  traverse no  
more  than  the  maximum  number  of  hops assigned. 

3) A variable  transmission  power  mechanism  that  can  in- 
crease  power  (and  hence  the  number  of  potential  receivers)  as 
a function  of  the  number  of  transmissions  without  acknow- 
ledgement. 

4) Random  transmission  control  parameters  such  as  time 
interval  for  rescheduling  unacknowledged  packets  and  maxi- 
mum  number  of  transmissions  per  packet. 

I 

5) A time  parameter FORGET, which is the  maximum 
interval  of  time  during  which  a  packet  previously  switched 
by a  repeater will not  be  accepted  for  switching. 

The  reader  may  conceive of several algorithms  which 
utilize  variations  of  items  1)  through 5). Items 1)  through 
4) are  controls  recommended  for all radio  routing  algorithms. 
These  do  not  prevent  looping  and  cycling  of  packets.  The 
mechanism  which  defined the  broadcast  routing  algorithm is 
item 5). 

To  implement  broadcast  routing,  every  packet  has  a  unique 
identifier.  Repeaters  have  storage  for L such  identifiers.  When 
a  packet is acknowledged or  discarded,  its  identifier  and  the 
time  are  recorded  by  the  repeater. When  a  new  packet is re- 
ceived,  its  identifier is compared  with  stored  identifiers. If 
a match  occurs,  the  packet is discarded.  Thus, if a  repeater 
has  available  storage,  it  accepts  a  packet if it  did  not  switch 
the  same  for  at least FORGET seconds  or  it  switched  at least 
L other  packets  since  the  previous  switching  of  the  received 
packet. 

A .  Properties 
1)  The  algorithm is nondirectional  with  no  addressing  along 

the  path. A  destination  node  recognizes  packets  sent  to  it 
by  comparing  the  destination  ID against its  own  ID. 

2) If L and FORGET are  large,  a  packet will not  be  switched 
by a node  more  than  once. 

3)  The  algorithm is simple  and  reliable.  Repeaters  need  not 
know  network  connectivity  or  destination  node  locations. 
If a route  exists  and  the  maximum  handover  number is large 
compared to  the  shortest  path to the  destination,  packets 
will  reach  their  destinations  with  high  probability. 

4) The  algorithm  inefficiently  utilizes  network  resources, 
a  large number  of  duplicate  packets  may  be  generated.  More- 
over,  when a “radio”‘packet is destined  for  another  network, 
copies  of  the  packet  may  be  introduced  into  the  other  net- 
work  by several  gateway  nodes  unless  prevented  by  gateway 
communication  protocols. 

B. Discussion 
Radio  network  features  not possible in  point-to-point  net- 

works  are  transmission  power  control  and a special form  of 
hop-by-hop  acknowledgment  (HBH  ack).  Transmission  power 
control  enables  bypass  of  failed  nodes t o  increase  network 
reliability.  Acknowledgments  need  not  be  explicitly  trans- 
mitted  since  subsequent  retransmissions  by  the  receiving  node 
are  also  received  by  the  previous  transmitting  node.  The  latter 
node  recognizes  the  ack  by  comparing  the  identifier  of  the 
packet  received  and  its  handover  number  against  those  of 
packets  waiting  fqr  retransmissi0n.l  This is more  efficient  than 
a  specific  acknowledgement  since  a  single  packet  transmission 
can  acknowledge  several  nodes. 

The  broadcast  routing  aigorithm  floods  either  the  network 
or a  subset  of  nodes.  Flooding  can  be  utilized  by  stations t o  
map  network  connectivity so that  routing  information  can  be 
assigned t o  repeaters to  obtain  more  efficient  routing. It  also 
enables  a  station t o  change  parameters  in  all  repeaters.  Finally, 
broadcast  routing  can  be  used in networks  whose  nodes  are 
mobile  such  that  updating  routing  information based on  con- 
nectivity  becomes  infeasible. 

111. HIERARCHICAL  ROUTING  ALGORITHMS 

The  primary  shortcoming of the  broadcast  routing algo- 
rithm is its  nondirectionality.  This  limitation is addressed  by 
the  routing  procedures discussed  below. 

1 This  form  of HBH ack  assumes that if node i can  receive  from 
node j ,  node j can  also  receive  from  node i. We assume that every  node 
has at least one  such link, otherwise it is considered  disconnected. 
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d 
Fig. 1. Hierarchical  labels of repeaters and stations, and the tree 

structure formed. 

A  major  use of the  radio  network will  be  local  collection 
and  distribution  of  traffic.  This  traffic  primarily  flows  from 
repeaters to stations  and  from  stations to repeaters. If traffic 
is t o  be  routed  between  repeaters,  we  can  insist  that  it  pass 
through  a  station  creating  a  hierarchical  routing  requirement. 
Among  other  virtues,  this  requirement  allows  centralized  con- 
trol. 

The  techniques suggested  assign,  during  initialization, 
routing,  information  to  repeaters.  The  information assigned  by 
a  station is called  a ‘‘label.’’ The set of  repeater  labels  forms 
a  hierarchical  tree  structure of repeaters  rooted  at  the  station. 
Labels  may  be  changed  during  network  operation  when 
changes  in  network  topology  occur. 

The  routing  strategy  identifies  shortest  path  (minimum 
hop)  between  repeaters  and  stations,  and  prevents,  wherever 
possible,  generation of duplicate  copies  of  packets.  The  rout- 
ing is sufficiently  flexible t o  allow  departures  from  the  first 
choice  path  and use  of next  shortest  paths. 

A .  The Hierarchical Label for Single-Station Networks 
Repeater  lables  form  a  hierarchical  structure  as  shown  in 

Fig. 1. Each  label  includes  the  following  information:  1) 
routing  address  of  the  repeater,  2)  minimum  number  of  hops 
to  the  station,  and 3)  names in a  special  compact  representa- 
tion of  all  repeaters  on  a  shortest  path to the  station. In parti- 
cular, the  address of the  next  repeater  along  the  transmission 
path is readily  available. 

A label  is  composed  of H fields. The  label  of  repeater R at 
a  distance  of j - 1 hops to the  station  contains  nonzero 
integers  for  the  first .j fields  and  zeros  for  the  remaining H - j 
fields. We say that R is at level j of the  hierarchy.  The  repeater 
t o  which R addresses  its  packets  when  routing  towards  the 
station is called the  “home” of R .  The  labels  of  a  set  of  re- 
peaters  at  level j, which  have  the  same  home  repeater,  differ 
only  in  the  entry  in fie1d.j.  Thus, the  label of the  station  has 
a  nonzero  entry  in  the  first  field  and  a  zero  in all other  fields; 
the  labels  of  repeaters  at  a  distance  of  one  hop  to  that  station 
have the station’s  entry  in  the  first  field,  nonzero  unique  en- 
tries  in  the  second  field,  and  zero  in  all  other  fields,  etc.  Fig. 
1  shows  an  example  of  a  labeled  set  of  repeaters. 

B. The  Routing  Algorithm 
The  complete  path  between  the  station  and  a  repeater is 

defined  by  the  label  of  the  repeater.  A  handover  number is 
used  for  flow  control  and  for  the HBH ack  test  as  in the  broad- 
cast  routing  algorithm. An ALL indicator is used  for  alternate 
routing. When the ALL indicator is not  active,  the  packet is 
addressed to a  single  repeater  with  an  address  defined  by  the 
hierarchy  level  indicator  and  the  label.  The  hierarchy  level 
indicator is a  pointer to  the  label  and  defines  the  number of 
nonzero  fields  of  the  repeater; if these  nonzero  fields  match 
those  in  the  packet  label,  the  packet is addressed to  this 
repeater. 

When a  repeater  exceeds  its  allowed  number  of  retrans- 
missions without receiving an HBH ack,  it  begins  alternate 
routing  by  activating  the ALL indicator in the  packet.  There- 
after,  all  repeaters  which  match  the  hierarchy  level  indicator 
may  switch  the  packet.  These  new  repeaters  use  the  same  rout- 
ing  address  and  thus  attempt  to regain the  primary  route. 
Thus,  a  failed  repeater  or  temporary  busy  repeater  may  be 
bypassed.  Fig. 2 shows  schematically  the  packet  flow  when 
using  alternate  routing. 

C. Routing in Multistation  Radio  Networks 
In  a  multistation  network,  repeaters  are  assigned  labels  by 

several stations  during  initialization.  Repeaters  determine 
primary  label,  secondary  label,  etc.,  according to distance, 
in  number of  hops, to  the  corresponding  stations.  Order  may 
be  changed  upon  changes  in  network  topology. 

A repeater  can  route  packets  to  any  station via the single- 
station  algorithm.  A  repeater  matches  the  packet  label  with 
one of its labels  and  then  decrements  or  increments  the  hier- 
archy  level  indicator  depending  on  whether  the  packet is di- 
rected TO or  FROM a  station.  A  two-station  example  for  the 
radio  network  shown  in  Fig. 3, is given in  Fig. 4. Fig. 4 shows 
the  partition of the set of repeaters  between  the  two  stations 
generated  by  the  choice  of  the  primary  and  secondary  labels. 
All repeaters  above  the  separation  line  have  a  smaller  number 
of hops  to S - 1, while  repeaters  below  the  line  have  chosen 
S - 2 as their  primary  station. R4, R 11,  and R 18  have  the 
same  number of hops  to  the  two  stations  and  their  choice is 
arbitrary. 

D. Properties 
1 )  The  algorithm allows  shortest  path  routing  between 

repeaters  and  stations  when  the  labels  are  properly  assigned. 
This  results  in  less  utilization of nodal  processing  capacity 
and  better  use  of  channel  capacity.  Thus,  average  delay  experi- 
enced  when  using the  hierarchical  algorithm will be  lower  than 
for  the  broadcast  algorithm  because  only  repeaters  on  the  path 
transmit  the  packet. This  yields  smaller  interference.  proba- 
bility,  fewer  transmissions  per  hop  before  success,  and  conse- 
quently  a smaller  delay  per  hop. 

2) Packets  will  reach  their  destinations  with  high  proba- 
bility.  Since  routing is directional,  packets  will  arrive  at  only 
one  station. 

3 )  The  algorithm  requires  maintenance  of  an  updated  set 
of labels.  This  becomes  a  limitation  only  in  a  network  with 
highly  mobile  nodes. 

E. Discussion 
Two of the possible  generalizations of the  hierarchical 

routing  algorithm  are  discussed  below. 
Generalization I: Transmission  power is increased  when 

blocking  is  encountered,  instead  of  the ALL indicator. All 
repeaters  on  the  preferred  path  that  are  closer  to  the  destina- 
tion  can  accept  the  packet.  The  advantage of  this  technique 
is that  one  can  shorten  the  number of hops  to  the  destination 
and  bypass  failed  repeaters.  The  limitations  are:  1)  duplicate 
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Fig. 2. Alternate  routing  example. 

0 WPEATER 

u STATION 

Fig. 3. Connectivity of a radio  network  with  two stations. 

copies  of  the  packet  may  be  generated; 2) increase  in  power 
results  in  interference  with  a  large  number  of  repeaters;  and 
3)  difficulties  may  be  encountered  in  the  HBH  ack  scheme 
when  the receiving  repeater  transmits  the  packet  with  a 
lower  power  than  that used by its predecessor. 

Generalization 2: This  generalization  involves the  search  for 
an  alternate  repeater  when  encountering  blocking. A  “search” 
protocol uses  a  search  packet  specifying  the class of  repeaters 
sought. A response  by  such  a  repeater  contains  the  hierarchical 

0 REPEATER 

0 STATION 

Fig. 4. Partition of repeaters to primary  and  secondary station. 

label of the  responding  repeater.  The  searching  repeater  substi- 
tutes  the  label  of  the  responding  repeater  into  the original 
packet  and  transmits  the  packet.  The class  of repeaters  sought 
can  be  progressively  increased as necessary. 

With  this  technique no  duplicate  copies of the  packet  are 
generated  along  the  path  since  the  packet is always  trans- 
mitted to a unique  repeater.  However,  two  hierarchical  labels 
in  the  packet  header  are  required  when  routing  from  the  sta- 
tion.  Moreover,  the  search  protocol  must  be  implemented 
within  the  repeater,  which  requires  additional  memory. 

IV. DIRECTED  BROADCAST  ROUTING  ALGORITHM 

The  hierarchical  routing  algorithm is most  useful  when  the 
radio  network is used  for  local  collection  and  distribution of 
traffic.  Furthermore, if stations  contain  directories  and  ac- 
counting  capabilities,  every  packet  must  pass  through  a  sta- 
tion  and  thus no penalty is associated  with  routing  all  traffic 
through a station. We now  suppose  that:  1)  traffic  flows  are 
equally  likely  between  any  pair  of  nodes, 2 )  the  traffic origi- 
nation  device  knows  (or  can  obtain)  the  ID  of  the  destination 
repeater,  and  3)  that  accounting  per  packet  or  per message  is 
not  needed. With  these  assumptions,  a  distributed  network 
architecture is appropriate.  Hierarchical  routing  can  still  be 
used  but  distributed  routing  whereby  a  packet  can  be  routed 
directly to  the  destination  repeater  may  be  more  efficient. 

We still  assume  that  repeaters  have  limited  capabilities, 
and  that  stations  perform all the  tasks  not  directly  related  to 
packet  switching.  In  a  distributed  radio  network,  stations 
act  mainly  as  observers  and  controllers  performing:  1)  network 
initialization,  mapping  network  topology,  determining  labels, 
and  initializing  repeaters; 2) monitoring  network  connectivity 
and  changing  repeater  labels; 3)  global  flow  control  functions 
and  controlling  operating  parameters of repeaters; 4) gateway 
functions  (traffic  to  destinations  not  in  the  radio  network 
must pass through a station);  and 5) supervisor  (extra  capa- 
bilities, such as  resource  directories,  required  by  termipals  or 
repeaters will be  supplied  by  a  station). 
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A .  The  Repeater   Label  

The  label  contains  similar  information to ARPANET IMP’S 
[4]  , [ 51 . There,  node i has  a  table A of (N - 1)  X Li entries, 
where N is the  number  of  nodes  in  the  network  and  Li is the 
number  of  outgoing  point-to-point  channels  from  node i .  An 
entry a k j  indicates  the  distance  (or  delay)  from  node i to   node  
k when  using  outgoing  link j .  

In  the  radio  system, a  repeater is  assigned  a label  in  the 
form  of  a  distance  vector.  Repeater R i  will be given the  vector 
di = ( d i j ) ,  where dj j  is the  minimum  number  of  hops  from R i  
t o  Rj .  If there  are N nodes  in  the  network  (repeaters  and  sta- 
tions),  the  maximum  distance is N - 1  hops,  and  we  also 
must  represent  a  distance of m.2 Thus,  one  needs a total  of 
N logz N bits  for  storing  the  vector di. Note  that Ri is not 
provided  with  the ID’S of  its  neighbors.  Its  own  ID (Ri) is 
not  explicitly  known to it,  but  implicitly given by  the  fact 
that dii = 0. (Its  neighbors  are  implicitly  known  by dij  = 1 .) 

B. The  Routing  Algori thm 

The  destination  ID  and  the  distance  to  it  from  the  trans- 
mitting device  are  used  for  the  HBH  ack  and  to  determine  the 
devices that  should  accept a packet  for  switching.  In  this case, 
the  packet’  acceptance  rule is that  the receiving  device  is  nearer 
to the  destination  than  the  transmitting device. The  destina- 
tion device  identifies  packets  for  it  by  noticing  that  its dis- 
tance  to  the  destination is zero. 

When’  encountering  blocking,  a  repeater  may  increase  its 
transmission  power.  This  may  result  in  some  difficulties  in 
obtaining  an  HBH  ack, as  discussed in  Section 111-E. As  a last 
option,  the  repeater  may  send a control  packet to a station  to 
resolve the  difficulty. 

C. Properties 

1) The  algorithm  enables  direct  (i.e.,  not via a station) 
routing  to  any  repeater  or  station  in  the  radio  network. 

2) There is  a high  probability of reaching  the  destination 
node.  Ignoring  traffic  overload, if there is  a path to the  desti- 
nation,  the  packet will “find”  it.  The  packet is routed  to a 
single  destination. 

3)  The  algorithm uses  shortest  path  routing  because  the  ac- 
ceptance  scheme  eliminates  repeaters  on  the basis of  distance 
to  the  destination,  rather  than  the  number  of  hops  traversed. 

4) The  algorithm  allows  generation of copies  of  the  packet 
along  the  path.  Thus,  its  efficiency will be less than  hierarchi- 
cal  routing  for  repeater-to-station  paths. 

5)  The  main  limitation is the  need  to  maintain  an  up-dated 
set  of  labels.  The  algorithm  as  presented is suitable  for  station- 
ary  network  nodes. If the  application  implies  a  distributed 
architecture  and  the  repeaters  and  stations  are  mobile,  the 
task  of  updating  distance  vectors  should  be  distributed.  This 
will require  more  repeater  capabilities. 

V. CONCLUDING  REMARKS 

Three  routing  approaches  for  broadcast  radio  networks 
were  proposed  in  this  paper.  The  approaches  take  advantage  of 
the  properties  of  radio  networks  to  minimize  the  utilization  of 
network  resources  for  packet  transportation. 

however,  devices  need not  be  initialized.  The  comparison 
between  the  hierarchical  routing  algorithm  and  the  directed 
broadcast  algorithm is not  obvious.  The  directed  broadcast 
algorithm  seems to be  more  reliable  because  more  than  one 

The  broadcast  routing  algorithm  is  the  least  efficient;, 

2The distance of - can be used  by a station to prevent  communica- 
tion  between a repeater  and a set of repeaters, for partitioning  the 
repeater  network  among the stations, or  possibly  for  turning a repeater 
off, when all entries  apart  from dii are -. 
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receiver may  accept  a  packet  for  switching.  Reliability is fur- 
ther  enhanced if an  adaptive  power  mechanism is available in 
repeaters.  Also,  the  HBH  ack  scheme  should  cancel  out  many 
of  the possible  paths,  especially  as  a  packet  nears  its  destina- 
tion.  However,  on  a  path  between a  repeater  and  a  station, 
the  directed  broadcast  algorithm will utilize  more  netwrok 
resources  than  the  hierarchical  routing  algorithm. 

Other  potentially  major  points  for  comparison  are  flexi- 
bility  in  network  expansion  and  the  overhead  of  updating  re- 
peater  labels.  Here, the  hierarchical  routing  algorithm. is pre- 
ferable to   t he  directed  broadcast  algorithm.  When  a  new re- 
peater is added, all  repeaters’  labels  must  be  changed  for  the 
directed  broadcast  technique.  With  the  hierarchical  algorithm, 
it is only  necessary t o  initialize  the  new  repeater.  Further- 
more,  the  fact  that all packets  are  routed via a station,  in  the 
hierarchical  algorithm,  enables  easy  monitoring  of  network 
connectivity  and  faster  updating  of  lapels. 

An  analytic  comparison  of  the  algorithms is difficult. 
The  broadcast  and  hierarchical  algorithms  were  simulated  and 
extensively  tested,  ‘some  results  appear  in [ 3 ]  ; the  directed 
broadcast  algorithm  has  not  yet  been  experimentally eval- 
uated. 
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Introduction

ACKET mom is a technology that has evolved from
conventional networks connected by leased telephone

lines using packet switching to transmit intormation. This
technology yields an efficient way of using multiple-access
radio channels to support communications among a potenti-
ally large number of mobile subscribers; it provides local
distribution of information over a wide geographic area. In
particular. packet radio networks (Pllnetsl lend themselves
as attractive solutions for: 1] mobile resources such as

terminals and computers that make broadcast methods
necessary; 2) resources located in remote or hostile locations
where the telephone system is not teasibte, poorly developed.
or uneconomicai; and 3} where traffic characteristics of
resources are of a bursty nature. for example, when there is
a high ratio of peak bandwidth to average bandwidth. PRnets
also provide a fairly good solution for local area networks

R fLAN‘sl in urban areas. such as the University of Hawaii'sa O ALOHA system [1].
Packet radio networks also offer an advantage of increased

bandwidth over conventional cable network systems. When
shared among a large number of users which may frequently

ms. A relocate. a single, high—capacity channel can be more.
efficient than a large number of fixed, low-capacity channels
with mostly wasted capacity. The channel can be shared

SL1 either by partitioning the channel into separate nonover-
lapping frequency subbands or by scheduling each trans-

J01-1Eltl-1EM-"l ] Hahn mission in short nonoverlapping intervals. In the first case.
', ' 11' ' _ known as irequency division multiple access tFDMA}, each

naVld M- 5370113 node has access to a dedicated portion of the channel at all
' ‘ times. in the second case. known as time division multiple

access (TOMA). each node has dedicated access of the entire

The: irt(;:rt::.asing irrtpiiirla “(113: (of channel to! only 3 Damon 0f “)8 lime‘ However. the Write?“
pm.) ms in the “may distribution in bandwidth does not come Without sacrifice. A channel in a

__ . . _ . _ __ r . _ _ ._ ,_ radio network cannot be explicitly associated with two
“i "H01 Int-m0“ “Var w'd“ specific nodes. Packet transmissions may be received by all
geographic: areas nodes within the range at the sending node. If node it wishes

to send a packet to node i only. then it must add information
to the packet header which instructs all other nodes to
discard the packet. In addition, if a node receives a packet
which contains an error, then the node may not know that it
was the intended destination; thus. the destination node
cannot request a new retransmission.

The routing and flow control strategies u5ed to torward
and control traffic are of utmost importanCe for packet
network operation. These algorithms basically have three
common objectives:

a. reliability: to assure, with a high probability, that a mes—
sage launched into the network will arrive at its destina—
tion:

6 efficiency: to assure that messages will be delivered with
a relatively small time delay: and

5 low overhead: to assure that control traffic does not con—

sume large amounts 01 channel capacity.

Without efficient routing and flow control. the same problems
which affect conventional network systems can impede the
processing of a radio network with a large number of
users: a packet may circulate endlessly among the nodes,
numerous copies of a packet may be circulating simul-
taneously. and, if the destination node is within another
network. then several gateways may simultaneously receive
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a packet and introduce duplicates into the network. Routing
algorithms in PRnets are typically concerned with an

optimization that minimizes the length of a routing path [the
number of hops). in hopes that this algorithm will also
minimize the delay. Unfortunately, this is not necessarily
true. Problems inherent in radio systems—such as frequent
topological changes. quality of the transmission links.
hidden terminal problems, and, particularly, the instability of
packet routing information due to the mobile environment—
often lead to a faulty delay minimization function.

Typically. a radio network Contains two types of nodes. A
node with origination. destination, and relay functions is
called a repeater. A node with additional processing
capabilities such as control. initialization. and accounting is
called a station. Not all nodes must perform all functions in
order to serve mobile terminals within a large geographical
communications network. Repeaters with limited capabilities
can provide area coverage, while a station can control
capacity and reliability requirements among the several
terminals within its range.

Unfortunately, the use of store—and-forward repeaters has
some disadvantages. Repeaters generally use the same
frequency for input as for output. Therefore, a repeater
cannot start a retransmission until after it has completely
received and stored a message. Furthermore, the repeater
cannot receive any additional packets while retransmitting.
Thus, when designing a network with fixed repeaters, both
the order of packets to be transmitted as well as the
topology of the repeaters must be considered. ,

Additionally, there are other classifications of networks. A
network is a "single-hop" network if no relay functions are
necessary at each of the network's nodes. Conversely. a
network is a “multi-hop" network if packets can be relayed
over several hops before reaching their destination. A
network is a "stationiess" network if'it does not contain any

'stations. In this case. all the packet radio units lPRU's] are
repeaters. In the most typical case. a "multiple station"
network assumes processing control responsibilities at each
of several separate stations.

Examples of routing algorithms which have been previ-
ously Considered for packet radio networks inciude:

1} Broadcast routing [2.5], (second section)
2] Hierarchical routing [2]. {third section)
3) Directed broadcast routing [2] and ARPANET—like routing

[3.9]. (fourth section)
4} Routing in a stationless network mode [3.?.8,1[}.11], (fifth

section}
5} Multiple station routing [3,6]. (sixth section).

This paper addresses these routing algorithms. Specific
examples presented by Gitman et al.. Khan et al.. Kleinrock
and Tobagi, and Perlman are cited.

Broadcast Routing

Gitman et al. [2] present a broadcast routing algorithm for
single-station radio networks which essentially prevents
packets from looping endlessly or cycling alternately be-
tween nodes. The algorithm is an especially useful technique
to bypass the need for control of rapidly changing routes.
This scheme may be used to flood an entire network or a
large subset of the network. In general. this flooding method
is a simple approach, which can be used to:
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I change global parameters within all repeaters,
0 map connectivity so that muting information can be up-

dated and produce more efficient routing, and
' update routing information among mobile nodes which

otherwise would be unfeasible.

The algorithm contains several mechanisms to efficiently
route packets within a radio network which uses random
transmissions and omnidirectional antennas. The routing
scheme contains three main mechanisms which are described

below: 1} a hop-by-hop acknowledgment scheme. 2) a
maximum handover number to limit the number of hops
traversed. and 3) storage within each repeater to hold a
maximum of i. packet identifiers. Also. a time parameter at
each repeater may be used to discard any previously
transmitted packets which return before a timeout has
occurred. Thus, extra processing is not needed to search the
L packet identifiers to determine if the'packet has already
visited this node. In addition, a variable transmission power

mechanism can be used to increase the number of potential
receivers and reduce the amount of required routing.
However. if the transmission power is increased. then the
amount of interference within the network will also increase.

The hop-by-hop acknowledgment is used to guarantee that
a packet has been accepted by the next repeater. However.
the acknowledgment does not need to be transmitted as a
separate packet, since retransmissions by the receiving node
are appended with an acknowledgment and will be received
by the original sender. However. it should be noted that this
free acknowledgment strategy does not work for the last hop.
Thus. the destination node must send an explicit acknowl—
edgment to its previous sender. This strategy assumes that
all nodes can receive a transmission from a given node it

they can send to that node. This method is more efficient
than transmitting a separate acknowledgment packet to each
neighbor, because each packet can acknowledge several
neighbors simultaneously.

A handover number is used to avoid the problem of
packets endlessly looping throughout the network. Initially,
the handover number is set to M. Upon the reception of a
packet, each repeater decrements the handover number by
one: thus, the packet is assured of traversing no more than
M transmissions. Unfortunately. if a station has only an
approximate idea of the network topology, the packet may
either never arrive or generate excessive duplicates. wasting
bandwidth. However. as the handover number is allowed to

increase. more alternate routes become feasible. making the
network less vulnerable to repeater failures. Therefore. the
choice of the initial value of the handover number is a

critical design issue.
The final main broadcast mechanism is the storage of

packet identifiers. Each repeater has a queue which stores a
packet t0 and time stamp of the most recently transmitted L
packets. Whenever a packet is received, its identifier is
compared with the identifiers stored within the queue. If a
match occurs, then the packet is discarded {since it is a
duplicate that has recently been transmitted). Each new
packet is placed into the head of the queue and replaces the
oldest identifying information. Consequently. only the most
recent t identifiers are contained in the queue.

An improved broadcast routing algorithm is presented by
Kleinrock and Tobagi [5]. This algorithm uses a numbering
scheme which controls flooding using handover numbers.

SENSUS 00014899



Case 1:16-cv-02690-AT   Document 121-14   Filed 08/05/16   Page 80 of 96Case 1:16-cv-02690-AT Document 121-14

The model assumes a uniformly spread topology of repeaters
covering the entire region. Additionally, it Isassumed that

when a repeater transmits a packet. only those neighbors
within its transmission range may receive the packet
correctly.

The following numbering scheme allows a Controlled
flooding oi the network. First. each repeater P.- is assigned a
number N.- equal to the minimum number of hops between the

repeater and the station {see Fig. 1). Second, when a repeater
receives a new packet. the repeater assigns a handover
number M such that M): Ni. The repeater Hi then transmits
the packet. decreasing M by one. Third, when another
repeater. fit. receives a packet. it checks the handover

number M. It M< M. then the packet is either destroyed or
ignored. since it is unable to reach its destination, if M >-—

to. then the packet is retransmitted, decreasing M by one.
Once again. M limits the number of distinct repeaters that
can handle a packet. specifically, only neighboring repeaters
with a distance M >= N,- from the point of origin. As M
increases. so does the number of alternate routes available.
decreasing network vulnerability.

Therefore. flooding represents a reasonable alternative

when repeaters are highly mobile and network connectivity
is unknown. The algorithm is both simple and reliable. There
is a high probability that packets will reach their destination
when the route actually exists and the handover number is
large compared with the shortest path to the destination. The
obvious disadvantage is the inefficient use of network
resources. especially the large amount of bandwidth con-
sumed. Also. the probability of duplicate packets generated
at a gateway of another network may be high. unless
prevented by gateway communications protocols.

Hierarchical flouting Algorithm

The broadcast routing algorithm transmits data packets in
all directions. resulting in inefficient use of the total

bandwidth. in the hierarchical routing algorithm tor single
station networks. as presented by Gitman et at. [2]. the
repeaters are organized into a tree with the station at the

root. This algorithm Is particularly well suited for local
collection and distribution of traffic primarily flowing from
repeaters to stations and from stations to repeaters. If the

traffic is to be routed between repeaters. it must pass
through a station—creating a hierarchical routing require-
ment. Unlike the broadcast routing described earlier. this
hierarchical routing requirement creates centralized control.

In single-station hierarchical routing. it is required that the
central site be aware of the complete network topology. This
intormation is acquired by having the Central site send
broadcast probe packets periodically. Each repeater responds
to a probe by sending an answor packet. When a repeater
forwards an answer packet due to another repeater. it
appends its identification to the packet. From the returned
answers. the central site can easily determine the shortest
path to each repeater. Upon learning the new topology. the
central site assigns routing information to repeaters. This
information assigned by a station is called a label. The set of
repeater labels forms a hierarchical tree structure of
repeaters rooted at the stati0n. as shown in Fig.2. The labels
may be changed during network operation when changes in
network topology occur.
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The information in each label includes: the routing address

of the repeater. the minimum number of hope to the station,
and the names of all repeaters on a shortest path to the
station. Thus. the address of the next repeater along the
transmission path is easily accessible.

A label consists of H fields. where H is the number of

levels in the hierarchical tree. The label of a repeater H at
level .i (H hops to the station) contains nonzero integers for
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the first} fields and zeroes in the remaining fields. The home
of H is defined to be the repeater to which R addresses its
packets when routing towards the station. For repeaters at
level ,i which have the same home repeater. the labels differ
only in the entry in field 1'. Thus. the label of the station has a
nonzero entry in the first field and a zero in all other fields:
the labels of repeaters at a distance of one hop to that
station have the station's entry in the first field. nonzero
unique entries in the second field. and zero in all other fields.
Figure 2 shows an example of a labeled set of repeaters.

Once all the repeaters have been labeled, each data packet
sent by the central site can contain the label of the repeater
to which the station has been assigned. The packet must
also contain a pointer indicating the current field in the label.
When a packet arrives at a repeater. the packet label's
current field and the repeater label’s corresponding field are
checked for a match. If they match. then the repeater either
decrements or increments the current field indicator, de-
pending on whether the packet is being directed to or from
the station. and forwards the packet. If not. the repeater just
discards the packet.

If a repeater along the required path has failed, all is not
lost. When a repeater exceeds its allowed number of
retransmissions without receiving an acknowledgment. it
can set a bit in the header instructing all repeaters to adopt
the flooding algorithm for the packet. This begins an
alternate routing procedure and a failed or temporarily busy
repeater may be bypassed. lt'could also announce the failure
to the central site. requesting the central site to conduct
another probe and relabel the tree.

Another alternate routing method when blocking is en-
countered is simply to turn up its transmission power and
hope to skip over the failed repeater. However. there are
some limitations to this method:

I Duplicate copies of the packet may be generated.
I An increase in power results in interference with a large

number of repeaters.
I Although the correct repeater may receive the packet,

the repeater's transmission power may be too weak to
send the acknowledgment back to the sender. '

Unlike the broadcast algorithm, the hierarchical routing
algorithm allows shortest path routing between repeaters
and stations when the labels are properly assigned. This
results in less utilization of nodal processing capacity and
better use of channel capacity. Thus, average delay experi—
enced for the hierarchical algorithm will be lower than that
for the broadcast algorithm. as only repeaters on the path
transmit the packet. This yields smaller interference proba-
bility, fewer transmissions per hop before success, and
consequently a smaller delay per hop. There is also a high
probability that the packets will reach their destinations.
Since routing is directional, packets will arrive at only one
station. One drawback is that the algorithm requires some
maintenance of an updated set of labels, but this becomes a
limitation only in a network with highly mobile nodes.

Directed Broadcast Hunting

The hierarchical routing algorithm is most useful when the
radio network is used for local collection and distribution of

November 1984—VOI. 22, No. it
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traffic or when the number of nodes is very large. Now
suppose that: 1) traffic flows are equally iikeiy between any
pair of nodes; 2) the traffic origination device knows [or can
obtain) the ID of the destination repeater; and 3} that
accounting information for each packet or message is not
needed. With these assumptions. a distributed network
architecture is appropriate. Hierarchical routing can still be
used. but distributed routing—whereby a packet can be
routed directly to the destination repeater—may be more
eflicient.

in a distributed radio network. stations act mainly as
observers and controllers performing:

I network initialization, mapping network topology. deter-
mining labels. and initializing repeaters:

I network monitoring. observing connectivity and chang—
ing repeater labels;

I global flow control functions and controlling operating
parameters of repeaters;

I gateway functions; and
I supervisory functions.

As presented by Gitman et al. [2]. in a directed broadcast,
a repeater only iorwards a packet if it is closer to the
destination than the last repeater that forwarded the packet.
Each repeater is assumed to know its distance in hops from
every other repeater. This information can be acquired by
having each repeater broadcast its distance table periodically
to the station. Each data packet contains the identification of
the destination and the sender's distance from that destina—

tion. There is a new sender at each hop. and hence a new
distance. When a packet arrives at a repeater. a check is
required to determine if the repeater is closer to the
destination than the sender. If so. the packet is heading in
the correct direction and is forwarded. If not, the packet is
headed the wrong way and is discarded. When encountering
blocking, a repeater may increase its transmission power.
However. this may result in some difficulties in obtaining an
acknowledgment. as discussed in the previous section. As a
last option. the repeater may send a control packet to a
station to resolve the difficulty.

Another type of directed broadcast routing algorithm is the
AFtPA packet radio routing algorithm [3.9]. Unlike the scheme
described above. this algorithm does not rely on a central
station to distribute global routing information to each
repeater. In a distributed manner. repeaters maintain their
own connectivity and delay matrix. Periodically, each
repeater announces its existence by transmitting a distance
vector and other status information to its neighbors. The
distance vector contains an estimate of the minimum delay
to-every repeater in the network. When a data packet is
transmitted, it contains the identification of the destination
and the identification of the next repeater en route. All other
neighbors which are not the designated receiver discard the
packet. Therefore. the packet is only transmitted in the
direction of the destination. Unfortunately, distributed up-

dating of routing information generates an excessive quantity
of control traffic. Thus, network efficiency will be greatly
reduced. especially when the routing tables must be
frequently updated due to highly mobile stations and
repeaters. Another disadvantage of the scheme is that the
routing tables grow without bound as the number of nodes
within the network becomes large.
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Both of the directed broadcast algorithms described above
enable shortest-path direct routing [that is, not via a station}

to any repeater or station in the radio network with a high
probability of reaching the destination node. These schemes
are also more robust than the hierarchical routing because
they concurrently try ali alternate paths whosa iengths are
equal to the minimum length. However, these procedures
consume more bandwidth. Another point in their favor is
their ability to adapt to mobile repeaters. 0n the other hand.
these algorithms require a need to maintain an updated set
of labels or distance vectors, and this becomes the main
limitation in a network of numerous, highly mobile nodes. If
the application implies a distributed architecture and the

repeaters and stations are mobile. the task oi updating
distance vectors should be distributed. This task will require
more repeater capabilities.

Stationless flouting

Khan et al. [3] and Perlman [7,8] introduce an approach for
effective routing in a "stationless" network environment.
When no stations are present in the network, the main

difference in operation is that each packet radio (PR) must
determine network connectivity on its own. Typically, each
radio initially relies on a broadcast routing scheme to
communicate. even though this procedure is known to be
somewhat inefficient. The radios must determine a satis-

tactory point‘to-point route, even if the route remains
acceptable for only a short time. Repeaters and terminals
prepare packet transmissions in three phases:

I A route finding packet lRFP} is broadcast by the source
PR to create several path possibilities.

O A route set-up packet (HSP) is transmitted by the destina-
tion PFt back to the source PR, so that the intermediate
radios may store appropriate routing information.

U The normal data packets are transmitted by the source
PR using a small packet header to indicate the next few
hops to be taken along the route.

An RFP is transmitted when the source PR intends to

transmit to an unknown destination. The packet contains the
source ID, the destination ID, a unique identifier, and a list of
PR lD's. During its route traversal, any radio which hears the
broadcast adds its own identifier onto the ID list, increments

the hop counter. stores some identitying route and delay
intormation in both buffer memory and the packet header,
and rebroadcasts the packet. In order that the network does
not become congested, several measures are taken. Each PFt
discards any duplicates of a packet previously received.
Additionally, if the hop count exceeds a maximum value,
then that packet is discarded. A packet is also discarded
when a radio has already sent a packet which contained a
smaller delay. A problem arises when an FlFP never reaches
the destination. The problem is primarily due to the inherent
instability of radio networks, which occurs since no acknowl-
edgments for RFP's are transmitted. Consequentiy, the
source PR may find it necessary to attempt retransmissions
after a timeout has been generated.

If the HFP reaches the destination. then a successful route

possibility has been identified. Several RFP’s should arrive,
so many posaible routes, each carrying its own delay
estimate, will be suggested. The destination PR waits some
amount of time from the first RFP received, chooses the route

45

with the minimum delay, and stores this route as the
optimum. Finally, a route set-up packet is initiated.

A route set-up packet is sent from the destination to the
original source to set up the optimal route selected above.
The packet contains the source ID, the destination l0. 3

portion of or the entire raute sequence, and a total. hop
count. The packet traverses the route in reverse, setting up
intermediate routing information at each PR until the packet
reaches the source. It may be necessary for an alternate
route to be taken, it a radio fails. When the packet is

traversing an alternate route. a radio which bears the packet
and has a good neighbor that is further down the route may
continue the packet along its path. When the source receives
the ESP and the route has been initialized. the data packet
may be transmitted.

Since the created path may involve several radios, not all
routing information is stored in the packet header. Some
routing information is stored in the intermediate FR’s along
the path. In the data packet transmission phase, acknowl-
edgments are used on a hop-by—hop basis. Thus, a radio may
send a failure notice to the source—if a radio fails to receive

an acknowledgment from the next PR on the route. or if the
radio does not contain encugh buffer memory to store the
route information. If an acknowledgment is not received and
a failure notice is produced. then an alternate route must be
found by transmitting to neighboring radios. It is hoped that
the packet can be directed back onto the route as planned.
However, if a failure results due to the lack oi buffer
memory, than a new route must be found, causing the entire
procedure to be redone. Unfortunately, problems may
become even more compounded, since there are circum-
stances when a failure notification (route loss packet] may
never be received by the source.

The final step involves transmitting the data packet. A
Small routing header is used to specify the next few hops to
be taken. Each. radio overwrites the route header informatiOn

from the route information stored within its own memory.
Thus, new route information for upcoming hops is given at
each radio. So. it the next PR in the route sequence has
failed, then an alternate route may be taken. To prevent
looping, there is a limit on the number of alternate routes
which may be taken consecutively.

Therefore, the routing algorithm for a stationless network
is both complicated and redundant. Channel usage and
contention are high, since an RFP must be broadcast initially.
Route selection is cumbersome; even worse, the selection

process may not include the path containing the minimum
delay. Finally, the network does not maintain a congestion
control mechanism, so long delays may exist when trans-
milling packets. Also. if the network topology is rapidly
changing, an acceptable path may never be found. in such
cases, a flooding algorithm may be adopted. However, even
if the network topology is not known, the algorithm does
provide a route.

Multiple Station flouting

In the normal case of multiple-station operation, the
responsibility of network control is distributed among all
stations. Specifically. the stations provide control for the
mobile terminals within their range. It one station fails. the
others are to temporarily assume its functions with little or
no degradation in system performance. Multistation operation
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is therefore more efficient and robust than single-station
operation. especially when the number of terminals within
the network becomes large or the station fails.

Each PR broadcasts a radio-on packet (HOP). which
contains status and identification information. A set of

neighboring radios within range will hear this HOP. noting
the signal strength of the transmission. Each radio holds a
cumulative count of the number of packets received from the
other radios. Thus. each radio can determine the set of

radios with which it can communicate reliably. Once this
information is established. each radio periodically sends
summary FtlJP's containing labeling and neighbor table
information to reachable stations.

Upon hearing an HOP from a radio. a station will label that
radio. The labeling process consists of a station determining
and then supplying a radio with a route. which is an ordered
set of radios called selectors. to that station. Once labeled.

the radio periodically transmits summary ROP's. indicating
those stations which are in direct range of the radio. Having
been supplied with this information. each radio has labeling
slots for storing routes to several stations. The station must

relabel the radio within a given time or the labeling slot entry
will expire. A slot whose entry has expired is not erased by
the radio. but it may be overwritten by another station if no
other labeling slots are available.

Kahn et al. [3} present an algorithm for such multiple—
station operation. Each station is assumed to know which
radios it has labeled. but must communicate with other
stations to learn the location of other radios not under its

control. This exchange of label information provides the
destination station with a set of selectors for a point-lo—point
route from the originating radio or station to the destination.
if both users are highly mobile, a point—to—point route will be
established between the two and stations. These stations will

then individually handle the final distribution. On the other
hand. if both users are fixed. the destination station witl
choose the last few selectors to obtain an optimal route
directly between the two end users. Lastly, if one user is
fixed white the other is mobile, the resulting point-to-point
route will be between the fixed user and the remote station.
This station will then handle the local distribution for the
mobile user.

For the route-selection process. a radio generates a packet
for a destination outside the control of its stations and

routes the packet to an appropriate local station. This station
converts the packet into several distinct RFP‘s. These
packets are sent to each neighboring station through some
repeater Jointly labeled by both stations. Each RFP includes
the station ID and a list of selectors from the source PR to the

jointly labeled repeater. When the packet is received by a
neighboring station, it determines if the destination radio is
under its control. If not. the station modifies the received RFP
and converts the packet into several distinct packets by
adding its own ID and a list of selectors from the original
jointly labeled repeater to another repeater jointly labeled by
a station not previously visited by the packet. If the packet
arrives at a station which has previously handled the same
request. then the packet will be discarded. The destination
station then transmits a complete list of selectors to the
destination radio. which initiates the route set—up procedure.

To set up the route. the destination radio sends a route set—
up packet back to the source radio. This packet is used to

update the routing tables at each intermediate node. by
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providing the complete list of selectors obtained from the
route finding procedure. Figure 3 illustrates this process for
a source-destination pair AB. The RFP is shown as a series
of dotted lines connecting stations, and the point-lo-point
route is shown as a series of solid lines connecting
repeaters.

If a radio fails while a packet is en route, disrupting a
point-to—point route. than local alternate routing around the
failed radio will take place, it possible. The station in control
of the failed radio wilt attempt to take a corrective measure
using only the routing selectors contained in the en-route
packet and the destination ID for transit traffic. A station‘s
transit traffic consists of those packets whose destination
has not been labeled by that station. If the corrective
measure fails. an error message will be transmitted to the
source and the original route set-up process will be
reinitiated. in this process, packets may be discarded, so the
end—to—end protocol must be prepared for recovery.

Thus, multistation routing is more complex when compared
to routing used by single-station networks. Yet, the algo—
rithm is designed for supporting several geographically
distributed users. possibly thousands or more. The scheme is
more efficient than stationless routing, since each station
locally controls several users. In the event of a station
failure. control is decentralized. since other stations may
resume the operation of the failed station.

Conclusion

The packet radio has demonstrated that it is a possibie
technology for use in both fixed and mobile computer
communications. A packet radio still remains too expensive
for most commercial use; however. recent advances in

integrated circuit technology and signal processing tech—
niques are expected to reduce the cost. Therefore. packet
radio will become increasingly important in the local
distribution of information. especially when the source and
destination are constantly changing. Also. packet radio
offers itself as a significant alternative when designing a
local area network.

In the case of single-station network operation, the three
classes of algorithms which were presented contain both
advantages and disadvantages. The broadcast algorithm is
the most inefficient. yet no initialization is necessary and the
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amount of control information within the packet header is
quite low. This flooding technique is especially useful for
networks with rapidly changing connectivities. The optimum
choice between the directed broadcast algorithm and the
hierarchical routing scheme is not immediately apparent. The
directed broadcast algorithm is more reliable. since more
than one receiver is able to accept a packet for switching.
Also. the hop-by-hop acknowledgment scheme will reduce
the number of possible paths and duplicate packets.
especially near the destination. However. on a path between
a station and a repeater. this algorithm does utilize more
resources. (in the other hand. the hierarchical algorithm is
more adaptable to changes in network connectivity, with
lower overhead for updating repeater labels. For this
algorithm. when a new repeater is added. only the new
repeater need be initialized. while. the directed broadcast

algorithm must change all repeaters' labels. Furthermore.
since all packets are routed through a central station in the
hierarchical method. system monitoring and control are
handled more easily. However. both methods are vulnerable
to the loss of their central statiOn.

There are four maior differences in the functions of a
network which contains stations and one which does not.

First. a station constantly collects network connectivity
information. so that it may supply a route to the source PR
immediately. Thus. it is not necessary to broadcast an RFP.
Second. a station can compare all possible routes when
making a choice, not just the ones which traversed the path
successfully in a single attempt. Since there are more
possibilities from which to select the route. a more efficient

route will be selected. Third. a station can detect changes in
network connectivity and adjust routing appropriately.
Therefore. the station does not interrupt ongoing communi-
cations among radios. Finally, a station can perform global
congestion control by changing parameters within the
individual radios of a surrounding area. In contrast. the
routing within a stationless network is inefficient and
involves more of the network resources. However, there may
bl instances when the radios are made operational before
the stations or when the stations no longer exist. In this '
case. a stationless mode of operation would be very useful.
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Issues in Packet Radio Network Design 
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Invited Paper 

There are many design choices that must be made in the devel­
opment of a packet radio network. There is usually no single cor· 
rect choice, and the decisions are dependent on the environment 
that the network must work in, the requirements for performance 
and other functionalities, and the cost and other limitations. In 
addition, as new hardware and software technologies become 
available, the parameters governing the decisions change and often 
result in different selections. 

This paper outlines a number of design issues and choices avail­
able. The intent is to provide an overview of the design decisions 
that must be made so as to provide a context for the·decisions 
made in a number of existing and developing packet radio net· 
works. It is hoped that this will allow future designs to take advan· 
tage of both the wealth of experience available as well as new tech­
nologies. Three areas of design decisions are identified. The first 
area deals with the physical aspects of the network and concen· 
trates on the radio connectivity and channel sharing. The second 
area deals with the automated management of the network and 
concentrates on issues such as link management and routing. The 
third area deals with the interface of the network to the users and 
some practical aspects of operating and maintaining a network. 

I. INTRODUCTION 

Packet radio networks repres~nt the extension of packet 
switching technology into the environment of broadcast 
radio. They are intended to provide data communications 
to users located over a broad geographic region, where di­
rect radio or w ire connection between the source and des­
tination users is not practical. 

Packet radio networks have been and are being designed 
to operate in a number of environments using a number 
of d ifferent technologies [1]. There are packet radio net­
works making use of ground mobile radio (narrow-band 16 
kbits/s [2] and more wide-band 400 kbits/s [31, [4]), amateur 
radio (SJ, HF for use in Navy applications [6], and satellites 
(7]. Yet all of these networks share some common char­
acteristics. They are all based on the notion of packet 

Manuscript received June 20, 1986; revised August 18, 1986. The 
views presented in this paper are those of the authors and do not 
necessarily represent those of their organizations or the spon­
soring organizations. 

B. M . Leiner is with RIACS, NASA Ames Research Center, Moffett 
Field, CA 94035, USA. 

D. L. Nielson is with SRI International, Menlo Park, CA 94025, 
USA. 

F. A. Tobagi is with the Department of Electrical Engineering, 
Stanford University, Stanford, CA 94305, USA. 

switching applied to (usually broadcast) radio usually shar. 
ing a single channel. They are intended to handle mobile 
users, although some of the amateur and commercial ap. 
plications de-emphasize this capability. They are for the 
most part based on a store-and-forward operation, al. 
though the simpler satellite networks involving use of a sin. 
gle satellite do not include store and forward operation. 

Fig. 1 shows a typical packet radio network structure [8]. 
A packet radio unit consists of a radio, antenna, and digital 
controller. The radio provides connectivity to a number of 
neighboring radios, but typically is not in direct connec. 
tivity with all radios in the network. Thus the controller 
needs to provide for store-and-forward operation, relaying 
packets to accompl ish connectivity between the originat. 
ing and destination users. 

There are a number of common issues involved in the 
design of these networks. These include efficient methods 
for sharing the common radio channel, methods for de-

' ' i 
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Fig. 1. Packet radio network structure. 
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rmining connectivity and using that connectivity to route 
~eata throug~ the.network, met~ods f~r achi_eving reliable 
ommunciat1ons ma typically noisy radio environment, and 

c ethods for managing and controlling the distributed net­
:ork. Thus there are many design choices that must be 
made in the development of a packet radio network. There 
·s usually no single correct choice, and the decisions are 
~ependenton the environment that the network must work 
in, the requirements for performance and other function­
alities, and the cost and other limitations. In addition, as 
new hardware and software technologies become avail­
able, the parameters governing the decisions change and 
often result in different selections. 

This paper outlines a number of design issues and the 
various choices available. The intent is to provide an over­
view of the design decisions that must be made and to do 
so in the context of a number of existing and developing 
packet radio networks. It is hoped that this will allow future 
designs to take advantage of both the wealth of experience 
available as well as new technologies. Furthermore, as the 
rest of this Special Issue will provide details on a number 
of packet radio systems, this paper should provide a context 
for comparison of the various approaches taken in those 
systems. 

Three areas of design decisions are identified. The first 
area deals with the physical aspects of the network and con­
centrates on the rad io connectivity and channel sharing. 
The second area deals with the automated management of 
the network and concentrates on issues such as link man­
agement and routi ng. The third area deals with the interface 
of the netwo rk to the users and some practical aspects of 
operating and maintaining a network. The various issues 
are highlighted throughout the paper by showing them in 
raised or capi talized text. A compilation of these issues 
should help guide the design of a packet radio network. 

Just as with any packet com munication system, the func­
tions to be performed by a packet radio network may be 
organized into a linear hierarchical structure, as defined in 
ISO's OSI Reference Model [9]. This structure consists of 
a layered architecture comprising a number of indepen­
dent layers. This allows the discussion of design issues un­
derlying a packet communication network to be done by 
focusing on one layer at a time. While there will always be 
coupling between the various layers in terms of design is­
sues, requirements, etc., in the case of packet radio (as will 
be clear from the discussion below), the various layers are 
highly interdependent. Therefore, the task is not complete 
until a cross examination of design tradeoffs at all layers is 
performed. Nevertheless, to achieve an orderly presenta­
tion, the issues are presented one layer at a time. 

' II. PHYSICAL AND DATA LINK LAYERS 

In this section, we focus on the first two layers of the ISO 
model. Issues to be addressed include physical connectiv­
ity, bandwidth-time-space management, channel access, 
and data link control. 

A. Physical Connectivity 

The physical layer in packet radio networks establishes 
digital link connectivity among nodes in the network so that 
information (data) paths may be established from traffic 
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sources to their destinations. Link connect ivity from a node 
A to another 8 refers to 8 's ability to correctly receive in­
formation transmitted by A at a specified minimum rate. 
Link connectivity clearly depends on radio propagation pa­
rameters, such as the radio frequency, the distance be­
tween nodes, the type of terrain, and the transmit power. 
Connectivity depends in addition on the data rate require­
ment, the channel RF bandwidth, and the data encoding 
and modulation schemes. Thus the design problem at this 
level. can be formulated as follows.GIVEN THE TYPE OFTER­
RAIN IN WHICH THE NETWORK IS TO OPERATE, THE 
USERS' LOCATIONS, AND THEIR REQUIREMENTS IN 
TERMS OF TRAFFIC, MOBILITY, ANTIJAMMING CAPABIL­
ITIES, ETC., SELECT 

A. THE RADIO FREQUENCY AND RF BANDWIDTH, 
B. THE SIGNALING, ENCODING, AND MODULATION 

SCHEMES, 
C. THE NETWORK TOPOLOGY. 

Network topology refers to the radio nodes constituting the 
network, their roles (user interface or repeater), their den­
sity, their locations (fixed, mobile), the antenna design as­
sociated with each (its height, directionality, etc.), and their 
transmit powers. 

The connectivity resulting from the design decisions may 
be represented as a graph in which vertices represent 
nodes, and edges represent link connectivity. Due to 
changes in the environment, nodal mobility, and other ef­
fects, variations in digital link connectivity may result, ren­
dering the graph representing the network topology a 
probabilistic one. 

Design decisions at the physical layer interact with those 
at higher layers. For example, propagation is typically better 
at lower frequencies (longer distances can be achieved with 
less sensitivity to terrain). On the other hand, data rates are 
lower at lower frequencies, and therefore, the network's 
ability to cope with mobility may be reduced. Thus if the 
user data requirements can be satisfied with relat ively low 
data rates, a low frequency can be used, thereby possibly 
achieving full link connectivity and simpl ifying the network 
design. On the other hand, higher data rates would require 
a higher frequency/bandwidth and probably line-of-sight 
(LOS) propagation. This would result, though, in more ca­
pability to support the overhead of network algorithms to 
handle changing connectivity resulting from mobility (cou­
pled with LOS propagation.) 

Nevertheless, by initially ignoring effects due to higher 
level functions, an approximation to the design can be 
achieved, which then can get refined as the higher level 
design issues are resolved. For example, it is possible to 
estimate a range for the required link data rates given the 
users' traffic and delay requirements, independently of 
higher level protocols, and proceed with the design based 
on these estimates. A more precise determination of the 
required rates would then have to be done after an un­
derstanding of higher level issues has been acquired. 

1) Choice of a Frequency Band: The first issue to be ad­
dressed is WHAT FREQUENCY BAND TO OPERATE IN? The 
tradeoffs between higher frequency/bandwidth LOS op­
eration and lower frequency/bandwidth operation over ex­
tended distances, while present in the design of any radio 
system, have special implications in a packet radio network. 
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Not only does this tradeoff determine the degree of con­
nectivity between the user nodes, but the choice of fre­
quency may require additional functions to be supported. 

For example, if a frequency with good propagation 
character istics is chosen, sufficient connectivity may be 
achieved just using the radios at the user nodes. Higher 
frequencies, because of the limited propagation distances 
at LOS frequencies, may require "repeater" nodes be in­
stalled to achieve full network-wide connectivity. (A re­
peater node is a packet radio unit with no user directly con­
nected.) 

Another consideration in the choice of frequency is the 
available bandwidth. This choice is partially determined by 
the user data requirement as well as other factors such as 
the need for spread spectrum. However, the dynamics of 
the network topology, and therefore the required amount 
of control traffic, also help determine the required data 
bandwidth and therefore the minimum frequency band. 
Networks where the connectivity is changing slowly (e.g., 
HF networks in a Navy environment [61 or fixed-site net­
works such as the amateur packet radio networks [SJ) can 
afford to have limited control traffic. Ground mobile net­
works [31, [41, due to their rapidly changing connectivity, 
require considerably greater control traffic and therefore 
increased data bandwidth. 

2) Propagation and Interference Considerations: In ad­
dition to frequency band, l ink connectivity also depends 
on other factors, including terrain, distance between nodes, 
transmitter power, antenna height and directionality, etc. 
Given the terrain, antenna parameters, and node locations, 
link connectivity is achieved by appropriate selection of a 
data-encoding scheme and transmitter power. When the 
radio channel is being shared by many nodes, multiuser 
interference and the near-far problem are introduced. Be­
cause these issues pertain more specifically to the prob­
lems of bandwidth-time-space allocation and channel ac­
cess, discussion is deferred until the next section. 

8. Bandwidth-Time-Space Management 

Once a frequency band and RF bandwidth have been se­
lected, the question remains as to HOW TO ALLOCATE THE 
BANDWIDTH IN TIME AND SPACE TO THE NODES INTHE 
NETWORK. Four techniques are available, all of which may 
·coexist: frequency division, time division, code division, 
and spatial reutilization of the bandwidth resources. Fre­
quency division refers to the partitioning of the bandwidth 
into separate radio channels, orthogonal in the frequency 
domain. Time division refers to the allocation of a given ra­
dio channel to different users at different times. Code di­
vision refers to the provision of orthogonal spread spec­
trum codes to different (radio channel) users, so that these 
may use the same channel simultaneously without inter­
ference. Finally, spatial reutilization of the bandwidth-time 
resource refers to the simultaneous use of a given portion 
of the channel bandwidth in different localities without 
causing interference. A few examples are presented here 
to illustrate some design considerations and tradeoffs. 

The use of frequency division in order to provide chan­
nels for use by individual nodes (or pairs of nodes) may be 
adequate if the period of use for channels is long, and the 
channel utilization high; that is, if the users' demand is non­
bursty and predictable. Otherwise, overall bandwidth ef-

ficiency will be low. Furthermore, such a mode requires 
management procedures to dynamically allocate these 
channels. From another, perhaps more important, point of 
view, frequency division may be useful in the provision of 
several channels, each of which is used for a different func­
tionality, but is shared in the time or code domains by many 
users (61. This constitutes a natural way of providing a hi­
erarchical network. (In the HF band, for example, radio dis­
tance varies significantly with the channel frequency. A 
channel centered around a frequency at the low end of the 
band could be used for overall network connectivity and 
control purposes, while other channels operating at higher 
frequencies are used for communication among neigh­
bors.) But in general, it eases network deployment and re­
source allocation and management to have all users tuned 
to the same channel frequency, and employ time and code 
divisions [21, (31. The specific means by which a radio chan­
nel is shared in the time and code domains are discussed 
below under channel access and capture modes. Suffice it 
to say at this point that such schemes are devised so as to 
achieve efficient bandwidth utilization. Furthermore, if 
nodes employ omnidirectional antennas, then local broad­
cast communication results, and mobile users are more eas­
ily supported without the need for complex network man­
agement procedures. 

Spatial reutilization of the bandwidth-time resource 
achieves a higher overall utilization by allowing multiple 
transmissions to take place at the same time (and with the 
same code) in different geographic areas of the network. 
Such reutilization may either be the result of RF propa­
gation characteristics, or intentionally designed for. Using 
the UHF band for ground mobile operation, for example, 
the radio range is inherently short, rendering spatial reuse 
a natural outcome. In this and other cases, reutilization may 
also be achieved by using directional antennas, or low 
transmission power. 

It is not clear when to intentionally enforce spatial reuse. 
Consider, for example, the problem of using transmission 
power to control the range of nodes in a wide geographic 
area with a relatively dense population of nodes. If source­
destination pairs are distant, then high transmit power leads 
to a smaller number of transmission hops, but a higher de­
gree of interference with other nodes results, which in turn 
limit the network's throughput; a low transmit power leads 
to less interference, and thus a higher degree of spatial reuse 
of the bandwidth; but it then requires a larger number of 
transmissions to reach the destination, thus increasing 
channel load for the same user traffic, and thus perhaps I 
again l imiting the network's throughput (101, I 
C. Channei Access 

Two mechanisms to share a single radio channel are time 
division and code division (in the case of spread-spectrum 
transmissions.) WHAT CHANNEL ACCESS PROTOCOL 
AND CODE ASSIGNMENT ALGORITHM SHOULD BE 
USED? 

In sharing a channel, there is a need to deal with conflicts 
which result from contention. This is achieved either by a 
priori fixed assignment of the channel resources (time and 
codes) to different users so as to prevent contention, or by 
providing some dynamic channel access algorithm whictl 
defines when users are permitted to transmit based on 
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el condit ions and traffic demands. Although such al-
chann . . 

·thms may not prevent conflicts from occurmg, the ob-
?~:1ive is to maximize the overall network throughput. As 
J~ nnel access protocols and their performance are closely 
c i3 ted to channel signaling methods and the capture ef­
~::is that result, we will discuss them for narrow-band sys-

ms and spread-spectrum systems separately. 
te 1) Narrow-Band Systems: Aside from the limited effects 
f power and FM capture, the overlap of two or more pack­

ots at some receiver in narrow-band systems results in the 
~estruction of all. We say in this case that the system op-
rates under a zero-capture mode. 

e At first glance, the solution appears to be one which guar­
antees orthogonality in the time domain. Fixed TOMA, 
whereby ti me slots are permanently assigned to nodes (or 
pairs of nodes), suffers from the same limitation in effi­
ciency as does FDMA when nodes' traffic is bursty. Dy­
namic allocation of time slots to match traffic requirement 
is more efficient, but then requires scheduling algorithms 
which tend to become complex in distributed environ­
ments [6] . 

.The time sharing of a channel by users can also be 
achieved via random-access schemes [10]-[12]. The deci­
sion as to whether to transmit or not is entirely left to the 
nodes, and thus coll isions may occur. If a transm ission col­
lides with others, then it is repeated at some later t i me. 

Random-access protocols are of basically two types, the 
ALOHA type and the carrier sense type. In the former, no 
knowledge of current activity in the network is requ ired, 
and nodes act completely independently. The ALOHA 
scheme, wh ich allows a node to transmit any time it wishes, 
is one such scheme [13]. In the carrier sense type, some 
knowledge of transmission activity in the netwo.rk is ac­
quired and used in the decision. For practically realizable 
protocols, the rules embodied in such protocols are con­
strained to be in terms of information that can be acquired 
locally at the node; typically, this consists of the transmis­
sion activity of neighboring nodes, which is acquired mostly 
via carrier sensing. Carrier Sense Multiple Access (CSMA), 
in which a node may transmit only if it does not sense any 
carrier (which otherwise would be due to neighbors trans­
mitting), is one example [14]. 

While it may appear that CSMA would greatly outperform 
ALOHA, this is not always true and depends to a large extent 
on the network topology and traffic. In a fully connected 
network, in which the propagation delay is a small fraction 
of the transmission time of a packet, CSMA is significantly 
superior to ALOHA. But in a general multi hop topology, the 
existence of hidden nodes (i.e., nodes within range of the 
intended destination but not of the transmitter) can dras­
tically degrade the performance of CSMA [12]. Finally, we 
note that the implementation of CSMA also requires special 
hardware, and the abil ity to switch rapidly from the receive 
mode to the t ransmit mode in order to keep the efficiency 
of the scheme high. 

The problem of collisions caused by hidden nodes can 
be alleviated by the use of a busy tone which is transmitted 
by a node on a separate channel to indicate that it is cur­
rently receiving a packet [15]. This activity-signaling chan­
nel requires additional bandwidth and hardware resources 
which increase the cost of the radios. Furthermore, decid­
ing which node should transmit the busy tone and under 
what condition, and the possibility of blocking transm is-
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sions which would otherwise have succeeded without in­
terfering with ongoing ones, complicate matters further. 

The above mentioned schemes, and variants thereof 
which may prove appropriate for particular situations, offer 
tradeoffs and performance results that are not simple to 
assess. Performance analysis via mathematical modeling 
and simulation has been carried out for some schemes to 
some extent, leading to results which can be helpful in un­
derstanding their behavior [10], [12]. 

2) Spread-Spectrum Systems: SHOULD SPREAD-SPEC­
TRUM CODING BE USED? The selection of a signaling 
method may be based 9n considerat ions other than digital 
connectivity or jamming. For example, spread spectrum 
may be used to combat multipath, or FH spread spectrum 
may be used to overcome the near-far problem. On the 
other hand, as will be clear from the discussion below, there 
may be advantages in using spread spectrum specifically 
for sharing a channel, because of the resulting reduction 
in multiuser interference. But in general, given that spread­
spectrum coding requires w ider bandwidth, it is not clear 
whether overall bandwidth efficiency is improved or not 
[16]. 

The main feat ures which distinguish spread-spectrum 
systems from narrow-band systems are code-division and 
time-capture. Code-division refers to the fact that trans­
missions with orthogonal spreading codes may overlap in 
time with little or no effect on each ot her. Time-capture re­
fers to the ability of a receiver to successfully receive a 
packet with a given code despite the presence of other time­
overlapping transmissions with the same code. To simplify 
the discussion, no distinction is made between direct se­
quence pseudo-noise (PN) modulation and frequency hop­
ping (FH) as the means for achieving spread spectrum, and 
multipath is ignored. In either case, it is assumed that the 
transmission of packets is asynchronous, and hence there 
is a need to precede the transmission of the packet by that 
of a preamble, which receivers use to acquire bit and packet 
synchronization. Furthermore, depending on the need, 
some form of data encoding for error correction may be 
performed to recover from erased or incorrectly received 
symbols. 

Once the form of spread-spectrum modulation is se­
lected, the method for ASSIGNMENT OF CODES USED IN 
THE PREAMBLE AND DATA PORTIONS OF THE PACKET 
must be selected. (The data portion includes control head­
ers for network layers and above, as well as user data.) Two 
basic alternatives exist for the preamble codes. The pream­
ble may consist of a known code with strong autocorre­
lation properties, which is used throughout the network 
and which idle receivers constantly search for. In this case, 
it is reasonable to assume that the overlap at some receiver 
of preambles belonging to different packets would cause 
errors in the .processing of all preambles, and no packet is 
then acquired. Otherwise, the preamble is correctly pro­
cessed (assuming that the background noise level is not too 
high), and the packet is locked onto. This case is refered to 
as the ,space-homogeneous preamble code assignment. 

An alternative is to use preamble codes which are specific 
to intended receivers, refered to as the receiver-directed 
preamble code assignment. This alternative results in re­
duced preamble interference, as fewer packets would share 
the same code. However, information regarding the as­
signment of codes to receivers must be disseminated 
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throughout the network. Furthermore, as we will see later, 
broadcast reception (the abi I ity of all neighbors of the trans­
mitting unit to hear the transmissions) can be quite helpful 
in dissemination of information for routing and network 
management. . 

Codes must also be assigned to the data portion of the 
packet. One desirable characteristic for the code assign­
ment is that, once a packet is locked onto by a receiver, other 
overlapping packets do not interfere with its correct re­
ception. Here too, there are several alternatives. In the 
space-and-bit-homogeneous code assignment, all data b its 
are encoded with the same code. In this case, an overlap­
ping packet would not interfere with a packet locked onto 
as long as its autocorrelation peaks do not coincide wit h 
those of the earlier packet; i.e., unless the bit periods of the 
overlapping packets are within a few chip times of each 
other, causing the correlation peaks to overlap. As with 
preamble code assignment, this kind of interference can be 
reduced if receiver-directed bit-homogeneous code assign­
ment is used. 

It is possible to almost totally eliminate interference from 
overlapping packets by using a bit-by-bit code changing 
method, and equipping the receiver with a programmable 
matched filter wh ich follows the pattern as it varies from 
bit to bit. If the pattern is long enough so that it does not 
repeat itself during the transmission of the packet, and the 
packets arrive w ith at least a few chip times of relative delay, 
then no interference w ill ever take p lace. This truly ap­
proaches perfect capture. A similar level of capture can also 
be achieved by assigning orthogonal codes to nodes wh ich 
the latter use to encode thei r packets when transm itting. 
We refer to this as the transmitter-directed code assign­
ment. The preamble must contain information regarding 
the spreading waveform used, thus allowing the receiver 
to program its matched filter accordingly. 

Given the form of modulation and code assignment, the 
SELECTION OF A CHANNEL ACCESS PROTOCOL must be 
made. Similar to that of narrow-band systems, we distin­
guish two types; the ALOHA type and the activity-sensing 
type. The ALOHA schemes are identical to those in narrow­
band system (transmit as long as not al ready transmitting, 
nor locked onto a packet worth receiving). A protocol of the 
activity-sensing type, on the other hand, may or may not be 
feasible depending on the ability for a node to dynamically 
acquire knowledge regard ing the stateofother nodes. Con­
sider CSMA for example. A node must be able to sense ac­
tivity due to its neighbors. This is possible with space-and­
bit homogeneous codes, and is done by observing the out­
put of the matched filters corresponding to the desired 
waveforms. In transm itter-directed or receiver-di rected bit­
homogeneous code assignments, a node will have to pos­
sess a bank of filters matched to all possible codes used by 
the neighbors. While this is dt>arly possible, it is rather im­
practical. With bit-by-bit code chang1ng, activity sensing is 
difficultto achieve. From another point of view, namely that 
of overall network performance, it is not definitely clear 
that CSMA actually provides any improvment, since spread 
spectrum already exhibits strong capture properties, and 
inhibiting transmissions may actually decrease network 
throughput. 

In particular situations one may be able to devise simple 
but useful schemes. Consider, for example, the case of re­
ceiver-directed code assignment, and let the node wishing 
to transmit monitor the channel for transmissions using the 
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code assigned to the intended destination. If activity is 
sensed, then it is likely that the intended destination is busy, 
locked onto a packet destined to it. The existence of hidden 
nodes, and the possibility that the intended receiver is free 
(not locked) despite the presence of activity, introduces 
complexity similarly to that of a narrow-band system. 

In spread-spectrum systems, performance is often not 
the only issue. Because the use of spread spectrum is often 
driven by operational requirements, considerations such 
as security, feasibi l ity of implementation, cost, etc., must 
also be taken into account. 

D. Data Link Control 

Data link control pertains to the functions ;it tht> data link 
Layer which achieve reliable communications between ad­
jacent nodes (i.e., nodes which are connected direct ly by 
a digital radio link). (The relation of link reliabil ity to end­
to-end reliability is discussed below when network man­
agement and routing are discussed.) As in antp~~ket com­
munication system where some degree of rellabil1ty across 
links is needed, acknowledgment mechanisms (ARQ) are 
typically used to notify a device of its success in the trans­
mission of a packet. In packet radio networks, however, 
where the performance of a digital link is highly variable 
(due to radio propagation characteristics and user conten­
tion), and at times poor, acknowledgment procedures alone 
may not be sufficient and have to be augmented by forward 
error correction (FEC) coding. Indeed, if the likel ihood of 
errors in a packet is high, then ARQ schemes wou ld result 
in very low throughput, as most of the packets would be 
rejected. FEC would greatly improve the chances of correct 
reception. This is particularly important when spread spec­
trum is being used with a pseudo-random generation of the 
code on a bit-by-bit basis.' The probabilities of generating 
two codes that have high correlation sometime during the 
packet (on two different simultaneous tr_a_nsmissions) is 
often significant, and therefore the probability of incurring 
at least a few errors during the packet can be very high. For­
ward error correction can be used to correct these few bit 
errors so that the effective packet probabi lity of error can 
be driven down to an acceptable level for an ARQ scheme 
to be effective. The rate of coding for error correction, on 
the other hand, should not be too low, since the infor­
mation throughput across the link would then be low. 

Thus the primary issue in data link control is HOW TO 
COMBINE FEC AND ARQ SO AS TO ACHIEVE AN ADE­
QUATE LEVEL OF LINK PERFORMANCE in the highly vari­
able conditions that are typical of packet radio network en­
vironments. We note here that the balance between the two 
techniques must vary from link to link, and dynamically in 
time to match the current conditions. 

The second issue to be addressed at the data link control 
level is i lOW TO IMPLEMENT HOP-BY-HOP ACKNOWL­
EDGMENTS. One alternative is to have the receiving node 
transmit explicit short acknowledgments consisting typi· 
cally of only the header, since the header uniquely iden· 
tifies the packet. Another alternative, due to the local 
broadcast property of a radio channel, allows the relaying 
of a packet by the next node to be the acknowledgment to 
the current node. This scheme is refered to as the echo or 

'The reader may wish to contemplate the view of spread spe<:· 
trum as a form of FEC. 
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. acknowledgment scheme. Clearly, in this scheme, 
passwe ledgrnent at the last hop has to be explicit. 
the ac_know ho acknowledgments might appear to save 

Whri~ te:e as compared to sending explicit acknowl­
channe 

I 
s~ecific problems are associated with them. 

edgrn_~nts,for example, what happens when nodes are im­
consi e'., g a single first-in-first-out (FIFO) transmit queue 
pl_em~~tt one outstanding packet awaiting acknowledg­
with 

1 
~ a neighboring node. Let A and 8 be two con-

men! ro h f d · · . nodes on the pat or some source- estinat1on 
secut1ve . 

. Node A transmits the packet at the head of its queue 
patr. de 8 When received by node 8, this packet is put at 
to no · . b ttorn of its transmit queue. Then, the echo acknowl-
t~e :nt awaited for by node A will not be received until 
e gdm 8 services that packet, which is at the bottom of its 
no e · · I I ·t k ueue. This problem 1s part1cu ar y severe I pac ets are 
~aveling along a string of r_epeaters. 

Another problem associated with echo acknowledg­
ments is that, since they are as long as the original packet, 
hey are more likely to be interfered with than would be the 

t ase with shorter explicit acknowledgment packets. This 
cay cause severe degradation in performance, especially 
~ highly congested regions, since the original node would 
~e required to undertake additional transmissions beyond 
the first successful one, due to simply having missed the 
echo acknowledgment. Thirdly, echo acknowledgments 
cannot be used in spread-spectrum systems with receiver­
dependent codes, since the next node would not be using 
the PN waveform corresponding to the original node. Ex­
plicit acknowledgments, on the other hand, seem to pre­
sent benefits which wou ld outweigh the presumably ad­
ditional channel time that they wou ld require. In addition 
to being less prone to interference, they can be given prior­
ity over regular packets, thus speeding up the freeing of the 

buffers. 

111. NETWORK MANAGEM ENT 

Once the methods for getting data from one node to the 
next have been determined, the next set of issues pertain 
to the techniques for moving data through the network. 
Given the particular environment in which a network is to 
operate, the characteristics of the radio links, the capabil­
ities of the digital processing, and the desi red functional 
capabilities of the network, design choices must be made 
as to the various network management algorithms and 
techniques to be used. In this section, we discuss some of 
the choices that are available and why certain choices are 
more applicable for different applications. 

For convenience, the discussion is broken into three 
broad areas: link determination and control, routing and 
packet forwarding, and other network management con­
cerns such as monitoring the status of the various network 
nodes. Again, as is true for most areas of packet radio net­
work design, it must be kept in mind that these areas are 
by no means independent and the actual design choices 
must be made as a coherent whole. 

A. Link Determination and Control 

In Section II, we discussed how data can be moved at a 
suiiable level of reliability from one node to its adjacent 
node (the next node along the path to the destination.) 
However, there are many parameters associated with trans­
mission and it is the responsibility of network management 
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techniques to determine the logical link connectivity and 
to control the radio parameters to assure that this link con­
nectivity is maintained and managed appropriately. 

HOW SHOULD TWO PACKET RADIO UNITS DETER­
MINE THE EXISTENCE OF A UNK BETWEEN THEM AND 
PASS THAT INFORMATION TO THE NETWORK MANAGE­
MENT ALGORITHMS?. The network management tech­
niques (to be discussed below) rely on the ability to pass 
packets/data from one node to the next and to have knowl­
edge about that packet-passing capability. Because of the 
dynamics in a mobile packet radio network, it is desirable 
for this determination to be done as quickly as possible. 
However, there is also the desire to minimize the number 
of logical connectivity changes due to transient conditions, 
such as noise or temporary connectivity o utages (such as 
that which might occur when a mobile radio goes under a 
bridge.) 

Radio connectivity must be determined by the two ends 
of the radio link (i.e., the two packet radio units which are 
connected). The information from each node can be col­
lected at a central location where connectivity is then de­
termined, or it can be determined by the nodes themselves 
through a cooperative mechanism, such as exchange of the 
number of transmitted and received packets. In either case, 
a decision must be made as to the nature of the information 
that will be used to determine the existence of a l ink. 

One set of methods that can be used to determine the 
existence of a link is to directly use measurements made 
on the radio channel. These can include such measure­
ments as signal strength, signal-to-noise ratio, and bit error 
rate. These measurements, made on a packet-by-packet ba­
sis and associated with the individual radio-to-radio link, 
can then be integrated over several packets to declare 
whether a particular link is useable or not. 

It is relatively straightforward to include such measure­
ments in a radio [17], [18]; however, they have the disad­
vantage of requi ring suitable hardware to perform the mea­
surements and therefore may drive up the cost of the radio 
units. Furthermore, some systems are based o n the use of 
existing radios [2] and adding special hardware would be 
difficult and expensive. 

To avoid the use of special hardware as well as make mea­
surements that are directly related to the operation of the 
link in the network, direct observations of the link logical 
level can be made. This is commonly done by simply count­
ing the percentage of packets that are received correctly 
over some period of time. 

Early versions of the DARPA packet radio network [19] 
utilized this method of determin ing packet radio l ink qual­
ity. The disadvantage o f this method is that it requires a 
measurement interval sufficiently long to obtain a reason­
able estimate of correctly received packets. Thus recog­
nition of a change in connectivity will be delayed until such 
a time interval has passed . This can result in limitations on 
the speed of tracking for mobile units (as they move out of 
connectivity with one neighboring unit and into the range 
of another.) 

In addition to assessing link connectivity, network man­
agement algorithms must be concerned with connectivity 
control. As described in Section II, link connectivity at the 
physical level (and therefore the logical level) depends on 
several parameters including data rate, coding rate, and 
transmitted signal power. To the extent that these are vari­
able, link connectivity assessment must account for the 
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variations and permit network management algorithms to 
exploit these choices. For example, even the earliest DARPA 
packet radio units had the capability to control transmitted 
power and data rate [3]. Data could be transmitted at either 
100 or 400 kbits/s at a constant spread-spectrum spreading 
bandwidth. The result is that the lower data rate could be 
used when connectivity was poor (either due to increased 
propagation attenuation of multipath). Algorithms were de­
veloped to dynamically select between the two data rates 
on a per-transmission basis, and this markedly increased 
the performance of the network over using either data rate 
exclusively. On the other hand, because of the complex in­
teractions between transmitted power and congestion in 
the network, satisfactory algor ithms to dynamically control 
transmitted power were not available, partly because the 
necessary signal strength monitoring tools were not in the 
earlier radios. 

WHAT IS THE CORRECT BALANCE OF LINK PARAME­
TERS, FORWARD ERROR CORRECTION, HOP-BY-HOP ER­
ROR DETECTION AND RETRANSMISSION (ARQ), AND 
END-TO-END ARQ? At the link level, decisions have to be 
made as to the mechanism to obtain some level of reli­
ability. This is due to the fact that a typical packet radio 
channel has a nonnegligible packet error and loss rate. Re­
lying on only end-to-end mechanisms can result in an overly 
large number of retransmissions. Therefore, by paying some 
cost at the link level, overall network channel utilization 
and delay is improved. 

In the section above on data link control, the tradeoff be­
tween the various link parameters was discussed. In ad­
r!ition, there must be an interaction between network level 
routing algorithms (discussed below) and the control of the 
link parameters [20). If link connectivity is lost, the network 
must determine whether it should try harder on that link 
(by, for example, increasing power or coding gain) or it 
should attempt to find a different route, thereby possibly 
suffering some delay and lost packets while the new route 
is determined. 

WHEN DOES THE SET OF AVAILABLE LINKS CONSTI­
TUTE AN ACCEPTABLE NETWORK? Once the available links 
are determined, the network management algorithms need 
to determine whether or not the links are sufficient for the 
network algorithms to proceed to constitute a network. For 
example, in order that the network be robust in coping with 
failing nodes and links, it may be desirable to consider only 
networks where there are a minimum of two (or more) 
neighbors for every node. Another example is that of par­
titioned networks. It is possible that the set of links does 
not form a connected graph (i.e., the radios are clustered 
with no connectivity between the clusters). This could be 
managed as two separate networks or as a single parti­
tioned network. Finally, there is the issue of minimal sup­
ported traffic levels. If there is a minimal user requirement 
stated for the network, it might be.desirable to accept only 
those combinations of links (and associated capacities) that 
will support that traffic environment. For example, if two 
clusters of radios have a high degree of traffic between them 
(by specification) and a low degree of connectivity, one must 
decide whether or not to permit degraded operation. 

The issue here then is to determine the minimal ac­
ceptable network. At one extreme, one can take the "what 
is given is what you have" approach, and require that the 
network management algorithms be prepared to cope with 
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the available digital link connectivity, regardless of what it 
is. The other extreme would involve a substantial amount 
of pre-deployment engineering and require that a certain 
min imal amount of that connectivity be supported. Most 
of the current approaches to packet radio networking have 
favored the former approach, recognizing that locations of 
radios are usually determined by other factors than radio I 
connectivity (such as the user location and mission). 

8. Routing and Packet Forwarding 
! 

The basic job of the network management algorithms is , 
to allow data packets to be routed through the network in 
an efficient and reliable manner. This entails two basic tasks. 
The first is the establishment of routes through the net­
work, and the second is the forwarding of packets along 
those routes. 

At this point, we should note that many of the network 
management algorithms discussed here are used for other 
networks in addition to packet radio. However, the unique 
environment of packet radio, having to do with the un­
predictable and changing topology coupled with the local 
broadcast capability of the radio channel, gives rise to a set 
of concerns in designing the network management strat­
egies that is significantly different than in other networks 
(such as long-haul wire networks or local area networks). 

HOW SHOULD ROUTES BE ESTABLISHED THROUGH A 
PACKET RADIO NETWORK BASED ON THE BASIC LINK 
CONNECTIVITY? A route is the set of links traversed by a 
packet as it proceeds from source packet radio unit to des­
tination unit. To effectively utilize the available links, routes 
need to be deter111i11ed. The choices to be made in th is area 
fall into two areas. WHAT TYPE OF ROUTING AND ROUT­
ING ALGORITHM SHOULD BE USED? HOW SHOULD THE 
ROUTING INFORMATION BE DISSEMINATED? 

1) Type of Routing: Because the methods for network 
management depend heavily on the method for routing of 
packets, it is important that the type of routing be resolved 
early in the design of the network. The methods for routing 
packets fall into two basic categories. The first is flooding 
techniques, and the second is point-to-point methods. 

Flooding methods involve transmitting the packet to 
every node in the network. No attempt is made to store 
routes. Rather, nodes keep track of individual packets as 
they pass through and decide whether or not to retransmit 
(usually based on whether they have seen the packet pre­
viously). The utility of flooding techniques in packet radio 
networks arises from their utilization of the inherently 
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broadcast nature of the radio channel. The main advantage 
of flooding techniques is that they usually involve little ex· 
plicit overhead and require little network management. · 
They are also well suited to distributed control as many such 
methods do not require any central control at all. On the 
other hand, flooding methods tend to utilize the network 
inefficiently, as every node in the network will receive every 
packet at least once. 

Thus flooding methods tend to be wel l suited to appli· 
cations where there is a high need for reliable delivery in 
the presence of uncertain connectivity and when the con· 
nectivity is changing so rapidly that it is difficult for routing 
information to be determined and disseminated through· 
out the network in a consistent manner. Flooding methods 
therefore have potential application in two areas of packet 
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d·o netwo rk management. The first is for environments 
r\ 

1 
re connectivity is changing extremely rapidly so it is 

w ~icient or impossible (given the delays in the network) 
in~rack changes in connectivity. The second appl ication is 
10 

the area of network control itself. Because flooding tech­
,n ues do not require a priori knowledge of the network 
0

'~nectivity, they are easily used for disseminating net­
c~rk management and control information which is used 
: determine that connectivity. 

point-to-point routing methods typically involve the as­
sociation of a route (a sequence of links) with a source-des­
tination pair. One method of doing point-to-point routing 
is to explicitly associate information in each node with a. 
source- destination pair (connection). Typically such tech­
niques involve a route establishment phase that occurs 
when the "connection" is first recognized, and then the 
information stored at each node is used to perform the ac­
tual routing of the packets. Forwarding of packets then sim­
ply involves looking up the appropriate forwarding infor­
mation based on the connection identifier (which is carried 
in the packet). If topology changes occur, a new route es­
tablishment (or re-establishment) phase would occur to as­
sure that the correct information is stored at all the nodes 
in the intended route. 

Connectionless approaches to routing typically involve 
the use of routing techniques that take place as a back­
ground activity and do not require an explicit route estab­
lishment at the time the end-to-end connection (source des­
t ination pair) first has traffic. The individual nodes in the 
network have no knowledge of the existence of an end-to­
end connection, and operate based on information con­
tained in the packet network header (such as the desti­
nation address and type of service) and information about 
the network topology that resu Its from the background op­
eration of the network. Thus as topology changes occur, the 
background activity would cause the nodal information to 
be updated without regard to any end-to-end connection,2 

and the traffic wou ld keep flowing (except for some pos­
sible delays while topology information is out of date.) 

The choice of the routing method used depends heavily 
on the nature of the traffic pattern and the dynamics o f the 
network topology. Connection oriented approaches have 
the advantage of requiring minimal information in the 
packet itself (basical ly just a connection identifier and se­
quence number) and so lead to better utilization on the 
channel. Since channel utilization in a radio envi ronment 
is always an important consideration, such approaches can 
be attractive. 

However, in networks where topology changes rapidly, 
routing strategies that lead to local adaptive behavior are 
preferable to connection oriented approaches, which often 
require re-establishment of the end-to-end connection 
when any change occurs in the network topology. Con­
nectionless approaches coupled with distributed routing 
techniques can often deal with,topology changes in a way 
that maintain the end-to-end service. 

Thus we see that all three routing methods have a place 
in packet radio networks. In relatively static networks, it is 
often most efficient to have the nodes determine their con-

'Sometimes use of the connection might cause the information 
to be updated more rapidly as a side effect. 
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nectivity, and then determine relatively fixed routes (which 
would then be modified if connectivity changed due to mo­
bility, etc.). For more dynamic networks, where connectiv­
ity is constantly changing, h igher channel efficiency can be 
achieved by reducing the connection setups and the as­
sociated overhead. Finally, in the most dynamic networks, 
where network delays preclude tracking of connectivity on 
any but the most local basis, flooding techniques would 
appear to be a reasonable approach. 

2) Spreading Routing_ Information: HOW SHOULD THE 
INFORMATION THAT EACH NODE REQUIRES TO ROUTE 
PACKETS BE DJSSEMl~ATED TO THOSE NODES? For any 
type of routing method (with the exception of the most sim­
ple flooding methods), the local connectivity information 
must be processed and made available to the nodes so that 
they may route the packets. Note that this is somewhat in­
dependent of the type of routing being used. However, it 
does depend on the method for determining l ink connec­
tivity and in particular, where the resulting connectivity in­
formation resides. 

A popular method for doing routing in networks where 
f unctional d istribution is not needed (e.g., for survivability) 
is to use a centralized routing server. (This, in fact, was the 
method used in the early DARPA packet radio network [3].) 
This technique has each node send its local connectivity 
information to a central location. At this location, routes are 
determined and the information required by each node to 
process and forward packets (such as the next node along 
the route) is sent to the individual network nodes on either 
a request basis or as a background operation which con­
stantly updates tables in the nodes. 

Use of a centralized routing server has several advan­
tages over more distributed techniques. Because the server 
has all the connectivity information available (albeit not 
necessarily current), it can be quite efficient in the com­
putation of routes. This can be a significant advantage in 
packet radio situations where both connectivity and 
congestion are more visible globally and where some nodes 
are typically collocated with mobile users as opposed to 
being located in some predetermined location. The cen­
tralized techniques can generally be extended to a small 
number of servers for load-sharing and/or backup, thus 
overcom ing some of the problems of size and robustness 
inherent in a centralized method. 

Perhaps the major disadvantage of a central ized tech­
nique is its limited ability to handle the rapid local topology 
changes that often are typical in a packet radio network. 
Because the connectivity information has to travel to the 
centralized server, and then the resulting routing infor­
mation has to be disseminated to the required nodes, cen­
tralized methods are inherently limited in their ability to 
deal with rapid changes in topology. Distributed tech­
niques can, if so designed, often deal with such changes 
on a local basis. 

One method for distributing the routing process is to pro­
vide enough information to each node so that each node 
can simply compute for itself the best total route and then 
take action locally that is commensurate w ith that global 
optimum. For example, based on the computed best total 
route, a node may determine which is the best node to for­
ward the packet. At the next node, the route may be re­
computed or the entire route (or port ion) could be included 
in the packet. (The latter is considerably less robust in the 
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face of changing topology.) This form of distributed routing 
can be accomplished by having each node transmit its local 
connectivity iriformation explicitly to every other node. 
Typically a form of flooding is used to disseminate the in­
formation. 

This method is quite robust (except for errors in tables 
or transmissions) and, in fact, is the (new) algorithm used 
in the Arpanet [21] and is planned for use in the gateways 
of the DARPA Internet system [22], [23]. However, if the net­
work has a relatively h igh rate of topology changes, the 
amount of traffic on the network cou Id be very high, as every 
substantial topology change can produce a number of 
packets roughly equal to the number of nodes in the net­
work times the number of nodes directly affected by the 
change. Thus this method of routing is well-suited to a net­
work like the Arpanet or a packet radio network consisting 
of fixed locations where topology changes are infrequent. 

Another interesting routing structure occurs when packet 
radio networks are hierarchical ly organ ized. If t he network 
is assumed to consist of clusters of packet radios that are 
interconnected, the topology between clusters is likely to 
change at a slower rate than that between rad ios, and there­
fore hierarchical techniques may be applicable. We see th is 
applied to packet rad io in [24] and [6]. 

An even more distributed method rel ies on each node 
only knowing information relative to local routing deci­
sions. One method for accomplishing this is for each node 
to inform its neighbors (and only its neighbors) about the 
current state of its routing table (the table associating des­
tinations or connections with the next node to be used). If 
that table contains an additive routing metric (such as num­
ber of hops to the destination), a neighboring node can de­
termine, based on the contents of the tables that it hears, 
the metric for its own table and the next node it should use 
to route the packet. 

Such a routing technique is inherently well-suited to deal 
with the rapid topology changes that can occur in a packet 
radio network. However, explicit mechanisms may be nec­
essary to deal with robustness issues (such as route loops). 
This, in fact, was the algorithm used originally in the Ar­
panet [25] and it was discarded because, in the Arpanet en­
vironment where local broadcast is not convenient, it was 
difficult to avoid some of the problems. The packet radio 
environment, where the radio channel affords easy broad­
cast, is more suitable for this algorithm. A more detailed 
discussion of the above two techniques and their tradeoffs 
is contained in (26]. 

Analyses of the tradeoffs between the various routing 
strategies have indicated considerable sensitivity to the 
particular assumptions about topology and topological 
changes. In addition, different routing techniques may be 
preferable at different levels in the network organization. 
For example, the current DARPA packet radio algorithms 
use the last technique described aboye to do routing inside 
clusters of radios, and uses a multiple routing server con­
cept to make routing decisions for routing between clusters 
(24]. 

3) Packet Forwarding Issues: Once routes are estab­
lished, packets are then forwarded from node to node. 
Packet forwarding techniques are intimately tied to these­
lection of the routing establishment mechanisms and type 
of routing. In particular, the selection of the routing mech­
anism in large part governs the method for forwarding of 
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packets th rough the network. However, there are a number 
of issues that need to be dealt with explicitly. 

WHAT INFORMATION SHOULD BE PASSED FROM 
NODE TO NODE IN THE PROCESS OF FORWARDING A 
PACKET? In addition to the user data, a considerable amount 
of informat ion associated with network management and 
control flows through the network. Much of this infor­
mation is associated with the user data packets. For ex­
ample, in a connection oriented network, each node must 
retain a pairing of the virtual circuit identifier and the next 
node, and each packet must contain the virtual circuit iden­
tifier to permit routing to take place. For connectionless 
routing methods, an indication must be given in the packet 
of the intended destination. Most if not all routing methods 
need some unique packet identifier so that duplicates can 
be identified and el iminated. To ensure valid data, some 
form of error control information (such as a checksum) must 
be included in the packet. Often some indication of special 
requirements for the particular packet must be forwarded 
(such as priority and delay). 

Although the tradeoffs seem simple at the surface (virtual 
circuit methods require less overhead on a per packet basis 
than connectionless techniques), the cost per information ' 
packet must be balanced against the overhead cost in the 
network and the resulting functionality. In mobile packet 
radio environments where topologies are changing rapidly, 
it is often more effective and less wasteful of overall band­
width to carry more information in the information packets 
t hemselves and have less out-of-band control information 
flowing. 

HOW SHOULD ALTERNATE STRATEGIES BE USED LO­
CALLY TO TRY TO RAPIDLY CORRECT FOR LOCALIZED 
TOPOLOGY CHANGES? This issue demonstrates the t ight 
coupling between the various algorithms operating in the 
dynamic packet radio environment. Most routing and for­
warding strategies are designed to work primarily with a 
relatively fixed route. For example, in a virtual circuit style 
network, each node has information tell ing it what next 
node should receive each packet on a particular virtual cir­
cui!. In a connectionless network, a node might have the 
information to tell it which should be the next node for a 
particular destination node. However, suppose the con­
nectivity fails between the node and the desired next node. 
Since this is local information, it is l ikely that the node will 
discover this well before global routing tables are updated. 
Furthermore, it is most likely to discover this while in the 
process of trying to forward a packet. Therefore there is a 
possibility of trying to make a local correction to the route 
based only on local information. 

As an example, a strategy that could be used is the fol- 1 

lowing (19]. When a node A discovers it cannot reach the 
desired next node 8, it sends the user data out in a special 
packet. Th is packet is marked "Any node which has con- ; 
nectivity to node B, please forward these data to B." Thus 
if a localized rerouting can fix the route, the user data packet 1 
can still be delivered in the interim period while the global 
routing is being repaired. Alternately, no special strategy I 
could be used to reroute the packet, and the node which 
cannot forward the packet successfully simply would notify l 
the source node as to route failure. The latter has the ad· 
vantage of being less complex (since it is desirable to fix the I 
global route even if local rerouting can get a packet 
through). 
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summary of Routing and Forwarding: As we have 
4) there are a large number of tradeoffs involved in the 

seen, n of the routing and packet forwarding algorithms. 
deS~!rlying these tradeoffs is a major overall issue; the 
undeoff between overhead and responsiveness to changes. 
tra t of the difficulties in the design of the routing algo­
M~~s in particular arise from trying to deal with changing 
r~ ologies, both changes in connectivity_ and node avail­
! :lity. This is inherent in the packet radio network env,­
:o~ment. Certain information has to flow in the network 
in order to track these c~anges and respond to them. Yet, 
he goal of the network ,s to carry user traffic, not control 

:raffic. Thus the challenge is to balance the need to mini­
mize overhead against the need to track changes in the par­
ticular environment of interest. 

C. Other Network Management Issues 

The above issues dealt with network management and 
control directly related to the routing of packets. There are 
a number of other issues that must be dealt with in the man­
agement of a network, particularly one. with the degree of 
dynamics associated with a packet rad 10 network. 

1) Congestion and Flow Control: HOW CAN TRAFFIC BE 
LIMITED AT ENTRY TO THE NETWORK AND WITHIN THE 
NETWORK SO THAT NETWORK CONGESTION IS CON­
TROLLED? Congestion and flow control are difficult issues 
to deal with in most networks. The dynamics of packet radio 
combined with the channel sharing provides additional 
challenges. Because the topology of a packet radio network 
is constantly changing, it is very difficult to do "traffic en­
gineering" on the network to assure that it is capable of 
supporting the network traffic load at all times, even when 
the traffic originating at each node is limited to a prede­
termined value (unless, of course, that value is set way be­
low the network capability). Even determin ing the capacity 
of a network (the maximum total throughput thal a network 
can pass) given the topology and traffic patterns is difficult 

[12]. 
Virtual circuit techniques lead to somewhat direct flow 

control techniques, as resource reservation can take place 
in the process of setting up the route. Therefore, if allocated 
resources are never allowed to excee(j that available, there 
is some assurance that network resources will not be 
overtaxed. Connectionless and distributed approaches 
have more technical challenges here. One approach is to 
detect the presence of increasing congestion (by detecting 
delay in packet forwarding) and delay packet forwarding 
based on such detected congestion [27]. Thus the delay 
tends to propagate through the network back towards the 
traffic sources and reduce the traffic through the network. 
This technique is particularly useful in packet radio be­
cause of the local broadcast property, and therefore the 
ability of neighboring radios to detect the current state of 
packet forwarding delay (particu larly if the unit's delay pa­
rameter is included in the packet header). Considerable re­
search is still needed in this area, though. 

2) Management of Supported Users: In addition to man­
agement and control of the internal network un its, it is also 
necessary to manage the interface to the attached user de­
vices. 

HOW CAN THE ASSOCIATION OF USER DEVICE TO 
PACKET RADIO UNIT BE MAINTAINED THROUGHOUT 
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THE NETWORK? When a packet arrives from a user device 
(or gateway to another network), it typically is marked with 
the desired destination device. Thus an association must 
be made between that destination device and the actual 
packet radio unit to which the device is attached. W hile this 
is a problem in all networks, the dynamics of packet radio 
networks plus their typical operating environment makes 
this problem particularly severe. As nodes fail, users must 
have the capability of connecting their devices to replace­
ment radios, and that implies a dynamic name to address 
association. 

One way to do this is to use a static association t hat can 
be changed through a manual process. That is, at instal­
lation time, the user device is associated with the packet 
radio unit, and that information is made known to all in­
terested user devices (or a centralized table storing such 
information). If the device has to be moved to a different 
packet radio unit (because the unit fai led, for example), the 
process is repeated. The obvious disadvantage to such an 
approach is the delay in propagating the information to all 
user devices and, therefore, delay before the user devices 
are able to communicate. 

A preferred approach is to form the association dynam­
ically. When a user device is attached (or detached) from 
a packet radio unit, the unit detects the fact, determines the 
user device identification, and passes that information on 
to either a cent ralized server or other units using a dis­
tributed algorithm [4]. Thus within minutes (or seconds) of 
moving a user device to another packet radio unit, com­
munications is again possible. 

IV. THE OPERATION AND MANAGEMENT OF A PACKET RADIO 

N ETWORK 

In designing a packet radio network, compatible oper­
ation within the data transport and electromagnetic envi­
ronments must be assured. Some of the issues to achieve 
this involve design options important to the network users. 
Some are imposed by constraints such as the radio spec­
t rum and still other issues stern from the ease with which 
the network is to be operated and maintained. 

The data transport environment comprises the various 
interconnections that join the subject packet radio network 
to other networks with which connectivity is desired. These 
collective interconnections are often loosely referred to as 
the internetwork community or simply the internet. The 
electromagnetic environment consists of other radio and 
noise emissions that might adversely impact the packet ra­
dio network, and likewise the way in which the packet radio 

· network may have impact on other radio systems. 
The perspect ive in this section is usually that of the net­

work implementor or operator. Occasionally, the role of 
the user will be examined and some viewpoints will be those 
of the public interest or the concern of other parties who 
might be impacted by the operation of such a network. 

A. Network Deployment and Maintenance 
\ 

Critical aspects of packet radio network operation are 
deployment and maintenance. Deployment is the process 
of defining the initial topology in a way that meets coverage 
and capacity requirements, an especially important aspect 
of mobi le operation . Maintenance, as with any distributed 

15 
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system, involves reliability, site visits, and the convenience 
_of repair. · 

1) Network Deployment: The ease of deployment of a 
packet radio network is more critical in a military context 
than a domestic one (although national emergencies often 
generate requirements similar to those of military deploy­
ments), In a military system where deployments may have 
to occur quickly, some of the resources in each node are 
devoted to siting aids. But some deployment parameters 
_are common to any system; for example, the level of horning 
(the number of nodes within radio contact of a given node) 
and the area covered by each node. 

Selecting these parameters constitutes a tradeoff be­
tween adequate coverage, redundancy, the spectral con­
flict imposed by the density of nodes, and, of course, cost. 
So, an early design issue in deployment is WHAT JS THE 
APPROPRIATE LEVEL OF HOMING? 

Another important aspect of deployment is the degree 
of automation employed. This can range from the use of 
built-in siting aids to assist in manual deployment to the 
total-automation of deployment as with the DARPA packet 
radio system [4]. A very con~enient siting aid is an output 
from the radio that, when the radio is being situated, enu­
merates the nodes that are its neighbors. In this way, the 
degree of connectivity can be gauged at the time of network 
deployment. So another deployment issue is THE DECREE 
OF AUTOMATION NEEDED IN THE NETWORK DEPLOY­
MENT PROCESS. 

For example, HOW SHOULD NEW SOFTWARE BE DIS­
SEMINATED TO THE PACKET RADIO UNITS?To avoid hav­
ing to physically contact units to upgrade software, it is de­
sirable to support downline loading of new software over 
the network. This is particularly important in a network con­
figuration having unattended repeaters (to overcoine ob­
stacles such as mountains). There are several -methods for 
doing this. One is to have a "software distribution Server" 
~eliver new software to auxiliary memory in each unit via 
a network connection. (It is assumed that sufficient soft­
ware would exist in the unit's·ROM (read only memory) to 
permit network software delivery.) 
· A more distributed approach is to allow units to load new 

software from a neighboring unit. The latter approach has 
the advantage of not requiring any overt action when a new 
node appears (for example, after being out of radio con­
nectivity). It is more difficult in this case, though, to deal 
with software integrity and related issues. 

In either case, assurance has to be obtained that the nodes 
are running the most current software. This is usually done 
by using a version number embedded in the software. This 
version number also can permit nodes to recognize i:hat a 
neighboring node is running a more recent version of soft­
ware, and to request a downline load of the new version. 

HOW SHOULD THE VARIOUS PARAMETERS IN A 
PACKET RADIO UNIT BE SET AND CHANGED1 Some pa­
rameters in the network are of primarily local concern (such 
as transmitted power and coding rate) and, therefore, can 
beset in coordination with the other local radio units. Other 
parameters, such as frequency, have to be set in coordi­
nation with the entire network. Again, a centralized ap­
proach can be used with a network control center making 
any changes from the default settings. Distributed ap­
proaches are more difficult, but may lead to increased net­
work functionality. 

-21 Design Issues Relevant to Maintenance: The topic of 

16 

maintenance will only be addressed in a limited way here 
and aspects that cover the design of hardware to make it 
intrinsically reliable will not be mentioned at all. Two novel 
approaches that rely on other network resources to assist 
in the maintenance process are briefly mentioned. 

One design characteristic that leads to greater ease of 
maintenance is the use of common hardware and software 
in each network node. This assumes that the required range 
of network functions can be embodied in a single piece of 
nodal hardware and that the concomitant software differs 
only in its execution and not in the line--by-line comparison 
of code. Having this capability not only eases the practice 
of repair-by-replacement, but also opens the way for in­
ternodal network assistance-common resident automatic 
error detection and cross-net downline 16ading from a 
neighbor node. The relevant issue, then, is WHAT ARE THE 
PERFORMANCE AND COST INEFFICIENCIES OF USING 
COMMON SOFTWARE AND HARDWARE IN EACH NODE? 

The notion of down line loading to repair a software fault 
or an intermittent or temporary hardware error was men­
tioned above. This "repair" can be effected automatically 
or by manual intervention. As in the initialization phase, 
attention has to be paid to the impact that such downline 
loading has on normal network traffic. However, the use of 
such techniques adds to the resiliency of the nodal oper­
ation and to the ease of network maintenance. 

A network that has been given a wide range of function­
ality, including adapting to the loss or gain of nodes, com­
plements the hardware in its reliability role. Thus the de-­
signer must decide HOW TO ACHIEVE THE HIGHEST LEVEL 
OF OVERALL NETWORK RELIABILITY FOR A GIVEN COST 
BY TRADING OFF HARDWARE RELIABILITY AND THE USE 
OF NETWORKING FEATURES SUCH AS DISTRIBUTED 
FUNCTIONALITY AND REDUNDANCY? 

Evident by this time is that the networking in packet radio 
systems is not limited to simple store-and-forward trans­
port. Networking defines a more complete, collaborative 
role among the nodes to accomplish a variety of goals. Ob-­
viously, the above issue is a case in point. The ability to di· 
agnose faults in a given or neighbor node and either report 
such problems or take remedial action enhances the reli­
ability of the system as long as the network does not get 
"captured" by such internal servicing. Clearly, along with 
the intelligence to recognize such faults and to attempt re­
pair, comes also the intelligence to devote only so much 
resource to the task, cauterizing the problem after a spec· 
ified level of effort. 

Redundancy-of-coverage (multiple homing) enhances re­
liability regardless of the reason for nodal failure. Normally 
such redundancy mitigates against temporary propagation 
outages but any nodal failure is compensated for. Too much 
redundancy in a broadcast system, of course, leads to in­
ordinate collisions and network inefficiency [10]. 

3) Diagnostics and Monitoring: Diagnostics and moni· 
taring of operation are necessary to the successful oper­
ation of a packet radio network. Both functions constitute 
measurements and can be active, as in the case of probes, 
or passive, as in traffic monitoring. Both have their impact 
on network perfbrmancethrough the use of processor time 
in the switches and the use of air time in the transmitting , 
of probe or reporting packets. The issues, therefore, con- ! 

· cern the number of measurements needed, how frequently 
they are made, and the degree of their passivity. 

Monitoring can conveniently be divided into character• 
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. . the operation of individual nodes (switche. i and de-
1i.1n~ g the performance of the nodes collectively. In the 
~ 1~

1:ase, functions like buffer occupancy, processil;!g de­
firs nd node throughput are important. In the second case, 
lay,ations such as routing and the components of network 
fu~cy are obtained. Monitoring of this t ype is used in rout­
?e aand congestion control and was addressed earl ier. 
iniut that same monitoring is also important to network 

ration and maintenance. Short-term problems at a node 
ope dealt with by network management methods such as 
a~e temporary halting of routes through a congested node. 
t ~ger term congestion or reliability problems must nat­
Loally fall out of t he monitoring process to be able to invoke 
u~e corrective actions of repair and restoration. 
t HOW SHOULD NODES DETECT WHETHER THEY AND 
THEIR NEIGHBORS ARE OPERATIONAL AND WHO 
SHOULD BE NOTIFIED IN CASE OF FAILURE? Th is is a par­
ticularly tricky problem in a mobile packet radio network. 
A unit can certainly run self-diagnostics to determine its 
own status. The problem comes in determining if a node 
has fa iled totally or has simply moved out of range. Similarly 
to the routing issues above, there are two strategies for 
dealing with this. The first is to have a centralized node re­
sponsible for keeping track of the existence and status of 
all nodes in the network. The second is to take a distributed 
approach, where each node keeps track of either all or a 
subset of the network nodes. 

Neither of these approaches solves the problem of de­
tecting the difference between a failed node, for which 
some repair action might be needed, and a node which has 
simply moved out of range of all other nodes in the net­
work, for which the action requried is to either relocate the 
node or put in place additional repeater nodes. Note, how­
ever, that in both of these cases the act ion required must 
take p lace by means outside the normal network operation. 
(If a node has moved out of range, someone must move it 
back in range. If a node has failed, someone must repair it.) 
Thus it would appear to not be unreasonable to relegate this 
toa local and manual operation, having the operator simply 
run a diagnostic package when his unit is out of contact 
with the network. 

Other than the manual probing done at the recognit ion 
of a problem, the use of diagnostics in the packet radio net­
work occur at power-up. Each node can run self-diagnostics 
at that time and take appropriate action if tests fail. Ex­
amples of built-in testing are the scanning of memory, the 
parity checking of code as it loads, the cycling of transmit 
frequencies, and the stepping through the available power 
levels. In spite of the usefulness of internal tests, the value 
of cross-net diagnostics and debugging cannot be over­
emphasized. It too should be part of the network design. 

8. Connecting the Packet Radio Network to the External 
World 

Packet radio networks can be operated autonomously or 
can be connected with other packet -switched networks. 
The two major areas of concern in the latter case are the 
specifics of the interconnections process, normally em­
bodied in gateways, and the add ressing scheme. 

1) Gateways: Gateways can perform many functions but, 
as far as addressing is concerned, they are packet trans­
lation devices that interpret addresses at the internet level 
and impose headers (addresses) appropriate both to the 
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local networks to which they are attached as well as other 
networks. They are host-level devices and to work correctly 
must have some relationship with not only the other gate­
ways of the internet but the network-attached hosts them­
selves. 

Gateways may have an additional role in highly mobile 
networks such as packet radio where topological parti­
tioning may occur dynamically. Under these circum­
stances, the gateways, normally internet devices, may take 
on a role of intranetwork addressing and routing. Specif­
ically, the internet may become the trajectory over which 
an intranet packet gets delivered when a single network 
temporarily divides [22), Whenever gateways play impor­
tant roles such as this in mobile packet radio networks, the 
following issue arises: SHOULD ADDRESSING AND ROUT­
ING BE NETWORK- OR GATEWAY-BASED? Network-based 
addressing means that each network has a unique name 
and address of which all relevant gateways are aware. In this 
case, all points within a single network share some portion 
of their address in common. In contrast, if gateway-based 
addressing is used, t hen internet packets are routed from 
gateway to gateway and each gateway attached to a network 
must have some means to route packets to destinations 
within that network. Furthermore, in this case, hosts must 
have a means to bind themselves dynamically to at least one 
gateway. Gateway-based routing, while somewhat less in­
tuitive, provides a solution to the problem of what to do 
when a single network becomes partitioned. 

2) Network Access-Methods and Administration: Net­
work access means the functional entry of a network by a 
person or device capable of using resources within the net­
work or its attached devices. As a general rule it is prudent, 
depending upon the threat, to exercise access control at the 
periphery of the network rather than at some centralized 
(or interior) point or points. Exercising access control at 
some internal point means that the network must offer a 
petitioner transport to that point without knowledge as to 
whether he is entitled to entry or not. 

Packet radio w ith mobile nodes means that access can 
occur virtually any place within the topology. If so, how can 
access control best work? Most packet networks provide 
access through either a connected host or directly through 
a network-based device (such as ad ial-up port). The com­
bination is very convenient, principally for the traveling user 
who might f ind it difficult to gain access to a host when not 
in his normal area. Earlier conventions, wherein network 
access was not critically control led and control of host ac­
cess was invoked at the host only, led to considerable vul­
nerabil ity to both the network and the attached hosts. Be-

. cause of the wide host accessability once network access 
had been gained, network-based access points have char­
acteristically been a weak point in protecting networks from 
unwanted host entry. Network log-on hosts are increas­
ingly the rule where network-based access is afforded and 
they may be practical depending on how close to the actual 
point of network entry access gets controlled. 

In mobile packet radio network entry can occur at any 
node. Mobile users may request entry (connection service) 
at different places at different times or different places at 
the same time. Obviously, it becomes more difficult to dis­
tribute the access authorization in this situation than if en­
try were at a fixed location. If access control is decentral­
ized, all nodes may require all authorizations for all mobile 
users at all times. 
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