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These equations have been programmed for the grid of repeaters at
the lattice points of the Euclidean plane, as earlier. The program is

for the case where a repeater has a single fixed path to the origin or

ground station. The program was run for ten time points using a single
sample at each point. The numerical results are, therefore, subject to

some variability. Some of the results of a single run are given in
Tables 28 - 34. As is evident from the tables, saturation of the
channel begins early for A = 5. In Table 31 for example the “roba-
bility that a message originating at d = 5 at time 1 gets *o the ori-
gin with a delay of less than four time units is only about .44. For
A = 5 the situation deteriorates rapidly with time. To obtain a large
set of representative data would require running the program for many
time points, probably at least 15 or 20 for different values of X and
slot size. This can be done using the available program.

10.3. Delays and Average Delays as a Function of Distance

We can extend the calculations and analyses described in the pre-
vious two sections to include calculations of delay distributions and
average delay. In addition to studying delays, we can develop equa-
tions to study bottlenecks in a given network. These formulae have
been programmed and numerical results can be obtained.

Let D(i,
originates at (i,j) at time t. We assume that the probability that a

j)(t) be the random variable delay of a message which

message is delayed by k-units of time is given by the proportion of
1Le 75
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Retransmissions at Point of Wipeout

A=5, m=100, Model

0 1 2 3 1 5
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 6 6 0 0 6 0
4 6 11 6 1 3 0
5 43 26 18 1 1 0
6 19 19 7 2
7 (6 29 13 0
8 91 47 3 0
9 67 67 1 0
10 151 64 9 2

TABLE 28
A=5, m=100, Mode 2
N 0 1 2 3 4
1 0 0 0 0 0
2 0 0 0 0 0
3 7 2 1 0 0
4 4 19 1 0 2
5 34 20 2 2 1
6 . 37 2 il 1
7 19 5 0 1
8 28 6 z 1
9 33 18 1 1L
10 41 4 0 1
TABLE 29
11.76
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Delay Probability Tables for a Message Being

Accepted 4 units from the Ground Station

A=5, m=100, Mode 1

A Message Originating at d=5 at time 0.

0 .159 271 .524 .933 1.000 1.000
1 «235 .247 .325 .059

2 .134 <187 .084 .004

3 .097 .076 .028 .002

4 .089 .045 .016 .001

5 .041 .009

6 .007

TABLE _:_3‘9_

A Message Origination at d=4 at time 0.

\dis\t‘
delay 0 1 2 3 4

i 0 .249 .454 .727 1.000 1.000
1 .251 .221 .153
2 .196 .123 .083
4 3 .083 .070 .021
;' 4 .054 .033 .007
é- 5 .046 .018 .004
é 6 .016 .002
i 7 .002
% TABLE 3]
3
5 11. "7
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A Message Originating at d=3 at time 0

2
[\
-
o0
[
/]
(33

0 1 2 k)
0 .916 .950 1.000 1.000
1 .036 .031
2 .023 .010
3 .013 .004
4 .004 .002
5 .003 .001
6 .002 .001
7 .001
TABLE 32 !
|
. A Message Origilating at d=2 at time 0
delalst 0 1 2
0 .823 1.000 1.000
.170
2 .004
3 .00?
4 .001

TABLE 33

A Message Originating at d=1, at time 0

0 .778 1.000
i .183
2 .038
3 .001
TABLE 34

11.78
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TdE NUMBER OF MESSAGES ACCEPTED AT THE ORIGIN

AN=5, m= 100, mode 2

Originating at d = 5 at t = 0: 3 messages

Time of Acceptance at Origin Number Delay
t=5 .814 0
t=6 1.130 1
t=7 .502 2
t =28 L2513 3
t=9 .161 4
2.8€0
TABLE 35

Originating at d = 5 at t l: 6 messages

Time of Acceptance at Origin Number Delay
t=6 2.010 0
t=7 1.238 1
t =28 .988 2
=8 .805 3
5.061
TABLE 36

Originating axt d = 5 at t = 2: 2 messageas

Time of Acceptance at Origin Number Delzy
gE 7 .115 0
t=28 .249 1
t=9 .256 2
.620
TABLE 37

11.79
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BEING ACCEPTED d UNITS FROM THE GROUND STATION

DELAY PROBABILITY TABLES FOR A MESSAGE

A=5, m = 100, mode 2
A Message Originating at d = 5 at time 0
Dist 0 1 2 3 4 4 5
—Delay
0 .271 .496 .854 1.000 1.000 1.000
1 «377 .360 .140 - - =
2 .167 .071 .003 - - =
3 .084 .041 .003 - - =
4 .054 .018 - - = -
5 .007 - - - =
TABLE 38
— A Message Originating at d = 4 at time O
Dist 0 1 2 3 F-_=4
Delay
0 .407 .452 .792 1.000 1.000
1 .189 .300 .178 - -
2 .216 .178 .029 - -
3 .092 .035 .001 - -
4 .045 .020 .001 - -
5 .028 .008 - - =
6 = .003 - - -
TABLE 39
11.80
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Network Analysis Corporation

A Messaqge Originating at d = 3 a: tiwme O
_‘;ﬁ:y 0 1 2 3
0 .511 .962 1.000 1.000
1 .425 .022 - -
2 .031 .009 - -
3 .020 .005 = =
4 .007 .001 = =
5 .003 .001 - -
6 .002 - - -
TABLE 40
A Message Originating at d = 2 at time 0O
‘;z;’ 0 1 2 3
0 .883 .923 1.000
1 .061 .074 -
2 .050 .002 -
3 .003 - -
4 . | = =
5 .001 - -

TAELE 41

1).81
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L'.st

A Message Oriqinating at d = 1 at time 0

0
Inlay =
0 .800 1.000
1 0191 —
2 0005 -
3 0004 o
TABLE 42
A Message Originating at d = 0 at time O
Dist o 3 [
Delay
0 1.000
1 .000
TABLE 43
A Message Oriqinating at d = 5 at time 1
Dist
1l
Delay 0 2 3 4 5
0 «335 |.520 .718 .752 .846 1.000
1 0206 0159 .116 0207 .132 —
2 0165 .161 .125 a039 0020 =)
3 .134 {.081 .024 .002 .002 -
4 - 0036 0012 0003 — il
5 - - .003
TABLE 44

11.82
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PROBABILITY OF ZERO DELAY VS. DISTANCE OF ORIGINATION

MODE 1

E:\fi 0 1 2 3 4 5
o |1.000{.778 |.823 |.916 |.349 .159
1 | .346(.320 |.a58 |.125 |.o001 .123
2 | .242|.229 |,045 |[.085 |.053 .047
3 | .207|.043 |.013 |.058 |.02! .024
4 | .177.033 |.025 |.021 |.o013 .037

5 .092 | .019 .011 .006 .015

6 .021 | .005 .002 .008

7 .029 | .002 .001

8 .031 | .001

9 .047

TABLE 45

11.83
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MODE 2
l :\d 0 1 2 3 4 5
o |1.000|.800 |.s83 |.s11 |.407 .271
1 | .373].136 |.118 |.356 |.170 .335
2 | .333).18 |.102 [.030 |[.180 .115
3 |.100].044 |.033 |.154 .066 | .218
4 |.112!.026 |.061 |[.045 .109 | .161
5 | .cv2|.032 |.005 |.100 .073
6 | .021|.0o11 |.022 |.0s1
7 | .oa5].022 |.019
] 8 | .005 |.018
] 9 | .o021
TABLE 46
11.84
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messages which originate at time t which are delayed by k-units. If
enough random samples are taken, this estinate becomes quite good. In
notation, define Y(o,o) (i,3) (s,t) as the numbef' of mt::ssages which
are accepted at the ground station at time s, which originated at

(i,j) at time t. Then,

[P B=ca ) & .

-y T ':O:(;;\-U'JI {s"-~--{-) w._A - -

B o b {L)-.’\_' = - = - e IS S A N

ll]) ' 4} (t) (40)
Creo oo L
(J-r_]l

tacl C0lfe SeEpuier xillE te dabl.ifime 40 SO BOaNES R LR

crey ZlF £i p.oM ouc;® ot Gistance i aad boecede ke, Dedey Jc

; ePhreEl nn 28 - L.t calT- ¢f @distspec e the SRS K el B:

3 1.0,

1 il :

; S TN ) s A

3 g1 (CEYEE Tt P . (&)=X;, where (41)

z | DA \lrj)

: 3=1

: D, (t) is the randox variable delay of a rmessage originctina ot
distznce i at time t.

To obtain a timo invarient measure, we Ceél averace 41 IOy
time end chialn the probebility distribucion of the renicmn vari-
able D, &nd its expectation, given by:

- &) X

E(D,) = Z k P{D.=k}

i) = i (42)
k=0

v

The sane kind of analysis can be used to study "bottlienacks.'
Let D,. a
(i,

j)(w,t) ke the reandom varieble "delay of
girating at {i,j) at time t in getting w units frem the orcund

station for w=0, 1, 2,..., i. &s earlier we have:

Y .y (BFk4i-w, t)
. [ b oeyop) = ), (i) e e T
PLD(i,j)(w{y) k) 0= @, 0, 2.y

' O'(i,j) () . (43)

¢ where (w,u} is the unique repeeter on the rath frem (i,3) to ‘o,

A}
3 ’
: at daistance w. Similarly as in 41 and 42 :

A

( e R = |
E P{D, tw,t)=X} = = }Z} P{D(i'j)(w,t)=K} and (44)
: =

—~
A
wn
g

E [Di%w,t)] = Z‘AD {Di (w,t)=k}.
.=l

11.85
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11. MESSAGE3 OUTWARD FROM THE ORIGIN

11.1. A Single Message Originates at the Ground Station.

The next major part of our study is to model the situation
when message flow is outward from the origin. We begin our
study with the dynamics of the simple model where the repeaters
are at the lattice points of the plane. A single message ori-
ginates at the ground station at time t=0. Every message re-
ceived by a repeater is accepted and perfectly retransmitted to

each of its four nearest neighbors. We determine:

a) The number of repeaters which receive the message
for the first time at time ¢: t =0, 1, 2,....

b) Tqé number of repeaters which have seen the single
message 94 time t.

c) /7he number of copies of the single messagce received
by any repeater at time t.

The assumptions are:

1) A single message arrives at a given node at time t = 0,

no other messages are introduced into the network. We assume
the message originated at the origin,(Cartesian coordinates

(0,0)).

/ 2) Message transmission is perfect, i.e., after one time
unit each of the four neighbors to any repeater receive
all messages transmitted by the repeater at the previous

1 time point.

B M i S 3

11.86
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Some diagrams and numbers are helpful to fix iceas.

t =20, (one message at origin, no
messages elsewhere)
(a single message at each of the
four neighbors, no messages
t=1, elsewhere)

(4 messages at the origin,

0 Message at all repeaters

1 step from origin, 1 message

at each of four repeaters

2 steps in either the horizontal

or vertical directions, 2 messages
at repeaters, l unit in horizontal

direction and 1 unit in vertical

direction.

By examining the diagrams we are led to introduce a
coordinate system based on distance as measured in steps to
reach a repeater and horizontal distance of the repeater

from the origin. The quadrant symmetry of the model also

indicates use of these coordinates.

11.87
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The coordinafes of a repeater are deroted by (4,3)
where d is the distance of the repeater from the origin
measured in minimum time units a message needs to arrive at
the repeater from the origin; the second cocrdinate j is
the horizontal distance of the repeater from the origin
again measured in time units but only in the horizontal direction.

For example, we give some coordinates:

3,0

(2,0) . (4,2)

[ (1,0) .(2,1).(3,2)

(33l (@) @iy [ 00 WD 2.2) (5 5

(312) (2,1) 4 (110) -(211)

7(2,0) . (3,1)

¢ (3,0)

Some further notation which 1s necessary;
B(t) = the number of repeaters which reéeive the message
for the first time at time t.
Clearly B (t) is the ﬁumber of repeaters .whose first
coordihate is t. i.e. that are at distance t from fhe origin.
A(t) = the number of repeaters yhich have seen the

message by time t. Clearly A(t) = \t,_'_ncj).
3=0

N?(t) = numbef of copies of the message received by a given
repeater at coordinates (d,j) at time t. Clearly
a) N‘j‘(t) =0 for d )t

h) Nc;(d+2k+l) =0 fork=1,2, ....

]

o
~

—
-

8]
-

.

.

L]

L]

Thus it is necessary to compute N?(d+2k) k

11.88
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A) Calculation of B(t): ﬁaékkjianu%%nmmm1

The quantity B{t), (the number of repeaters at distance

t from the origin is the number of repeaters which receive
the message for the first time t, is easy to compute. This
guantity is given by the number of integer solutionsto

li‘ + ‘jl = t. Since a repeater 1is at distance d from the

origin if and only if its' Cartesian coordinates(i,j) satisfy

‘i\ + |3| = tswe can solve this equation and count solutions. Note that
i=0, j=t or -t 2 solutions
i=1, j=t-1 or -t+l 2 solutions
i=-1, j=t-1 or -t+l 2 solutions
i=2, j=t-2 or -t+2 2 solutions
i=-2, j=t-2 or -t+2 2 solutions

[ ]
¢ "
I : |
i=t-1, j=1 or j=-1 . o %
i=-t+1 j=1 or j=-1 R R
i=t j=0
i=-t 3=0

1

The number of solutions is, B(0)

B(t) = 2 + 4(t-1) +2 = 4t for t21,
To compute A(t) we sum B(t) and obtain
t t t
At) =2 B(§) =1 +3 4(j) =1+ 43> 5 =1+ 4 t(t+l)
=0 j=1 j=1 2
P ' =1 + 2t2 + 2t = 2t2 + 2t + 1

The rate at which A(t) the number of repeaters which receive
the message by time t grows as A' (t) = 4t + 2 which is linear in t.

11.89




Netwo Ao 1kis QrpdanaP90-AT Document 121-12 Filed 08/05/16 Page 17 of 251

B The quantity N?(d + 2Kk), Kio= 0, 1, 2;:: a5
L ]

To compute the number of copies of the message received

at a repeater Wwith coordinates (d,j) at time d + 2k, k = e

we first draw some diagrams. Due to symmetry it suffices to
1

ex-mine only the first quadrant.

2

0 3
0
t = 3, N _
i 0 1
b 0
: = 4 36
It seems clear from the diagram that a repeater with

ccordinates (d,j) will receive at t=d the number of messages
which is given by the binomial coefficient (g). From the

diagram we note the relationship of the outer edge to the

th

d now of a Pascal triangle:

1
21
1 21
1331
14641
15101051

This result is also apparent from an argument based on the number of

paths of a message from (0,0) to (d,j). The number of messages

received at a repeater with coordinates (d,j) is given by the

number of paths from (0,0) to (d,j) which is obviously (?). To
determine a general formula for N?(d + 2k) for k) 1, we can

write and solve the appropriate difference equation.

PR o W e e

..........

e e < T T
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a _ d-1 _ a+1 }
NG+ 2K) = NGT (@ + 2k-1) + N{T (@ + 2k-1)

J
+ ngl(d + 2k-1) + ngl(d + 2k-1)
for k=1, 2,...,;,4d=0,1, 2,...,;3=0,1, 2,...,d.
The initial conditions are
N‘ji(t) =0 if td4,

d,., _,d

The solution to this equation is given by N?(d + 2k) =(d +k2k) (dejZk)

To check its validity note that the initial conditions are

satisfied, and apply the well known definition of binomial coefficients,

n, _ n-1 n=1 > N
(j) (j"l) + ( j )’ n/l J Il.
N?:} (A-1 +2k) + N?I% (@+1+2 (k=1)) + ngl (A+1+2 (k-1)) + ngl(d-l+2k)

=(d+2k-l d+2k-1 d+2k-1 d+2k-1, ,d+2k-1

d+2k-1, ,d42k-1, ,d+2k-1
ko ) (eago1 ) F Oy Y Cpgg THO ) T L

s R ) G )

_,d+2k~1 d+2k-1 d+2k-1 d+2k-1 d+2k=1 d+2k-1

_,d+2k-1, d+2k d+2k-1, ,d+2k

_(d+2k ) [(d+2k-l d+2k~-1 d+2k
k+j

_ d+2k
SRR e D (RN B e

For k very large with respect to d we can use a stirling

approximation to note the N?(d+2k)ﬂv24k i.e. grows as 24k.
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To summarize:

a) B(t)

4 , t21 B(0) =1,

2 t2 + 2t+1 t7)0,

d _ (442, d+2k 4k
c) Nj(d+2k) =( k+j)( xk )™~ 2" for large k ,

Lt b g tid

,' b) A(t)

11.2. A fixed Number of Messages Originate at tha Ground Station
and Subject to Non-Capture

The model of message flow from the ground station out to re-

peaters can be extende:l to 2]llov' the possibility of erasure ox

non-capture of messages.

; We assume %“hat at each point of time t, T messages are being
4enerated outward from the origin. Of messages accepced at each

g repeater, a fixed proporticn ko arve ad- ressed ‘Lo that repeater and
? lhence are not repeated. We study the distributions of the number

of messages received ~:.a accepted at each repeater at each point

in time, assuming un infinite net.

(1)

Recall X (t) = number of messages arriving at a repeater
(i,3)
with coordinates (i,j) at time t with Mode 1 capture.
A, (1)
X (t) = number of messages accepted at a repeater with
(1,3)

coordinates (i,j) at time t in Mode 1 capture. In Mode 2 capture,
we use the same notation except that (1) as a superscript is re-

place by a (2).

E A. In Mode One:
1 In Mode 1 capture, the relationship between arriving and

E accepted messages is described by the transfer function:
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(m) min(k,m)-j .
j SN = U - S o b

\Y

when j < min(k,m), and zero otherwise.

(1) A, (1) I
We can study x( ))(t) and x(ij) (t) recursively.
At the origin for each t =0, 1, 2, ...; xzé)m(t) = T, a fixed constant.
“urthermore:
T min(t ,m)-w
(l) A _ _ _li_ ! 3V MW T4 gy TW=Y
P{X(g gy (t) =W} =B = E -1 O oyt (v
{47)
If we assume T < m;
(w) v vV m=w 1! T=W=V
= ;;—-vzo (-1)  ( v ) 7;:;:;7? (m=-w-v) ifw<
pP{x £(0,0) (t) = w} =
0 ifw> 7.
(48)
At coordinates (1,1), (1,0) the distribution of x(l,O)(t) and x(l,l{(t)
are identical, hence we write only Xzi)o)(t).
We have:
(l):A = 3
x(l) (t) - (0 o) (t l) t - l' 2, e e o) (49)
(1,0)
o] if € = 0.
For the acceptance at t =1, 2, ...;
A, (1) 3 (1)
P{x(l,O) (t) = 3} = Zj B PIX () g (O = k} 3=0,1, 2, v
or recursively:
3 (1),2
T op.. e p{x,0E-1) = X} if § < 15
A (1) 53 = | K= = S0,
P{X(1,00®) =
\ © otherwise. (50)

11.93
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A

1
Equation(50) is recursively solvable siace P{x:a) 6)A
’

;‘ (48)and P, . is given by (46).

(t-1) = k} is given by

k3

Now more generally,at a repeater at distance d with ccordinates (4,j);

j # 0,d. We have for d = 2, 3, ...;

Y

| ¢ = (- (1) ,A X WA ] o
X(g.3) ® = (ko) [x(d-l,j-l) (1) + x(2 A v (51)

% The acceptances are given by:

; (2m)

| U + RIXg) (52)

5 P35 ¢ gyt =t = kzr Pyt P{X(g 4y (8) = K}

. (1)
P ., (8 =
where P is given by (1) and {x(d'J)( )

(51) using the notion of isodesic line jcint densities,

k} can be computed recursively from
The

equatinns for mode 2 analysis are identical except that ij is replaced by P;j.

3 When j = 0 or 4, i.e. the repeater is on the axis at distance d a simpler
(t) have the

analysis urifolds. Since the random variables x(d,O)(t) and x(d,d)

sane probability distribution,we write equations only for x(d 0)(th d > 2 since
# 2z

r
] |
E X(O,O)(t) ard X(l,O)(t) have already been determined.
p
(1) i L ~ '
X(d,O) (t) = (1 xo) x(d_l'o) (t-1); =4,d+1,...; (53)
=26 B85 el 4

For the acceptances;

(1) A
P{X(a,0)

"

0,1, 2, ..., m (54)

_ (1) _
() =3} = § Prs PlX(q,0) (B = K}y

The equations (46)through (54)can be used with computer generated data to

study message arrivals and acceptances at each repeater.

11.94

-, . A L e p b e



Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 Atk A9 &grpe-vinn

Blbeals o
b

In particular, we can write equations such as 46-54 for the closed

i net under consideration and obtain numerical data for flow from

the ground station.

Let X, j)(t) be the number cf messages received at (i,3])
[

(

at time t and Y(i i)(t) be the number of messages accepted at
[
(i,3) at tine t. We assumec X(O o)(t)=J a fixed constant for all
[
timre points. As in the inward model, Y(i j)(t) is obtained from
— 4
S
(llj)
Wien performinc the calculaticons on the ccmputer, we assumed a

(t) by randomizing over either mode 1 or mode 2 slotting.

finitve grid ol 61 repeaters as carlier. However, now a repeater
repcats messages to those repeaters which are one unit of

distance further frcm the oricin or grevnd staticn. Thus for

L e i Lk

exarple’ a repeater in a quadrant repeats to its two further

T

neighbors, whilec a repeater on the axis repeats to the one .e-

peater which is onc unit further.

The specific equations wsed for the first quadrant <alcu-

. 1
lations follew, we assume that &1 of those messages accepted

are addressed to cach repeater and hence not repeated. The

calculations were carried out in cach of the two slotting modes.

P ! Step 1. Set (t) = J =80, £t =1, 2,...,35.

X(o,o)
Step 2. Compute Y

(o O)(t) by randomizing over the transfer
4

distribution in each of two modes.

Step 3. Compute X ard X (t) from:
(1,2)

(1,1 (V)

(0,0)

Step 4. Compute Y(l l)(t) and Y(l 2)(t) in each of two modes.
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Step 5. Por t = 2, 3, 4,...,37; Corpute X(z'l)(t), X(z’z)(t)

and X(2'3) from:
. 60 -
X2, = g Y0t 1)

. _ 60 ol B
X(z,2) %) = gT Wq,p e * ¥q,2) (£-1))

60

(t) = g1 Y(1,2)

x(2’3) (t-1) .

Step 6. Compute Y(Z,l)(t)' Y(2,2)(t) and Y(2'3)(t) by randon-
izing in each slctting mode.

Step 7. Compute X(3’2)(t), x(3'3)(t), x(3'4)\t) from:
' 60

X(3’2)(t) = aT[Y(Z'l)(t—l) + Y(2,2)(t—l)]
= (t) = G—Q[Y (t-1) + Y (t—l)]
(3,3) 6Ll " (2,2) (2,3)
! 3 o 60 _
X(3,4) ¢ = 5T Y(2,3 (t7D)

Step 8. Cocmpute Y(3,2)(t), Y(3’3)(t), Y(J'4)(t) by randcmizing

in mode 1 and mode 2.
Step 9. Compute X(4'3)(t) and Y(4'4)(t) by randomizing.
Step 10. Compute X(S 4)(t) from:
’

_ 60 _ _
X(5’4)(t) = ET'[Y(4,3)(t 1) + Y(4’4)(t 1& .

Step 11. Compute Y(5 4)(t) by randomizing and print out X's
14

and ¥Y's for t =1, 2,...,40. The numerical data 1s

summarized in Table 26 and the accompanying Figure 10.
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11.3 ‘Messages Ccming Outward i'roa the Crig-on

It is assumed that at each point in tim= eighty (80)
messages originate at the origin (ground station). The messages
are repeated outwards to the varicouc repeaters. At each point in
time each repeater sends all but a fixed proportion of its ac-
cepted message to each neighbcring repeater, one unit of distance
further from the ground station. The fixed proportion not re-
peated is 1/61 of the number of accepted messages, which are
assumed to be addressed to the given repeater. The number of
slots is fixed at 100.

In table 47 we summarize the result of this calculation
by giving the average number of messages accepted and arriving
as a function of distance and mode. The numerical data is dis-

played graphically in figure 22.

MODE 1 MODE 2
DISTANCE ARRIVING ACCEPTED ARRIVING ACCEPTED

0 80 33 80 52

3 32 21 51 36

. 2 27 19 47 33

. | 3 32 22 57 41

E. 4 46 30 87 58

% 5 58 31 114 66
E TABLE 47

ks

g 2

E 11.97
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12. OTHER MODELS

A number of models other than the "basic model"” were consi-
dered. The results for quantities of interest were obtained in
closed forms under the assumption of an infinite grid. One ex-
ample of such a model was described in Section 3 for
messages repeated only toward the ground station. Of course
that was part of our "basic model". 1In the process of developing
the results of Section 3 . we assumed that a single message
originated at each repeater at each point in time and multiplied
the results by the mean, 1, to obtain average flows. We will
now "justify" that calculation and study uninhibited passage of
messages in each direction in an infinite grid. Our new assump-

tions are:

1) At each point in time, starting at t=0, messages
originate at each repeater according to a Poisson
distribution with mean X\ .

2) The arrivals (originations) at each repeater are

independent over time and different repeaters.

The probability that exactly j new messages originate at
any time point at any repeater is
g A j=0,1,2,....

T
We compute formulas for;
a) No(t) = averége number of messages which arrive at the
origin at time t. Since all repeaters are statistically
identical there is no loss in generality in studying message

flow at the origin.

11,99
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b) Né(t) = Average number of distinct messages which arrive

at the origin at time t for the fiist time.
c)Ileff(t)=Inefficiency of the network defined
by:

No(t) average number of messages

=N ()" average number of new messages for the lst time.
o

Ieff (t)

This is a measure of inefficiency since the larger Ieff,
the more inefficient the system.

The actual number of messages which arrive at the origin at
L time t is a random variable. In fact it is a sum of a large number
(when t is fairly large) of independent random variables. The

summand random variables can loosely be described as the con-

tribution to message flow at the origin arising out of some

3 number of messages originating at each repeater at each point

in time.
To compute No(t) we can sum up all the contributions. This
is interesting but tedious. A simpler method is to compute

X, (v) which we define as the number of messages arriving at the

origin at time t in a deterministic model obtained by assuming

that at each point in time, at each repeater, exactly one new

message originates. It will then follow that

N (t) = A 7 {t),

Similarly, if we define xé (t) to be the number of distinct messages

mie s

that arrive at the origin at time t in the deterministic model it
] will follow that

N (t) =AXS (t).

E We indicate an armwaving proof of the first assertion. The

quantity No(t) is a sum of average contribution to the flow at

11.100
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the origin at time t, as a result of messages originating at

repeaters less than ¢t units in distance and times earlier

than t. The average contribution from each repeater is

a constant (not with time) at each fixed taime point and

il s iy st

| | repeater, multiplied by )\' the average generation rate.

(the constant is given by the calculations in section II

and depends on the coordinates (d,j) and time. Thus X factors
from the sum and Ng(t) is)\multiplied by the total flow resulting
from a single message originating at each repeater at each

point in time.

We now make the specific assumption.

Y

At each point in time and at each repeater, a single new
3 message is originated.
Under this model to compute X_.,(t) and hence No(t) is trivial.

E To fix iceas we depict the situation at three time points

3
At time zero one message originates at each repeater, hence the

message flow is x0(0)=1.

5

| =1

E 11.101
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At time 1 each repeater receives 5 messages,one from each of

four nearest neighbors and one new message.

21

21 21

21 21

At time . = 2 each repeater receives 5 messages from
each of its four nearest neighbors and one new message for a total
of 21,

To compute X (t) in general we note that each repeater

is statistically identical in terms of message flow. Hence,

| xo(t) = 4Xo(t-l) +1 t21
xo(O) =1,
This difference equation is trivial to solve and hence,
xg(8) = 4% 11 e300,
3
Thus
N () = _é (at+l_1)

To compute Né (t) we consider the same deterministic model

and compute Xé (t), the number of distinct messages which arrive

at the origin for the first time at time t. It is easy to com-

pute Xé (t) from the following table by summing contributions.

11.102
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Time of Origination Distance from Origin Number of Messages

o t 4t

1 t-1 4(t-1)
| 2 t-2 4(t-2)

£-1 1 4

t 0 1

The first column is the time the message first appeared in
the system if it is received by the origin for the first time
at time t. The second column indicates the distance from the
origin that the message originated. The third column indicates
the number of message originated at that time and distance which
are received at the origin at time t. Thus,
X'o(t) = 4t + 4(t-1) + .. +4+1 = Et'_' 45+1

2t2 + 2t +1, tdo

Thus,

NS (&) = >\(2t2 + 2t +1)
The inefficiency of this "undamped" network is

t+l t+l

-1 4

~

N2t? +2t+41 3 (2t242841) 6t

Ieff (t) = )\ t+l_;,
3 -

2

The inefficiency grows rapidly with time for this undamped

| system.

11.103
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We can now put restrictions on the operating characteristics

of the repeaters and message flow.

12.1. No Message Can Be Transmitted More Than k Times

In this mode it is assumed that each message has a counting
feature whereby each time the message is repeated the counter
is updated by one unit. When the counter reaches the number k
the message is no longer repeated and disappears from the system.
In this mode we compute;
a) No(t) = average number of messages received by the origin
at time t.
b) Né (t) = average number of distinct messages received

at the origin for the first time at time t.
Ieff (t) = b_lﬂ_(ﬂ

[}
N (t)

Once again by the argument presented in the previous section

it suffices to consider the deterministic model and t.. compute

xo(t) and XJ (t). To fix ideas we diagram the first 6 time points,

inherently assuming k3 5.
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t=0
’ one message at each repeater,

all of age zero

3 5
l five messages each repeater:
1 5 5 one of age zero
. four of age one
7 1,
; 5 5
5
21
2] messages at each repeater

t = 2, 21 21 1 of age zero

4 of age one

16 of age two

21

[ b=
[ )
[

o
"

21 21
2 85 messages at each rereater
64 of age three
85 85 16 of age two
t =3, 4 of age one
1 of age zero
85 5
85

341 messages at each repeater

341
256 of age four
1 64 of age three
; 341 41 16 of age two
: 4, 4 of age one
1 of age zero
341

A

341
341

11.105
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1365 Messages

1024 of age 5
&= 5 1365 256 of age 4
' 64 of age 3
16 of age 2
1365L_ 1365 4 of age 1
1365 1l of age O
1365 TOTAL

Let Xo)k(t) be the number of messages arriving at the
origin at time t whose age is less than k. Thatis, those that will be
transmitted. Since the flow at all repeaters is statistically
identical:
.xo(t) = ax2 *(e-1) 41, £21 .
The number of messages received at the origin at Lime t is
four times the number that will be transmitted by any of the

four nearest neighbors plus one new one. Once again this is

trivial difference equation to solve in k. We obtain as a

solution:
4k+1_l N
Xo(t) = t2 k,
t+l
4 "-1 =
X (t) = ——= t<k

Hance by the arguments above;

ALa¥T1-1) £ 2k
3

t+1
-1 k
;.15_3__l t<k,

No(t)=

T

11.106

R A M AP 5 e e S



e s St

.

T R

Glcia adsbive Ml v o b tie

Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 VPEGc39 8} Seportion

.. similar analysis shows that,

2 B
NS (t) = 2L2+2k+1, t2k,
2t° + 2t + 1 t &k.
Thus:
A k+1
Teff(t) = —3 14 -1 t 2k

AN2xZ + 2t + 1)

e fKL ok
= 2 B s,
3(2k™ + 2k +1) 6k 3Kk
In tabular form for k=1, 2, 3, 4, 5 thi inefficiencies are given

teff |1 | 1.62 | 3.40 ] 8.3 | 22.4 ] --..
k|1|2|3|4|5|....

12,2 If the Same Message Arrives From Different Sources Only one

Tranemission is Made.

In this mode of operation a Trepeater has the ability tc
compare messages which arrive at the same instant. We may consider
this mode to be a “"memory" type system of length of time "one unit"
or instantaneous. Ve seek to compute No(t) and Né(t). Again we
consider the deterministic model. To fix ideas let us examine
some early time points and compuvte multiplicities. Alil re-

peaters in this case also have statistically identical flows.

1 5
t=20,1 1 t=1, 3 5
5 5

1 1 5

21

E =B, 21 21
21 21
21
11,107
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REAS L

Y

At time t = 2 all repeaters receive 21 messages,and they are

T

statistically identical. Of the 21 total messages received at the

origin only 14 are distinct.

Caas

We can partition this total using a table as follows:

; Origin of Message Time of Origin Number Distinct
E (0,0) t=2 1
? (1,1, (1,0) t=1 4
E (2,0),(2,1), 2,2) t=0 8
(0,0) t=0 1

The total distinct is 14,

Hence the diagram for t=3 is,

; 57

E 2= 3 57 57 of the 57 = 4d4 +1,o0ne is new
i — [
: and 14 came from each of four ‘
57 57 37 nearest neighbors.
|
. i

The same method can be used to compute X, (2t) and Xo(2t-1) ,

in general. Let Xg (2t) and Xg (2t-1) be the number of distinct |

R e s

‘ messages received at the origin at time (2t) and (2t-1l) respectively.

1 Clearly, these quantities satisfy;

|
| _ 4.4
X (2t) = 4X_ (2t-1) +1  and

_ d
xo(2t+1) = 4xo (2t) +1,

Thus it suffices to compute Xg (2t) and Xg (2t-1),

it

11.108
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To compute x (2t) and Xd (2t-1) we decompose each as follows:

Xo(2t) = xd looe) + xd 2200 + x33(2e) 4.4 xd: t+1(2t)

3
2e-1) = Srleen + Qe+ .0+ @t

Where Xg’v(t) = number of distinct messages received at the

origin at time t for the yth time. The quantities Xg'v(t) are

computed by the following table, which essentially decomposes

xod’v(t) by distance and time of origination of each message

contributing to xi’v(t). For Xg(Zt—l);

| 15t time - time of orlgln., -2 §2t-1 I
5 :1st. at orlglniZt— 2t- 2 1l 0
] ond, .. time of origin.} 0 Il v e iZt—4 2t-3
3 tine -~
é dist. of orlgln!7t k] ALY EUNLUNLU - 2 ,
;.. L4 . L] . . . .I ‘ .l I. I. .I - L4 L] * n l‘ .I l. .l .l . I. .l I. .. I. I. l. I. 'l.
3 (t l)thtlme— Time of origin. §0 §1 2I 3
. SRR TR
: dist. at originJg3 42 #§1 § 0%
‘ th

£t time - time of origin. { O
TSI

dist at origin.

The grand sum is;

] 2t-1 2t-1 2t-1
: xd 1144 ;Sj 12t-3) , xi'2= 144 ;E% (2t-5),. . ., xg't= 4 2%; (2t-3)
. j= j=2t-1

since the number of messag-s originating at distance d is 4d as we

have seen earlier. Therefore,

4 t 2t-1
Xo(2t-1) = t+4 5= ST (2t-3)
(o] S
k=1 3=2x-1
! 11.109
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After summing we obtain:

xd(2t-1) = t(4t+1)3(2t+1)
o

By a similar analysis we can show that

xg(Zt) = (4t+3) (2t+1) (t+1)
3

7

Thus,
X (2¢) = 4-x3(2t-1) +1 = 4t(4t+l) (2t+1) +1
o - o 3 . or
2
= 12k = (4t+3)3(8t 1)
o .
.Similarly,
¥ (2t+1) = 4-X(2t) + 1
(o} (o]
= 4 (4t+3) (2t+1) (t+1) i
3
= 32t3+72t2+52t+15
3 v
Hence: N_(2t) = W(4t+3) (8t241)
3 '
3 _..2

N°(2t+l) = N\ (32t

+72t5+52t+15)
3

[4

N;(Zt) o h(2tZ+2t41) = NBtieatel) |

The efficiency of this mode is:

L 2
(4t+3) (8t +l)-\,4t

3(8t2+4t+1) 3

l Eff (2t) =

sl o 1L 140
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12.3 A Repeater Never Transmits The Same Message More Than

Once Except Upon Initial Reception

This mode of operation implies infinite but not instantaneous

memory in the repeater. We analyze the deterministic case
with no loss of generality.

Pictorially the first few time points appear as follows;

1 5 21

ct
n

0, 1 1 t =1, 5 5 t =2, 21 21

Of the 21 messages received at t=2 there are 17 which are
received for the first time. These can be enumerated by voint
and time of origin: 1 new one at(t=2,d=0),4 at(t=1, d=1),12 at
(t=0, d=21. Thus there will be 69 messages received at each

repeater at t=3.

In general let:

Xo(t) be the number of messages received at the origin at time t,

and Xi(t) be the number of messages received at the origin for the

first time at time t. Then,

= 4 vl
Xo(t) = 4 Ao(t—l) L

11,111
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T T T W e

If a message was received for the first time at any re-

R

peater at time t-1 it originated at distance t-1 at time 0, or

at d=t-2 at time 1 or, ..., at distance 0 at time t-1l. Summing

these by their appropriate multiplicities we obtain,

t t-k
x2een) =4 = . (gth T 41
k=2 3=0 :
Orl
t
i ' X2 (t-1) = 25*2-4¢-3 and

Xo(t) = 2%*4-16t-11

] : Similarly;

i No(t) = N (2t*%-16t-11) and as before

N i’(t) =W\ (2t2+2t+1)

The efficiency of this mode is:

t+4 t+3
gee - Nolt) . 2° 2l L S e
No~ (t)  2t“+2t+l g
1 i
z i
:
- 11.112
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12.4 Mixture of Modes 12.2and 12.3

In this mixed mode a fepeater has infinite memory for
comparison of messages and instant memory. The result (operational)
of this mixed mode is that when multiple reception of the same
message is received only one transmission is made. Furthermore
if a message is received for the second time it is not trans-

vmitted at all. The result of this combined mode is to reduce the |
transmission in the instantaneous mode to only messages received
for the first time.
Therefore:
X (t) = ax (e-1) + 1
o] o
where
X;'d(t) is the number of distinct messages received at the
origin for the first time at time t. - This quantity has been
previously computed to be,

¥
Xo’d(t—l) = 2(t-1)% + 2(t-1) + 1 = 2¢2 - 2t - 1.

It follows that,

8t%-8t=3, and

X, (t)

A(82-8t-3).

i

No(t)

The efficiency of this mixed mode is seen to be
_ a(8t%-8t-3)  8t’-8t-3

2 f'vd_

Eff (t) 5
P\(Zt +2t+1) 2t°4+2¢+1 .

11.113
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12.5 Mixture of Modes 12.land 12.2

In this mixture of modes no message can be transmitted more
than k-times and each repeater has instantaneous memory but not
finite memory. This mode also provides an upper bound to the
case where each repeater has zero capture and messages are dropped
after k transmissions.

A little analysis will show that for t< k there is no change
in the message flow from the instantaneous memory case. For t> k
the exact same analysis as in the instantaneous memory only case
shows that the formulas are exactly those except that t should be
replaced by k.

Therefore in this mixed mode, for memory of k.

2
aer _ (2k+3) (8k%+1) 5 (K
xo(zti - 3 " t_[f]
(2t+3) (8t2+1) k
= tsix]
3 ' p
3 2, core el
X (2¢+1) = 32k "+72k"+52k+15
o (%% 3 £>k
= 3263472t %452¢+15
3 t<k.
Furthermore,

N°(2t) = Xo(2t),

No(2t+1) = xo(2t+1).

We arrive at the same result with t replaced by k.
LE£fioe) = (4K3) (4K%41) 4
3(8k +4k+l) O

In tabular form;

IEff ] 1.3312.67| 4.0} 5.3] 6.67] 8

k 1 2 3

ale
wt
O] e

11.114
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12.6 A Closed Boundary Model
In this part of the model it is assumed that each repeater

is less than B units from the origin. As in earlier cases, the

units are measured in steps. The region is now closed and ap-

R R

pears as follows:

B (90)

pltiaithy it Sl LS e R |

T T Y T T

Furthermore, in the initial stages of this model, it is

assumed that a single message originates at the origin at

TR

time t=0. All message flow is generated as a result of this

T

single message. Unfortunately, this model causes a loss of
; symmetries which facilitated the ease of cbtaining closed
form solutions for message flow in the previous models. How-

ever, some closed form analysis can be obtained. In particular

it is not difficult to obtain an algorithm which will supply

b g

a complete analysis of message flow at any point in time on

; any repeater or station.

Let Ng j(2t+d) be the number of messages received at a
14

station or reoveater which is d-units from the origin and j-units

T RO Y

from the y-axis at time (2t+d) where d=0, 1, 2,...,B-1, j=0, 1, 2,...B.

11.115




Network Analysis Co?omtion .
Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 Page 43 of 251

g j(2t+d) are identical to the cquations
I

for the open boundary case when 05 t £8-d since the closing of

The equations for N

the boundary does not affect message flow at a rcpeater at

distance B-d until t=B+d. Therefore;

da _ (2t+d, 2t+d, | <B
NG5 e = GO ESD: es3
We can use this equation to compute message flow at all

time points up to and including t=B. To compute message flow

after time B, we can work backwards from the boundary and
suécessively compute message flow at each station or rcpeater
for any time point using the equation we will develop. First
however, it is helpful to examine a particular case with a
diagram and compare the closed boundary with the open boundary.
We let B=4.

Closed Boundary at B=4 Open Boundary

The closing of the boundary will not affect any repeaters

or stations. until t=6.

o
o

il
(o]

= o
o
()
=

o w o =
(V%)
W
(-
=
[
—
=
[<)]
(o)
o
w [ (8]
w
=
=




36
0 0 16 0
25 .
0
100 \\\ .
0 0
100 0 25 100 0 25
25
75
0
=6
225 00
0
400
0
400
t=7
0
1225
0
400 i 1225 0 441
t=8 3022 0 568
3 0
2edb S \1960
0 0 1568
4900 4900 784
0 3136 0
It is obvious how to conrtirue for as long as onre wishes to
optain the message flow. Since all message flow can be computed

by the formzilas of the preceed . cortion for tfrB, the nessage
flow with closad boundary can bc —omputed by backward iterotion
for all times larger than B. The initial conditions at time t=8

are given by the following relations,
At tima k=B

g o L e if Be2ked
NB j(B) = TR+ '

0 otherwiso,

11.117




Nepwock Apalysfs Corppsg90-AT Document 121-12 Filed 08/05/16 Page 45 of 251

since Ng j(B) is zero unless B and d are both odd or even

4

numbers.

At time t=B+1

B
N
B,j
B+1, B+l
Ng B+1) =10k ) lks3)
) 0

At time t=B+2

On the boundary:

B _ B-1 _ .B+1,2 B+1,2 B
NB,O(B+2) = NB,O(B+1) = {7 ) ( B y¢ = NB,B(B+2)'
B B-1 B~1
L(B+Z) = N_ .{(B+1l) + N_ = B+1
NB,J( 2) B,3 ) B,J—l( )
B+1l, ,B+2, _ . P
=("g )(j+1’ = NB,B_j(B+2)
fOI' j=1, 2,-. ‘,B‘lo
for d<B
(B+2)(B+2)
Ng (Bs2) =] X K+ if B=2k+d-2, 3=0, 1, 2,.
'] 0 otherwise
At time t=B+3
On the boundary
NB . (B+3) = 0: j=0, 1, 2 B
B,j - J ' ' '.ll.' [ ]

At distance d=B-1

B

B,O(B+2)

B-1 _
NB,O(B+3) = N

B+1 B+2

=g )+ 7)1 = N g

.(B+1)=0, i.e. no messages at the boundary,

if B=2k+d-1,

otherwise.

B-2 B
+ NB,O(B+2) + 2NB'1(B+2)

2 _ .B-1 (B+3).
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B-1 _ B2 B
NB,j(B+3) = NB oK (B+2)+NB +1(B+2) + N (B+2)
+ NB 5 (B+2)
o B+3 B+1 B+2 _ oB-1
j=1' 2,-..,8-2.
At distance d <B-1
a (B+3)(B+3)
NB,'(B+3) ={" k " 'k+j B=2k+d-3 §=0, 1,08,
0 otherwise

At time t=B+4

On the boundary

B B+l, B+2, 2_ B
o(B+4) = B 0(13+3) = (g )+ 2 %= Np p(B+4).

B B-1 B-1
NB,l(B+4) NB,O(B+3) + NB,l(B+3)

(Note that Ng l(B+4) nust be computed separately since

B o(B+3) and NP j(B+3) for j>1 do not share a common formula,
e. are not special cases of a general formula.)
NE _ B _ B+l B+2 B+1 B+2 B+3, .
Ng 1 (B+4) =g oo (BHd) = [ )L SR i
B B-1
N, .(B+4) =N B+3) + N B+3)
B,]( ) B, j-1 ( ) (
(viote the formula is the same f01 j=1 as above.)
_ [ (B¥l) (B+2 B+4), _ ;B _
=[O O 11G,) ] = Ny gy (Bed)
j=2,...,B-2
At distance d=B-2
_ ..B-3 B-1 3 B-1
B 0(Bl-4) = JB 0 (B+3) + NB,O (B+3) + 2 ”B l(B+3)
- B+1 B+_ B+3,,2 _ ,.B-2
= [ B ) + ) H R )17 =K B 2(F>+4)

11.119
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B-2 _ B B-1 B-1
NB,j(B+4) = NB 5= l(B+3) + NB,j+l(B+3) + NB,j(B+3)
B
+ B J(B+.s)
B+4 B+1 B+2 B+3
(G430 [Cp) + O +Cg0]
_ oB-2
= NB,B-jAZ(B+4)'
for d < B-2
B+4, B+4 c e
Ng _(B+4) = ( )(k+ .) if B=2k+d-4
v] 0 otherwise ,
At time t=B+5
at distance d=B-1l
B-1 _ oB-2 B B
NB,O(B+5) = N 0(B+4) + N (B+4) + 2 NB,l(B+4)
B+l B+2 B+3,,2 _ ,B-1
= (2750 + 207 + (1% = Ng 5 ) (B+5)
_ B B-2
B l(B+S) = B 0(B+4) + N (B+4) + NB,l(B+4)
+ B l(B+4)
= (2 (B+1) + 2(B+2 +(B+}]
B+.. B+2 B+3 B+4,. _ . B-1
B=-t _ o B-2 -2
NB,j(B+5) = NB,J (B+4) + NB J+1(B+4) + N ,J(B+4)
+ B' . (B+4)
- B+J B+1 B+2 B+3
= (j”)IZ( ) + 2( ) + B)]
_ ..B=1
= NB B-3 l(B+5)
j=2'ooo'B-3o

11.120
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At distance B-3

B-3 _ ..b-4 B-2 B-2
0(B+5) = NB,O(B+4) < NB,O(B+4) + ZNB 1(B+4)

’

- [(B+1) (B+2 B+3

B+4
B’ * (

B-3 B-4 B- 2
N Z(B+5) = N_ . B+4) + N +
B3 (B¥5) = Ny~5_ (B+4) 1 (B+4)

(B+4) + N (B+4)

B
B+5 B+1 B+2 B+3, ., ,B+4
= B-3 14 s -
= Hp . p5_g\B+5) j=1, 2,...,B-4,
for d<B-3
B+
wl s mns) = O 0 Gen) if B = 2k+d-5
B, j ;= j =
0 otherwise.

j=G6, 1, 2,..,d.
We will continue for three more time poin.s to get some
idea as to how the solution beheveswith time. We will omit
the general equations and give 7nly the results since it is

clear that the expressions become too cumbersome for easy

comprehension.

For time t=B+6

at the bcundary
B _ B+l B+2 B+3,,2 _ . B
NE. O(B+6) = [2( ) + 2( ) IRE E ))1© = NB (B+6)

B l(B+6) = [2(B+l) 3 2(B+2) . (B+3)][3(B%l) - 3(B+2)+2(}3+3

11.121
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B _ Bl-l ~ B+2 B+3 B+l B+2 .., B+5
NB,Z(B+6) = [2( ) + 2( B ) + Y1 ( + ( B )+ +{ B )]
B o 2+ 232 + E2EdH)
J B J+3
j=3, 4,...,B-3
At distance d=B-2
B+1 B+2 B+3 B+4,,2 _ ,.B-
(B+6) = [3( ) + 3¢ B ) + 2¢( B ) + ( B )1° = NB’ _2(B+6)
B-2 ~ B+l B+2 B+3 B+4
NB,l(B+6) = [3( ) + 3( B 14 2 B ) e 2 B )]
. B+1 B+2 B+5 _ oB-2
[Cg7) + (7)) +eee 4l = )] = NB,B_3(B+6)
_ ,B+6 B+l B+2 B+3 B+4,,_.B-2
B, (B+6) = (j+4) (3¢ B ) + 3( ) & 24 )l B B )]—NB,B-Z J(B+6)
J=2,ooo,B-4
At distance d=B-4
B-4 _ . B+l B+2 . B+5,,2 B-4
NB,O(B+6) = [ B ) + ( B ) + gL N B )l = NB,B—4(B+6)
-4 . BE6p o B B+2 , (B+5,;2 _ . B-4
NB,j(B+6) = (J+5)[( ) & B ) 0ok ( B )1° = NB,B-4—3(B+6)
=1, 2, /B=5
Egd<&ﬁ
B+6, B+6 v =
1]
0 otherwise.
At time t=B+7
At distance d=B-1
B+1 s+2 B+3 B+4,.2 _ . B-1
0(B+7) = [5( B ) aEE ) + 3¢ ) + ( B )] --NB,B—l(B+7)
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[5 (B+l) g 5‘B+2) n 3(B+3) P (8;4)]

(4 (B+l) + 4(B+2) + 3(B;3) e 2(B+é\ + (BES)]

B-1
Np 5o (B+7).

6 .
(2 C0 5CEh + sBE2) 4 3(BE3)4 (B,
§=1

B-

= NB, 3(B+7)
_ B+7,,. B+l B+2 B+3 B+4
=GR SR+ 5Pp2) w3 B3y 4 (B,
j=3,...,B-4
d=B-3
aBthy 4 4( %) 4 3+ 2B e 8

B-3 _
NB,O(B+7) =

tﬂtﬂ

-3 -
l(B+7) =

4

B 3 _
B J(B+7) =

4

At distance

6 .
B+j B+1 B+b
[}2&( p ) 114+ (P54

B+3)+2(B+4) (BES)]

B+7 B+l B+2 B+3 B+4 B+5
(G45) WCE+ L +3 (P +2(P N+ (PP

At d4 B-5

d _
NB j(B+7) =

4

j=2,...,B3-5

B-S

6 B+j. .2 _ B-5

(2« 37017 = HpTE (BT

j=1

;i B+j B+7 _ 6
[,4 ( 3 )](j+6) j=1, 2, , B-

J=1

B+7, B+7 X

{ 3= 1~
(0% )(k+j) if B=2k+d-7
j 0 otherwise
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At time t=B+8

at the boundary

B —
NB,B(B+8) = {5

B+3 B+4 2

B

(B+

B+8) l)+5(B+2)+3( )]

B
Ng, o

B _ B+1 B+2 B+3 B+4
NB’l(B+8) = [5( } #54¢ )+3( )+(Tp )]

B+l B+5

19 B+ Pr+e PR 43 BEh+ B3y

B+2 B+4

1+3 (%50 + (B

B Beg) = (5%t 45 )]

.[F,B+l)+5(B+2)+4(B+3)+ﬂ,B+4 Bgs)]

3 +2 (P12

NS 3 (8+8) = (}j By s Brhes PE 43 B3 & (BT

B _ (B+8)[5(B+1)+5(B+2)+3(B+3 B+4

Ng | (B+8) )+ (5]

] j=4,...,B-4,

At distance d=B-2

Ng:g(B+8) 0 (B+l)+9(B+2)+6(B+3)+3(B+4) (BES)]Z
Ng:i(8+8) = [9 (B+l) 9,B+2)+6(B+3)+3(B+4) (8;5)]
1 ‘(5 (B+l)+5(B+2)+4(B+3)+3(B+4)+2(B+5) (8;6)]
Np 5 (B+8) = (}i&(“*J))[9(B+1)+9(B§2)+6(333)+3(BE4)+(B§5)]
; Ng-g(5+8) - (B+8)[9(B+l\+9(B+2)+6,B+3)+3(B;4)+(B;5)]
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At distance d=B-4

g,g(B+8) = (5 (B+1)+5(B+2)+4(B+o)+3(B+4)+2(B+5) (526)12
_ 4B-4
= NB’B_4(B+8)
7
_ B+k B+1 B+2 B+3 B+4 B+S B+6
B l(B+8) = légi VISR )45 (g ) +4 43 (T ) +2 (g )+ 570 ]

NB-;(B+8) - (B+8)[5(B+l)+S(B+2)+4(B+3)+3(B+4)+2(B+5) (B+6

j+6 B )]

3=2 ;. . ;B=E.

At distance d< B-4

B+8 B+8

d
N. (BR+8
J()

0 otherwise.

This completes an analysis of the first eight time points

past the time to the boundary. The expressions are quite unwieldy.

However, the algorithm is clear and can compute niessage distribution

throughout the grid at any time point. We write down the general

set of equations and then indicate a "closed form" combinatorial

method tn make "sense" out of the unwieldy expressions.

The General Equations

The initial conditions for t=B are:

At time t=B: Initial Conditions

B, B o
8 () = § k) lkesy) 1f B=2ked
B,)

0 otherwise

1L, 125
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The General Equations

Cn the boundary k 21

B _ oB-1
,B(B+2k) = NB,O(B+2k—l)'

B
1. NB,O(B+2k)

B B-1 B-1
. N .(B+2k N, L~ (B+2k-1) + N_ . B+2k-1
2. Ny (B+2K) = Np~( )+ Np Sy ( )

14

j=1, 2,.0-,B_10
Note that:

B :
Ng, p-j (B42K), j=0,...,B.

B
Ng . (B+2k
B’]( )

Along the axes 0<d<B, k=1, 2,....

d+é(B+2k )+ N é(B+2k—1)

d
0(B+2k)

+ d+l(B+2k 1)

d(B+2k)

Off the axes 0<d<B, 0<j<ad

d . - 9tl d-1
NB,j(B+2k) = B (B+2k 1) + NB,J(B+2k 1)
d-1 d+
+ NB,j-l(B+2k'l) + NB (B+2k 1Y) &

At the origin:

0 = )
Ng o(B+2k) = ANp | (B+2k-1).

This completes the general equations.

A Conjecture on Solutians to the General Equation

An examination of the ccefficients of the (ng) expressions

in the first eight time points indicates that the coefficients
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are the same as the rows in the following infinite sequence of

tableaus.
51 T
j=L 2 A& 5 6 k3 1 2 3 4 5 6 7
k=1 1 i 0 1
k=2 1 1 2 1 1 1
k=3 2 2 1 3 3 3 2 1
k=4 5 5 3 1 a4 9 9 6 3 1
k=5 14 14 9 4 1 5 28 28 19 10 4 1
k=6 42 42 28 14 5 1 6 90 90 62 34 15 5 1
5] Ta
k=1 0 0 1 o 0o 0 1
2 1 1 1 1 T T |
3 4 4 3 2 1 5 5 4 3 2 1
4 14 14 10 6 3 1 20 20 15 10 6 3 1
§ 48 48 34 20 10 4 75 75 55 35 20 10 4 1
6 165 165 116 69 35 15 1 275 275 200 125 70 35 15 5 1

e ¢ U=

The tableaus through T 4 cover all the coefficients which

arise up to and including t=B+8., It is possible to give a

solution for §,.(T,) which is the jt@ element in the kP row

of the tableauT,, v=1, 2,... However, it is perhaps not
h

et

obvious how these tableaus are generated., The jt term of the

th

k- row of any tableau is obtained by summing the last (k+v-j) !
terms in the previous row. That is, the third term in the

fourth row of T, is obtained by summing the last three terms

of the third row. In mathematical form the equation for the

tableaus are:

Initial Condition Sl,j(Tv) = 0,j<u,
1,j="
0,3>v.
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k+v =2
S 1(T,) = Sy p(T,) = Z Sp-1,5 (T
j=1
k+tv-2
S.(T)=ZS (S k>1
kj v welel k,w v

It is clear that the between tableau equations are:

k,5T) = S, 5041 = Sy, 5

=)
|

(T, .50 » k>1, v=1, Z,...

(T - S (T

k,q T2} = Sk41,5(T1) k,5 T1t-

Thus, to solve these equations it suffices to give a
general formula for Sk j(Tl). The other terms can then be computed
14

recursively., It is easy to check that the solution for T1 is given

by,

Then by recursion:

[ -3 j X Zk-j+l = j_ 2k_3_l =
Sk,3M2) Tk ) T kT ) KEL 24
5=1, 2,...,k+1
_ 3 2k-3+3, , 2§ 2k-j+1
5,908 Tret T P TRy )

To apply these results we take a particular example to

conjecture:

k
B _ B+j, 12
Ny, (B+2Kk) = [;EA k3T Cp) ] , k21
K 2k-j-1, B+j, 2
= X S ) a0
i=1

11.128
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This conjecture holds for time points k=1, 2, 3, 4.

k+1
B-1 . . B+j, ,2
Np o (B+2k+1) = [j§=jl Sge1,5 (T O]

b koMl & 2

el Wi oa g

This coniecture holds for all k=1, 2, 3, and satisfies

the general equations.
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13 SUMMARY OF RESULTS OF THEORETICAL MODELS

R

1 Recall that;
? No(t) = expected number of messages rercived at the vrigin at time t.
I '
No(t) = expected number of distinct messages received at the
% origin for the first time at time t.
Eff (¢) = No 't ;
‘ — §
5 NI(t).

These symbols are in the model where there is Poisson input

at each repeater at each time point. TIn all modes;

i R

NI() = (2t 242¢41) .

IS

A. Deterministic The first model analyzed is the effect of a

single message originally at the origin at time zero. No other ;

messages ever enter the system. The prop:jation of this message

can be measured by the fcllowing turee gquantities.

1) B(+) - the number of repeaters which receive the message

e

for the ISt time at time t.

{ B(t) = 4t for t>1, B(0) = 1

2) A(t) = the number of repeaters which have received the message

by time t.
LA(t) = 2?“+2t+1. l

(t) = number of copies of the message received at time t

3, nd
1 ]
: at a rrpeater with coordinates (4,j).

11.130
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chl(t) =0 if t<a

@) = &) 3=0, 1,...,d; d=0, 1,.....,
j j

N?(d+2k+l) =0 k=0,1, 2,... ,
a _d+2k, ,a+2k _

NS a2k = (T (259 k=0, 1,.. .

The quantity N§1d+2k) can be more generally interpreted as the
number of copies of a message received at a repeater which
is at distance d and horizontal distance j from the originating
repeater, after d+2k time units.

B. Poisson Input Results

1. With no restrictions imposed on the operation of any

repeater;

N_(t) = %(4t+1_1)

NI(t) = M2tP+2es1) |

2. No Message Can Be Transmitted More Than k-Times

: 4K+l '
Eff (t) = c—pda—r

3 (2k%+2k+1)

1.60§3.400 8.3 22.4
2 3 4 § 5
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3. If the Same Message Arrives From Different Sources Only Onc

Transmission is Made

This mode of operation assumes that a repeater can compare

all messages arriving at the some time and transmit only one
copy of duplicate messages. It is inherently assumed in this
mode that there is only instantancous memory (which we may call

Ofmemory)

' o, 4t+3) (8t4.1) i
i N (28) = ) 3 ;

I

Né(Zt) = A(Bt7+4t+1)

IEEf (2t) = (4t+3)2(8t t1) A&, At

: 3(8t°+4t+1) 3

This mode produces a substantial reductiun in duplicate

traffic.

4. A.l Messages Are Transmitted in the Direction of a Fixed

Ground Station

In this mode it is assumed that repeater "knows" where the

message should be received.

l(2t2+2t+l}

HO (t) =
L
e = d
ege(0)= 25 344e-7 2t+2
\ Yo, e
2t242¢41 t

This mode is bketter than no mode, but holds little promise by

itself.

5. A Recpeater Never Transmits The Same Message More Than Once,

Except Upon Initial PReception
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In this mode a repeater has "infinite" memory but not

instantaneous memor

Y. -
N (0 = 2@ -16E-1D)
[o]
| N () = A (2t242¢8+1)

t+4
Eff (t) = 2 5 16t-11

2t7+2¢+l t

It appears that infinite memory without instant memory does
not "damp" the message flow significantly:in fact it is worse

than "directionality" in the repeater.

6. Infinite Memory Plus Instant Memory

If we combine the two modes of operation

N_(t) = A (8t2-8t-3)
N (t) = A(2t242t41)

L3N
The efiect o

combining the instant memory feature with the
instantaneous memory feature is to reduce the message flow in the
instantaneous mode by a factor of t/3 which is significant.

7. Instant Memory Plus no Message Transmitted More Than k-Times

In this mixed mode the analysis shows that all results in
the instant memory case are the same except that the flow becomes

independent of time after t> k. The inefficiency is
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CHAPTER 12

TIME AND SPACE CAPTURE IN SPREAD SPECTPUM RANDOM ACCESS

I. INTRODUCTION AND SUMMARY
When a receiving station for packet data communication is

being accessed in a random access mode, the use of spread spec-
trum communication offers the possibility of time capture. That

is, a packet may be distinguished and received correctly even if
contending packets overlap the transmission as long as the signal

strength of the zontending packets is not too great. Moreover,

if multiple receivers are available at the receiving station, spread

spectrum coding can be used to allow the reception of several dis-
tinct packets being transmitted with overlap on a single channel.
When the transmitters are widely distributed, geometric or

power capture is possible [Roberts; 1972]. With or without spread
spectrum, if a competing fignal is much weaker (further away),
than the desired signal, there is no interference. Both types of
capture can give rise to perfocrmance superior to that predicted
by a simple unslotted ALOHA model. On the other hand, power cap-
ture gives rise to bias against the more Jdistant transmitters
because the close in transmitters overpower the ones further away.
Thus, the probability g(r) of 1 successful transmission at a dis-
tance r from the station will decrease as r increases and the
number of retransmissions increase as well as delay.

The purpose of this chapter is to characterize the probability
of successful transmission as a function of:

1. distance from the receiver, r,

2% the multiplicity, M, of receivers available at
the receiving location,

3. the packet arrival rate,

12.1
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4. the time bandwidth product K (extent of spectrum
spreading),

£ the required signal to noise ratio SN of the
receivers,

6. the exponent a in the inverse power law (s/ra)
assumed for the transmission power of a transmitter
at distance r from the receiver.

The situation we consider is that of a circular field of
transmitters of radius R accessing a receivirg station in the
center with M receivers where R is the range of the receivers.
Arriving traffic is assumed to have a uniform rate per unit area
in the field and the arrivals plus retransmissions are assumed
to be Po:!sson distributed.

Particularly important for the design of a Packet Radio Sys-
tem is the analysis Of multiple receiver stations. Adding extra
receivers to the Packet Radio Station adds throughput and shortens
delay. This is a very attractive approach because the modifi-
cation is simple and is applied only at the station. No modifica-

tions are required to the terminals, the repeaters, or their

geographical location. Finally, the enhancement is applied directly
where it is needed at the station bottleneck where all the infor-
mation flow of the system must eventually pass. The simulation
results show that miltiple receivers will in fact increase perfor-
mance substantially; moreover, very few additional receivers are
required to realize most of the advantage (usually only one addi-
tional is required). For addition of receivers to be effective,
two prerequisites must be satisfied: (i) the traffic rate musc

be quite high; otherwise, the chance of several messages arriving
simultaneously will be small and (ii) the spread spectrum factor
K must be sufficiently large compared to the required signal to

noise ratio SN; otherwise, even if there are sufficient receivers
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to receive 2 number of simultaneous messages the interference
created b the messages will cause none of them to be received
correctly.

The gq(r) function derived here will also be very useful
in the location of repeaters to provide coverage for terminals.
The simplest mcdels require that each possible terminal lecation
be "covered" by some number of repeaters in order to guarantee
reliable communication. This type of model assumes a binary
characterization of transmitter-repeater communication: either
communication is possible or it is nct. The g(r) functicn could
be used to reflect the fact thav a far away receiver does nct

provide as good service as a nearby one.

In Section 2, the model and the assumptions it is based
upon are introduced. 1In Section 3, analysis is used to predict
the qualitative behavior of the gq(r) function especially with
respect to limiting values of parameters. It was found, for
example, that to a user at far distances, r+*R, the system per-
forms as in unslotted ALOHA. That is, a transmission arriving
at time to gets through if and only if no other transmission
starts in the interval [to-T, to+T] where T is a packet transmission
time. On the other hand, for r+o for the one receiver case per-

formance approximates slotted ALOHA in the sense that only packets
preceeding,to-Tststo,can interfere. Explicit bounds on the benefits
of adding multiple receivers are also given. In Section 4, simu-
lation is used to verify and extend these results. Finally, the
simulation program is documented in an Appendix.

The first analysis of the: geometric effect of capture for a
circular field of packet transw'tters accessing a receiver in a
random access mode was [Roberts; 1972]. Roberts made (among others)

the following assumptions:

1. the probability q of a packet being received
correctly for a given transmission or retransmission
is:

133
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(a) independent of distance r from the
receivers,

(b) independent of whether the transmission is
the first or a retransmission,

24 the probability of more than one contending packet
is neqligible,

3te noise is negligible compared to competing signal
strengths.

Kleinrock and Lam [1972] improved on these results by relaxing
assumption (1 b) to allow different gq's for the initial transmission
and for retransmissions. John Leung [1973] considered the same
problem where the signal pover, instead of being represented as a
deterministic inverse square of distance, had a Rayleigh distribu-
tion to represent the effects of multipath. One consequence of
this is that the receiver has unlimited range. Leung also essen-
tially assumes (1) and (2) (see in particular, eq. 7, where G(r)
is apparently assumed proportional to r; i.e., that L.ne rate of
arrivals plus retransmiecions per unit area is independent of r.

Fralick [1972] also doex an analysis of the field of terminals
situation, cxtending Roberts' results for the use of spread slotted
spectrum, including propagation delays. He assumes (1), (2), and
(3).

Abramson [1973] considers a central receiver in an infinite
field of transmitters and determines the "Sisyphus distance" RS
which is the radius beyond which thz expected number of retrans-
missions is infinite. He assumes (2) and (3). Thus, the critical
distance RS is defined by competing signals while the R we use is
defined by noise considerations. All the above models assumed
one receiver, M=l.

The model for spread spectrum reception 1s similar to those
described in [ Kaiser; 1973, p. 21, [McGuire; 1973], and [Fralick;
1973a). Fralick [1973a] considers several models of spread spectrum

12.4
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random access the one closest to ours is the one using "Synch
Preamble." 1In particular, our lower bound for g(o) is based on
his analysis of this case. Also, Fraiick pointed out an error
in normalization in Section 2 that appeared in an earlier version
of this note. For simplicity, we assume that the surface wave
devices for encoding the spread spectrum code are programable
and that the chip code varies from bit to bit in a pseudo-random
manner so that competing signals appear more nearly like noise;
this, for example, avoids many of the difficulties pointed out
by Fralick [1973]. Programmable surface wave devices are dis-
cussed in [Staples ana Claiborne; 1973]) and [LaRosa; 1973].
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2. MODEL AND ASSUMPTIONS
A central receiving station is receiving messages from an

infinite number of terminals within a radius R where R is defined
to be the range of the station; that is, the distance at which a
terminal can just be heard. The terminals send packets according
to a Poisson distribution with arrival rate density p packets per
unit time per uriit area. The principal objective is to determine
the grade of service for terminals as a function of distance from
the station. The grade of service q(r) is defined to be the pro-
bability that a message sent by a terminal at radius r from the
station will be received by the station on any one transmission
(first and subsequent retransmissions are assumed to have the
same probability of success [Kleinrock & Lam; 1972].)

Having q(r) we can also define G(r) = S(r)/q(r) to be the
arrival plus retransmission rate density at radius r where S(r)
is the arrival rate density at racius = ociven by 2nrp.

For our purposes, the receiving si=tion car. be in owue of
M+l states; o receivers busy, 1 receiver busy, ..., I receivers
busy. We will denote these states as So, Sl, 500 ( SM‘ In state
Si(i<M),i receivers are busy and one of M-i remaining 1s awaiting

a synchronization code from the beginning of some packet. If the

receiver achieves synchronization with a new packet, the receiver u
is captured (Si + Si+l) and is now busy (in a receiving state) and
remains in that state for one packet transmission time, T. The
new packet is correctly ~eceived if the total power of contending
signals does not become too high during the transmission time.

The receiver is busy for the full time T in either caze. When all
the receivers are busy, state SM’ all arriving packets are lost

until one of the receivers becomes free. We specifically ignore

the possibility of false alarms; that is, the receiver going from
free to busy on the basis of noise. Thus, a packet arriving at
time t is asstmed to be received correctly by the station if the

12.6
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following threc¢ conditions are satisfied:
1. a receiver is free at t.

2. the signal strength is sufficiently s*ronger than
ambient noise and other signals arriving in (T-t,t)
so that the receiver achieves synchronization.

35 signals &' ~iving in (t, t+T) are not strong
enough to drow: ~t the signal after synchronization
is achieved.

In our model of the receiver, we assume that a signal can
be heard if the desired signal energy is sufficiently greater
than the competing energy which consists of two elements: am-
bient noise and the other undesired signals. We are allowed
to use spectrum spreading to increase discrimination between

signal and the competing energy.

To be more specific, assume we divide each bit into a
coded sequence of K chips. Further, suppose the receiver works
by integrating the received signal correlated with the chip code.

If the integral of the signal amplitude over one chip time is

A, then, if there is correlation with the chip code, the received
energy in one bit is K2A2 = s/r® for a signal at distance r. If
the signal is uncorrelated with the chip code, the received signal
is the integral of a sum of K binomially distributed signals of
amplitude A which for K reasonably large approaches a Gaussian
distribution with mean o and variance KA2 = s/Kra. Thus, received

signals in synchronization with the receiver deliver after corre-

lation a factor of K more power than competing signals of the
; same strength which are uncorrelated with the receiver.
If we let N be the ambient noise per bit, the signal to

T T

noise energy ratio is:

s

\\ 12.7
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S_

a

r

o 2 SN (1)
1 ]
= () =) +N
K rg

which we require to be no less than SN for reliakle reception
where r, is the radius of the desired signal which is assumed to
be in synch with the receiver's chip code and Ly i # o correspond
to competing signals not in synch which effectively look like
noise added to the ambiert noise N.
The range R is determined by:
s

SN, or

{1 s 1/a
== (4 &)

The parameters we wish to study are SN, a, and K; so, by judicious

N
(2)

choice of units, we may normalize the units of power and distance,
so that s = 1 and R = 1. This results in the decision criterion:

K 1
o
r
9 > SN (3)
K
el
r° Ll
1
OfriSI = 0, L, -

See [Kaiser; 1973] foir a similar model.
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3. PRELIMINARY ANALYSIS
The exact analysis of the probability, gq(r), of a message

getting through on any given transmission from a radius r seems
most difficult; however, we can get quite a good qualitative idea
of q(r) by analysis. This analysis will be supplemented by
simulation result: in the next section.

Since the signal power is monotone decreasing with increasing
radius and the message arrivals are independent, it is clear that
g(r) is monotone non-increasing. A message being transmitted,
starting at time t from the critical radius R = 1, will be success-
ful if, and only if, there is no other transmission in the interval
(t-T, t+T) since any additional signal will prevent reception.

But this is exactly the situation for unslotted ALOHA. Thus, if
G is the rate of message arrivals and rctransmissions for the
entire circular area of R radius from the receiver:

q(r) = e 2 T, (4)

Unfortunately, we do not yet know G. Clearly from (4) and the
fact that q(r) is monotone G < G, where G  is the arrival plus
retransmission rate for an unslotted ALOHA system; i.e., Gu is
the solution of

s =g e 26T
u

where S = nRZp is the total arrival rate. We can dgeneralize (4)
somewhat. For, even if r < R =1, if r is sufficiently large,

any other transmission can prevent it from being received. Thus,
suppose we are considering a packet from r, contending with a packet

arriving from r, = R = 1, the weakest possible. The message from
r, can be heard whenever,

12'9
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or

1/a

A
-

SN
1+

On the other hand, if r, > ;, any other message is sufficient to

block reception. Therefore, we have,

q(r) = e"26T 5 o=26,T

v

(5)

for r 1.

A

r

A

As r»o, the signal power becomes infinite, so that the probability
of successful transmission depends only on whether a receiver is
free or not. For the case where M=l and with perfect time capture,
Fralick [1973a] has shown that the probability the receiver is
free is I%E' Since there isn't perfect time capture in our model,
the probability the receiver is free is greater than that. So

we have:

1
g (o) 2 16"
Given there are one or more transmissions in (t-T, t) the probability
the receiver is captured is greater than the probability that one
specific transmission, say the first in the interval, captures the

receiver which is, in turn, greater than the probability that that !
specific transmission is received which is S/G on the average.

12.10
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Thus,

g(o) = 1 - (Prob. of transmission in (t-T, t) times the
probability receiver is captured by one of the transmissions)

| <1-@-e°)2
yielding
g € alo) €1 - (1-e7¢T) 2
Tig < 9(0) < e 3 (6)

If we add additional receivers we get improved performance
for small r, but not for r ¢ r < 1. In order for additional
receivers to be helpful, there must be sufficient traffic to keep
them busy but not so much that the interference caused by non-
synchronized messages overwhelms the desired one. We first de-
termine the maximum number of receivers which can all be correctly

receiving at the same time. This clearly happens when all signals

are at the same radius and that radius approaches zero. For n

receivers at radius € with € » o, (3) has the limit

=

= 2 SN

e

Thus, we see that

Maximum number of receivers < K/SN (7)

For example, if the spread spectrum factor K were 100 and the
required signal to noise power SN were 20, then at most, five

e

receivers could be simultaneously receiving correctly. This in-
dicates that the number of repeaters which can profitably be added
is small.

orpeT—

b

3 12.11
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Another factor affecting the uvtilization of multiple receivers
is the amount of traffic in the system. Suppose the gross traffic
including retransmissions is a Poisson Process with arrival rate
G per second. Then, the number of messages being received at a
given time to is simply the messages which arrived in the interval
(to-T, T) where T is the transmission time. The probability P (k)
of k active messages is then given by the Poisson distribution:

(enk e~CT

k!

P(GT;k) = A=20,1, ... (8)

We define

k
Q(GT;k) = )} P(GT;i)
i=o

For an M-receiver system, a new arrival at r=o will be
received if less than M messages arrive in the previous T seconds
(although sometimes a receivei will be free even if M or more
arrived in the interval); thus,

a(0) 2 Q(GT, M-1).
Similarly for K+« we have
q(r) = g 2 Q(GT, M-1).
We do not know G but we can define G to be the solution of
S = G Q(GT, M-1)
in general.

yieiding the bound in the case K+» and g(o) 2

Ol
"

ol jn

l|»
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To gec an upper bound, we consider a hypothetical system
with perfect capture in which messages turn themselves off if
they do not capture a receiver. In other words, a message is
received correctly if and only if there are less than M receivers
which are in the process of correctly receiving a message. For
such a systenm,

a(r) = 3 =0 (ST, M-1)
where we assume the packets received correctly follow a Poisson
process with arrival rate S. Since messages do not turn them-
selves off, our performance is worse and for real systems we
have,

a(r) £ qQ(st, M-1) (9)

For M=l we obtain,

q(r) S ST (10)

Since a finite K will only make the system behave still worse,
(9) and (10) also hold for finite K.

It is important to note that almost ail these results depend
on the processes involved being Poisson. There are three processes
of interest the arrivals to the system, the starting times of
first transmissions and retransmissions, and the starting times
of successful transmissions. The first and third processes have
arrival rates S in equilibrium while the second process has rate
G. It is reasonable to assume the first process is Poisson, and
by being sufficiently clever with the retransmission scheme used,
the second proress can probably be made Poisson to an arbitrarily
close approximation, but there is no way the third process can be
Poisson. ror example, the probability of M+l successful receptions

12.13
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starting in an interval of length T is zero for the third process
and positive for a Poisson process. The Poisson appcoximation has
been shown to be accurate for lower traffic rates and one receiv-r
but for the high traffic rates examined here and with multiple
receivers discrepancies can be expected.

For example, safer bounds for (9) and (10) respectively

might be,
(9*) q(r) S QUST, M-1)
Q(ST, M)
and for M=1
(10') q(r) § —1—
1l + ST

In the simulations of the next section only the second process

is assumed Poisson.
Now let us summarize our knowledge. 1In general we have:

4 ’ < < <
(1) q(rl) = q(rz) for o=rl=r2=1

(ii) e-ZGuT S e-ZGT s g(r) for 0Sr31 where Gu satisfies
_ -G
S = Gue u
iid) qr) = e 2T for Tr<l where T = — i 1/a
+ —
K

(iv) q(r) = Q(ST, M-1)

where G satisfies S = GQ(GT, M-1)

(3110}

(v) qfo) 2

12.14
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(vi) gq(o) = if K+» and q(o) 2 for finite K.
1+G l1+4
(vii) qlo} £ 1 - (1-e7°T)

Finally, the maximum number of receivers which can be
correctly receiving m~2ssages at the same time is less than or
equal to K/M.
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4. A SIMULATION APPROACH
Simulation was resorted to in order to verify the relations

derived in Section III and to estimate more detailed attributes
of the system in particular to estimate G which is required for
several of the estimates in Section III. Details of the simulation
method are given in the Appendix. Ir general, the estimates of

G were quite stable, with apparent accuracies of better than 1%.

The functional form of g(r) was not as successfully simulated;
however, the simulations were consistent with the approximations
i and bounds of Section III within sampling error.

The nominal system simulated had § = .1, SN = 20, K = 100,
M =1, and a = 2; T was everywhere taken to be 1. Table 1
summarizes the systems simulated. Figures 1l - 7 are gq(r) curves
for the first seven systems simulated. Figure 8 shows the change
in g(r) obtained by adding a second receiver (Systems 2 and 10);
changes for adding more than one receiver were negligible in all
cases. Figure 9 illustrates the deperdence of G on K for fixed
S; while Figure 10 shows the relation between G and S for K = 100
and K = 1000.

12.16
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FIGURE 4.10
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5. APPENDIX: METHOD OF SIMULATION
The radius from the station (R=o0) to R=1l is divided into

ND intervals. Associated with each interval, I, is a ring of

width 1/ND and area 2 1 I/ND. Thus, each ring is assigned a weight
(proportional to radius) of arrivals in an array RDN, so that

the arrival rate in the ring is RDN(I)* SIGMA; Q(I) is the current

h

estimate of the probability a transmission from the It ring is

successful. RDL(I) is defined proporticnal to RDN(I)/Q(I), so
that the estimated arrival plus retransmission rate in the Ith
interval is RDL(I) * GAMMA, where SIGMA-S and GAMMA.G.

Initially, we take GAMMA = SIGMA and RDL = RDN. The general
step 1s to generate NS Poisson arrivals with arrival rate GAMMA.
The transmissions are assign?d radii according to the distribution
RDL and the corresponding signal powers calculated in an array S.
In an array ST, the instantaneous power is calculated for each
time at which a transmission is initiated. Finally, in an array
SMX the maximum power over the T seconds subsequent to each start
of transmission is calculated.

To calculate the number of successful transmissicns, the
transmissions are considered in order. An indicator keeps track
of how many receivers are busy. .or a given transmission, the
program first determines which interval from 1 to ND the trans-
mission originates from; if it is in the Ith for example, then
RBX(I) is bumped. Then the program makes the following tests to

sce if the transmission is successful:

1. Using the ST array, the program determines if

the receiver can hear the beginning of the transmission.
If so we go to Step 2. If not, we go on to the next
transndission.

12.28
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2 Is a receiver free? If one isn't, qo on to
the next transmission; if one is, mark the receiver
busy for the next T seconds and go on to Step 3.

3. Can the entire transmission get through without
being drowned out by subsequent competing transmissions?
This is determined using the array SMX. If this test

i5 passed, the transmission is assumed successful and

a counter SBX(I) is bumped.

after all the transmissions are processed, and improved

estimate for Q(I) given by
Q(I) = SBX(I)/RBX(I) (A.1)

is ubtained and this is repeated several times until the distri-
bution setties down. It turns out that this process was very
unstable, at least in the estimate for Q(I). The estirates for
GAMMA were quite easy to obtain and reliable, but there were rather
wide fluctuations in the Q(I) between iterations or when using
different seeds for the random number generator. The reason is
apparently because the power for originations near the origin
become unboundedly large and hence have disproportionate influence,
while the number of such events is quite small so the resulting
variance is rather large. This was ameliorated to scme extent by

using exponential smoothing; that is, replacing (A.l) with

Q(I) : = RLX * Q(I) + {(1-RLX) SBX{(I)/RBX(I) where
O < RLX < L.
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CHAPTER 13

PACKET DATA COMMUNICATIONS ON MATV AND CATV SYSTEMS: A FEASIBILITY STUDY

1. INTRODUCTION

In 1970, the ARPA network was still written about in terms
of goals to be reached.

"For many years, small groups of computers have
been interconnected in various ways. Only re-
cently, however, has the interaction of computers
and communications become an important topic in
its own right. 1In 1968, after considerable pre-

' liminary investigation and discussion, the
Advanced Research Projects Agency of the Depart-
ment of Defense (ARPA) embarked on the implemen-
tation of a new kind of nationwide computer in-
terconnection known as the ARPA Network. This
network will initially interconnect many dis-
similar computers at ten ARPA-supported research
centers with 50-kilobit common-carrier circuits.
The network may be extended to include many
ather locations and circuits of higher bandwidth.
The primary goal of the ARPA project is to
permit persons and programs at one research
center to access data and use interactively pro-
grams that exist and run in other computers of
the network. This goal may represent a major
step down the path taken by computer time-sharing,
in the sense that the computer resources of the
various research centers are thus pooled and
directly accessible to the entire community of
network participants."” [F.E. Heart, et.al., 1970]

Now these goals have been completely achieved with even
further developments largely colidified. For example, TIPS

(Terminal Interface Processors) to connect terminals to the ARPANET

i are a reality as are VDH (Very Distant Host) connections. 1In fact,
- ! in 1972 the result of the ARPA network development led to the con-

clusive statement that its performance is superior to other existing

i

methods- Extensions to persorzl hand held radio terminals, are

in the offing using a random access mode as hegun in the University
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of Hawaii. The merits of the ALOHA packet mode have been thoroughly
investigated with a conclusion:

"...packet technology is far superior to circuit

technology, even on the simplest radio transmission

level, so long as the ratio of peak bandwidth to

average bandwidth is large. Most likely, the only

feasible way to design a useful and economically

attractive personal terminal is through some type

of packet communication technology. Otherwise

one is restricted to uselessly small numbers of

terminals on one channel. This result may also

apply to many other important developments, only

to be discovered as the technology of packet

communication is further developed." [Roberts, 72]

Both as an adjunct to the interactive packet radio mode and
&s an extension of the ARPANET, this report describes the use of MATV
and CATV coaxial cable systems for local distribution of packet

data.

We first explain the need for a local distribution medium
such as an MATV and CATV System, to augment a packet radio system
in urban and suburban areas. We next investigate the properties
of the coaxial cable systems in order to evaluate their data
handling capability. To demonstrate the validity of our conclu-
sions, actual designs are discussed for the existing CATV system
in the Metropolitan Boston area. Specifications are given for
all required digital equipment, and finally, test procedures are
given. The overall conclusion of the study is that MATV and CATV
interactive packet systems would form an excellent local distri-

bution medium,
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2. THE IN-BUILDING PROBLEM

In urban areas two difficulties impede the reception of radio
signals in buildings:

1. The attenuation of signals in passing through
building walls; and

2. The reception of multipath signals due to re-
flections off buildings.

In a study of the in-building reception problem, C. H. Vandament
of Collins Radio concludes,

"...signal strength environment on a city street
will probably need to be 25 to 30 db higher than
that previously considered if direct radiation into
buildings is to be considered (i.e. no building
distribution system employing amplification).

This is quite unattractive since this implies
either excessive transmit power and/or quite

close repeater spacing." [Vandament, 1973]

Both of these problems can be av»yided while still retaining
the main idea of using ALOHA random access multiplexing. fnstead
of operating in an over-the-air broadcas*t transmission mode, data
can be sent over the existing wideband coaxial cable facilities of
master antenna (MATV) and cable television (CATV) systems. Recent
FCC rulings require that all new CATV systems have two way capability.
penetrations of 40-60% of U.S. homes is projected by the end of the
decade [Sloan, 1971]. Moreover, most of the major new office
buildings will have wide-band communication channels built in. For
example, in the New York World Trade Center, there is a system of
switched wideband comminication channels. The user can select
60KHz audio channels or 15 MHz video channels and has an individual
wideband cable connection to the central switch [Friedlander, 1972].
By 1980, "the wired city" will be close to reality.

Vandament, after considering radiation, telephone wires, power
cables, and other special wiring schemes for the in-building pro-
blem, comes to a similar conclusion regarding the merits of coaxial
cable transmission:

"...Every building will require some analysis
to determine which technique is required to
deliver a useable signal to a terminal inside.
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If the building has windows and is relatively
close to a system repeater, no special techniques
will be required. At greater distances, a
simple repeater with directional antennas
focused on specific buildings will deliver

the signals to interior users by radiation.
Buildings which are effectively shielded

must have a simple, dedicated repeater to
receive a signal and pipe it into the building
over conductors of one type or another...High
grade coaxial cables solve that problem nicely,
but this answer would probably be prohibitively
expensive for the packet radio scenario of
general distribution throughout every impor-
tant building in the U.S. ...Where such cables
exist, they do offer an attractive solution to
the in-building distribution problem."
[vandament, 1973]

In the next five sections, we will show the technical merits
of MATV systems for solution of the in-building problem and

CATV systems for local distribution in high density suburban and
urban areas. To do this, we first describe the properties of
typical modem MATV and CATV systems in Sections 3 and 4 respectively.

iR
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3. A TYPICAL MATV SYSTEM

A master antenna television system as shown in Figure 3.1 serves
a concentratiorn. of television sets such as in an apartment buiid-
ing, hotel, or motel. The main purpose of the MATV system, as

CH.3 CH.S CH.10 e
OO\

="

4-WAY HYBRID

USED AS A COMBINER

PREANPLIFIER

AMPLIFIER

SPLITIER =

|

w\—’
UP TO 100 OUTLETS

Figure 3.1 Typical Hotel or Apartment Building MATV System

shown in Figures 3.2, 3.3, 3.4, is tc provide a usable signal to
a large number of television sets fed by a local distribution net-
work.

A number of television sets connected to the same antenna
system without a signal amplifier would not provide any of the sets
with a strong enough signal te produce good pictures. An all-channel
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Figure 3.2 Typical Motel MATV System

e

AMPLIFIER

i_lff

—

! 300~ OHM
TWIN (EAD

-]l

] ) &&}

L AN

Figure 3.3 Typical Home MATV S’stem

master antenna amplifier is connected to one antenna (sometimes
more) which provides across-the-band amplification of all tele-
vision signals in the VHF band and the f-m broadcast band.

Some MATV systems employ more than one amplifier. A separate
single-channel amplifier may be used as shown in Figure 3.5, to
provide greater amplification of a single channel. Generally,

a separate antenna is used with a single-channel amplifier.

13..6

i PR p—




Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 Page 96 of 251
Network Analysis Corporation

o
s

GARDEN APARTMENTS, 3-FAMILY HGMES, ETC,

Iawericier] |

L__ [

—y

300 =OHM
DB TWIN LEAD

E-11 1=

el YTy A 14

ﬁ
e

Figure 3.4 MATV System for Muu‘iple Dwelling

For reception of UHF television stations, a UHF-to-VHF
translator is required.

BROADBAND SINGLL

CHANZEL
AMPLIFIER AMPLIFIER

4

2 v
CONTROL

COUPLER

TO LISTRIBUTION
NETWORK

Figure 3.5

Use of Single Channel and Broadband Amplifiers for
Receiving Distant Stations

For MATV systems with more than 100 outlets, further am-
plification may be required, and in a large office building

cascades of two or three amplifiers might be expected. Never-~
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theless, compared to CATV systems - to be described in the next
section - modern MATV systems are relatively uncomplicated media
for data transmission. Signal to noise ratios of better than

43 db are reasonable; there are few environmental problems, since
the system is i - oors; there is minimal temperature variation;
and amplifier cascades are low since the wide band capabilities
of 0.5 inch coaxial cable are used. In a CATV system, the signal
at the building is received from a cable distribution system
rather than frowm antennas. However, the in-building part of the
system is essentially unchanged from that used for an MATV system.
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4. A TYPICAL CATV SYSTEM

CATV systems are an historical outgrowth of MATV and com-
munlty antenna telesvision systems. CATV systems perform roughly
the same function for an entire town that a MATV system performs
for a building, namely the distribution of TV singals to many
terminals from a central reception area. Although the basic
engineering strategies are the same for MATV and CATV systems,
the CATV system is different in one crucial aspect; since it is
larger, as many as thirty amplifiers may have to be cascaded to
deliver a TV signal to the most distant terminal in the system.
Therefore, the system design requirements are stringent; wvery high
quality amplifiers and off the air reception equipment are essentiai.
In order to motivate our proposal of data options and techniques
-or CATV systems, a detailed description of these systems is in
order.

CATV systems in the U.S.A. are almost universally tree
structured networks of coaxial cabl=ss installed for the distribu-
tion of broadcast type television signals from a central receiving
station, called the "head end," to home type television receivers.

Dif ferent television signals, which may be received at a central

site or relayed over long distances by microwave systems, are
processed at the head end and frequency division multiplexed onto
coaxial cable for distribution. Coaxial cables now in use are
universally 75 ohm inpedance types, usually of seamless aluminum
sheathed construction, foam polyethylene dielectric, and solid

copper or coppar clad aluminum center conductor. The coaxial cables
range in size from 0.75 inch outer diameter for "main trunk cables,"
through 0.5 inch size down to a 0.412 inch size for “local distri-
bution." The service drop lines tu the houses are usually flexible
cables of about 0.25 inch diameter. The useful frequency range in-
cludes the VHF television band, 54-~216 MHz, and broadband transistor-
ized amplifiers are installed with equalizers to compensate for cable

losses. Practical systems are aligned to be unity gain networks
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with amplifiers spaced about 20 db at the highest transmitted
frequency.

Cable losses range from about 1 db/100' at 220 MHz for the
0.75 inch size cable to about 5 db/100' for the flexible service
drop cables. Power division at multiple cable junctions and taps
into subscribers' homes are accomplished through hybrid and direc-
tional couplers. All system components are carefully matched to
75 ohms to minimize internal signal reflections within the system.

System amplifiers are subject to rigorous linearity specifi-
cations. Amplifier overloads manifest themselves as cross-modula-
tions between chenr~ls and as undesired second and third order
intermodulation and harmonic products. Amplifier operating levels
are bounded on the lower side by system signal to noise ratio ob-
jectives which are about 40 db over a 4 MHz band for reasonable
acceptable performance as a television distribution system. A
typical system will have amplifier inputs at about +10 dbmv and
outputs at abouc +30 dbmv. System operating levels are controlled
by automatic gain control circuits driven by pilot carriers and

thermal compensation devices.

More recent cable systems have been built using a "hub"
principal in which tree structured networks originate from a number
of "hubs" throughout the community serviced (see Figure 4.1). The
"hubs" may contain equipment for more elaborate control of signal
levels and it may be possible to perform some special switching
functions such as the interconnection of sub-trunks for special
purposes.

hub

i

Figure 4.1 Hub System
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Two-Way CATV Configurations:

FCC regulations now require that new CATV systems must have
two-way capability. Practically speaking, this does not mean that
all new systems are two-way systems, but rather that amplifier
units are installed with forward amplifier modules in place and with
distances between amplifiers constrained so that at some future date
reverse amplifier modules can be installed for two-way operation.
However, a number of actual fullytwo-way systems are presently being
built and the number is increasing rapidly. Most present two-way
systems use the configuration in Figure 4.2. Filters at each end
of the station separate low (L) and high (H) frequencies an¢ direct
them to amplifiers usually referred to as "downstream" from the
head end and "upstream" toward the head end.

A number of possible "two-way" configurations are shown in
Figures 4.2, 4.3, and 4.4 [Jerrold, 19711. The final choice between
single cable/two-way, multi-cable ‘two-way, and multi-cable without
two-way filters will probably be made on the basis of marketing
opportunities for special services.

There are no government regulations '.s to minimum specifica-
tions for a system. Hence, we will base cur discussion on the
characteristics of a repr:-entative two-way system, the Boston
complex. This system is being built in about 10 stages, one nf
which is already installed and the final phase of which is to be
completed within a year. At its completion, Boston will be one of
the largest systems in existence in the U.S. The Boston system uses
the "feederbacker" configuration shown in Figure 4.4 with the fre-

quencies assigned to the upstream and downstrzam paths specifically
indicated.

Data transmission on CATV systems will generally have to be
fitted into space not being used to TV channels or for pilot fre-
gquencies. Hence, it is best to first describe the frequency allo-

cation for video signals. TV channels are allocated six Megahertz
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FIGURE 4.2

FIGURE 4.3 Two-way CATV Repeater (with feeders).
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FIGURE 4.4 Dual Trunk/Single Feeder Station (Boston Configuration)
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bandwiths. Broadcasted TV chann:zls are in the Lo-VHF ranage 54
MHz-88MHz, the Hi-VHF range 174 MHz2-216 MHz, and the UHF range
470 MHz-890MHz. The TV frequency allocations on :able are
different. They partition the 54-3C0 MHzspectrum a- follcws:

Svb-VHF 5-5. ¥Hz
Lo-VHF 54-88 MHz
Mid-band 88-174 MHz
Hi-VHF 174-216 MHz

Super-band 216-300 MHz

There is still discussion going on as to whether the mid-band
cshould be used within a cable system because of danger of interfer-
ence to aircraft navigation in case of signal leakage out of the
cable. Data might be squeezed into bands not used by TV signals.
Some space is available below Channel 2 at 48-54 MHz. The space
between Channel 4 and Channel 5 (72-76 Mhz) might be used for low
level data signals. High signal levels in this area could cause
harmful picture interference on some TV sets.

A more likely situa*ion is that two 6 MHz video channels - one
upstream and cne downstream - would be set aside for datz trans-
mission. The simple fact is that 2] to 30 chann2ls are available cn
a single cable system and 42 to 60 channels on a dual cable system.

These channels have not all yet been pre-empted by v.leo transmissioan.
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5. DATA OPTIONS ON MATV AND CATV SYSTEMS

Pased on the details of MATV and CATV systems, we can demon-
strate the merits of in-building and local distribution on MATV and
CATV systems and describe detailed data options for experimentation
and practical implementatior..

Most two-way systems are being developed with an upstream
channel designed to permit input from virtually any location in
tihe network. The result is a large number of noise sources being
fed upstream toward a common source. Individual cable television
amplifiers usually have a noise figure of about 10db for a 6 MHz
channel. Cascading amplifiers can increase effective system noise
figure by 30db or more. Nevertheless, we shall see that gystem
specifications on signal-to-noise ratio for CATV systems are
stringent enough so that packets can be sent with existing analog
repeaters, and no digital repeaters, such that bit rate error
probabilities are regligib.e,.

For example, in Boston the worst signal-to-thermal noise ratio
is limited to 43db and the worst cross-modulation to signal ratio
is limited to -47db. System operators may want to limit data
channel carriers to a level of 10 to 20db below TV operating
levels in order to minimize additional loading due to the data
channel carriers [Switzer, 1972]. The cable operator, at least
for the time being, :s making his living by providing a maXimum
number of downstream television channels and will accept data
channels only on a non-interfering basis.

Accepting these restrictions, in the worst case, we would be
limited to 23db signal to thermal noise ratio and ~27db cross-
modulation to signal ratio. Let us consider both of these sets
or restrictions to determine the resulting CATV system performance
for random access packet transmission.

Firom the calculations in Appendix A, we hate the error rates
shown in Tabl= 5.1. The calculations are performed for a FSK
system with incoherent detection to determine a lower bound for

system performance.
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ERROR RATES FOR FSK

System Type of T
Labe). | Specification | (Ne/S) | (S/N.) | m Pe
A Boston Specs. -47db | 43db | 2 me‘5'148>\, 1/2 x 10-2-239
-571 -248
B Boston Specs. -47db 43db | 4 |34e X 3/4 x10
c | Boston Specs. | -47db { 43db | 8 |7/8e 1%y 7/8x107%°
Boston Specs. 2 =51 =22
-27db 23db 1l 22 0
D - degraded by /2le 2 es
20db

It is well known that for effecti- signal-to-noise ratios
above 20db there is a threshold effect for error probabilities.
This is born out by the negligible error rates in Table 5.1. Even
for the degraded specifications the error rate is low enough for
the most stringent practical data requirements.

At a rate of 10® pulses/second the FSK signal will occupy the
6MHz bandwidth [Switzer, 1972] with negligible intermodulation into
TV channels [Schwartz et al., 1966].

In Figure 5.1 we plot the maximum number of active terminals
for the systems in Table 5.1 as calculated in Appendix B. The

curves labeled A,B,C, and D correspond to the slotted systems in

Table 5.1 labe? ' B,C, and D. The lines labeled A',B',C', and
D', are for t. - .~sponding unslotted systems.
We can now . :...ne Figure 5.1 to determine system performance

under some typical data transmission requirements. For a data rate
of 40 bits/second per terminals, a single trunk can handle 900 ter-
minals with a slotted ALOHA system (1 Megabit/sec) with an error

rate of 10'-22
average number of TV sets per trunk in Boston is approximately

at a signal to noise ratio degraded by 20db. The
27,000. Hence, the simplest modulctinn scheme will handle cre thiid

of all terminals in Boston as active terminals. At 100Kbits/second,
tne system will handle 900 active terminals.
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We will also consider the introduction of a number of basic data
processing options into the CATV system in order to make our data
transmission system adaptable to a variety of traffic requirements
while satisfying the system constraints,

We will use the terminology of the cable TV industry in des-
cribing the direciton of signal flow. Signals traveling from the
head end toward terminals will be said to be directed in the "for-
ward" direction on a "forward" link and signals traveling from
terminals toward the head end will be said to be directed in a
"reverse" direction on a "reverse" link. A convenient synorym £ux
"forward" will be "downstream", and for "reverse", will be ‘up-
stream”". To install the device to be described ir. the forwcrd and
reverse channels simple diplex and triplex filters can be used. More
detailed specifications for the filters and the data devices are given

in Appendix E.
CARRIER FREQUENCY CONVERSION:

In the simplest version of a data system, two carrier frequericies

are used; one for forward transmission from the head end to the termin~
als, and one for reverse transmission from the terminals to head end.

Let us call these angqular frequencies We and W, respectively. The next
simplest option is to use frequency converters at a small selected set

of points in the system. 1In the forward direction, the converter con-

verts from w'f to we and in the reverse direction, it converts from w

to w'r. The net result is that the terminals still receive and transmit

at the frequencies We and Wy However, in the trunk between the con-

verters and the head end, there are four frequencies in use, w , w'_,
r

r
wf and w'f so that in these trunks twice the traffic can he handled.

The converter and the other devices to he described in this
section are shown schematically in Figqure 5.2.
The advantages of this scheme are:
a) All terminals ar= identical.

b) The converters also act as digital repeaters to
reshape signals.

c) The capacity of the system is increased since two
channels are available in each direction.
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ROUTING:

In the interactive packet system, there is no requirement for
routing since the basic premise is that all receivers listen to all
messages that reach them and merely select the ones addressed to
them. Nevertheless, we will consider the addition of some primitive
low cost routing schemes to study their effect on system capacity.

In the central transmission mode there is routing needed in
the reverse direction since all messages reach the head end along the
unique paths from the originating terminal. 1In the forward direction
the signals at frequency w'f are blocked by filters at the converters
and yields a simple form of routing.

In fact, av any section of trunk not requiring signals at '
filters ca- be (3dded to block w'f. Adding these filters does not

3

increase system capacity but may be useful if the frequency w'f can
be used for local signaling when not being used for data transmission.
At any junction containing a converter, digital routers must

be added to send messag2s at we down the trunk to which they are

addressed rather than all trunks. Such a router may be added at any

other point in the system as well. This is called "forward routing"

and can increase syste capacity. Forward routing requires a digital
router which can read and interpret message addresses.

Let us now consider these system options in the presence of
local traffic. The option of frequency conversion is unaffected
and performgin exactly the same manner as in the central transmission
mode. However, an extra routing option is available for local trans-

mission. In particular, if two terminals are on the same trunk, then

the message between them can be intercepted and routed at a routing

station rather than travel all the way to the head end. Such routing

is_called "local routing". Local routing reduces the traffic on the

main trunk.
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COMPRESSION:
As the next more complicated option, the data rate as well as

the carrier frequency is changed at a converter, 1.e., a com-
pressor can be used. The advantages of this arrangement are:

A. All terminals operate at low data rate.

B. On heavily used lines near the head end a higher
data rate, say one megabit/second, can he used to
increase the number of potential active users or
decrease the delay.

C. Even though a section of the trunk can carry high
data rate traffic at carrier frequencies w'r anand w'f

other users can still use the system at the low data
rates at W and Wee Thus, the number of compressors

required is smali.

D. At the low data rate, signal distcrtion is kept to
! a minimum,

CONCENTRATION:
| Finally, the compressor at junctions may be replaced by a
concentrator. That is, messages arriving simultaneously on two

or more links in the reverse direciton are buffered and sent out
sequentially at the higher data rate. This essentially makes the
system downstream from the concentrator appear to operate at the
higher data rate and hence increases the system capacity even further.
With the use of converters, compressors , concentrators and
routers, we have a highly flexible interactive packet data system
which obviously meets most of the system requirements of capatibility
with the CATV system, the packet radio system and the population.
In particular, the system has the following characteristics:

A, The number of active users that may have access to the
system can be readily controlled by varying the number of
converters, compressors , concentrators and routers.

4 B. The transmission rates at every terminal are at the
« low data rate of 100 kilobits/second,

C. Terminal equipment is inexpensive because modulation
takes place at the low data rate.

y D. All terminals receive and transmit at the same fregquencies
and data rates.
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FREQUENCY DIVISIOK MULTIPLEXING:

In case the data rate is limited by the head end mini-computer,

an available option is to frequency division multiplex several
100Kbits/sec. channels,each of which is processed by a separate head
end mini-computer.

The assignment of these options in an optimal fashion requires
detailed expressions for the traffic in the links. Formulae for the
traffic are given in Appendix C and are used to give an augmented
design for the Boston system in Appendix D.

S e Rt
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6. FUNCTION OF EXPERIMENTAL DIGITAL SYSTEM DESIGN

The previous considerations indicate the desirahility of
developing a system of MATV and/or CATV lines for inter- and
intrabuilding comrunication to and from packet data terminals.
A picture of the system is shown in Figure 6.1.

In order to communicate through the cable system, each
terminal will be connected to an interface and modem. A minicom-
puter will be connected to the cable system at its head end by
means of a similar modem and modem-to-computer inter face. The

minicomputer is used as a test device to:

A. Receive and generate basic traffic to establish the

viability of the system configuration.

B. Provide message loading to determine limits of system

performance.

C. Demonstrate the functional capabilities required for

the head end processor.

D. Determine the performance required to communicate with

external facilities.
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3.
2 Z
TERMINAL COMPUTER
MATV or LE
O TV CABLE MODEM "\/\/CA{/ CABLE MODEM ™ TV
INTERFACE CATV SYSTEM INTERFACE
SPECIAL TEST
INTERFACE TO MINIOOMPUTER
EXTERNAL
FACILITIES HEAD END

FIGURE 6.1 SYSTEM DIAGRAM
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7. SYSTEM CONSTRAINTS

In specifying hardware, a dominant consideration ic the fact
that the interactive packet cable transmission system must inter-
face with a CATV system and a packet radio transmission system, among
others, and an existing population of unsophisticated users. Thus,
any hardware innovation must satisfy the following three classes
of system constraints.

Interface With CATV System:

Two Way Options:

The data transmission system must be readily adaptable to a

wide variety of existing CATV system designs and two-way options.

Data Rates:

The data signals must not cause visible interference with

video signals.

Installation:

If auxiliary data equipment is to be added to the CATV system, ‘

it must satisfy the following requirements:

e It can be installed with only minor changes
in the CATV system.

e It need be installed in only a small number
of locations.

e It can be installed rapidly in early hours of
the mornirg to prevent interference with TV
| service.

Low Cost:

To maximize the marginal utility of data djistribution over
the CATV system, any equipment introduced must lie inexpensive.
Depending upon the data rates and bandwidths involved, the radio
and CATV systems can be arranged to share sone modules, at the

ﬁ baseband or IF frequency range.
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Intertace With Population:

Population Density Variations:

Standard transmission configuration options must be avail-
able for systems of various sizes, population densities and percent
of active users. Because of the huge number of potential users,
all terminal equipment must be simple and inexpensive.

Unsophisticated Users:

To minimize user interaction with the system operating mode,
all terminal equipment must be the same for each location; it must
use the same frequencies and data rstes; and it must have no op-
tions for equipment modification by the user.
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8. COMPONERTS OF EXPERIMENTAL SYSTEM

With the overall system plan described in Section 6 and the
specifications described in Section 7, we can now develop a de-
f.ailed description of each system corwoanent. These components
are examined in depth since the system under consideration must
be compatible with both CA7¢ and data transmission technologies.
Systems similar to the one propos=d have never been designed or
built. Hence, major system components must be designed to esta-
blish the difficulty of meeting technical requirements and to
ultimately establish a cost for each component.

A fature report will study in detail the cost/performance
tradeoffs of this system versus other lccal transmission methods
involving other technologies such as packet radio, puiled multi-

drop lines, dial up, and other communication techniques.
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8.1 MATV AND CATV SY¥=,MS

The digital MATV and CATV study should be carried out in

two phases.

Phase one will develop data transmission techniques

for a locally built MATV system. In the second phase, this tech-

nology will be transferred tc an existing CATV system. The

advantages ¢l this mode of operation are the following:

The MATV system will be local and hence
there would be no initial problems of
equipment transportation.

There are no initial restrictions on TV
interference or picture quality.

There are no initial restrictions on
carrier frequency or bandwidth.

The initial system can be varied in
structure and performance to approxi-
mate the degradation in any CATV
system,

A final advantage of performing the
tests on high quality, well built MATV
system is that it would completely

prove out the viability of using MATV
systems to solve the in-building dis-
tribution problem. Although MATV equip-
ment is generally poorer quality than
CATV systems, there should be only minor
technical problems with the local MATV
system since cascades are low and envir-
onmental conditions are good. The local
system will also provide a standard to
which older, poorly built MATV systems
must be raised for data transmission
capabilities.

The MATV system should meet the following specifications:

The system will have a separate antenna
and pre-amplifier for each channel, so

the levels for each channel can be con-
trolled independently.
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® All available off-the-air channels will
be received.

® The system will cover the full VHF and
UHF range.

® The head end amplifiers will be driven
at full output capability of about
55 dbmV in oraer to test significant
noise and cros:c modulation figures.

® The system will be two-way so that at
any tap a signal modulated by digital
data can be inserted and received at
any other tap. This will be done by
feeding the signal bact to the head end
and redistributing it :hrough an ampli-
fier after conversion.

@ The system will contain at least one
extender amplifier on a leg of at least
1500 feet to simulate paths in a large
building.
® The system will contain converters so
that signals can be converted from a
sub-VHF channel to a mid band channel.
A block diagram for the system is shown in Figure 8.1.1 and
a bill of materials using Jerrold equipment is given in Table 8.1.1.
Once the equipment and techniques are perfected for the MATV
data system, they must be tested and modified under environmental
operating conditions on an actual CATV system. CATV systems use
much higher quality equipment than do MATV systems, but have much
longer cascades. Since the test CATV system should be an operating
system, there will be certain restrictions on test operations.
The requirements on the data transmission are as follows:
® The data signal bandwidth be limited to
an available 6 MHZ TV channel. The
placement of the signal is still being
investigated. If operation were to be

at 70 MHZ, the 4 MHZ guard band between
70 and 74 MHZ could be used.

13.28
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® The data signal must not yield visible
interference with TV service. A reason-
able guarantee is achieved if the data
signal is kept 20 db below the video
transmission.
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QUANTITY

MATV SYSTEM BILL OF MATERIALS

JERROLD CATALOG NUMBER

4

(LS IR G, B - BV Y, |

(-
[ B o B o S T S I B 2L B OSTR ¥ ) B =]

W
[l *]

4000 ft.

J-Series
J-Series
J-275

TPR

TPR (1443,
PPS-8A
THPM

UcCa

TLB-2
THB-2
SCON-Sub-V
1597

15928
LHS-76
FCO-320
.’C047
1596A
UT-82
SPS-30/60A
SLE-300-2w
JA-500-cc-J

DESCRIPTION
Lo band VHF antenna
Hi ‘band VHF antenna
UHF antenna

VHF preamplifiers

UHF preamplifier

preamplifier power supply

VHF amplifier

UF amplifier

trap filter

trap filter

subchannel to VHF converter
four-way solitter, UHF/VHF
two-way splitter, VHF

VHF multiplexer

UHF/VHF multiplexer
subchannel - VHF, multiplexer
two-way splitter, VHF/UHF
Subscriber taps

power supply

rack and miscellaneous hardware
CATV exterder amplifier

5 inch coaxial cable

TABLE 8.1.1

13531
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8.2 TERMINAL INTERFACE

A. The interface can use a non-slotted ALOHA random
access mode. The first transmission, as well as subsequent

retransmissions, will be randomized over time.

B. The interface will transmit and receive data to a
suitable modem at a rate of 100K or 1M bits per second. Data will
be supplied to and received from the modem in bit serial form.

The interface will be able to provide crystal controlled clock
signals to the modem or utilize moaem provided clock signals along

with modem data.

C. The interface will provide and receive data for the
interactive terminal at the rate required by the particular ter-
minal. The :xact rate chosen will be selected from the rates given
below by means of simple plug changes or terminal block jumper
wiring at the interface unit. The data rates possible are:

110 bits per second
134.5 bits per second
150 bits per second
300 bits per second
600 bits per second
1200 bits per second
2400 bits per second

The terminal input and output rates shall be independently selec-
table. 1In addition, it should be possible to control the transfer
of data to and from the terminal by means of an externally supplied
clock signal(s) which is below 2400 bits per second.

D. The interface shall be capable of receiving or trans-
mitting 5, 6, 7, and 8 bit characters. The number of bits per
character shall be selectable independently for transmitter and
receiver by means of plugs or jumper straps within the interface.

13.32
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E. The interface shall be capable of transparently receiving
or transmitting all bits included in each character, including a

parity bit, independent.y for transmitter and receiver.

F. The following formats will be used for the TV/Terminal
system:
1, Data Packets

HEADER 'L TEXT CHECKSUM

2. Acknowledge Packets

HEADER CHECKSUM

The format within the header will be as follows:

MESSAGE TERMINAL

DEST. I.D. SOURCE I.D. CONTROL CODES NUMBER RCVR RATE

40 bits 40 bits 8 bits 4 bits 4 bits

The field sizes are chosen to allow expansion to a reasonable num-
ber of terminal interfaces on a given TV system, and to provide

sufficient control codes for system operation.

There are three possible means of identifying source and des-
tination in the TV/Terminal Inter‘ace.

A. "Log in" to the interface via the terminal and establish
the ID codes which the interface then uses in <ach header.

B. Use short, hard wired (or switch selectable) interface
ID codes for header information. The user of the terminal
"logs in" to the head end to identify fully.

C. Use fuli switch selectable ID codes on the interface
into which the user sets his ID number. A likely choice is
a Social Security number of 9 4-bit digits. No further
identification of the user is required to the head end.

The first alternative is unattractive hecause the implementation
of a dialogue capability between the terminal and the interface will
be more costly and complicated than is warranted. A hardware design

which allows (C), also allows (B) as an alternate later on with only
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software changes while the reverse is not true. For this reason,
the initial test interfaces will he built to allow insertion of a
36 bit (9 4-bit digits) ID code for source and destination. If at
a later date it is desired to use a log in procedure at the head

end, the switches will be used to set in a smaller interface ID

code.

Since there are boundaries at 8 and 16 bits due tc most mini-
computers which might be used at the head end of the CATV/MATV cystems,
initial choice of 40 bit fields for both source and destination ID's
is recommended. An 8 bit control code field should also be adequate.
The control coZe field will contain information such as message ID
and acknowledge bits. The total header lenath is then 96 hits or six
16 bit words.

G. The following description of the proposed operation of the
transmitter section cf the TV/Terminal interface assumes that the
terminal has not been operated with the interface prior *o this operation.

e The switches, jumpers, and plugs on or in the interface
should be set to conform to the parameters of the terminals.
This includes input and output data rates, character size, and

interfacing conventions such as EIA, current loop, etc.

2. The initial parameters which are required for
operation with a given head end computer are set in via
switches, plugs, or jumpers. These parameters include
source and destiration I.D. codes and special escape
characters which, upon receipt by the interface, cause
initiation of various functions (if any). As an example,
the character sequence which, when received from the
terminal, causes the interface to initiate message trans-

mission 1is one such parameter.

3. The terminal should be connected to the inter-
face and modem, and A.C. power should be applied to all

units.

13.34
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4. The terminal operatcr should compose the first
message and enter it on the terminal keyboard. The inter-
face will accept and buffer the message up to a maximum
number of characters. For interactive terminals, the
maximum number of chavracters will be 125, the maximum
line length. Depending on the terminal type and mode of
operation, the interface might provide data character
echoing to indicate correct message receipt to the
terminal operator.

5. Upon receipt of the escape character sequence

frem the terminal (line terminator such as carriage re-

turn, line feed, or a similar sequence), or upon filling
of the interface buffer, a transmission would be initiated
from the interface, and the message would be transmitted
at 100K or 1M bits per second. Upon transmission of the
message, a timer would be started to time out the reception
of an acknowledgement from the message destination.

The timer will serve two functions: (a) time out the

reception of an acknowledgement (of the transmitted message)
from the head end for retransmission by the terminal inter-
face, and (b) randomize the starting time for the retrans-
mission. The fixed minimum delay before acknowledgement
should be slightly greater than 14 milliseconds. The

exact number will be chosen later and will reflect the ease
of generation of the hardware,and be based on a multiple

of an available clock rate.

The random interval of delay with respect to the

starting time for the retransmission will vary from
0 to ® 5 full packet intervals (0 to * 64 milliseconds)
with an exact choice determined in the same manner as

for the fixed interval. The maximum random interval

ﬁ"‘ . . .
F will be divided into 1/2 millisecond sub-intervals as
‘ the various transmission starting times, corresponding

to 128 possible starting delays. If the timer runs out

= PO
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without the reception ot an acknowledgement, the message
is retransmitted. The transmitter retransmits a message
N times, where N is selected between 0 and 15 by means
of jumpers or a switch in the interface. If, after N
retransmissions, no acknowledgement has been received,
an indicator will be activated to nctify the terminal
operator of failure to communicate with the head end
computer.

There will be a "Packet Acknowledged" light on the
interface which allows the terminal operator to know if
the packet he last sent has been acknowledged and tells
him when he can start to send the next packet. In the
case of an unacknowledged packet, the interface will
refuse any new data from the terminal, and that state
may be cleared by pressing a "reset" button on the inter-

face.

6. As soon as an acknowledgement is received, the
local copy of the transmitted message may be released
and a new message accepted from the terminal for trans-
mission. With this type of operation, only one message
may be handed at a given time by the interface. Once a
given message has been accepted for transmission by an
interface, the terminal user must wait until either the
message is sent and acknowledged or the message is

cleared by the interface reset button.

7. A preliminary flow chart for operation of the
transmitter is shown in Figure 8.2.1.

H. The description of the proposed operation of the receiver
seccicn of the TV/Terminal interface assumes that the terminal has

not been operated with the interface prior to this operation.

1. The parameters of the terminal should be
set into the interface as in steps Gl, G2, and G3
above.

13.36
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2. Upon detection of modulation on the TV
channel, the raw digital data will be passed through
the receiver and bit and character synchronization
will be obtained.

3. The header will be inspected to see for
which terminal the message is destined. If the message
is not for this terminal, it will be ignored.

4. If the message is destined for this terminal,
the checksum will be checked to insure that the message
is error free. If there are errors, the message will

be ignored.

§. 1If the checksum is valid, the header will be
inspected to see if the message indicates an acknowledge-
ment or other control function. If so, appropriate action
will be taken. For example, if the message is an acknow-
ledgement, the transmitter will be notified to drop the
copy of the last message sent and will be able to accept

a new message.

6. The message text will be received and stored in
a buffer in the interface, and if an acknowledgement is

required, the interface will transmit one to the message

13.37
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source. The interface will sense when the terminal is
turned off, using the Data Terminal Ready (DTR) signal
and will reject all packets received for that terminal
during terminal power off conditions. The head end will
not send messages to the same terminal interface without

waiting a fixed "safety" period. The duration of this
safety period will be determined at the head end by the
specific terminal receiver data rate information which
is a part of the header of all packets which originate
from that terminal interface. The acknowledgemewt from
the terminal interface will be sent to the head ead
simultaneously with the sending of the message from the

interface to the terminal.

7. The number of the most -ecently received message
will be storcd in the interface logic to allow detection

of duplicate messages.

8. A preliminary flow chart of the operation of the

receiver is shown in Figure 8.2.2.

I. A Cyclic Redundant Code (CRC) checksum will be employed on
the data for error control in the TV/Terminal system. The check-

sum for the messa.c text will be chosen to provide adeguxce undetected

error probability uader channel conditions which are expected to be
encountered in the TV system. The analysis and experience of the
Packet Radio and ALOHA systems will be used to pick the best checksum.
Fos hardware estimates, assume thx* the ARPANET type of 24 hit CRC

will be used in the TV/Terminal interface.
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E):

strizal Specifications

A. The interface shall be capable of being configured to
match & wide variety of terminal requirements. This flexibility
shall be provided either by having a set of the various possible
circuits required in each interface and selecting the pruper form
by jumpers of plugs, by having a set of sub-modules whicn can be
interchanged in a given interface to adoj.t to a particular termin-
al's requirements, or, ideally (but possibly quite difficult), by
having a single "universal" type of interface circuit which can
be easily adapted to each terminal requirement. The types of

requirements which can be expected are:

1. TTY (Current loop @ 20ma or 60ma)

2. EIA-RS-232 (Either full or partial depending
on the terminal)

3. CCITT (Either full or partial depending on
the terminal)

4. MIL STD 188B

5. Standard low level Signaling Interface
6. Specials

In all cases, the interface circuits should prevent or minimize
damage to either the interface or to the terminal under conditions
of short circuit, open circuit, or voltage or current transients.
State-of-the-art isolation techniques will be used, including op-

tically-coupled interface circuits and protective diodes on sensi-
tive elements.

B. The interface will be designed to match the choice of
modem. The same isolation and protective features used in the
connection of the interface to the terminal will be included in the
circuits which connect the interface to the modem.

C. The power supply and interface circuits will be housed
together. Input power requirements are:
1. 110 volts A.C.
2. 60 Hz, single phase

3. Estimated input power required less than
100 watts
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The power supplies will provide suitable voltages and currents for
the operation of all circuits and modules within the interface.
Standard modular off-the-shelf supplies will be used whenever possi-
ble. The interface will have a master power switch, power-on indi-
cator, adequate protective fusing, transmission and reception status

indicators, and a reset button.

D. The logical design of the interface will be realized using
standard integrated circuits and components. The possible use of
Large Scale Integration (LSI) logic modules, such as a microcomputers
and Read Only Memory (ROM), will be investigated. The characteristics
of available micrccomputers will he carefully studied and a choice will
be made based on the TV/Terminal interface requirements. At a later
date, for reasons of improved microcomputer components or desired
compatibility with other packet systems, a different microcomputer can
be selected and programmed to perform the same functions without major
hardware changes. The project will result in a reliable, cost effec-
tive inierface with sufficient flexibility to allow reasonable system

modifications during testing.
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Mechanical Specifications

A. The interface will be packaged in an enclosure which
is capable of standing alone. The estimated size of the interface
is approximately 19" wide, 20" deep, and 5" high. The interface
will have a 6' power cord and suitable connectors or terminal
strips to match the connections to the terminals and modem with
which the interface will operate. Sound construction practice will
be used throughout with an emphasis on ease of assembly and main-
tenance along with low cost. The estimated weight of the interface
is less than 30 pounds.

B. The front panel of the TV/Terminal interface will have a
power switch and whatever other switches and visual indicators are
required for operator assurance, such as power-on and incomplete
transmission. All cther switches, connectors, and seldom used
controls will be mounted in a conveniently accessible, yet protected,
fashion. Some connectors will be mounted on the rear panel of the
interface, while other controls and terminals will be accessible

only with a set of tools such as a screwdriver or key to open a

service access panel or to remove the protective cover(s).
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BLOCK DIAGRAM OF TERMINAL INTERFACE (FIGURE 8.2.3)

The cable modem data and control signals pass through appropriate
level-conversion logic on entering the terminal interface. Modem con-

trol signals and status signals are set or sensed hy the iicro computer

| program via paths in the micro computer I/0 multiplexer and controller.
All incoming data are passed through a data examination register where
special high speed character detection logic looks for synchronization
characters and enables the checksum verification logic upon synchron-
jzation. All synchronized data are stored automatically in a bigh speed
received packet buffer (First In, First Out - FIFO). Upon completion
of reception of a packet, the micro computer is interrupted and begins
to process the packet. The checksum is verified, and, if false, the
buffer is cleared, and the sync logic is reiritialized. If the
checksum is verified as true, the packet header is examined for des-
tination, and if no match is detected, the receiver section is rein-

itialized and the buffer is cleared.

If a destination match is detected, the appropriate acknowledge
and control information is stored in The Random Access Memor , (RAM),
and the data is enabled to pass on a byte basis to the Uni: .3l
Asynchronous Receiver - Transmitter, (UAR-T), which converts the par-
allel data bytes to serial asyvnchronous data at the terminal speed.

The data passes through appropriate terminal level conversion circuits

before leaving the interface. The terminal control and status sense

circuits are also connected to the micro computcr and the I/0O multi-

s S G A

plexer. The micro computer can insert or delete characters in the

actual data stream between the received packet buffer and the UAR-T,

as for example in the case of an acknowledge for a previously trans-
mitted message where no data would be passed to the terminal.

Data from the terminal is automatically stripped of start-stop
bits by another UAR-T and stored in byte format in the transmit packet

TN A e

(it e

i it SOl o iR i Saa e

13.44




] Network Analysis Corporation
Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 Page 134 of 251

buffer. Upon detection of the terminal special end-of-line character
or on filling up a packet, the micro computer is interrupted and
attaches the header information to the data in the transmit packet
buffer. At the appropriate randomized time, the data is gated to

the output register and the checksum generation logic is enabled.

The information about the message for retransmission purposes is
stored in RAM and the message is recirculated in the transmit bhuffer
at the same time it is sent to the modem. The micro computer coutrols
the number and timing of retransmissions based on acknowledge infor-
mation from received packets. The crystal clock provides timing

pulses to all circuits as required.

13.45
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8.3 MODEMS

For initial experiments a 2-phase differential phase shift

keyed (DPSK), coherently detected signal with a 100 kilobit data
rate is adequate. This selection of parameters enables the use of
much off-the-shelf equipment while still giving the properties of
a system meeting practical data requirements. For example, modems
are commercially available to produce a baseband PSK binary data
stream which can then be modulated onto a video carrier. These
modems can produce a 0 dbmv signal on a 75 ohm line with good capture
properties and excellent phase stability. The off-the-shelf modem
will probably have poor acquisition time, on order of 100 milli-
seconds, which will limit the system to less than two hundred ter-
minals in initial experiments.

Later experiments can be performed with 4 level DPSK and at a
Megabit/sec data rate. However, the short acquisition times required
for 1 Megabit/sec data rate would require special development of a

Surface Acoustic Wave Device type detector [Matthaei, 1973]. The final

selection of parameters for a practical data transmission system

depends upon several variables whose values are uncertain and subject
to change with improvements in technolcgy:

1. The bandwidth of the head end minicomputer

2. The amount of core at the head end minicomputer
3. The bandwidth of the links to external test
facilities.

4, The throughput at the terminals

5. The subscriber saturation level of CATV system

The specifications to be met by the final modems are given in
Table 8.3.1.

13.47
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type of modulation DPSK

data throughput 100 KB/sec. or 1MB/sec.
carrier frequency 5-240 MHZ

nominal signal level input 10 dbmv,output 32
impedance 758 oy
reflection coefficient |-23 db

noise figure 7.5 db

power hum 60 db below signal level

Table 8.3.1

Modems meeting these specifications are available with perform-
ance parameters and resulting system degradation indicated in Table
8.3.2, [Cuccia, 1973]. The signal degradation is within

-20
acceptable limits for error rates hetter than 10 .

13.48
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Carrier Instability in
Carrier Source

Static Phase Error
in QPSK Modulator

Rise Time in Each
Phase Change

Amplitude Unbalance in
OPSK Modulator

Data Asymmetry
from Data Source

Group Delay
Distortion (Modulator)

Clock Instability

DEMODULATOR

Incidental FM from all
Oscillators in RF
Channel and Carrier
Reconstruction

Static Phase Error in
QPSK Demodulator

Reference Phase Noise
in Reference PLO

Total Group Depay Dis-
tortion (Total Channel
from Modulator)

Timing Jitter in Matched
Filter Sampler

Timing Bias Error in
Matched Filter Sampler

DC Offse:s-Total Receive

Data Waveform/Matched
Filter Detector Mismatch

1/2° RMS in a PLL with
Bandwidth = 0.03% Bit Rate
Bandwidth

20
1/4 Bit Period
0.2 db, 10°/db
+2%
25°
1° RMS in the Bit Syn-

chronizer PLL
SOURCE TOTAL

1/2° RMS in PLL with
Bandwidth = 0.03% of Bit
Rate Bandwidth

20

10

20°

Table 8.3.2 SOURCE TOTAL =

0.05 db

0.10 dh

0.40 db

0.10 db

0.05 db

0.20 db

0.10 db
1.00 db

0.05 db

0.10 dbr

0.35 db

0.25 db

0.15 db

0.10 &b

0.60 db
I.70 db
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8.4 TEST MINICOMPUTER

A. General

The minicomputer used as the test head end controller in the
Terminal /MATV-CATV system vill have the following character-
istics:

A. 16 bit word length
B. ~1 u sec cycle time core memory

C. Memory size expandable to ut least 32k
words

In order to adequately test the Terminal/TV System, a variety of
peripherals and interfaces provided by the mini computer vendor
may be required. In addition, several custom interfaces may have

to be developed for cases where standard interfaces are not available.

B. Data Rate Constraints

The data rates expected in the head end computer system are
shown in Figure 8.4. The data to and from the cable modem will
flow at the rates of either 105 or lO6 bits per second, although
the flow will nct be continuou: in general. At the rate of lO6
bits/second, a 16 bit computer word will be assembled in the inter-
face every 16 u seconds. The transfers of these words into and
out of the computer will require the availability of a high speed
data channel, or alternately a Direct Memory Access (DMA) channel
as a required option on the computer. Transfers to and from memory
will be =accomplished automatically without requiring program inter-

vention.

T PR
e ————— A o s e e
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C. Functional Description
The computer at the head end must implement the programs to

test the following functions for the system:

o Buffering of packets to and from

terminals.
e Flow control of cable syst:w

® Implementation of netw:..: proteoco.:r.

The headend computer will precvirle swtiicient v :fier storage to

match the difference between the pea! to averi,. :3ata rates seen

on the cable system and any external sources c¢f data. Initially,
storage for a total of the order of 100 packets will he provided.
The head end computer will provide the required cable system
flow control by means of acknowledges for received packets. When
traffic from the cable terminals begins to congest the system, the
head end will effect the flow control by refusing to acknowledge
packets which cannot be accepted. This will cause the terminal
to retransmit messages, producing the same effect as errors on the

cable systems The head end computer will provide the implementation

of all protocols required to communicate on the system, 3

The following is a list of some of the major program pieces i

i | which must be implemented: g

E 1. Cable modem interface handler 3

g 2., Special interface to external facili <es handler ?

? 3. Monitor or supervisor for system i

; 4. Cable flow control routine H
] 5. Buffer allocation and management

6. Miscellaneous background tasks such as garbage

collect, timeouts, accounting, etc.

Ll & il il

Ll
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8.5 MINICOMPUTER TO CATV INTERFACE

This specification describes the interface hetween the head

end computer and the MATV and/or CATV system, A diagram of the
system is shown in Figure 8.5.1.

FUNCTIONAL SPECIFICATIONS
A, The MATV-CATV computer interface will use a non-slotted

ALOHA random access mode. The first transmission as well as sub-

sequent retransmission of messages will be randomized over time,

R. The interface will be able to simultaneously and indepen-
dencly transmit to and receive data from a suitable modem at a rate
of 100K or 1M bits per second. Data will be supplied to and received
from the modem in bit serial form. The interface will bhe able to pro-
vide crystal controlled clock signals to the modem, and receive modem
L clock signals along with modem data.

C. The interface will be capable of receiving or transmitting

8 bit characters. The computer program shall be able to control the
actual number of valid character bits in each received or transmitted

character on a message by message basis.

D. The interface will be capable of transparently receiving or
transmitting all bits included in each character, including a parity

bit, independently for transmitter and receiver.

E. The following formats will be used for the TV/Terminal system:

(1) Data Packets
THEADER | TEXT | CHECKSUM |

(2) Acknowledge Packets
[HEADER | CHECKSUM |
The format within the header will be as follows:

I DEST. I.D. SOURCE 1I.D. CONTROL CODES MESSAGE TERMINAL
NUMBER RCVR RATE
1 ‘ 40 bits 40 bits 8 bits 4 bits 4 bits

; 13.53
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COMPUTER TO TV/TERMINAL CABLE SYSTEM INTERFACE

TEST INTERFACE TO
<
MINICOMPUTER | CABLE SYSTEM —— MODEM

# CABLE TO
TERMINALS

CABLE FROM
TERMINALS

fd S

T T Y T ——"

FIGURE 8.5.1
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The field sizes are chosen to allow expansion to a reasonable
nurber of terminal interfaces on a given TV :zvstem, and to provide
sufficient control codes icr system operation. The destination and
source I.D. fields will each be 40 bits long. This length is the
lowest 16 bit word boundary which will contain the temporary 36 bit
source and destination identifier.

F. The transmitter section will operate in i1>: following

manner:

l. Messages within the computer which are to be transmit-
ted will be placed in one of two queues, a high priority acknowledge-
ment queue or a regular message queue.

2. All messages in the high priority qgueue will be trans-
mitted before any regular messages are sent. The high priority queue
will be serviced before each regular message transmission.

3. Copies of transmitted acknowledgements will not be kept,
since acknowledgements are never retransmitted.

4, Copies of all transmitted regular messages will be kept
in the computer until either receipt of an acknowledgement from the
destination or the occurrence of a program-determired number of unsuc-
cessful retransmissions.

5. The transmitter program will set up a parameter tahle
for each terminal active on the cable system. This table will contain
terminal~specific information, such as termiaal output rate and char-
acter set; and will be used to format each trahsmitted message to
match the characteristics of the destination terminal and to allow the
spacing of messages for each specific terminal in time to match terminal
vurrut speed.

6. The transmitter program will operate in the computer in
conjunction with other programs which will deal with the various func-
tions required of the head end test mini computer system. There will

be a monitor or execvtive program which will control the activities of

13.55
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the cable system and external interface programs. This monitor
will alsc control or provide various required console related
activities and accounting functions.

7. Transfer of messages from the computer to the interface
logi. will be by Direct Memory Access (DMA) of the head end computer.

8. The transnitter interface hardware will calculate the message
checksum for each message and append it to the message. In addition, the
hardware will automatically perform such routine tasks as synchronization
character generation, special escape character generation (for trans-
parency), and others as required. When the interface hardware completes

the transmission of each message, a program interrupt will he generated.

G. The receiver section will operate in the following mannei:

1. Message transfers between the cable system interface and
the computer memory will be by means of DMA.

2. The interface logic will compute the checksum of the
received message and notify the computer by interrupt if an error has

occurred. In this case, the computer program will discard the data

R

for that message.

3. The interface logic will autwunatically acquire character
synch: niuization ana will strip synchronizetion and control characters
from the inpu’-z data stream.

4. Tre interface will allow the transparent reception of
full binary text.

5. As each message is received, its checksum will be verified
and a computer interrupt will be generated.

6. The receiver section of the computer program will, upon
notification by a receiver interrupt, examine the new message and
dispatch the message to the appropriate queue for further action.

Sample actions are given helow:

a. New message - determine destination queue and
forward message, send acl'nowledgement to
terminal, and check for retransmission.
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b. Acknowledge - remove copy of acknowledged
message from transmitter retransmission
storage.

c. Duplicate - discard

7. The receiver section of the program will operate under
the control or the computer monitor program and will interface to
the transmitter and protocol programs.

18e57
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ELECTRICAL SPECIFICATIONS

A. Modem Connection
The interface will be designed to match the choice of modem.
Interface circuits should prevent or minimize damage to either the
computer or the modem under conditions of short circuit, open circuit,
or voltage or current transients. State-of-the-art isolation techniques
will be used, including optically-coupled circuits and protective diodes

on sensitive elements.

B. Computer Connection
The interface will be designed to conrect to the Input/Output
bus of the head end cemputer. The manufacturer's recommendations and
specifications will be met in all cases to insure proper computer and

interface operation.

C. Power
Power for the interface logic will be obtained from the com-
puter power supply. Power for circuits beyond the isolation devices
will be obtained by small modular power supplies which will be incor-

porated into the interface assembly.

D. Logical Design
The logical design of the interface will be vealized using
standard integrated circuits and components either of the types re-
commended Ly the minicomputer manufacturer or their equivalent. The
project will result in a reliable cost effective interface with
sufficient flexibility to allow reasonable system modificaticns

during testing.

13.58
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MECHANICAL SPECIFICATION

A. The interface will be packaged on circuit boards of “he
type used by the minicomputer for interface circuits. The circuit
boards will plug into the I/0 bus of the minicomputer in the en-
closure provided by the minicomputer and will connect to the modem
with a cable and connector. Estimated weight of the in*erface is
less than 10 lbs. The prototype version of the interface will most
likely use wire-wrapped sockets for the integrated circuits to
facilitate design changes during testing.

B. There will be no opera*ional controls associated with the

interface other than program control. Test modes and switches for
their control will be provided.

13.5%

p———




' Nevawrk AndiBiskp@880-AT Document 121-12 Filed 08/05/16 Page 149 of 251

BLOCK DIAGRAM
OF MINICOMPUTER TO CATV INTERFACE

Figure 8.5.2

Assume that any frequency or phase acquisition .s accom-
plished by the modem. The received bit stream is examined by
the inter face hardware for sync¢ characters and synchronization is
automatically accomplished without computer intervention. The
interface hardware also huindles DLE doubling and other special
signaling conventions such as STX detection and ETX detection on
the cable system automatically. As each character is received,

TR ORI

it is packed into a mincomputer 16 bit word and when the 16 bits

are ready, the word is transferred to core memory on a DMA cycle

; stealing basis. A computer interrupt is generated at the end of

SRPRN

a packet or upon an error condition.

The transmit section of the interface is also automatic in
that after initialization of the interface for a new packet, all
communication discipline is accomplished automatically by the
interface hardware, and words of data are simply requested by the
interface via DMA from core, unpacked and serialized. The hardware

also calculates and appends the checksum.
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8.6 MINICOMPUTER TO EXTERNAL TEST FACILITIES INTERFACL

This specification describes the interface hetween the head
end test minicomputer and a communications link to external test

facilities.

Functional Specifications

A. The interface will communicate with the external test
facilities over leased lines using commercially ava?l ‘' ahle modems,
and will provide all of the control signals required to cperate
these modems,

B. The interface wil' connect to the I/0 system of the
selected minicomputer and will comply with all specifications
set forth for such conrections.

C. The interface will operate in full duplex mode at a rate
of up to at least 4800 bits per second.

Electrical Specifications

A. The interface will be able to connec* to a suitable data
modem operating at 4800 bps full duplex. The connections wili con-
form to EIA RS-232-C. The interface will incorporate .dequate

.isolation features to prevent damage to itself or to the modem under

conditions of short circuit or open circuit signal leads. Ir addition,
sensitive interface elements will be protected from damage by vol-

tage or current transients from external sources.

B. Power Supplies

The interface will be pnwered from the minicomputer logic
power supplies, except for circuits which are to be isolated from
the computer system. Any isolated sections of interface logic cir-
cuits will be powered by isolated power supplies with characteristics
to match the degree of isolation desired. It is estimated that less

than 50 watts of DC power will be required for the interface circuits.
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IMPACT OF INTERACTIVE GRAPHICS

ON NETWORK NDESIGCN

62 INTRODUCTION

Recently NAC has developed an interactive program that analyzes
} packet switching networks for cost, throughput delay, and reliability

performance. Input and output is handled via a graohic terminal,

which displays network topology, allows easy topological reconfiqgura-
tion and shown curves of network performance (delay, reliability, etc.)
versus a variety of network parameters (throughput, failure rates,
ake: ) ;

The details of the algorithms used in the analysis are presented
in (1], [2), and [3]. This chapter is a description of the .nter-
active program and it's use, the program's performance, a short
comparison with an equivalent bath program and implications of

interactive granhics on network design.
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II. FUNCTIONAL SPECIFICATIONS OF THE INTERACTIVE
: WNETWORK ANALYSIS PROGRAM

NAC's interactive network analysis program called RELROUT is
located on the (WAC) directories at USC-ISI and BBW for use by any
network user. It runs on a PLP-10 using the TENEX operations sys=
tem. T'he program can be run from any type of terminal, but will
only support graphics on an IMLAC PDS-10 graphics display unit.

The prog:am analyzes a packet switching network for routing
and reliability performance.

The user must specify:

. A network topology.

. Properties of nodes and links.

. General parameters such as packet size, etc.
The topology can be entered in two ways:

il Create a new network configuration through the
use of network editing commands; or

2, Read an existing configuration from a previously
generated data file.

The second method of inputting a network is very useful when

repeateu evaluation of the same basic topology are required. On

an IMLAC terminal, the user may move the position of the nodes on

the CRT in order to obtain a clearer and more intelligible graphic
representation of the network.

5.2
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The user defines the following node and link properties:

A, Node Properties

il Name (Optional)

¥ Location (longitude and latitude,
in the routing analysis.

for cost calculation

3. Failure probability (for reliability analysis).

4. Symbol type -0.A0.O (for display purposes).

B. Link Properties

Le Capacity or line speed (for routing and cost analysis)

2s Failure probability (for reliability analysis).

3- Link type - solid or dotted (for display purposes) .

After the user has defined the network configuration and

propverties, he can request either a routing or a relia

to be performed. Associated with each
parameters.
For a routing analysis these are:

bility analysis
analysis are various general

1 Average }:acket delay.

2k Average packet length.

3 Overhead

4. Tariff Structure, etc.

R RENEE———
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For the reliability analysis the parameters are:

e Number of samples.
2s Random number seed.
3. Range of variation for the probabilities.

Initially all of these parameters are defaulted to specified
values. However, the user can change any or all of them. The
brogram does error and validity checking on the parameters that
are changed. Also, upon user reaquest, a short description of each
parameter can be provided.

When the user is satisfied with the values 7 the various
parameters, he can ask for the analysis to begin. In most cases,
the processing is done locally in the PDP-10; however, the reliability
analysis can be pverformed remotely, as discussed later in this
chapter.

When the analysis is completed, the user can examine various
outputs. The routing analysis output consists of a list of 1link
flows, lengths, and costs, and values for global throughput, delay
and cost.

There is also a table of network throughput and delay as a
function of relative traffic. Reliability output consists of
tables of Pnc (probability of network disconnected) and = @ (fraction
of node pairs not able to communicate) as a function of component
failure rates. If the user's terminal can support graphics (IMLAC),
the program will plot curves for throughput vs delay and for

Pnc and Fnc of the most recent run along with at most two previous
runs. (See Firures 1,2, and 3).

5.4
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After examining the output of the specific analysis, the
user typically will do one of the following:

i, Perform a sensitivity analysis on the present net-

work configuration by varying the input parameters.

2% Switch to the other analysis (routing reliability
or vice versa).

3. bdit the topology (add rodes and/or links) and/or
change node or link property values and proceed with

another routing or reliability analysis.

1 4. Lxit the program.
i

At any time auring the interactive session, the user may save

nis network topclogy on a data file for use at a later time. After
leaving the program, thne user is returnea to the TENEX operating
system.

NAC's interactive program assists the network analyst by:

1 Ll Offering a schematic representation of the current
networkx configuration on a graphic display device;

2, Allowing interactive error checking of topology

and input parameters so thnat the user can correct the
input data immediately;

3 Removing tne necessity of explicitly enterirg all
the data for each run and allowing flexibility in the
order and format of input;
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4, Using a flexible command structure, with numerous

prompts to tutor tne novice user if he requests help;

and with short, quick commands for the experienced user.

95 Providing network performance results with small
enough response time, so that an effective man-machine

interactive design can be carried out.
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III. TURNAROUND DELAY PERFORMANCE OF INTERACTIVE PROGRAMS

[Na General

Turnaround delay is probably the most important performance
Criterion for the evaluation of the effectiveness of an interactive
analysis and design program. In fact, the purpose of an interactive
program implementation is to provide the systems analyst with faster
answers and, therefore, better man-machine interaction than he could
obtain with the batch version of the same program. In this section,
the turnaround time performance of our routing and reliability inter-
active programs is evaluated in a variety of load conditions.

Turnaround time is here defined as the delay between the
time the RUN command (which starts execution) is entered and the time
the output comes back on the screen. In a time sharing environment,
such a delay is approximately proportional to the average number of
tasks (system and user) simultaneously requesting the CPU; in a Tenex
system, such a number is referred to as the Load Average.

B. Routing Program Turnaround Delay

NAC's routing program is based on an iterative algorithm
which attempts to raise network throughput while rnaintaining the
specified delay constraint. Therefore, the CPU time is proportional
to the number of iterations performed. 1In the following experiments,
five iterations were allowed for each run, since at that point, a
sufficient accuracy was generally obtaired.

Several routing runs were performed on three network ex-
amples with 10, 26, and 4: nodes, respectively, using NAC's inter-
active program at USC-ISI. The same network was analyzed at different
times during the day, and with different load averages. The curves
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in Figure 4, 5, and 6 show the clapsed time versus load av

erage for
€each network arplication.

For networks on the order of 10 nodes,

the elapsed time is
quite tolerable for a

Ny reasonabhle value of load average (Note: the

typical range of load iverages is be:tween 2 and 8).

Furthermore,

Put and delay results are printed at the terminal
teration,

computation is proceeding.

intermediate through

after each rewting i to keep the user's attention while

For larger networks (20 nodes or more) ,

ical imvact on elapsed time.
the user can :voic

load average has a

In the case of high load average,
long delays by reducing the number of iterations

g accuracy; alternatively,
his files to another Site with low

more crit¢

and thus sacrificin the user can transfer
er load aver
This is one of the attr

active features offered by a resource
sharing network such as ARPANET

(e Performance of Interactive Reliabhility Analysis

In general, the reliability of a network with a size such

ANET's does not vary drasticall
of a few links.

as ARp Y with the insertion or deletion
Furthermore, the reliability

will set change at all if only line speeds are
performance, on the other hand,

above modifications.

riteria, P F
© ¢ Pre and -

varied. The routing
can be substantially affected by the
Therefore, network
evaluated after each topological modifica
evaluation,

reliability is usually not

tion and routing performance
The designer might , however,

after severa] topological chan
active network design

want to examine the network
reliability

ges. Therefore, an inter-
should include a reliability program.

The reliability pProgram currently included in
active network analysis and

program [2].

"package"

NAC's inter-
design program is essentially

a simulation
The accuracy of the results is,

therefore, related to
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the rnumber of samples generated in the simulation. Table 1 shows
the results for several reliability analyses using 1000 samples for
networks of 10, 26, and 42 nodes. The runs were made at ISI at
approximately 8:30 EDT (5:30 PDT) .

TABLE 1
RELIABILITY PROGRAM PERFORMAMNCE

10 Nodes 26 Nodes 42 Nodes
Load Average 1.6 1.5 2:5
Elapsed Time 1 min. 49 sec. 3 min. 58 sec. 9 min. 35 sec.
CPU Time 59 sec. 2 min. 37 sec. 4 min. 18 sec.

As can be seen, the elapsed time for the reliability analysis, even
at very low load averages, tends to reach levels which are intolerable
for interactive analysis.

Because of the extensive amount of computation required for
a reliability analysis, it would be desirable to have the analysis
be done in batch on a big "number crunching" machine, and yet allow
the user the flexibility of interactive editing and validation of data
and grapt.ic display of output. This feature can actually be implementenr
on ARPANET. 1In fact, with the remote job service (RJS) in association
with the 1BM 360/91 at UCLA, the user does have the option of local
Oor remote processing of the reliability analysis. He can direct the
interactive program to perform the analysis locally by entering the

command R(UN). Or, he could request the interactive Program to create

.12
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an RJS data file complete with the job control language (JCL) needed

for execution. The user can then leave the interactive nrogram,
enter the RJS subsystem, and submit the reliability job file. He
can wait for the outpvut or he could return to the interactive pro-

gram and, perhaps, continue with a routing analysis; periodicallv

checking to see if the IB 360/91 has completed the execution of
the reliability analvs.s.,

Once the output is ready, the data file is read into the
interactive frogram and various reliability curves can be displayed.
Efforts are currently being made to make this R
to the user. However,

JS feature invisible
even now this feature of parallel processing,
made available by ARPANET resource-

sharing capability, is veryv useful
for any interactive computation,
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10-NODE NETWORK CPU TIME 3 SEC.
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FIGURE 4:
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IV. INTERACTIVE VERSUS BATCH NETWORK DESIGN

It is possible that a one-time network evaluation could be
performed faster and more economically in a batch mode than in an
interactive mode. However, what we are concerned with here is a
complete design session in which a network is analyzed and modified
repeatedly using man-computer interaction. In this section, we
compare the overall length of time involved in a design session
using either a batch program or an interactive program. A design
session consists of: analysis of a given network confiquration;
use of results to modify the topology in order to improve network
performance (reduce cost, improve throughput and reliability); re-
evaluation of the new network configuration, etc.

Table 2 shows the steps a designer would take in a "design
session”, evaluating routing performance, using an interactive or
a batch approach.

In Step Il, the user sets up interactively the network con-
figuration and the data base internal to the progyram. In the batch
case, the designer must first draw the configuration and then key-
punch the appropriate cards. The setting up of the routing para-
meters (I2 and B2) requires basically the same amount of time in
both interactive and batch mode; however, the interactive program
displays on the screen a description fcr each input parameter, and
performs validity and error-checking on the input data, thereby
avoiding error and confusion.

In Step I3, the user enters the R(UN) command and execution
of the routing analysis begins. In the batch case, (B3.1 » B3.,5),
the user initiates the job and reccives the output. Even though
the actual batch computation is generally faster than the interactive
computation, (5 sec. for a 42 node network on a CDC 6600 as opposed
to 24 sec. on ¢ PDP 10 Tenex), there is quite a fixed delay before
and after job execution which is independent of CPU time requirements

(read-in deck, job waiting on input and output queue, wait for printer).
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This delay can be on the order of 15 - 20 minutes, sometimes even
longer.

In Step I4 or B4, the desiagner examines the results of the
=nalysis. The time required to examine the data on the screen is
ccmparable to the time required to read the same data on the print
out; however, in the interactive mode, the designer can instantly
compare the present results with those obtained from previous runs
(most notably plots of throughput versus delay). After the topologi=-
cal modifications are made on the configuration displayed on the CRT
(Step I5), the designer is ready to perform another analysis and
returns to Step I3. 1In the batch case, on the other hand, the designer
must redraw his new configuration by hand and then keypunch the appro-
priate cards. He then must return to the card-reader to initiate a
new analysis.

Thus, for the first iteration of the analysis, the effort on
the designer is comparable for both the interactive and batch approaches.
iiowaver, for the subseguent iterations, the effort is considerably less
with the interactive procedure.

5.18 ‘
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BATCH
INTERACTIVE Draw Map Manually
: Create Topolog. L
On Graphics Il +
\ Terminal Bl. 2 Keypunch topology
- Cardsi
L B2 El(eypunch Routing
k Set Up Parameter Cards
; Routing 12 i
4

Parameters B3.1 Read in Deck ]‘-——*

b

B3.2| Job Waits On Input
Queue

Enter R (un)

——P Command, Job |[I3 B3.3 Job Executes
Executes {

B3.4 Job Waits On Output
Queue

v

B3.9 Printer Prints Out

Results
E k. !

Designer Looks B4 Designer Looks ]
At Results 14 At Results
’ On Terminal
) L Es. 1 Make Modifications
On_Map
Makes Modifi- 55.1 Charges Topology ——
cations of I5 Data Cards
Topology on
Display Unit

TABLE 2
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= IMPACT OF INTERACTIVE GRAPHICS ON NETWORK DESIGN

The most conspicuous effect of interactive graphics on network
design is that of speeding up the overail design process in a very
substantial manner. The amount of time saved and the increase in
productivity clearly depend on many factors (efficiency of the inter-
active grarhic system, programmers experience, load on the computer,
etc.); our experience indicates that the design process is typically
speeded up by 5 to 10 times.

Another important effect of interactive graphics on network
design is the interactive use of analysis programs to develop better
design algorithms. In fact, most network design algorithms are based
on heuristics, and good heuristics are obtained by combining vhysical
intuition, careful observation of several network properties, and
evaluation of several examoles. Therefore, an interactive program is
an extremely valuable tool in the hands of a network designer who is
trying to establish experimentally some general relationshio between
network configuration, topological transformations and network per-
formance.

Besides assisting the network designer in the development of
better heuristics, interactive graphics can also provide a way to
monitor design algorithms which are completely automatized, and in
principle would not require human intervention. Since most network
design algorithms are iterative and typically verform a topological
transformation at each step, it is possible to implement them in
an interactive nmode so that they display the current solution at
each iteration. Tre designer, therefore, can evaluate the cost
effectiveness of each transformation, and can stop, correct and

restart the algorithm, whenever he identifies some inadequacy in the
current solution.

5.20
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The monitoring and verification function of interactive graphics
is very valuable for any heuristic design. 1In fact, it is extremely
rare to find heuristics that perform well on all possible problems.
In general, there are always cases in which the heuristic solution
is very bad. Sometimes the solution is so bad that the designer can
detect and correct the inconsistencies by simple visual inspection.
Thus, the importance of visually monitoring the solutions.

5.21
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VI. EXAMPLE

A practical application of the interactive program arose when
NAC was asked to evaluate the possibility of significantly reducing
the communication costs of ARPANET and the impact of potential cost
reductions on the network's performance. Below is the report sum-
marizing the results.

Requirements used in the study are as follows:

La Average packet delays under 0.2 seconds

throughout the net.

3 2. Capacity for expansion to 64 IMPs without

major hardware or software redesign.

3. Average total throughput capability of
200 - 300 kilobits/second for all Hosts.

die Peak throughput capability of 40 - 80
kilobits/second per pair of IMPs in an otherwise

5 unloaded network.

S High communication subnet reliability

subject to economic constraints.

The time delay and throughput requirements imply that 50 kilobit/
second communication lines are needed within the network. Factors

impacting netwnrk designs have been:

ds Nine month lead times for obtaining lines
from AT&T.
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2% Rapid expansion cf the number of IMPs and
TIPs in the net (averansing one new node per
month) .

8 Rapid increase in traffic in the network.

The traffic growth in the net prompted us to study, within the present
contract year, the problem of increasing the network's traffic
capacity and the associated costs of such increases. Now that the
network traffic has become relatively stable because of the satura-
tion of serving Hosts and the reduction of the rate of addition of

new nodes to the network, the object of the present study was to
reevaluate network costs as a function of the various parameters in
the network.

Several options are available to reduce cost in the network.
These are:

- 34 Rearrangement of lines.

2. Reduction of line capacities in the network

either on a limited basis or throughout the net-
work.

3. Introduction of new technology to reduce
overall line costs.

A constraint imposed on all alternatives is that communication subnet

reliability should not significantly decrease from that of the prcsent

network. This constraint dictates that the network remain two con-

nected and imposes certain other technical conditions upon network
topology.
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Major modifications to the present network cause reduction to
network performance with respect to one or more of the network's
performance parameters. A simple rearrangement of lines to reduce
cost also reduces the network's expansion capability for at least
nine months (since this is the time required to obtain new 50 kilobit/
second circuits from AT&T). Throughput is also somewhat reduced.

Decrease of line capacities substantially reduces total network
throughput, increases time delay, and most significantly, theoretically
increases file transfer time by at least a factor of 2.6 (based on
available AT&T circuit options). The cases where some or all of the
lines are reduced in speed were considered.

If lower speed lines, (in particular, 19.2 kilobit/second lines)
are used, the use of a new device called a biplexer to further re-
duce the cost of some lines 's possible. Although many have not yet
been installei and thoroughly tested, the technical concept is sound
and should a decision to reduce line speeds to 19.2 be made, several
biplexers should be obtained and tested, and, if successful, used
wherever appropriate. The analyses consider networks both with and
without biplexers.

Finally, the casc where line speeds are decreased to 9.6 kilobits/
second was considered. This results in a network which can only mar-
ginally handle existing network traffic, has no expansion capability,
very high average time delays (over 1 second) and file transfer times
rmore than five times as great as those achievable at present. While
the communication costs of such a network would only be 1/3 of the
present networks cost, its performar.ce would be so poor that this
option was not extensively examined.

Fiqure 7 summarizes the available alternatives and communication
costs. Ovtions that we prefer given that a decision is made to de-
grade ARPANET performance are also indicated as are the disadvantages
of each alternative. An important point to be understood is that

communication costs do not reflect all of the issues that must be

5.24
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made in changing the present ARPANET approach. For example, if all of
the network's lines were reduced from 50 kiilobits/second to 19.2
kilobits per second (and the network were reconfigured), communication
line costs would decrease from about $1.1 million per year to either
$736,000 (without biplexers) or $694,000 (with biplexers). However,
file transfer time would increase by a factor of 2.6 and the computer
connect time costs, to transfer these files, could increase by as
much as $72,000 per year. (These calculations are based on availabie
network measurement data).

Using the interactive program, this study took approximately

four hours. Using programs that run in batch, this study could have
taken several days.
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FIGURE 7
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VII. FUTURE RESEARCH

Future research plans in the area of interactive network design

tools include the following items:

1 Implementation of the Cut-Saturation Network

Design Algorithm (4] as an interactive program.

2. Development of moire efficient and less time
consuming reliability analysis algorithms, which
would allow more frequent reliability evaluations

during the design process.

5.27
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COMPUTATIONAL COMPLEXITY OF NETWORK
CONNECTIVITY ALGORI1THMS

g INTRCDUCTION

A basic property of a graph is its connectivicy structure;
that is, how many connected pieces it divides into. The determina-
tion of this simple property is fundamental to many more complex

calculations. It is eguivalent to determining equivalence classes.

One important application is in network reliability calculations.
Suppose we are given n nodes for a network. There are n(n-1)/2
possitle distinct undirected links (not counting loops) among them.
Suppose we add these links sequentially and in random order. What
is the expected nuuber of links we must add to connect all n nodes?
This value allows one to estimate a bound oa the average running
time for a simulation technique for reliability analysis [23]. 1In
this chapter we describe closed form solutions to this and related
problems for finite n. The method used to consider the process

as Markov processes on the lattice of partitions.

The problem we discusec arises in the evaluation of algorithms
for determiriing spanning trees and/or the connected comoonent
structure of graphs and networks. Some of these algorithms are
given in (9], [13], [14], and [22]. Mathematically, theo problem
has its own history and seems to have appeared (in the form
studied here) for the first time in (6], although forms of it
were studied earlier in [10] and (11].

The problem can be succinctly described as follows: At each
point in "tine" (seqientially) we select a subset of size two (edge)
from a set of n-labelled objects (ncdes, vertices) "at random"., At
random rieans that each edge not previously selected is ecqually likely

to be picked. A graph generated "at random" is called a "random graph".
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What is the probability that the "random graph" is connected after
j-edges have been selected? What is the "mean time" :o0 connectedness?
More generally, aiven a connected component structure 7, what is the
mean time to obtaining a graph with component structure 7. We

obtain "closed form" solutions and relatively simple computing
equations for the problems just posed as well as other combinatorial
functions related to the process of generating random graphs. A
number of these results have been obtained by other methods by the
authors mentioned and others. Our nethods are based on the work

wn [20%,; [21).

The problems described above have a long and interesting history
going back to 1956 and to guestions about trees in the late nine-
teenth century. The problem of determining the probability that
a random craph has a given connected component structure was
apparently first posed in [6]. The question of determining the
number of connected graphs un n-nodes with j edges was posed and
solved in terms of generating functions in [19}, [11}, [1] and
[2] and perhaps elsewhere between 1959 and 1971.

In analyiing the compntational complexity of algorithms for
determining the connected component structure of a graph, it is
useful to know the mean-time to obtaining that structure as well
as the sojourn time in various struccures sequentially obtained.

To our knowledge, these problems have not been discussed in the

literature. In the special case of a connected graph with (n-1)
edades we ask for the number of trees on n-vertices. This question
has its nwn history starting with [4), [5], [3], see especially [15]}.

Some results of these authors are obtained herein as special cases

of our results. b

In [21] the suggestion was offered that a number of probabiliity
guestions are more "naturally" posed and solved by mapping sample

spaces into semilattices (semilattice variables) rather than to the

real line (random variables). In some examples, the distribution
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function of the mapping (called a generating function) can be de-
termined and inverted using the Mobius-Rota inversion therorem
(see e.g. [20]) to obtain the density function (distribution
function in [21])) of the mapping. Indeed this is a useful

method for obtaining the probability that a "random graph" with
j-edges has a given connected component structure. The approach
yields a complicated but closed form formula from which the
generating function is easily obtained. Furthermore, we show
that the process of adding edges at rardom is a Markov process
and hence, that theorv can be uscd to study the generation of

random graphs. It is easy to obtain the probability transition

function for the Markov process, which turns out to be non-stationary.

None of the formulae obtained are useful for computing so we close
the paper with a pair of coupled eguations which can be used for
computing the combi itoria' functions of interest. This is carried
out in Sections III-IV. Notations and basic definitions are
introduced in Section ITI.

The question how "connected" is a grarh has been subjected to
numerous defiritions. The commonly accepted definition i¢ the size
of a minimal cut-set., There are many reacons why this is not a

particularly good definition. Two obvious reasons are:
1) It can not be applied to disconnected graphs, although
obviously some disconnected graphs are more connected than

others.

2) Many connected graphs have the same size minimal cut-set

although the complexity of their internal structure is quite
different.

6.3
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A definition of “connectivity" which would differentiate be-

tween connected graphs by measuring their internal

also differentiates between disconnec

structure and

ted graphs would seem to have

many obvious merits and applications.

VAl =il

We propose and discuss such

a measure in Sections
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II. THE LATTICE OF PARTITIONS

A lattice is a partially ordered set where each pair of

elements has a greatest lower bound and least u

pper bound (g.l.b. and
l.u,b.)

We denote the statement that a is less than or equal to b

in the partial ordering by a 2 b. In a lattice as on the real line

or segm_ents. [X,V]r[X,Y)r(Xiy}
espectively the sets of a's for which x < a & frs
X <a<y. It is easy to see that

we have three types of intervals,

which are R<axyy

[x,y] is a sublattice of the original
lattice when endowed with the same orderi

to cover an element a when,

lently when the interval

ng. An element b is said
a<x<b is satisfied by no X, or equiva-
[a,b] contains exactly two elements. A
Hasse diagram is a pictorial depiction of a lattice where the

elements are represented as points and a line is drawn from b to
a when b covers a, . g,

An element of a lattice is minimal (meximal)
(is covered by no elements) .

if it covers no element
A unique minimal (maximal) element is

ralled a zero or least (unit or greatest). When the zero or unit

exist they are denoted by 0 an I respectively. An atom jis an element

is an element

6.5
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: Let V_ be a finite set with n-labelled objects. A partition
n > Bt e

of Vn is a family of disjoint subsets of Vn’ sav pJ’Pz""’PP'

celled parts or blocks of 7, whose union is V.- A natural ordering
on the set L of partitions of Vn ir given by »<7 if every block or
part of © is a subset of some part or block of =. It is not difficult

to verify that the set Hn of partitions of Vn is partially ordered
wvith the ordering just defined. In fact, 7n ls a lattice with that
ordering. Furthermore, the lattice Tn has a zero 0, or least element
given by the partition with n-singleton parts. The lattice by also

has a unit I greatest element given by the partition containing

one block Vn itself. The following result about covers in 'n 1s
cbvious.
Lemma 2A : An element 'Hn covers "»'n if and only if is obtained

by combining any two parts or blocks of .

The lattice ‘n is endowed with a very useful ran® or numerical
ordering as will be evident from an examination of the Hasse diagram
for small n, or from Lemma 2A. A partially crdered set is said to

satisfy the Jordan-Dedekind chain condition if:

h 1. It has a 2ero and umit,
2. All totally ordered subsets having a maximal

number of elements have the same number of elements.

A totally ordered subset of a partially ordered set is called a

chain, a>b*...>w,e.g9.. A chain is maximal if it cannot be en-

larged. When a lattice satisfies the Jordan-Dedekind chain condition |

one can introduce a rank function R (p) on the lattice. The functions

r(p) is defined as the length of a maximal chain in the segment
[o,p] minus one. The rank of zero is zero, the rank of an atom is
one, etc. If the rank of I is n-1 then the rank of a dual atom is |
n-2. It is easy to verify that Fn satisfies the Jordan-Dedekind

chain condition and indeed the rank of a partition mell is n minus

the number of blocks or parts of .

6.6 <
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Ancther fundamental descriptive combinatorial notation for
partitions is the type or class of 7. A partition 71 is of type or
class (kl,kz,...,kn) when ki is the number of block: or parts with

n
i elements. Obviously,if neﬂn then [ ki=n-r(n) where r(') is the

i=1
rank function, and % iki=n. The following structure lemma is

i=1
fundamental for forming recurrences on Hn.
I Lemma 2B: Let H be the lattice of partitior of a set with n-elements.

IE well 1s of rank k then the segment or interval [7,I] is isomorphic
to nn-k‘ If 7 is of class of type (kl,k Aaksiepk ) then the interval

[0,7] is isomorphic to the direct product of k lattices isomorphic
to 11, k2 lattices isomorphic to Hz,...,kn lattlces isomorphic to H
Among other applications of lemma 2B it was shown in [20]
that it can be used to compute the Mobius function of H . The Mobius
function was shown by Rota to be an important invariant of lattices
and hence a distinguished member of the incidence algebra over a
partially ordered set.
If P is a partially ordered set, the incidence algebra of P de-
noted by I(P)is the algebra of real valued functions f:PxP +R53x1y:::>
3 | f(x,y) = 0; addition and scalar multiplication are defined as usual
and the product (convolution) is given by e=f*gq, e,q,fel(p)

elx,y)= 3 f(x,2)g(z,y).
X<z<y
It is easy to verify that I(p) is an algetra. The convolution becomes
essentially matrix multiplication when P is finite. Among some dis-
tinguished elements of the incidence algebra are the functions:

zeta function : c(x,y)=1 if X<y and 0 otherwise
delta function: S (x,y)=1 if x=y and 0 otherwise
incidence function: n(x,y):s c(x,y) - §(x,y).

6.7
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Since the delta function is easily verified to be an identify in I (P)

certain elements of I (P) will be invertible in I(P) with respect to §.
The next and last set of definitions can be found in [21]

Let S be an arbitrary finite set and W (-) be a weight function on

St (S can be thought of as a sample space and W (+) a probability

measure). Let Il be a lattice. A mapping X:S-»I is called a semilattice

variable analogous to probability theory and random variables.

Let A () be the algebra of singlevalued functions f:[-R with addition

and scalar multiplication as usual, and e=f*g, f,g,eeA (I) given

by

el r f(a)g(b),
alb=x

where alb is the g.l.b. of the pair f{a,b}. With this notation,

if the weight function is a probability density on S then there

is a function fe A() which represents the density function of a
semilattice variable X given by

f(m) = IW(t)
t: xX(t)=n

The generating function F (probability distribution function) of
f is given by

F(c) = £ £(n) = I f(n);

T<0 melo,0]

and plays the role of a probability distribution function. The
density function and distribution functions can be computed from
each other by the Mobius Rota inversion formula. This approach is
useful in "random graph" theory. For other examples see [21].

6.8
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i IR STRUCTURL OF RANDOM GRAPHS
Let the set v, = {vl,vz,...,vn} denote a set of n-nodes or
vertices of a graph. Let ¢ = !{ (e 1®5,0..,2,0n, )| @, 18 a subset of
n =2 (2) ] i

size two from Vn' be the set of sequences or all permutations of the

edges of the complete graph on Vn‘ We define the lattice stochastic

’ ey, £ o = il = c =
process xl,xz,...,X(z), hj. gL by Xj (e) Xj (el,;z,...,e(g))

the partition of Vn determined by the connected components of the

" 2o n - ¥
] graph (Vn,{el,ez,...,ejt), 2l Fmwsedis (2). Thus for example hl(e)

is always a partition of rank 1 and typer (M=251 10505 3 5. 100 Xz(e)
is always a partition of rank 2 and (n-2) parts but can be of two
l possible types (n-3,0,1,0,...,0) or (n-4,2,0,0,...,0). 1In fact

v e y & < <
for each e+ ne kl(e)_xz(e)_..._k(g)
is nonotonic nondecreasing in the natural orderina on ”q. Furthermore,

(e) = I so that the _.rocess

each pair (Xj (), Xj+1 (*)) has Xj+1(e) = xj(e) or is é cover of
Xj(e) so that no wild jumps take place. ]
We assume that each eCrn has the same probability—— so that
we can define the density function: (2):
no. of ern for which Xj(e) =
. f.(m) = Pix, = 7l=

(G

and the one step transition function.

Thus if X (e) = then X, (e) =1 if the (41) P adme of &
is a subset of some part cf - , otherwise, Xj+l(e) is a cover of
7 obtained by combining the two parts of 7 which cont.in the points
of ej+1. The next theorem should be fairly obvious.
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Tneorem 3A: The semilattice process xl,xz,... is Markovian.
The state 1 is absorbing and the process is absorbed with probahility

one.

Proof: The state I is absorbing since eventually the granh becomes
connected. To see that the process is Markovian we observe that
the probability of moving to any state depends only on the number
of edges in the graph and the type of the partition. The number
of ways of staying in the same state is computed by selecting edges not
already selected from within the blocks of m, this is independent
of the history. The number of ways of moving to any given cover
depends only on the :izes of the parts to be combined which is also
independent of the history of the process.

It is easy tO determine the transition functions which arc

incidently, memkers of the incidence algebra I (Hn), and invertible.

Theorem 3B: The transition function is given by,
h (o,n) when 7 covers o.
n,-(j-1)
(2)
Pj(o,n)= 1 - Zh (o,n) when 0=n,fj-l(ﬂ)#0

o<n((g) = (j~l9

1 When n=o,fj-1(v)=0

0 Otherwise; j=l,2,...,(g);

where h (o,m) is the number of edges connecting the pair of blocks

of o which is one part of 7 when 7 covers ¢ and zero otherwise.

6.10
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Proof: The formulae for pj(*,") are obvious since at cach stage

each unselected edge is equaily likely to be chosen.

Theoretically theorem 3A and 3B can he used to answer all
cuestions about the process since we know the initial cond.tions
and the transition functions. We will use these observations in
the next section to compute various combinatorial functions. We
can use the Mobius-Rota Inversion formula to obtain a closed form
solution for the probability of being in any given state at any
given time since the distrihution function is easy to compute.
Tirst, however, it is interesting to obtain a new formula in the

form of the transition functions for the number of trees on n-vertices.

Theorem 3C: (Chapman-Kolmogoroff Fcauations). The following
formulae hold;

£y ® T Pyl0ingIDglsysnghs by tns

01"1‘"2;...;‘j_1:".

e

UL LI YOS

n 2
Corollary: If 'I‘n is the number of trees on n vertices then
B wff (DR B (Bmd By (g W) swis o 0T 1)
n 20 it Sl Y SR Y2 I S e e e
n-1
VERLERRE Ao imd, M)

6.11
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Let Fj (7) be the distribution function of Xj; j=l,2...(g)
i.e. Fj(r) = ij(g) or the probability that the partition of

(Y

connected components is a refinement of the partition 1 after

j-edyges are introduced.

E
Theorem 3D; If 7 is of type (kl,kz,...,kn) then
A i
£ k. (59
fwg L E
5 mmdewele. i 4a .
Fj(ﬂ) (n) : ) lizr'--r(z)-
2
j 0
J
Proof: The j-edges are to be chosen from within the parts of -,

Since Fj(') is known fj(') can he computed by the Mobius-

Rota inversion formula.

Corollary 1:

The probability that the graph is connected after 3

ed'tes have been added is;

n k-1 (Eki(;)>
_ __n! (-1)  (k=1)1 3
b i 2 : z : kK, X k

% k=1 (k g b teanr T mi ey g b a ikl
j | S &
Ik =k

Lik.=n
i
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By Theorem 2A

n
= Z Z B(n;kl,...,kn)Fj(«)L(_-.,I)
cork

Zik . =n
i

where ¢ is of type (kl,...,kn) and B(n;kl,kz,...kn) is the number

of partitions of type (kl,...kn) with k parts.

It is easy to see that,

B(n;k

1""'kn) = 1 n:

] ) [} ”
kl.kz....k ¢ k k2 k

So that

Since u("I)=(-l)k-l(k-l)1 when [5,I] is isomorphic to 1 the

result is proved.
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IV, DESCRIPTIVE COMBINATORIAL QUANTITIES

We will now derive formulae and generating functions for the
interrelated combinatorial quantities of interest in the evaluation
of algorithms. We will count sequences rather than deal with
additional symbols for the associated probabilities. Obviously,
each of the formulae are easily converted to probabilities and
moments can be computed. We will treat n, the number of vertices
as a parameter since it will be helpful in the next section where
we give a relatively simple way of computing mean-time to a given
component structure. The basic functions are:

AV hn (7;3)= the number of edges that can be added
to a graph with j-edges on n-vertices with component

structure 7 sc that the component structure stays
at m.

B, pj( +7)= the number of ways of adding an edge to a
graph G with (j-1) edges and component structure o

to change the component structure to 7.

€ fn(r,j) = the number of sequences of j-edges on

n-vertices which determine the connected component
structure 1.

D. Cn(",j) = the number of sequences of j-edges on

n-vertices which "enter" v for the first time

with the addition of the " edge. |

e T N T P I T e WL T
B R P T
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o Sn(v,j,k) = the number of sequences of k-edges

which enter - for the first time on the jth

edge
th
and leaves - on the k

edge. This quantity is

called the conditional sojourn time in 7.

If a partition s covers a partition 7 then the pair of numbers

(i,j), where i and J are the sizes of the p

arts of 7 which are
combined to form -~

» 1s called the cover type pair of (n,0).

Lemma 4A . The quantity pj (0,7) is given by

~

0 if c#- and fn(c,j-l) =0,

1l ifo=» and fn(‘,j~l) = i

FQ
pj (c,7) = { hn (r,3=1) if o=r and fn (r,3~1)>0,
LYk dF  (d.k) 43 Ehe pair cover tvpe
&f (a,%),
\O otherwise,
Proof : The proof is immediate,

actually, this is a repeat of

Theorem 3B, restricted for completness.

Lemma 4R, The quantity hn (7,3) is given by
G. n |
i 2 .
-Ez ki Gy - 5
when r is of type (kl'kZ""'kn)‘

!
6.15
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Obvious.

Lemma 4C: The cuantdty (‘q(",ﬁ) is given by,
& 4 : ¥ p— (
”- n ’ / ‘Tn( v J 1’!1‘ ) )o
Preof s Immediate.
Lemma 4D: The aquantity Sn (F3),k) dis gdven by
k=j=-1

ved k) = ; I it ' : 1.0
L. S, ("id./k) ‘)'Cn (r43) fol no(m,3+n)] py (7m,0)
Corollary: Tae number of sequences which spend k-units of time
in 7 denoted by s, (,k) is given bv,

‘ n
(2) k
c = 3 S g 5 =0 2R A &8

e S (f,; k) jél Sh (ARG, ) k=0,1,2

The proofs of all of the above lemmas follow trom the Markovian
property of the process x],xz,...,x(n . All of the guantities are
computable from the abcve equations 2 and the "closed form" equation
for fn (7,3) as given in the previous section. However, the calcula-
tions are cumbersome and ~an be done more directly, as we will do
in the next section. We close this section by obtaining the generating

runeticonh for fn (I,]) and hence, for all the quantities given above.

Theorem 4A:

Ee WSSO
1f Fn(y) a Z __2______y] then,

’




-
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g St 2 (k=1)
=¥ Ry ThoTv e k]
el Ry iceik,) '
1’ "“n
Lk.=k
1
Xiki=n

i
(5)
(1+y) 2, (This formula is related to Faa Di Bruno's

derivatives and the classic Bell polvnomials.)

Proof: From the result of Section 3,
i

n S TORTO o A
fn(I,j) = n! ) z {(=1) ]
31 E=l o e oak) P G k k k

3 y £ =5 o A PR R
Lk.=k
i
Zddki=n
3
Th :
us Ekl(;) YJ
n k-1 )
F_(y) =n! ) (k-1)! (-1)! ) o L TR By
n k=1 (K. ; K I =(28) = ees BAY
1,..., n
Lk.=k
o 1
Lik.=n
i
3 k-1
o E (1+y)Zki(2) (k=1)! (-1)
e = 4 K K K
k 1“(k1,...kn) 1 1(2!) 2. (nt) M
Lki=k ! ]
Eiki=n
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and the result follows by expanding
z k k k
ky () + Ry (3 4 ek (D) gy o o
(bey)y - = (L#g) (1+y) oos  (LWg)

V. CALCU.LATIONS :

We can determine pairs of equations from which we can re-
cursively compute fn (I,3) from ch (I,j) and conversely. These
equations can be derived from the Markovian property or from the

r fundamental isomorphic decompusition of Hn
A
1 Theorem 5A: (Basic Recurrence)
If 7 is of type (kl,kz,...,kr\ then
fn (n,j) = E Al(wz,l’w2,2""'w2,k2:w3,l’w3,2""’w3,k3;
"‘;wn,l’wn,Z""’wn,k )
n
k2 k3 kn
Il £ I,w ) £ I;w 0. 1l .
j=1 2 (I 2,j) =g 8 (I; 3,T) anfn (I’wn,v)
Where I\I (]Iwzlllwzlzl"-Iwz,k2.1w3’1w3,2I'"l3pk3;-o-;
W W e ) 1s the multinomial coefficient and
RIS ?) n,kn 7
the sum is over all partitions of the integer j into kT parts.
T=2

6.18
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Proof: If 7 is a partition of type (kl’kz""’kn) then if a

sequence of j edges produces 7 the Ssequence must contain places

for the kv x edges which come from the Tth part of those parts

’

which have v-vertices. The set of subscripts {1,2,..

.+Jj} can be

partitioned in M(j;...) such parts. The edges in the part with

W\t edges can then be arranged in fv (I,wv
7t

,T) ways.

The product

formulation follows from the basic isomorphism theorem.

Corollary 1: If 7 is a dual atom of type (r,n-r)
with r-elements the other with (n-r) elements) then

j

) = z j . ] -
By 57 % by @Y 2, @i S (59w

when n>2, r>1, (n-r)>1;

fn (m,3) = fn_l (I;3) when r=1 or n-l=r;
f2 (Ill) 2 ll f2 (IIJ)=0 J>l
Corollary 2: (51, (3], [16].
If T(n) is the number of trees on n-vertices then,
1 n-1 n
T(n) = =17 E (i) T (i) *(n=i)<i+(n-1i)
i=1
Proof: If we set j=n-2 in Corollary 1 then,

n-2 n-2
fn(n,n-Z) =L | ) . fr (I,w) fn_r(I,n-Z-w)

6.19
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This expression has ona non-zero term SO,

n-2
fn (n,n-2) =<r_l>fr(1,r-l) . fn-r(I’ r-2 - (r-1)).

Since obviously fr(I,r—l)= T(r) * {(r-1)! we obtain
fn(w,n-E) = (n-2)!T(r)*T(n~-r).
Since m has two parts we get a tree on n-vertices by a single edge

connecting those parts. Summing over all such partitions then
yields all trees on n-vertices.

Theorem 5B: The quantity Cn (I,j) is given by

] Cn (B43) = L fn (®gg=Ll) h (®,I) n>2

T is
l a dual atom !
| C; (I,3) =0 ¥j;

C, (T,1) =1 C, (T,3) =@ §>1.

& Proof: The proof follows by the Markovian property. If we are
to enter I for the first time on the jth then after (j-1) we must

be in a -‘{ual atom.

Corollary:
n-2 n
C (I,j) =1 6 WS T (Hep ;j=1)*re+ (n-r) :
n 5 r=2 T n r’'n-r

+ 0 (n=l)ef (my,  _1:3-1) ~‘
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(The notation ™ 5 means 7 is a dual atom of type (d,3).)
’

Proof: Suostitution of the formula of Corollary 1 to Theorem
5A into Theorem 5B.

Theorem 5C: The quantity C, (I,3) can be obtained from £-17
fn_z [ 2 Y using
=2 =l
: L% n y=1 :
Ch(I,3) =35 ¢ () L LV E (T,w)ef __ (I,j=l-w)+re n-r)
n 2 r=2 [ . w r n-r
+n (n-1)°fn_l (I:9+1).

Proof: Combine Theorem SA and 5B
Theorem 5D: The quantity fn (I,j) can be computed from Cn (I,3)
by the equation

£ (I,3) = : Ch (Ik) (D) -k)) ((B)-(k+1) (5) -3

n rJ _ n i 2 2 v 2’3

k=n-1

Proof: This follows from the Markovian property. If we are to
be in state I after J steps then we arrived for the first time on

the kth step and stayed in I.

Theorems 5C and 5D provide a coupled pair of equations to compute

€, from fn-l and then £, from Chr--. and so forth. Some samplea
calculations are, f2 (I,1) = 1, and f2 (I,j) =0 i
We compute C3 from f2;

1 i
C3 (I,20) = 5 (empty sum) + 3-2-f2 (I;1) = 6. |
C3 (Ilj) = 0 j>2-

6.21 ;
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Now we compute f3 from C

3
2
f3(I,2) - i C3(I,k) = C3(T,2) = 6
k=2
3
f3(I,3) = 'E C3(I,k)-(3—k) = C3(I,2)- 1 =6
k=2
f3(I,j) = @, 153
We can compute C4 from f3
&z7.(E,8) = i g (4) g (2) §. (Leag) © € (I,j~-1-w)  r (4-r)
i G 2 ks A e Sl
r=2 w=1
+ 4-3-f3 (T22)
g & 3
=3 wﬁl (w) f2 (I;w) - f2 (I;2-w) 22 + 4-3+6

= 12 [2'f2(I;l) c f2(I,l) + l'f2(1;2)'f2(I,0)] + 72

= 12 [2°1+0]) + 72 = 9¢

3

C,u(I,4) () £ (Iw) - f-p(Ii3=w)+ r-(4-r)

|
N
fl ™80

3
)}

2 w=1

+4'3'f3 {(L;3)

= 12 [3:0 + 3:0) +72 = 72

G, 1T,5) /% BF 128

Similarly, we can compute f4 from C, and obtain £,(1,3) = 96,
f4(I,4) = 360, f4(I,5) = 720 and f4(I;j) = 0, j>5. The coupled
equations themselve can be used to obtain the exponential generating
functions for the sequences fn’ and Cn‘ These generating functions
turn out to be exponential convolutions and have been recently
studied [17].
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It is possible to conipute fj (I) from the formula of corollary
1 but the calculation is lengthy. An example follows:

Example (n=4). For n=4 Tn=16, hence the probability of a
tree should be 16 = 4 when j=3,
5

—

0
4 .
Parts (k) Class or Type izzki (;) (% k% (;)
1 (0,0,0,1) Nk e 20
2 (L,0,1,0) 3 i
2 (0,2,0,0) 2 0
3 (2,1,0,0) )| 0
4 (4,0,0,0) 0 0

N
o
(§,1 10N

= o 20 =£;. —-———.96 =£—
ERRY ‘E[&'z‘] 2 [(24) (6)] 0 =




s | S, A R R S,
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VvI. A NEW MEASURE O’ CONNECTIVITY

Let G be a connected graph with n nodes and m edges. Let
E(3) ba the set of €. m! permutations of edges, viewad as a sét
of mi-tuples. For each sequence s S({G) define Fc(s) as the index
of the first edge in s for which the graph with the first Cc(s)
edges is connected. The number m—Cc(s) then measure "how long"
the sequence s has been a connected graph. Intuitively, if many
of the sequences in S(G) have large m—CC(s) then the graph G is
more connected. In vparticular we take the average or first moment
of numbers 1m—CC(s)‘ as the definition of the connectivity of G.
We can also take higher moments which would lead to more precise

measures of connectivity.

Definition: The connectivity or "mean connectivity" of a

connected graph G, denoted by C({G), is given by:

2=

Ci{G) = H% Z (m=-C (s))= m -

& ' i C (s)
s5¢.5(G) seS (G)

(S

Alternatively, if CG(k) is the number of sequences in S(G)

for which Cc(s) = k then,
1 m
€C(@) =m = = D, REGT (12
M k=n-1 ¢
Example: If G is a tree on n nodes then m=n-1 and Cc(s)ﬁn—l
for all s¢S(G), so that
@I(e)r =1 {imsanii = 1———-(n—l) (n-1)!' = (n-1) - (n-1) =0
(n-1)! ; J

6.24
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Thus, all these have connectivity zero.

Example: Consider a triangle:
2

1 3

There are six edge sequences

Sl = b2l 4.50; 18sEY ' C(sl) = 2
s, = (1,2}, {2,3}, {1,3} , Cls,) = 2
S3 = 00D, {2 N 52T ' C(s3) s 2
By * (31, 12,205 (258} Cls,) = 2
S5 = g%y (L33}, {1.3F , C(ss) = 2
86 = {Bael; {lsd)e vl Bk, C(SG) = 3
1 1
C(G) = 3 - z L2 = 3 - € [12] = 3 - 2 = ]
s S (G)
So that the connectivity of the complete graph K3 is C(K3) = 0,

The connectivity of K2 is zero since K2 is a tree.

Problem 1: Determine the seguence C(KZ), C(K3),...; or
its generating function; i.e.,

& (@ (Ki)
Ck(z) = i

il

We now turn our attention to disconnected graphs. Let G be

a disconnected graph and let S(G) be the set of all permutations

6.25
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of edges not in G. For each seS(G) let Cy(s) be the index of the
first edge in the sequenc2 s for which G would become connected

if all the preceeding edges were added to G.

Definition: If G is a disconnected graph with m-edges we

define its connectivity,

C =
C(G) = - 3 e 1 N TN Caisy

seS (G) ((2)—m))! ((2)—m! seS(G)

Example: The empty graph Qz on two nodes, has m=0 so C(s)=1l.
Therefore,

C (f

= = = -l

2)

Example: We compute the connectivity of 13. There are six
sequence in S(G) and C(s)=2.
Therefore,

C (@) = -

Wi

5 3w = %Z = -2
seS (G)

The computation of the sequence {C(Qn)}:=2 or its generating
function is carried out in the next sections.

Example: We compute the connectivity of the graph G depicted
below:
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The graph G is disconnected. The edges not in G are (LB,

2,3}, there are two permutations, and C(s) = 1 for both so that,
C(G) = = y lT = - % (1+41) = - 1
se3(G) -

Mlany questions, problems and conjectures are already apparent,
some of these are:

Problem 2: There seems to be a duality in terms of connectivity
between a graph and its complement. Can the connectivity cof a
graph be obtained in terms of its complement? The answer .s yes

and the appropriate result is given in Section VII.

Problem 3: 1Is the connectivity of a graph related to the re-
liability of its network? The answer is yes and this is discucsed

at an elementary level in Section VIII.

Problem 4: If we are given a graph G, then all sequences
seS(G) have "connectivity weights" C(s). What are the minimal and
maximal values of C{(s) over all s5e¢S(G). In statistical terms

we are asking for the range of C(s) over S(G); i.e. max C(s) - min Cls),
seS(G) seS(G)

Along these same lines given a class G of graphs what are the
minimal and maximal values of the connectivities of the graphs in
G? Characterize the classes of graphs which achieve these values.

This problem is discussed in Section IX.

Problem 5: Can the connectivity of a graph be determined by
the connectivity of various bipartite graphs. What is the connec-

tivity of a bipartite graph consisting of two connected components?
This guestion is discussed in Section X.
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Problem 6: 'There are many descriptive combinatorial functions
dssoiated with a graph, minimal cutset size, girth, diameter,
number of spanning trees, cliques, etc. Jlow are these related
to connectivity? fThe definitions of these guantities are given in
Secitlon Wil .

Problem 7: There ar many combinatorial questions associated
with the sequence of graphs determined by a sequence of edges 1in
S(G). Many of these questions concern the number and type of the
connected component structure associated with the sequence of
graphs associated with cach stS(G). Some of the guestions are
tormulated in Section XI.

Problem 8: ‘There should obviously be relationships between
connectivity of a graph and its chromatic polynomial or other such
coloring properties. 1In Scction ¥1 we gi1ve Whitney's derivation of
the chromatic polynomial of a graph. It scems that the Whitney
approach ¢ives a tie in with connhectivity since it deals with
colorings of subgraphs and that seems to be a way of approaching
connectivity.

Problem 9: When is the connectivity of a greph greater than
the connectivity of every subgraph?

Problem 10: TIf two graphs have the same number of edges but

different size cutscts, does it follow that their connectivities

have the same preoperties:

Problem 11: How many "moments" are required to uniquely

determine a graph or isomorphic classes of graphs?

Problem 12: How do we construct "highly" connected graphs, or

build on existing graphs to increase connectivity at low cost?
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VII. A GRAPH AND ITS COMPLEMENT

We investigate Problem 2 and derive a relationship between a

graph and its complement.

Definition: It G is a graph then its complement G' is the graph

on the nodes of G whose edge set is the set of all edges not in G.

Theorem 7A: TIf G is a disconnected graph with m edges on n
nodes then

C(G') - C(G) = (2) -m+ —— (cd(s)-cc(s)

Proof: 1If G is disconnected then G' is connected and G' has

((2)-m) edges. Since S(GC) and S(G') are identical as sets of
((2)-m)-tuples of edges we have by direct calculation;

CEY) = @G = [ET=hl = =bata_ 7 C_(s)

2 ((3)—m)! ses(g') ©
Cd(s)

+ 1 e

$¢S(G) ((5)-m)!

b7 i 1 - 3

_((2) m)+ m [Lcd(S) ZCC(S)-]
‘27 ses(6) scS(G')

-((2) m) + —————( TR i [Cd(s) Cc(s)]-
2 " Y g as G

Corollary 1: For the complete and empty graphs;

C(Kn) + C(Qn) = (5)-

6.29
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Proof: Set G =Qn in Theorem 2.1 and note that Cd(s)

= Cc(s) v seS(Qn).

Corcllary 2: For the generating functions Ck(z) and CQ(z) of
{C(Km)} and {C(Qn)}, respectively we have

z
Z e
<

Ck(z) + CQ(z) =

Proof: By direct calculation!

6.30
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VIII. APPLICATION TO RELIABILITY AND OTHER AREAS

The analysis of sequence sets such as S(G) arises in many areas
other than in a "pure" study of graph connectivity. 1In set-merging
algorithms we have a partition of a set of n points which we may
think of as nodes of a graph. Unordered pairs of points are

presented sequentially which we may think of as edges of the graph.
If the two points of an edges are in different parts of the
partition then the two parts are merged (their set theoretic union
is formed). Otherwise, the same analysis is carried out with the
next edge. The obvious questions concern the statistical moments
of the number of edges need to connec* the graph (merge all parts
into one part) or to reach some other "state". Many of these
questions can be restated in terms of the ctatistics of 8(G).:

Another area in which the set S(G) arises is in the use of
"random edges" to generate a spanning tree for a graph or network
with n-nodes. Edges are randomly generated and added to a graph
(beginning perhaps with the empty graph). The question arises in
the analysis of such a process as to how long it will take before
the resulting "random graph" is connected. The answer to this
question if we start with an empty graph on n nodes is C(Qn). It
should also be clear that this question is the same as the set
merging c.uaestion.

A large area of potential application of the notion of connec-
tivity is the study of the reliability of networks. Let G be a
graph and Rp(G) be the probability that the graph G 1s connected if
p is the probability that is branch (independently) is "on" or
"working"” eor "up”., Clearly if G has m edges.

m

R.(G) = I  ApS(l-p)™k
o) k
s k=n-1

where Ak is the number of connected subgraphs of G with n nodes and
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k edges. Alternatively

m . 5

1 _m=a
R (G) =1- I B. 4
5 (@) o S

where bi is the number of disconnected subgraph of G with n nodes
and (m-i) edges. W is the size of a minimal cutset of G.

A simple revision for Rp(G) relates the reliability of graph
or networks to subgraphs. This might be helpful in relating re-

liability to connectivity and to coloring. Let e be a given edge
in G. so that:

Rp(G) P{G is connected | e is open} P{e is open}

+ P{G is connected | e is closed} P{eis closed}

P{G is connected | e is open} + g Rp(g')

where G' is the subgraph of G obtained by removal of e. Let G''
be the graph obtained by identifying the nodes incident to e. Thus

Rp(G) = pRp(G ) + aRp(G )
where
Rp(G")>Rp(G) > Rp(G )

The same type of formula can be obtained by taking a subset of
edges of G which is not a cutset. This would help tie in with
coloring problems.

The Moore-Shannon definition of reliability is similar although
it asks for the probability pij that a given pair »f nodes {i,j}
is connected by some path in G. Clearly:

m
RarlaiEy, " g

k m-k
ij = L A (1=p) i

1

6.32
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Where Ak is the number of distinct k edge subgraphs of G which
contain a path between nodes i and j, and m is the number of edges.
Alternatively, if Bk is the number of k edge subset of edges which
when removed leaves nodes i and j disconnected then,
m k m-k
EeR . ¥ 8 B, (1-p) p

1) k=1

It is easy to relate RP(G) to C(G) and it should be easy to
relate Pij to C(G). Let G be a graph on n nodes with m edges.
Let fG(k) be the number of sequences in S(G) for which the first
k edges on the n nodes form a connected graph.

Theorem 8A: Let Ew(p) be the expected value of X! when X is a

binomial rando$ variable b(w;p). Let Ck(p) = Gk' pP_, then

R, (6) = I B . (P) C, (p)

Proof: By definition:

m
B = % k ;
P k=n-1 BkP (1-p)™k
o RN -
Now Ay = ¢5— = ¥ w=n-1 Cg (W) (m-w)(k-w)

where (t)(n) =t (t-1)...(t-k+1l) is the falling factorial.

It follows by substitution that

m k k m-k
R_(G) = ¢ 1 z C.(w) (m=w) B (l=p)
F k=n-1 k! w=n-1 . o

Rearranging terms and collecting by CG(w) yields.

m m-k ) .
RL(6) = I Cylk)p® I (m=k) 4 pd (1-p)M~ 17K
P k=n=-1-2 j=0 J

which proves the theorem!

6.33
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Problem 13: Devise an algorithm for computing CG(k). Perhaps

] a Markovian type algorithm as used in [22] for the complete graph

might work.

Problem 14: Study the behavior of the sequence Ck(p) in terms
of the connectivity of connected graphs. In fact it C'k(p) is
the derivative of Ck(p) with respect to p, then obviouscly the
connectivity of G is,

1 m
C) = [m-g T ki C'y(P)],

k=n-1

Problem 15: Suppose two graphs or networks with the same

number of nodes and edges have different reliability functions.
To what extent can the differences be explained by the "moments"

of connectivity?

Problem 16: Relate statistical connectivity to the Moore-

Shannon definition of reliability.

6.34
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IX. GRAPHS WITH MINIMAL AND MAXIMAL CONNECTIVITY

In Problem 4, we asked about graphs with minimal and maximal
connectivity, we shall examine the case of connected graphs with n
nodes and n edges. The connected graphs with (n-1) edges all have
connectivity zero. What is the minimal connectivity of a graph
with n edges? What is the maximal value? Obviously if G has n
nodes and n edges and is connected 0<C(G)i1. More generally if
G has m edges 0<C(G)<m-(n-1). There are no connected graphs with
connectivity zero which have more than (n-1) edges.

The following classes of graphs with n nodes and n edges have

connectivity 3 € €3 3
n+tl. 2 A,
S4- 5
There are 3(n-1)! sequences of the n edgcs whose associated graph

becomes connected for the first time on the (n-l)St edge, and (n-3)
(n-1)! sequences which become connected graphs for the first time

with the nth edge. Therefore

n
=1 2 kCG(k)
m k=n-1

C(G)

[ e e

n-l' k CG(k)
n!

k=n-1

]

n=1 [(n=1) (n-1)!+3 + n(n-3) (n-1)!]
n!

n-3(n-1) - (n-3) 3 -3(n-1) =

3
n n n

Another grapa with the same connectivity is,

3 gl
e
b
4
nen-l 1
e
4 :
(&)
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It should be easy to prove the following conjectures.

Conjecture 1: Among the class of connected graphs with n

nodes and n edges the minimum value of the connectivity is 3/n and
is achieved by those graphs which contain a triangle.

More generally.

Conjecture 2: If a connected graph on n nodes with n edges

contains a k-gon then its connectivity is k/n.
Conjecture two applies to the maximum value of the connectivity.
Indeed the cycle graph Cn'

1 n

has connectivity one since the ommission of any edges does not destroy

connectivity. Many other questions are now apparent!

Problem 17: Generalize conjectures 1 and 2 for graphs with
more than n edges.

Problem 18: Are there parallel results for the connectivity
of disconnected graphs.

Problem 19: In what sense are the reliabilities of the above
networks minimal and saaximal.

6.36
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X. CONNECTIVITY OF BIPARTITE GRAPHS

Let G be a graph on n nodes with two connected components Cl

and C2 with my, m, edges and Vl, V2 nodes, respectively.

There are (;) possible edges of which (ml + m2) are already in

n

the graph G so that we form sequences from the (2) = (ml + m2) edges

not in the graph G. Let X be the random variable "time to connectivity"

P R ¢ S —— ISR TR
e/

n
on S(G). There are (Vl'vz) good edges and (2) - (ml 5 m2) - (Vl-Vz)
“bad" edges from which to select at random (form sequences) and add to G
one at a time. Let PP = P {X=k}, so that
Vs A
1 = P{\{zll = nl 2
Ve
] = s T " L
P, = P(X=2} = (1-P}) (~ )

. (2)- (ml+m2)-l

i n-1 VeV
P, = [0 (1=P,)) (~2—2 )
1 i=1 (5) = (m+my)=(n-1)
Let G(z) = 1 szk be the generating function for the sequence
k=1
1) T Y
n

Theorem 10A: The function G(z) satisfies the differential
equations;

(l=-z) G'(z) + [(l-2) (W+l1l) = (wz)] G(z) + w (z-w-1) = 0,
w

-— -— n -
where w = VlV2 and W = (2) (m1+m2).
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Proof: It is ecasy to see that Pn satisfies the recurrence relation

(W-w-(n-2)

= —_— ) f i
P Ph-1 W=Tn-1) )for n>2 with

n

Pl =

kS

The theorem follows by direct application of the generating
function and a little algebra.

The connectivity of the bipartite graph is given by G'(1).

Perhaps a more detailed analysis of the differential equation will
yield some more information.

It is possible to obtain an upper bound for the connectivity
of a bipartite graph which we conjecture to be exact in the limit.

Let Y be the time to connectivity of the bipartite graph when
the edges are chosen with replacement. Obviously E[Y]>E[X]. The

time to connectivity for the replacement process is easy to com-

pute since the distribution of Y is geometric. 1In fact;

k (1-g) k-lw, W

Ely| = =,
1 w w W

k

™8

so that we have proved.

Theorem 10B: Let G be a bipartite graph on n nodes with

connected components C

1 and C2 with ml,m2 edges and Vl,V2 nodes
respectively, then,

n
() - (m,+m,)

VloV2

C(G)> -

Problem 20: Obtain an asymptotic estimate in Theorem 10B by

suitably restricting the ranges of m, . m,, Vl' \Y

2°
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Problem 21: If we interpret connectivity of a graph in re-
liability terms as edges going out one at a time, selected at
E random, what 1s a reasonable definition for the reliability of
a bipartite graph? If terms of Moore-Shannon it might be the
averadge time for two nodes (one in each component) to communicate.

Interpret and calculate "reliability of a bipartite graph" and
relate it to connectivity.

6039 ;
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XI. DESCRIPTIVE COMBINATORIAL QUANTITIES IN A GRAPH

In the literature of graph theory, there are many combinatorial
type quantities which measure internal structure of a graph. Each
of the quantities should be related to connectivity. We will not

spell out the specific questions since they should be obvious!

Definition: If a graph G has p connected components, n nodes
and m edges then the rank of G denoted by 0(G) = n-p and its
cyclomatic number denoted by v(G) = m-p(G).

Theorem 1l1A: (Known). Let G be a graph and G' be a graph

formed from G by adding a new edge between node i and j (arbitrary)
then,

P(G') = ¢{(G) and v(G') = v(G) if i and j are in the same
component, while p(G') = p(G)+1, and v(G') = v(G) if i and j are
in different components.

Corollary: p(6)>0 and v (G)>0.

Definition: The chromatic number of a graph is the smallest
number of colors needed to color the graph so that no adjacent
vertices have the same color.

Theorem 11B: (KS6nig) A graph is bi-chromatic if and only if it
contains no cycles of odd length.

It is not difficult to verify that the zeta function is inver-
tible. The inverse of the zeta function is called the Mcbius func-

tion and is denoted by u(.,.). These observations of t}« Mobius
Inversion Theorem,

6.40




! Case 1:16-cv-02690-AT Document 121-12 Filed 08/05/16 Page 228 of 251

’ Network Analysie Corporation

Theorem 2A: {Mobius-Rota [nversion Theorem)

If £:P»R is a real valued function on a finite partially ordered

set P and p so that £(x) = 0 when x“p and,

gy = 3. £y then we have,
y<x
FilS) = z g(Y)l-i(YIX)I

o S

where 1.(.,.) is the Mobius function of the partially ordered set P.

Some useful results for computing the Mobius function are given

in [20]: 1In Particular the next formula for the Mobius function

of I
The

Theorem 2B: The segment [x,y] is said to he of class (Cl’CZ""’Cn)
when the lattice [x,v] is isomorphic to the direct product of Cl

lattices isomorphic to I C2 lattices isomorphic to HZ""’Cn

l’
lattices isomorphic to Hn. If [x,y] is of class (Cl’CZ""’Cn) then

(IS ()P TV I C c4 (]

] N e TR L T

p(x,y) = (-1) 1

Corollary: wufo,l) = (—l)n—l((n-l)!
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SIMULATION OF PACKET COMMUNICATION NETWORKS

I, INTRODUCTION

In developing a large scale communication network, one
encounters many problems which cannot be formulated or solved
analytically. Consequently, one resorts to simulation. In this
chapter, we outline the structure of a simulation program for
packet communication networks; specify the problems which can be
resolved by a simulator; give the description of the simulator de-
veloped for the packet radio network; present results obtained by
the simulator; and discuss the future development of the simulator
for the packet radio network.

In general, there are various degrees of simulation depending

on the amount of knowledge (or assumed knowledge) about the system
operation, and the objectives of the simulation, i.e., the problems

to be resolved. We particularly distinguish in this chapter between

a simulation for design and a simulation for development.

A simulator for design (e.g., in a design loop) is developed
when the operation of the system is completely specified, and the
objective of the simulator is to simulate specific parts of the

- system which cannot be analytically modeled or whose solution is

computationally infeasible. The efficiency of such a simulator is

of major importance; conseguently, one attempts to avoid simulation

[8] wherever possible, in the simulation program.

The objectives of a simulation for development are much broader.

In this case, one has a set of theoretical (untested) !iypotheses

which state one or several possible ways for system operation.
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These include routing algorithms, protocols, etc. The objectives
; are to test (verify) the hypotheses, to complete the specification

of portions of the system, to compare alternative modes of system
E operation, to identify system bottlenecks, and finally, to deduce

measures of system efficiency by obtaining estimates of the major
parameters.
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II. OBJECTIVES OF SIMULATOR

We outline specific problems for which a simulation approach
solution is most appropriate.

A, Routing Algorithms
i .

The object is to com

pare the efficiency of existing and
Yy developed routing algorithms in terms

] lay on the one hand, ar<d

} newl of throughput and de-
storage and Processing requirements of

the algorithms at the switching nodes on the other hand. The

objective of this comparison is to suggest a small set (two or

three) algorithms for implementation and further t

esting in an
experimental system.

We note that it is not mandatory that a
single routing algorithm be used in a network.

the broadcast network that we discuss

For example, in

later, a simple routing
algorithm is used to load the switchin

g nodes (repeaters) with a
more sophisticated algorithm.

Furtheremore,
possibility of using an alternative routing a
conditions or in different hierarchies of the
hierarchical network i1s investigated.

- — —— R —

one may examine the
lgorithm under overload
network, if a

B. Protocols

There may be many protocols in a communication network

considered, depending on the type of communicating devices and
on the type of application.
terminal-terminal,

The following protocols are examples:
terminal—switching node,
switching node-switching node,

host computer-host computer.

terminal-host computer,
switching node-host computer,

Some of the above may contain

more than one protocol depending on the application, and others may be
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needed in a hierarchical network. The objective of the simulation
is to test the efficiency of these protocols in a dynamic environ-

ment, to change them when necessary, and to complete details which
may be missing.

€. Identify System Bottlenecks

One of the advantages of the simulator is that it enables
one to observe and trace the detailed flow of packets in the network.
For example, a specific packet may be traced, such as an information
packet, an acknowledgement packet, or wvarious priority packets,
from the origination ncde to the destination node. This allows
investigation of questions such as, whether the hottleneck is at
the switching nodes or due to the limited capacity of the channel,
given a proposed configuration, and communication protocols. It
may alsc suggest improvements in communication protocols.

D. Flow Control

The simulator is the only tool which allows testing and
improvement of theoretically developed flow control algorithms.

E. Software Transfer

A simulator can be coded so that subroutines or sections
of code are identified with specific software programs of the switching
nodes. This will reduce the effort of software developmen: by
transfering or coding according to the programs in the simulator.
Furthermore, it will allow testing of secticns of the software

of communication devices by comparing these with the corresponding
sections in a simulated device.

7.4
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F. Trade-Offs

Among the trade-offs which can be investigated are:
the trade-off between the storage requirements at switching nodes
and the channel cépacity of links, given the topology and the
cffered traffic rates; trade-offs between average delay, maximum

delay, and delay as a function of priority and link and switching
node capacities, f

G. Stand-by Network

The simulator can be useful beyond the stage of develop-
ment. It can be used to study particular problems which may be
encountered in the network, once it becomes operational, and to
test suggestions for improvement.

1
!
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IITI. GENERAL STRUCTURE OF SIMULATOR l

It is important to separate between data structure and manage-
ment functions on the one hand, and the communication and device
functions on the other hand. There are several advantages in doing
so; firstly, one communication device does not have access to in-
formation available in other devices; and secondly, it is easier to
identify and distinguish the communications part of the program
for the purpose of modification or software transfer. We have
developed efficient data structures which can be used for simulation
programs of communication systems. The proposed data structures
are described in Section V, and includes the fourteen /[14) sub-
routines of Section VIII, subsection A.

It is useful to have one main subroutine for each type of
communication device. For example, one subroutine for all switching

nodes of the same type. The differences between the devices (e.q.
switching node) can be recorded in a state vector associated with
each device. The state vector will include information such as,
the switching nodes to which this device has channels and the data
rates of these channels, the state of occupancy of the storage
buffers of the node, the routing algorithm that this node is
currently using, and others. 1In addition there will be buffers
associated with each device in which the content of specific
packets (e.g. packet type, priority) will be stored.

There are distinguisable functions which may be used by more
than one type of device (e.g. a modem), these functions can be
coded in separate subroutines.

7.6
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Az Performance Measures

There should be an extensive measurement program to enable
the resolution of the problems outlined in the objectives. The
Measurements are divided into network performance measurements,

performance of communication devices, and trace information.

B. Network Measurements

. Throughputs

We distinguish between throughput of packets and throughput
of information. Packets which successfully travel from origin
to destination contribute to the packet throughput measure.
Packets which are also acknowledged contribute to the informa-

tion throughput measure. The distinction comes from the fact
that when protocols are not efficient or when delays are very
large, the origination node may reissue another copy of a
previously transmitted packet. When the network delivers both
packets, then the two packets contribute to the packet throughput
measure but in terms of information transfered only one packet
was delivered. Network throughputs are measured as a function
of time. This enables one to determine whether the network
can maintain a steady state throughput when offered a given
traffic rate, to estimate the time needed to obtain steady
state, and to observe the behavior of the network under either
minor or major perturbations.

. The Average Number of Links That A Packet Traverses

This measure when compared with the average number of
links of the input (offered) rate for a given topology, re-
flects on the amount of alternate routing. It may also enable
one to detect looping in the network.

Tz 1l
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Delazs

Many delays should be measured in the network, we outline

of these:

d s Delay to negctiate protocol between a
terminal and a switching node.

2% Delay ‘o negotiate protocol and reserve
storage at destination switching node.

3. Delay of an information packet of a

given priority from origination to destination
node.

4. Delay for receiving an end-to-end acknowledgment
back at the origination node.

p 8 Delay for the delivery of a maximum size
message and receiving an acknowledgment.

6. Delays of special priority packets.

Performance of Communication Devices

-

Utilization of Devices

Fraction of time that the device is transmitting or

receiving.

Number of Packets stored in device as a function of time.

Number of Packets successfully switched and number of

packets discarded due to buffer overflow or other reasons.

Trace Information

This information includes the listing of significant

commurication events. The listing contains a unique identifier of

the packet, its type and priority, its origin and destination, and
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the time of the event,

These are needed to allow a detailed ob-
servation of flow, to trace of specific Packets, and to follow
specific interactions between source and destination.

Remark: Other Mmeasurements may be needed to evaluate the

efficiency of flow control algorithms.
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IV. PACKET RADIO NETWORK SIMULATOR

The main features which distinguish the broadcast network from

a point-to-point (PTP) packet switching network such as the ARPANET
are:

T TR— T

(i) devices in the network transmit packets by using a random
access scheme, and (ii) devices broadcast so that signals can be
received by several devices simultaneously.

When using a random access scheme,

several packets are simult

there is a possibility that

aneously received by a receiver due to
independent transmissions of several devices;

in the event, none
of these packets are correctly received,

and the corresponding de-
vices must retransmit their packets.

This implies that, unlike PTP
network, the probability of error due to overlapping packets is

much higher than the probability of error due to other causes such

as Gausian or impulse noise. Furthermore, the probability of error

varies widely depending on the amount of traffic on the channel.
The broadcast nature of the network implies that there is correla-

tion between the probabilities of successful transmission in differ-
ent parts of the network.

The communication system simulated contains three types of

devices, terminals, repeaters, and stations. The station is consi-

dered as an interface communication device of the broadcast network

to a higher level network or to a computer installation. Terminals

are considered as traffic sources and traffic sinks, they transmit

Packets to the station and receive response packets from the station;

they may be mobile. The basic function of the repeater is to extend

the effective range of the terminals and the station. The network

simulated contains repeaters and stations which are placed
locations chosen at random.

at fixed

Terminals originate at random times and

are placed in random locations on the plane. A terminal is considered

to depart from the system once it completes its communication. A
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mere detailed descrip’ion of the system simulated can be found in
(4], and [5].

The program was coded in FORTRAN. It includes a total of 33
subroutines, approximately 3,000 statements. The compilation time
on a CDC 6600 takes approximately 20 CP sec. , and the rur-ing time
for meaningful results takes 100-300 CP sec. The storage re-
quirement of the program is 245,0008 60 bit words.

The simulator has already been used for improving communication
protocols, and to answer questions related to the trade-offs be-
tween device range and device interference, and the trade-offs between
a single and a dual data rate system.
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V. DATA STRUCTURES OF THE SIMULATOR

The global information for the Packet Radio Simulation Program

is contained in five (5) data structures:

1) Event Structure;

2) Active Message Structure;
3) Active Packet Structure;

4) Repeater-Station Structure;

5) Data Collection Tables.

The meaning, configuration, and elements of these structures will

be explained in the next five sub-sections. 1In the last sub-section,
the use of these structures in the context of the entire program
will be indicated.

2Ys Event Structure

The simulation program is event - driven. That is, per-

iodically the Event Structure is consulted to determine the time
of occurrence of the next event. The Event Structure also contains
information telljag the program what the event is. Examples of
events are arrivals of messages to terminals, transmission of

= packets, arrival of packets at receivers, and arrival of messages
to the stations. 2s events are executed, they are deleted from
the structure; and, periodically, newly-generated events are
added to the structure. Since there are a large number of events;
many more than the number of exogenous message arrivals, for example,
the process of efficiently determiningy the next event is of vital
importance. To this end the event times are maintained in a "heap."

Corresponding to each event "i" is its time "ti," the device sub-

routine "di" to which it refers (e.g. station, terminal,
repeater), the index "wi" of the device in question (i.e.
which repeater, which station, etc.), a number rep-

resenting the point at which the routine is entered, and,

7.12
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finally, the packet number of the packet in question. In addition,

there is the heap index vector itself. "h." points to the event

which occupies the jth position in the heag. A heap is a structure

in which thj < Max {chj’thz. }. At all times t is the smallest t;
j+1 ii

over all the events. This structure allows for quite rapid selec-

tion of the minimum t, while using a minimal amount of storage,

(2], (1], [3]. 1In order to efficiently eliminate old events and

to reuse the space created by the elimination, a garbage stack of

unused locations is maintained.

B. Active Message Structure

The external or exogoneous traffic which flows into the
Packet Radio Network ccrsists of messages which arrive at terminals
or stations and represent information that users wish to send to a
location using the net. Messages are to be distinguished from
packets which carry the message information internally in the net.
In general, there may be several packets in the network carrying
copies of the same message or of parts of that message. Messages
are added to the Active lessage Structure when the event corresponding
to their generation occurs. It stays on the list until the last
packet containing the message is dealt with. Associated with each
message "i" is its arrival time "ti;" the current number of packets
representing the message "ni" (When "ni" is reduced to zero (0), the
message is removed from the structure.); its length "li;" "xi" and
"yi", the co-ordinates of the terminal or station originating the
message; and other pieces of data, such as the repeater with which
the terminal communicates, the total number of packets, and arrival
time of message, which may be needed for output statistics. 1In
order to eliminate old messages and add new ones efficiently, the

messages are kept in a doubly-linked list structure. There is a

7+13
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list kept for méssages and one for unused message spaces. This
information is kept in two vectors, "f" and "b". Thus, "fi" repre-
sents whatever follows the space in question ("i"), be it message
or empty space; while "bi" represents whatever precedes the space.
The unit being followed or preceded may be an eémpty space or may
contain a message.

Cis Active Packet Structure

The active packets are kept in a list. Associated with
the ith packet is a pointer to its corresponding message and several
words which state the variable part of the packet label for use by
the routing algorithms. a garbage stack similar to the one used for
events keeps track of vacant spaces in the Packet Structure.

D Repeater-Station Structure

The Repeater-Station Structure is basically a list of the
repeaters and stations, their locations, their possible neighbors
(repeaters and stations within range of their transmitters and re-
ceivers), and their state. Associated with the ith station or re-
peater are "xi" and "yi", the co-ordinates of the device; and a
state vector which, among others, specifies items such as whether
the repeater or station is busy, free, turned off, or failed; and
whether the device is a station or a repeater. 1In addition, there
is a list of repeaters and stations adjacent to the ith repeater or
station.

Data Collection Tables

Sufficient statistics for the evalvation of the system
performance measures (see Section VI subsection D) are kept in the
data collection tables.
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B An Outline of the Use of Data Structures

The global simulation structure is based on events of
: packets arriving at devices: statiors, terminrals, and repeaters.
Figure 1 schematically illustrates the program flow. It is quite
simplified, one simplification being especially important and needing
emphasis. The events of retransmissions and acknowledgements re-
sulting from a packet's arriving at a repeater, station, or terminal
are not necessarily generated immediately, but may depend on the

arrival of packets at the device subsequent to the packet which
gives rise to the new events.

7.15
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THE COMMUNICATION SYSTEM SIMULATED

A, General System Description

Channel and Access Mode

The communication channel is shared for transmission in
both directions, to the station or from the station to terminals.
The channel access mode is the Non-Persistent Carrier Sense
Multiple Access (CSMA) [7]. That is, when a packet is ready
for transmission, the device senses the channel and transmits
the entire packet if the channel is idle. If the channel is

busy, the device reschedules the packet for some future random

time at which it senses the channel again, and the procedure
repeated.

Capture
A zero capture system is simuloted. That is, whenever
the reception of more than one packet overlap in time, rone

of the packets is correctly received.

Packet Types Simulated

Inforration Packet

End-to-End Acknowledgement; Short Packet (Assumed
to be 10% of the length of an information packet).

Search Packet, transmitted by Terminal
or Repeater to all devices and aimed to

identify a specific receiver (short packet).
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RSP - Response to a Search Packet, transmitted by
Repeater or Station which received a SP and
is available for handling packets. This
packet contains the label of the transmitting

device and is addressed to all devices.

B. Routing Algorithms

Three routing algorithms which are implemented in tne
simulator are briefly described in the following paragraphs. A
detailed description of the routing schemes is given in [5].

. Hierarchical Labeling:

The hierarchical labeling routing scheme enables point-
to-point routing between devices along an "efficient path".
It is obtained by assigning to every repeater a label, which
forms, functionally, a hierarchical structure. The label

assigned contains the following information:

1) A specific address of the repeater for

routing purposes. .
2) The minimum number of hops to the nearest

station.

3) The specific address of all repeaters on the

shortest path to the station, and the address of ;
the repeater to which a packet has to be transmitted
when destined to the station.

In the hierarchical labeling algorithm an information packet (IP) '

is addressed to one device. If it is received by a device to

which it is not addressed, then the receiving device 1s closer

S o

to the destination than the device to which the packet was
addressed. If the preassigned path is temporarily blocked,

7.18 |
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the packet may depart from it. It then uses the most efficient
path from its new location. The departure from the preassigned
path is obtained by a search procedure.

The Response to Search Packet (RSP) is transmitted by
repeaters after a random waiting time. This time randomiza-
tion is essential in a no-capture system. Otherwise, if
more than one receiver wish to respond to the SP, the trans-
missions will overlap at the searching device. The station,
on the other hand, transmits the KSP immediately after re-
ceiving the SP (Note that if we assume zero processing time
then the channel is idle at this time since otherwise the
SP would not have been correctly received). The above enables

searching devices within range of an idle station to communicate
directly with the station.

A repeater makes one attempt to transmit a RSP and
if the channel is busy it discards it, rather than store
the RSP for future transmissions. This allows control of
the level of terminal blocking by specifying the number
of transmissions of the SP by a terminal. Thus, when the
system is conjested in the geographical neighborhood of
the terminal it will not be able to "enter" the system.

This feature also makes repeaters more available for handling
information packets.

Directed Routing (One Level Labels)

Directed routing is a simplified version of the hierar-
chical labeling algorithm in which the only information preserved
is the direction TO or FROM station. Repeaters are assigned
labels that indicate the hierarchy level, or the number

of hops to the nearest station. When a device transmits
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a packet, the packet is addressed to all repeaters (stations)

i that are closer to the destination than the transmitting device.
Many devices can receive the same packet and it may arrive at
more than one station. The acknowledgement schemes, the

station-station protocol, and the station-terminal protocol
must then resolve this problem.

. Flooding Algorithm (Plus Repeater Memory)

In this algorithm, there is no directionality of trans-
mission. A packet is addressed to all devices that can hear
it. ‘To control the problems of cycling and looping, repeaters
are assigned storage for unique identifiers of packets that
they recently repeated. When a packet is received by a re-
peater, it compares its identifier with those stored and
discards the packet if a match occurs. A maximum handover

number (MHN) in the packet will prevent it from being propagated

for very long distances. This feature is also used in the

other routing algorithms.

& Acknowledgement Schemes

The acknowledgement scheme has particular significance
in this system because of the broadcast feature and the limited

capability of the repeater for processing and storage. The following
acknowledgements are used:

. End-to-end acknowledgement (ETE Ack) between
station and terminal to ensure message integrity.
The frequency and precise meaning of the Ack depends

on the particular protocol used, and is part of the protocol.

7.20




