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Commissioner for Patents
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Alexandria, V A 223 1 3 - 1450

Sir.
In response to the Office Action dated May 21,2003, please amend the above-identified

agplication as follows :

Amendments to the Claims are reflected in the listing of the Claims which begins on

page2of this paper.

Amendments to the Drawings begin on page 6 of this paper and include attached

drawing sheets.

Remarks/Arguments begin on page 7 of this paper.
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AFDI: No. 091629,042

Amendments to the Claims

This listing of claims will replace

application:

, .Jrney Docket No. 030048009US

versions, and listings, of claims in theall prior

c\
I
\

l. (Currently amended) A computer network for providing a game environment for a

plurality of participants, each participant having connections to at least three neighbor

participants, wherein an originating participant sends data to the other participants by sending the

data through each of its connections to its neighbor participants and wherein each participant

sends data that it receives from a neighbor participant to its other neighbor participants;furtlg1

wherein the network is {n-regular. where m is the exact number of neighbor participants of each

participant and further wherein the number of participants is at least two greater than m thus

resulting in a non-complete graph.

2. (Original) The computer network of claim I wherein each participant is connected

to 4 other participants

3. (Original) The computer network of claim I wherein each participant is connected

to an even number of other participants.

(Cancelled)

rl ./
4 ,S (Original) The computer network of claim I wherein the network is m-connected,

I

where m is the number of neighbor participants of each participant.

2
/1 n
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f (Original) The computer network of claim I wherein the network is m-regular and

m-connected, where m is the number of neighbor participants of each participant.

?
7 (Original) The computer network of claim I wherein all the participants are peers.

4
t

, ,fa (Original) The computer network of claim I wherein the connections are peer-to-

nl /
i l\ f, p""rconnections.
l/1, rrh'tfl 4

(Original) The computer network of claim 1 wherein the connections are TCPIP

connectlons.

cl
'-/

f (Original) The computer network of claim I wherein each participant is a process

executing on a computer.

,0
I

/( (Original) The computer network of claim 1 wherein a computer hosts more than

one participant. t

il,^
"W (Original) The computer network of claim 1 wherein each participant sends to each

of its neighbors only one copy of the data.

,rL
It
y (Original) The computer network of claim I wherein the interconnections of

participants form a broadcast channel for a game of interest.

[03004.8009/0A 2003-05-21 RESPONSE.DOCI lA
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(Cunently Amended) A distributed game system comprising:

a plurality of broadcast channels, each broadcast channel for playing a game-each

- 
of the broadcast channels for providing game information related to said game to a plurality of

participants, each participant having connections to at least three neighbor participants. wherein

an originating participant sends data to the other participants by sending the data through each of

its connections to its neighbor participants and wherein each participant sends data that it receives

\ where m is the exact number of neighbor participants of each participant and further wherein the
t

/-r\ .
I i, \t number of participants is at least two greater than m thus resulting in a non-complete graph;
V" NA\-

S M means for identifying a broadcast channel for a game of interest; and

Ifi

means for connecting to the identified broadcast channel.

.ltq (z
,{ (Original) The distributed game system of claim {l,ffr.r.in means for identifiing a

\
game of interest includes accessing a web server that maps games to corresponding broadcast

channel.

\9
(Original) The distributed game system of claim \wherein a broadcast channel isf

formed by player computers that are each interconnected to at least three other computers.

participants. each participant having connections to exactly four neighbor participants. wherein an

originatingparticipant sends data to the other participants by sending the data through each of its
(fi'
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one DartlclDant.

. rl
lY

19( (New) A computer networ ing a game environment for a plurality of

participants, each participant having connections to at least tkee neighbor participants. wherein

an originating participant sends data to the other participants by sending the data through each of

its connections to its neighbor participants and wherein each participant sends data that it receives

from a neighbor participant to its other neighbor partjcipants. further wherein the network is m-

regular and the network forms an incomplete graph.
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Amepdments to the Drawinss

The attached sheets of drawings include changes to Figures 6 and 7. These sheets, which

include Figures 6 and 7 , replace the original sheets including Figures 6 and 7, respectively.

Attachment: Replacement Sheets

N
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REMARKS/ARGUMENTS

Reconsideration and withdrawal of the rejections set forth in the Office Action dated May

21,2003 are respectfully requested. In that Office Action, the Examiner objected to the drawings

as failing to include certain reference signs mentioned in the description. Two replacement sheets

for Figures 6 and 7 are submitted herewith with the appropriate reference signs included. The

Examiner is requested to approve these replacement sheets for entry into this application.

Turning to the rejection of the claims based upon the prior art, the Examiner rejects

Claims L4-16 under 35 U.S.C. $ 1020) being anticipated by Microsoft's Internet Gaming Zone;

as well as being in public use more than one year prior to the filing date of this application as

evidenced by the Internet Gaming Zone (IGZ) article. The Examiner also rejects Claims 1-13 as

being obvious over the Alagar et al. paper.

The Cited Prior Art:

The IGZ article is a press release detailing the Internet Gaming Zone by Mcrosoft. As

detailed in the press release, the IGZ article describes a system that allows for multi-player gaming

via the Internet. There is however no indication as to how such a network system is implemented.

The Alagar reference relates to a reliable mobile wireless network. The term "mobile

wireless network" as trsed in Alagar means that the network does not contain any static support

stations. The example given in the Alagar reference is of a military theater where each of the

nodes (troops, tanks, etc. . . .) are mobile and can communicate with each other using wireless

transmissions. Because of the mobile nature of the networlg there are frequent changes in link

connectivity between various nodes. The mobile wireless network, because it does not contain

any static support stations, is dissimilar to the Internet or even cellular telephony.

7[03004.8009/0A 2003-05-21 RESPONSE.DOC]
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Because of the mobile nature of the network nodes, the Alagar reference teaches that two

mobile nodes are "neighbors" if they can hear each other. Each host detects its neighbors by

periodically broadcasting a probe message. A host that hears a probe message sends an

acknowledgement to the probing host. Every host maintains a list of neighbors and periodically

updates the list based on acknowledgements received. When two hosts become neighbors, a

wireless link is established between them, and they execute a handshake procedure. As part of the

handshake procedure, they update their list ofneighbors.

Because of the mobile nature of the nodes, it is not uncommon that the link may be

disconnected between two nodes. Because of this, messages are transmitted from node to node

using a flooding methodology that involves transmitting the message to every node in the

network. Thus, to broadcast a message, a mobile node transmits the message to all of its

neighbors. On receiving a broadcast message, an intermediate mobile host retransmits the

message to all of its neighbors. The Alagar reference also provides a methodology for limiting the

amount of retransmission of messages. This is accomplished by means of an acknowledgement

protocol.

The Examiner's Arguments:

The Examinertejects Claims 14-16 under 35 U.S.C. $ 102 as being anticipated by the IGZ

article. The Examiner argues that the IGZ articlediscloses a plurality of broadcast channels and

means for broadcasting a broadcast channel for topics of interest.

Next, the Examiner rejects Claims l-13 under 35 U.S.C. $ 103 as being obvious over the

Alagar et al. reference. The Examiner argues that Alagar discloses a plurality of nodes that form a

network and that the data is sent to the other participants by a flooding technique.

Applicants respectfully request reconsideration.

8[03004.8009/0A 2003-05-21 RESPONSE.DOC]
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Annlicants' Amendments and Arguments:

Applicants have significantly amended independent Claims I and 14. In addition, new

independent Claims 17 and 19 have been added which applicants believe should be allowable over

the cited prior art in view of the remarks set forth below. In view of the substantial amendments

made to Claim 14 to include all of the limitations of Claim 1, the arguments will be primarily

directed towards the Alagar reference which was used to reject Claims l-13.

First, one important aspect of the Alagar reference is that the flooding protocol disclosed

in Alagar dictates that when a node receives a message, that node will rebroadcast that message to

all of its neighbors. See Alagar at page 239, column l, lines 13-15. Specifically, the Alagar

reference at page 239, column 2, lines 7-23 dictates that whenever a host (i.e., node) receives a

message, that message is broadcast to all of its neighbors.

In contrast, the present claimed invention of Claim I dictates and requires that each

participant only rebroadcasts received messages to its neighbors other than the neighbor from

which the node received the message. The Alagar reference requires a larger number of messages

to be broadcast. For example, if m is the number of nodes and N is the number of neighbors for

each node, then the total number of messages is m x N.

In contrast, bj limiting the rebroadcast to "other neighbors," this reduces the number of

messages to be broadcast to (m-l)N + 1. For large networks, the saved bandwidth can be

significant. For this sole reason alone, Claim I has a requirement of "other neighbors" which is

not fairly shown in the Alagar reference. Therefore, Claim I and all dependent claims therefrom

are in condition for allowance.

Secondly, the Alagar reference teaches the indiscriminant linking with neighbors regardless

of the number of total neighbors that are capable of being connected. For example, Alagar

I[03004.8009/0A 2003-0$21 RESPONSE.DOCI
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teaches that the definition of a "neighbor" is any two mobile hosts that can "hear" each other. See

Alagar at page 238, column 1, lines 5-6. In other words, there is no "regulanty" to the network

formed by Alagar because each of the nodes can link to as few as one neighbor or a potentially

extremely large number of neighbors. The only limitation is that the node will link and classify as

a neighbor any other node that is within hearing distance. This is precisely the opposite of the

amended claimed invention. Claim I as amended requires that each participant in the network

connects to and forms a neighbor bond to exactly an m number of neighbors. Independent claims

14 and l7 contain similar limitations.

Figure 1 of the Alagar reference is deceiving in that it coincidentally shows a 4-regular

network. However, that is not the typical situation as is clear from a careful review of the Alagar

reference. Column I of page 238 of the Alagar reference clearly indicates that there is in fact

nonregularity in a computer network formed because the number of neighbors is not set at a

predetermined number, but rather based upon the particular encountered terrain of the mobile

nodes.

Claim I as amended requires that the computer network be m regular at substantially all

times where there are not new nodes entering or leaving the network. Furthermore, Claim 17

requires that the netldork is "in a stable 4-regular state." For this reason, the claims are allowable

over the cited prior art.

Third, and yet another independent reason for allowing the claims, as amended, over the

Alagar patent, is that the claims as amended now require that the computer network so formed is

not a "complete graph." A complete graph is a network that is characterized by N: m * l. A

"complete graph" in graph theory is that each node has a connection to every other node in the

network. Thus, Figure I of the Alagar reference shows a complete graph. Each of the nodes has

[03004.8009/0A 2003-05-21 RESPONSE.DOC] 10
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a connection to every other node in the network. Obviously, for a five-node network, this will

require four communications connections for each node.

Claims I and 17 have been amended to recite that there are at least two more nodes than

there are marimum number of neighbors. For example, Claim 17 requires that for a 4-regular

network, there are at least six participants. Claim 1 requires that the parameter N is at least two

greater than the parameter m. Alagar does not show this limitation whatsoever. In fact, the only

m-regular network shown in Alagar is a complete graph. It is the combination of having a

computer network that is m regular and that is not a complete graph that is patentable over the

Alagar reference. This combination has been shown to produce an efficient and stable computer

network. Claim 19 is specifically directed to this aspect of the invention.

In view of the foregoing, the claims pending in the application comply with the

requirements of 35 U.S.C. $ 112 and patentably define over the prior art. A Notice of Allowance

is, therefore, respectfully requested. If the Examiner has any questions or believes a telephone

conference would expedite prosecution of this application, the Examiner is encouraged to call the

undersigned at (206) 359-6488.

a/ /
eu1", 

"/ / rc)/ /1
//

Correspondence Address:

Customer No. 25096
Perkins Coie LLP
P.O. Box 1247

Seattle, Washington 981I l'1247
(206) 3s9-8ooo

Respectfully submitted,

Perkins Coie LLP

N

Registration No. 36,878
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ISLAND RECOVERYIN A PEER-TO-PEER
RELAY NETWORK

This application claims the benefit of U.S. Provisional
Application No. 60/513,098 (“PEER-TO-PEER RELAY
NETWORK”), filed Oct. 20, 2003, the disclosure ofwhich is
incorporated herein by reference.

This application is related to the U.S. applications Ser. No.
10/700,798,filed on Nov. 3, 2003, Ser. No. 10/701,302,filed
on Nov. 3, 2003, Ser. No. 10/701,014,filed on Nov. 3, 2003,
Ser. No. 10/700,777, filed on Nov. 3, 2003, and Ser. No.
10/700,797,filed on Nov.3, 2003.

BACKGROUND

In a typical client-server network, each ofthe clients in the
network establishes a connection to a central server. A client

requests services and data from the server. To communicate
with another client, a client sends a request to the server.
Typically, the clients do not establish direct connections to
one another. In a client-server network with N clients, each
client has 1 connection to the server, and the server has N
respective connections to each of the clients. For example, as
shown in FIG. 314A,in a client-server network with 6 clients,
each client has 1 connection to the server, and the server has
6 respective connectionsto the clients.

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server).
Typically, each memberin the network has similar responsi-
bilities in the network and the members are considered gen-
erally equivalent (as network members). In a peer-to-peer
network with N peers, each peer has N-1 connections to other
peers. For example, as shown in FIG. 31B,in a peer-to-peer
network with 6 peers, each peer has 5 connections to other
peers

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
methodof island recovery in a peer system in a peer-to-peer
relay network includes: detecting the presence oftwo or more
islands in a peer-to-peer relay network, wherein each island
includesat least one peer system; joining two detected islands
by connecting a peer system in a first island to a peer system
in a secondisland; wherein peer systems in different islands
are not connected.

In one implementation, a server in a peer-to-peer relay
network includes: meansfor detecting the presence of two or
more islands in a peer-to-peer relay network, wherein each
island includes at least one peer system; meansfor joining
two detected islands by connecting a peer system inafirst
island to a peer system in a second island; wherein peer
systems in different islands are not connected.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network.
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FIG. 2 showsa block diagram of one implementation of a
message.

FIG. 3 showsa flowchart of one implementation of a peer
relaying a message in a peer-to-peer relay network.

FIG.4 showsa flowchart of one implementation of a peer
relaying a message,in a peer-to-peer relay network according
to a set of relay rules.

FIG. 5 showsa flowchart of one implementation of estab-
lishing a peer-to-peer relay network.

FIG. 6 shows a flowchart of one implementation of con-
necting a peer to a peer-to-peer relay network.

FIG. 7 showsa flowchart of one implementation ofselect-
ing peers for joining a peer-to-peer relay network.

FIG. 8 showsa flowchart of one implementation offorcing
a peer to give a connection to a new peerin a peer-to-peer
relay network.

FIG. 9 showsa flowchart ofone implementation ofdiscon-
nection in a peer-to-peer relay network.

FIG. 10 showsa flowchart of one implementation ofmain-
taining a peer-to-peer relay network.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaininga grid.

FIG. 19 showsa flowchart of one implementation ofbuild-
ing a redundancylist in a peer-to-peer relay network.

FIG. 20 showsa flow chart ofone implementation ofupdat-
ing redundancylists for a disconnecting peerin a peer-to-peer
relay network.

FIG. 21 showsa flow chart ofone implementation ofrelay-
ing a message from a peer system that belongs to multiple
grids.

FIG. 22 showsa flow chart ofone implementation ofrelay-
ing amessagein a grid supporting spectators andparticipants.

FIG. 23 shows a flow chart of one implementation of
detecting islands in a grid.

FIG. 24 shows a flow chart of one implementation of
removing islands in a peer-to-peer relay network.

FIGS.25 and26 illustrate an example of detecting islands
and joining islands.

FIG. 27 shows a flow chart of one implementation of
detecting a cheating violation in a peer-to-peer relay network.

FIG. 28 shows a flow chart of one implementation of
detecting a security violation in a peer-to-peer relay network.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server and a peer system, respectively.

FIGS. 31A and 31B illustrate typical client-server and
peer-to-peer architectures.

DETAILED DESCRIPTION

The present invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
plurality of computer systems is connected to form a peer-to-
peer network. Each computer system is connected to up to a
predetermined number of other computer systems. To com-
municate, a computer system sends a message to each of the
connected systems. When a computer system receives a mes-
sage from another computer system, the receiving computer
system sendsor relays the message to other computer systems
accordingto the relay proceduresor rules for that peer-to-peer
relay network. Followingthe relay rules, the messages propa-
gate throughout the network to all the member computer
systems.

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network 100. A peer-to-peer relay network
can also be referred to as a “grid.” In FIG. 1, a group of 10 peer
systems 105, (also referred to as “peers”’) are connected
to form a peer-to-peer relay network. Each peer system 105is
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a network-enabled game console, such as a PlayStation 2™
game console with a network adapter, as offered by Sony
Computer Entertainment Inc. The peer systems 105 are con-
nected directly (e.g., wired or wireless connections) or indi-
rectly (e.g., through an intranetor a public IP network such as
the Internet). In one implementation,the peer systems 105 are
connected using UDP or TCP connections. The peer systems
105 exchangedata to support a network environmentoractiv-
ity, such as a chat environmentor an online game.

Each peer 105 also has a connection to a central server 110,
such as a UDP or TCP connection through the Internet (the
connections to the server 110 are not shown in FIG. 1). The
server 110 is a server computer system providing centralized
servicesto the connected peer systems 105. In one implemen-
tation, the server provides an address directory of peer sys-
tems and tracks which peer systems are connected with
which. Examplesofotherserver services include, but are not
limited to: authentication, player matching, and tracking peer
system addresses. As described below, in some implementa-
tions, the server can support multiple independentorrelated
peer-to-peer relay networks. In one implementation, the
server supports multiple environments or worlds, dividing or
grouping clients into the environments andfiltering data
appropriately. In one implementation,the server includes one
or more aspects of the servers described in co-pending and
commonly assigned U.S. patent applications Ser. Nos.
10/211,075 (“Configuration Switching: Dynamically Chang-
ing Between Network Communication Architectures”), filed
31 Jul. 2002 now U.S. Pat. No. 7,421,471), and 10/359,359
(“Multi-User Application Programming Interface”), filed 4
Feb. 2003, the disclosures of which are incorporated herein
by reference. In another implementation, the peers do not use
a centralized server (e.g., building the grid through direct
communication and relaying data).

The network 100 has a connection limit of 3. The connec-

tion limit is set by the server and defines the maximum num-
ber of connections each peer 105 is permitted to have in the
grid. In another implementation, one peer (e.g., the peer
establishing the grid) sets or multiple peers negotiate the
connection limit. In FIG. 1, the connection limit is 3 and each
peer 105 has 3 connections. Peer systems A-J each have 3
connections to other peers (peer system 105, is also referred
to as peer system A or peer A). The network 100 is a 3-con-
nection peer-to-peer relay network so each peer 105 has 3
connections to other peers.

The peers 105 communicate by broadcasting messages
throughout the network 100. The peers 105 propagate the
messagesby relaying received messages to connected peers
105 according to the relay rules of the network 100. In this
implementation,the relay rules define that a peer 105 relays a
message to each of the peers 105 connected to the peer 105,
with two exceptions: (1) a peer 105 does not relay a message
that the peer 105 hasalready relayed, and(ii) a peer 105 does
not relay a message back to the peer 105 from which the
relaying peer 105 received the message. In one implementa-
tion, a peer 105 also does not relay a message to a peer 105
from which the relaying peer 105 has already received the
message (e.g., when the relaying peer 105 receives the mes-
sage from multiple peers 105 before the relaying peer 105 has
relayed the message). In other implementations, different or
additionalrules can be used. Therelay rules (and otherrules)
are established by theserver orare pre-set in the peer systems
(or their system software). In another implementation, the
rules can be modified dynamically, such as by propagating
messages with rule updates throughout the grid.

In one application of the network 100, the peers 105 are
playing a network game.In the course ofthe game,a peer 105
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generates an update message reflecting actions or events
causedby the peer 105. For example, during the execution of
the gamesoftware on a player’s computer system (e.g., peer
A), the computer system generates update data to be used by
other players’ computer systems representing actions in the
gamesuch as movingor shooting(e.g., updating the position
of a player). For the update to be effective, each of the peers
105 needs to receive the update from the updating peer 105.
The peers 105 relay the update messages throughout the
network 100 to propagate the message to each peer 105.

In one example, peer A has an update to send to the other
peers. Peer A builds an update message including the update
data, an identifier indicating peerA is the sourceofthe update,
and a sequenceidentifier to differentiate this message from
others sent out by peerA and providearelative sequence. Peer
A sends the message to its connected peers: B, C, D. Peer B
sends the message received from peerAto peers D and E. Peer
B does not send the message to peer A because peer B
received the message from peerA. Similarly, peer C sends the
message from peer A to peers G and H, and peer D sends the
message from peerA to peers B and G. WhenpeerB receives
the message from peer D, peer B does not relay the message
again because peer B recognizesthatthis is the same message
(using the identifiers of the message). Similarly, peer D does
not relay the message received from peer B. Assuming that
the connections between peers are substantially the same in
terms of the amount of time to transfer a message between
peers, in the nextset ofrelays, peer E relays the message from
peer B to peers F andI, peer G relays the message from peer
C to peers D and F (or relays the message from peer D to peers
C and F, depending on which messagearrivedat peerC first),
and peer H relays the message from peer C to peers ] and J. At
this time, every peer has received the update message from
peer A. However, peers F, I, and J have just received the
message, so these peers will relay the message. Peer F relays
the message from peerE to peers G and J (or from peer G to
peers E an J, whicheverarrivedfirst), peer I relays the mes-
sage from peer E to peers H and J (or from peer H to peers E
and J, whicheverarrivedfirst), and peer J relays the message
from peer H to peers F and I. By this time, all ofthe peers have
sent or relayed the message once. Because the peers will not
relay the same message again, the propagation of this mes-
sage ends.

In this way, the message propagates throughoutthe peer-
to-peer network 100. This propagation ofupdate information
among the peer systems 105 participating in the game sup-
ports the game and game environment. The peer systems 105
can distribute data throughoutthe network 100 without using
the centralized server 110 for distribution. In addition, each
peer 105 is not directly connected to every other peer 105,
saving resources. As a result, the grid 100 limits each peer’s
network bandwidth requirement(since it only needs to com-
municate with a limited numberofother clients) while allow-
ing data from any single client to quickly spread to every other
peer in the grid (e.g., using UDP sockets).

In other implementations, a peer-to-peer relay network
includes more or less peer systems and the network has a
different connection limit. Depending upon the number of
peers, the connection limit, and the rules for establishing
connections,notall peers may have all their connectionsfilled
and so there may be a peer (or more) with an available con-
nection.

In another implementation, the connection limit can vary.
Tn one implementation, the connection limit is specific to each
peer system, with some,all, or none of the peers having
different connection limits. Each peer sets its connection
limit, or is assigned a connection limit by a server. In one
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example, peers X andY each have a connection limit of 5, and
peer Z has a connection limit of 4, and the remaining peers
each have a connection limit of3. In another implementation,
the connection limit is dynamic. In this case, the server
adjusts the connection limit for the peers, such as based on
network performance(e.g., when networktraffic is low, the
connection limit is low). In another implementation, one or
moreofthe peer systems each adjust their respective connec-
tion limit dynamically. Alternatively, the server adjusts the
connection limit for specific peer systems dynamically (e.g.,
adjusting some butnotall).

FIG. 2 showsa block diagram of one implementation of a
message 205. The message 205is built by a peer system to be
sent to other peers in a peer-to-peer relay network. For
example, referring to FIG. 1, when peer A has an update
messageto sendto the other peers, peer A builds a message
such as the message 205. The message 205 includes: address-
ing data 210, an origin identifier 215, a sequence value 220,
and payload data 230. The addressing data 210 includesnet-
work addressing information to send the message 205 from
the peer to another peer. In one implementation, the address-
ing data 210 includes an IP address for the sending peer and
an IP address for the intended recipient peer. The origin
identifier 215 identifies the peer that built the message 205.
This identifier 215 indicates to peers throughoutthe peer-to-
peer relay network the origin of the message propagating
through the network. Using the origin identifier 215, a peer
receiving the message 205 can determine from which peer in
the network the message 205 originated. The sequence value
220 identifies the specific message 205 and providesrelative
sequence information. Using the sequence value 220, a peer
receiving the message 205 can determine whethera particular
message has already been received and can determine the
order or sequence ofmessagessentfrom the peer indicated by
the origin identifier 215. The data 230 is the payload data for
the message 205. For an update message(e.g., ina game), the
payload data 230 is the update data to be usedbythe recipient
peers. In alternative implementations, different types ofmes-
sages can be used, and messages with different formats from
that shownin FIG.2 can be used(e.g., including different or
additional information). For example, a message can include
a file or part ofafile or frame of data such as a frame of game
data or a frameorpart of an audiofile being published to the
membersof the grid. The receiving peers could reconstruct
the whole file using the sequence value includedin each ofthe
messages. In another example, a message includes additional
identification information, such as an identifier indicating to
whichgrid the message belongsfor relaying by peers belong-
ing to multiple grids.

FIG. 3 showsa flowchart 300 of one implementation of a
peer relaying a message in a peer-to-peer relay network.
Initially, the peer is connected to one or more other peer
systemsin a peer-to-peer relay network.

Thepeerreceives a message from a sending peer through a
connection betweenthe peer and the sending peer, block 305.
The message includesan origin identifier, a sequence value,
and payload data (e.g., update data), as in the message shown
in FIG.2.

The peer selects connections to which to relay the received
message, block 310. The peer selects the connections from
the available connections of the peer according to the relay
rules for the peer-to-peer relay network. After applying the
relay rules, the peer may have selected some, none, orall of
the peer’s connections.

The peer relays the message to each of the selected con-
nections, block 315. The peer builds a message for each
selected connection. For each messageto send, the peer uses
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the received message but updates the addressing information
as appropriate (e.g., changing the senderto the peer and the
recipient to the recipient peer for the connection). Accord-
ingly, the payload data remains the same. In another imple-
mentation, a peer can also add data to the message or change
data in the message. The peer sends the built messages to the
appropriate recipients.

FIG. 4 showsa flowchart 400 of one implementation of a
peer relaying a message in a peer-to-peer relay network
accordingto a set of relay rules. Therelay rules used in FIG.
4 are an example of oneset of relay rules. Other implemen-
tations can use different or additionalrelay rules. Initially, the
relaying peer is connected to N other peer systems in a peer-
to-peer relay network. For example, in the network shown in
FIG.1, peer Dis connectedto 3 other peers (and so N=3inthis
case). The relay rules for FIG. 4 for relaying a messageare:

1. Do not relay the message twice
2. Do not relay the message back to the sender
3. Do not relay the messageto the origin peer
4. Relay the messageto the peers on the connectionsavail-

able after applying rules 1 and 2
The relaying peer receives a message, block 405. The

relaying peer determines whether the relaying peer has
already received this message, block 410. The relaying peer
compares identification data for the message with data stored
by the relaying peer for messages already received. In one
implementation, each peer maintains a received message
table of origin identifiers and sequence values for messages
that have been received. The relaying peerretrieves the origin
identifier and sequence value from the received message and
compares this information with data stored in the relaying
peer’s received messagetable. Ifthe relaying peer determines
that the relaying peer has previously received this received
message(e.g., the peer finds an entry in the received message
table storing the origin identifier and sequence value of the
received message), the relaying peer does not relay the
received message. In another implementation, the relaying
peer checks to determine if the relaying peer has previously
relayed the received message.

If the relaying peer determines that the relaying peer has
not previously received this message, the relaying peer
records that the message has been received, block 412. In one
implementation, the relaying peer adds an entry to the relay-
ing-peer’s received messagetable for the origin identifier and
sequence value of the received message.If the table already
has an entry forthis origin identifier and sequence value, the
relaying peer does not changethetable.

After recording that the message has been received, the
relaying peersets a counter, block 415. The relaying peer uses
the counter to step through each ofthe relaying peer’s avail-
able connections. In one implementation, the relaying peer
sets an integer counter i to 1.

The relaying peer determines whether the relaying peer
received the message from the peer connected to the connec-
tion indicated by the counter, block 420. The received mes-
sage includes addressing information indicating the sender of
the received message. The counter indicates a connection and
so indicates a connectedpeer andthatpeer’s addressing infor-
mation. For example, peer D in FIG. 1 has 3 connections and
peer D has assigned a numberto each connection: peer A is
connected to connection 1, peer B is connected to connection
2, and peer G is connected to connection 3. So, when the
counteriis 1, peer D checks to see ifthe received message was
sent by peer A by comparing the addressing information (the
sender) for the received message with the addressing infor-
mation for peer A stored by peer D.If the received message
was sent to the relaying peer by the peer connected to the
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connection indicated by the counter the relaying peer does not
relay the messageto that peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter,
the relaying peer determines whether the peer connected to
the connection indicated by the counter is the origin peer
system for the received message, block 422. The received
message includes information indicating the peer that is the
origin of the received message (the peer that generated the
data of the messageoriginally, recall the origin identifier 215
of FIG. 2). If the peer connected to the connection indicated
by the counter is the origin peer system for the received
messagethe relaying peer does not relay the message to that
peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter
and the peer connected to the connection indicated by the
counteris not the origin peer system for the received message,
the relaying peer relays the message to that connected peer,
block 425. The relaying peer builds a message for the indi-
cated connection. The relaying peer makes a copy of the
received message and updates the addressing information as
appropriate (e.g., changing the senderto be the relaying peer
and the recipient to be the connected peer connected to the
indicated connection). Accordingly, the payload data remains
the same. The relaying peer sends the built messages to the
connected peer through the indicated connection.

The relaying peer determines whetherall the connections
have been checked, block 430. The relaying peer compares
the counter to the number of connections established by the
relaying peerin the peer-to-peer relay network. For example,
the relaying peer comparesthe counteri to the value ofN (the
number of connections held by the relaying peer). If the
relaying peer has checked all the connections, the relaying
peer has completed relaying for this received message.

Ifthe relaying peer has not checkedall the connections, the
relaying peer increments the counter, block 435. For example,
the relaying peersets the counteri to be i+1. After increment-
ing the counter, the relaying peer determines whether the
relaying peer received the received message from the peer
connected to the connection indicated by the incremented
counter, returning to block 420.

Asnoted above, in other implementations, different, addi-
tional, or fewer relay rules can also be used. In one imple-
mentation, the relaying peer does relay the message back to
the sender(e.g., so the sender can confirm that the relaying
peer did not changethe data). In another implementation,the
relaying peer does not relay the message to the peerthat is
indicated as the origin ofthe message(e.g., as indicated by the
origin identifier of the message). In another implementation,
the relaying peer doesnotrelay the same messageto the same
connected peer again. In another implementation,the relay-
ing peer selects a subset ofthe available connectionsto relay
the message, such as selecting the peers with the lowest and
highest response times. In another implementation, each peer
relays the messageto all the peer’s connected peers subject to
a hop count stored in the message so that the message will
only be relayed a certain numberoftimes. In another imple-
mentation, a peer relays the same message a limited number
of times (more than once).

FIG. 5 shows a flowchart 500 of one implementation of
establishing a peer-to-peer relay network. Initially, a peer
system and a server are deployed, such as peer A and the
server 110 in FIG. 1. The peer system opens a connection to
the server, block 505. The peer system is connecting to the
server to establish a peer-to-peer relay network (or grid) and
can be referredto as an “establishing peer.” The connection to
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the server can be direct or an indirect network connection. In

one implementation, the peer is assigned to or joins and
registers ina subsection ofthe space or one ofmultiple worlds
or environments maintained by the server. The server authen-
ticates the peer before allowing the peer to interact further.
The peer system submits a create grid request to the server,
block 510. The create grid request indicates the peer’s iden-
tification information andthatthepeer is requesting the server
to establish a new peer-to-peer relay network. In one imple-
mentation, the request also includes conditions that the peer
requests the server to apply (e.g., restrictions on joining the
grid). In another implementation, the request indicates a con-
nection limit and a set of rules for use in the grid (e.g., relay
rules and connection rules). The server registers the new grid,
block 515. The server maintainstables orlists ofdata tracking
the established grids. The server creates a new table for the
new grid and adds the requesting peer to the table. The server
sends confirmation to the peer that the grid has been estab-
lished, block 520. The confirmation includes any identifica-
tion or access informationthe peer needs to accessthe grid. In
one implementation, the confirmation includes the connec-
tion limit andthe rules for the grid(e.g., relay rules).

FIG. 6 showsa flowchart 600 of one implementation of
connecting a peerto a peer-to-peer relay network. Initially, a
peer-to-peer relay network has been established by a peer and
server, such as peer A andthe server 110 in FIG.1.

A peer system connectsto the server, block 605. The peer
system is connecting to the serverto join a peer-to-peer relay
network (or grid) and can be referred to as a “new peer” or
“Joining peer.” The connectionto the server can bedirect or an
indirect network connection. In one implementation, the peer
is assignedto orjoins and registers in a subsection ofthe space
or one of multiple worlds or environments maintained by the
server. The server authenticates the peer before allowing the
peer to interact further.

The peer selects a grid from the available grids of the
server, block 610. In one implementation, the peer requests a
list of available grids and selects from that list. In another
implementation, the server supplies the list of available grids
automatically when the peer connects to the server. In one
implementation, the server provides a list of available grids
for the world in which the peer has registered. The server can
also provide additional information to assist in the selection
(e.g., which peers are already members of each grid). The
peer submitsthe grid selection to the server.

The server sends the addresses of the peers that have
already joined the selected grid, block 615. The addresses
indicate how to communicate with the grid members(e.g., IP
addresses). The addresses are for establishing peer connec-
tions with the grid members, not connections through the
server. If the selected grid has restricted access and the new
peer is not permitted to join the selected grid, the server does
not provide the addresses to the peer andoffers to let the peer
select a different grid. In one implementation, the server
provides the connection limit and rules for the selected grid
with the addresses to the new peer.

The new peer sends a join message to each of the grid
members, block 620. The join message indicates the address
ofthe new peerandthatthe peer is new to the grid. In another
implementation, the new peer sends a connection available
message indicating the peer’s address and the number of
connections the peer has available (similar to when a peer
loses a connection, as described below). In another imple-
mentation, the new peer sends a join message to one grid
memberand that grid member beginsto relay the join mes-
sage through the grid.
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The grid membersreceive the join message and each sends
a join response back to the new peer, block 625. A join
response indicates whetherthe responding peerhas any avail-
able connectionsor not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message and usethat address to
send the join responses. The new peer receives the join
responses.

The new peerselects which of the grid members to which
to connect, block 630. The new peeruses a set of connection
rules to select peers for connection. For example, in one
implementation, the new peerselects from the peers sending
positive responses a number of peers up to the connection
limit for the grid in the order the positive responses were
received by the new peer(e.g., for a connection limit of 3, the
new peer selects the peers corresponding to the first three
positive responses received). Different implementations can
use different sets of connection rules. The new peerstores the
response times for each of the selected peers. In another
implementation, the new peerstores the response timesforall
the responses(positive and negative).

After selecting the peers for connection, the new peer
opens connectionsto the selected peers, block 635. The new
peer sends a connection request to each of the selected peers
and the selected peers confirm the request, opening the con-
nections (unless connections have become unavailable for the
selected peers). The connections between peers can be direct
or indirect (e.g., across a network, such asthe Internet). In one
implementation, when peers open a connection, each peer
informsthe server of the connection.

In another implementation, the server facilitates joining the
grid by forcing one or more connections. The server can cause
one peer to close a connection and open a connection to
another indicated peer. The server can also cause a peer to
close one or moreof its connections.

FIG. 7 shows a flowchart 700 of one implementation of
selecting peers for joining a peer-to-peer relay network, such
as in block 630 of FIG.6. Initially, a new peer has selected a
grid and sent out join messages to the memberpeers of that
grid. The new peerhas received join responses back from the
memberpeers.

The new peer selects the peer corresponding to the first
received positive response, block 705. This positive response
wasreceived before the others and representsthe fastest avail-
able connection. The newpeerselects the peer corresponding
to the last received positive response, block 710. This positive
response was received after the others and represents the
slowest available connection. To determine which responseis
last, the new peer waits until all responses have been received
or for a defined period of time and then declares the last
received in that period to be the last. The new peer randomly
selects peers from the remaining positive responses until the
new peerhas selected a numberofpeers equal to the connec-
tion limit, block 715. These selections support an even distri-
bution of fast and slow connections through the grid.

Asnoted above, in various implementations, different or
additional connection rules can be used. In one implementa-
tion, the new peer selects the peers for the first and last
positive responses and then selects the peers corresponding to
positive responsesin increasing order of response time (after
the first). In another implementation, the new peer selects
peers as the responsesarrive (e.g., reserving one space for the
last received positive response), rather than waiting to begin
selecting peers. In another implementation, the new peer
selects peers using a response time threshold (e.g., do not
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select peers with a response time above some limit). In
another implementation, the new peer selects peers based on
characteristics ofthe peers (using information provided in the
join responses), such as storage capacity, processing speed,
access levels, or available functions.

In one implementation, a peer system classifies the con-
nections accordingto the selection process used for selecting
those connections. For example, a peer stores information
indicating which of the open connections correspondsto the
join response received with the lowest response time and
which of the open connections corresponds to the join
responsereceived with the highest response time. As connec-
tions are adjusted for peers disconnecting and new peers
joining the grid, the peer can adjust the stored classifications
of connections.

In another implementation, the new peeruses the server to
assist in opening connections. In one implementation, the
server providesa list of grid members with available connec-
tions and those memberpeers’ addresses. The new peer sends
the join messagesdirectly to the indicated grid members.

If there are fewer positive responses than the connection
limit, the new peer will have remaining available connections.
Tn one implementation, the new peer can force anotherpeer to
close an established connection and open a connection with
the new peer.

FIG. 8 showsa flowchart 800 of one implementation of
forcing a peer to give a connection to a new peerin a peer-to-
peer relay network. Initially, a new peer has selected a grid
and sent out join messages to the memberpeersofthat grid.
The new peer has received join responses back from the
member peers. However, after selecting the peers for all the
positive responses, the new peerstill has available connec-
tions.

The new peer selects a peer corresponding to a negative
response, block 805. The new peerselects a negative response
using the same connection rules for positive responses(e.g.,
the first received negative response according to the rules
from FIG.7). Alternatively, the new peeruses a different set
offorce connection rules. The new peer doesnot select a peer
to which the newpeeris already connected.

The new peer sends a force connection request to the
selected peer, block 810. The force connection request indi-
cates that the new peerhasat least one available connection
(or specifically how many) and that the recipient peer is to
open a connection with the new peer.

The new peerreceives the force connection request and
selects a connection to close, block 815. The recipient peer
selects a connection to close using the connection rules in
reverse. For connection rules based on response time, the
recipient peer uses the stored response times from join
responses (and connection available responses, as described
below). In one implementation, to select among randomly
selected peers, the recipient peer selects the last peerselected,
or again randomly selects a peer. In another implementation,
the recipient peer uses a different set of forced disconnection
rules.

The recipient peer closes the selected connection, block
820. The recipient peer sends a close message to the peer
connected to the selected connection and the two peers close
the connection. The peer connected to the selected connection
now has an available connection and sends out a connection

available messageto the grid, as described below.

The recipient peer sends a confirmation to the new peer,
and the two peers open a new connection, block 825. The new
peer now hasoneless available connection. If the new peer
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has more available connections, the new peer repeats the
process, returning to block 805 to select another negative
response.

In another implementation, the new peer does not force
another peer to open a connection unless the new peerhasat
least two available connections. Alternatively, a different
threshold can be used (e.g., three). In another implementa-
tion, the new peer sends a force connection message when the
new peer does not have at least some numberof connections
(a connection floor).

In another implementation, the recipient peer for a force
connection messagehasthe option to decline (e.g., depending
on network load balancing). If declined, the new peer selects
another peer to which to send a new force connection mes-
sage.

In another implementation, if a new peer has two or more
available connections andis sending a force connection mes-
sage, the new peerincludes information in the message indi-
cating that the new peerhas two available connections. When
the recipient peer has selected a connection to close, the
recipient peer indicates to the connectedpeerfor the selected
connection (the remote peer) that the new peer has another
available connection (and includes the address of the new
peer if appropriate). After the recipient peer has closed the
connection with the remote peer, the remote peer sends a
connection available messagedirectly to the new peer (unless
the new peer is already connected to the remote peer). The
new peer opens a new connection with the recipient peer
(selected by the new peer) and another new connection with
the remote peer (selected by the recipient peer). In this way,
the new peer can quickly establish two connections. If the
newpeerstill has another two available connections, the new
peer can again send a force connection message indicating
twoavailable connections to another selected recipient peer.

Whenapeer system disconnects from anotherpeer system,
each of the peers then has an available connection. If one (or
both) of these peersis still in the grid (i.e., has not discon-
nected from the grid), the peer sends out a connection avail-
able message to the peer’s remaining connected peers to be
relayed through the grid to all the other peers in the grid.

FIG. 9 shows a flowchart 900 of one implementation of
disconnection in a peer-to-peer relay network.Initially, a peer
system (the disconnected peer) is connected to at least two
other peer systemsin a peer-to-peer relay network.

The disconnected peer becomes disconnected from one of
the peers to which the disconnected peer was initially con-
nected, block 905. The disconnection can occur because of a
voluntary disconnection on either end or a failure in the
connection itself (e.g., part of the path between the peers
fails). For example, a voluntary disconnection can occur
whenthe peer determines that a connected peer is non-re-
sponsive (as described below) or whenthe peer is forced to
open a connection with a new peer(as described above). In
one implementation, the server can cause a peer to close one
or more connections resulting in corresponding disconnec-
tions.

The disconnected peer sends a connection available mes-
sage to the peers remaining connected to the disconnected
peer, block 910. The connection available message indicates
that the disconnected peer now has an available connection.
In another implementation, the connection available message
indicates the number of connections the peer has available.

The peers connected to the disconnected peer relay the
connection available message, block 915. The peers in the
grid send connection available responses back to the discon-
nected member, block 920. A connection available response
indicates whether the responding peer has any available con-
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nections or not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message anduse that address to
send the join responses. Alternatively, the responding peers
send the responses back through the grid to be relayed to the
disconnected peer. The disconnected peer receives the con-
nection available responses.

The disconnected peer selects one of the grid members to
which to connect, block 925. The disconnected peer uses the
connection rules to select a peer for connection, but the dis-
connected peer does not select a peer to which the discon-
nected peeris already connected. For example, in one imple-
mentation, the disconnected peer uses the response times of
the connection available responses and the stored response
timesofthe peers still connected to the disconnected peers to
select a peer to replace the lost connection. Different imple-
mentations can use different sets of connection rules. The

disconnected peer stores the response time for the selected
peer. In another implementation, the disconnectedpeerstores
the response times for all the responses (positive and nega-
tive). In one implementation, the disconnected peer does not
select a peer from which the disconnected peer has discon-
nected within a certain time period.

After selecting a peer for connection, the disconnected peer
opens a connection to the selected peer, block 930. The dis-
connected peer sends a connection request to the selected
peer andthe selected peer confirmsthe request, opening the
connection (unless the connection has become unavailable
for the selected peer). The connections between peers can be
direct or indirect (e.g., across a network, such asthe Internet).
Tn one implementation, the connected peers send an update to
the server confirming the connection.

Similar to the implementation described abovefor joining
a grid referring to FIG. 8, in one implementation, if the
disconnected peer still has an available connection after
attempting to open a connection using a connection available
message(e.g., because all the connection available responses
were negative), the disconnected peer can send out a force
connection message, as described above.

In another implementation, the disconnected peer uses the
server to assist in opening a new connection. In one imple-
mentation, the server provides a list of grid members with
available connections and those memberpeers’ addresses.
The disconnected peer sends the connection available mes-
sages directly to the indicated grid members.

The peer systems in the grid maintain the grid by periodi-
cally polling one another. In one implementation, connected
peers send each other messages periodically to confirm the
connection and the connected peeris still functioning.

FIG. 10 showsa flowchart 1000 of one implementation of
maintaining a peer-to-peer relay network.Initially, multiple
peer systems are connectedin a grid.

A peer sends a maintenance message to each of the peers
connectedto that peer, block 1005. The maintenance message
is a requestfor the recipient to provide a confirmation that the
maintenance message wasreceived. In one implementation,
the peer sends a ping message(or pings) each connectedpeer.
The peer evaluates the responses received to the maintenance
messages, block 1010. The peer determines whether the
responsesare satisfactory or not. In one implementation,if a
response is not received from a connected peer, the peer
determines that the connection for the peer has failed (either
because of the connection or because of the connected peer).
If a response is not received before a time limit has expired,
the peer determinesthat the connectionfor the peerhas failed.
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The peer closes the connections for any connections the peer
has determined have failed, block 1015. The peer sends a
close connection request to the connected peer on a failed
connection. When the peer receives confirmation, the peer
closes the connection. If the peer cannot communicate with
the connected peer on a failed connection or does not receive
confirmation within a time limit, the peer closes the connec-
tion without confirmation. In another implementation, a peer
waits to close a connection until the connection has been

noted as failed for a period of time or numberoffailures. In
one implementation, the peer sends an update to the server
confirming any closed connections.

If the peer has closed any connections, the peer has volun-
tarily disconnected from one or more peers and sends out
appropriate connection available messages(e.g., as described
abovereferring to FIG. 9).

In another implementation, the peers use the server to
evaluate failed connections. For example, when a peerdeter-
minesthat a connection has failed,the peer sends a request to
the server for assistance. The server sends a message tothe,
peer at the other end of the failed connection to confirm
whether the peer has failed or the connection failed. The
server then informsthe peers to facilitate opening new con-
nections or adjusting the network as appropriate.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaining a grid.

In FIG. 11, a peer system 1105, (peer A) has established a
peer-to-peer relay network (grid) 1100 using a server 1110
(the connection between peer A and the server 1110 is not
shown). The connection limit forthis grid is 3, so peer A has
three available connections. In FIG. 12, a second peer system
1105,, (peer B) has joined the grid 1100. WhenpeerB joins,
peer B sends a join message to peer A and peer A sends a
positive join response to peer B. Peer A and peer B open a
connection.

In FIG. 13, two more peer systems 1105, and 1105,, (peer
C and peer D) have already joined the grid 1100. Each ofthe
four grid members peers A-D has established three connec-
tions with the other peers in the grid 1100. A new peer system
1105,. (peer E) joins the grid. However, when peer E sends a
join message to the other peers, all the join responses are
negative because each of peers A-D already have the maxi-
mum number of connections permitted by the connection
limit for the grid 1100. In FIG. 14, peer E has forced a
connection to be opened. Peer E selects peer B from among
the negative responses(e.g., because peer E received peer B’s
responsefirst) and sends a force connection message to peer
B. Peer B selects peer D to close a connection and closes the
connection with peer D. Peer B confirms the connection with
peer E and peers B and E open a new connection. When peer
B closes the connection with peer D, peer D has an available
connection. Peer D sends a connection available message to
peers A and C andthe peers relay the message throughoutthe
grid 1100. Peers A, B, and C do not have available connec-
tions and so send negative responsesto peer D. Peer E has two
available connections and sendsa positive response to peer D.
Peer D opens a connection with peer E. Peer E still has an
available connection and so sends out a connection available

message. However, all the responses are negative. Peer E has
twoestablished connections and only has one available con-
nection, so peer E does not force another connection to be
opened.

In FIG. 15, peer A disconnects from the grid 1100. Peer A
was connected to each of peers B, C, and D. When peer A
disconnects, peers B, C, and D each have an available con-
nection. Peers B, C, and D send out connection available
messages and peers B, C, D, and E each send positive
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responses. After evaluating the responses to the connection
available responsesand eliminating peers for already existing
connections, the peers B-E establish connections as shown in
FIG. 16. Each of peers B-E now has three connections.

In FIG. 17, three new peer systems 1105,, 1105,, and
1105,, (peers F, G, and H) have joined the grid 1100 and
established connections. As part of the regular activity to
maintain the grid, the peers B-H each send ping messages to
their connected peers. For example, peer B pings peers D, E,
and G on a regular basis. Peer D does not provide a satisfac-
tory response to peer B for peer B’s ping message(e.g., the
response from peer D is too slow or doesnotarrive at peer B).
In FIG. 18, peer B has closed the connection peer D. When
peer B closes the connection, peer B and peer D haveavail-
able connections. Peers B and D send out connection avail-

able messages to be relayed through the grid 1100. Peer B
receives positive responses from peers G and D.Peer B is
already connected to peer G so will not select peer G fora new
connection. Peer B just disconnected from peer D for a failed
connection and sowill notselect peer D for a new connection.
Peer B does not open a new connection (peer B has two open
connections and only available connection, so peer B does not
attempt to force a connection, though in another implemen-
tation peer B may). Peer D receives positive responses from
peers B and G.Peer B just disconnected from peer D for a
failed connection so peer D will not select peer B for a new
connection (or peer B would refuse a new connection
request). Peer D selects peer G and opens a connectionto peer
G.

In the examplesillustrated in FIGS. 11-18, the peers of the
grid 1100 open and close connections to build and adjust the
grid without relying on the server 1110 to manage the con-
nections (though the server 1110 does assist in providing a
new peer with the addresses of the current memberpeers of a
grid).

Redundancy Lists
In one implementation,the peers in a grid reduce redundant

messagetraffic by avoiding sending messages determined to
be redundant based on current paths in the grid.

In this implementation, each peerin the peer-to-peer relay
network stores a redundancy list. The redundancylist of a
peer indicates other peers to which the peer will not send
messages that originated from a designated peer. Accord-
ingly, each entry in the redundancylist indicates an origin
peer and a destination peer (connected to the relaying peer).
Whena peerreceives a messagethat indicates an originating
peer that is in the peer’s redundancylist, the peer will not
relay that message to the connected peer indicated by the
corresponding entry in the redundancylist. In another imple-
mentation, the peers can turn on and turn off the redundancy
list functionality (e.g., at the request of a server, such as after
determining a security problem hasarisen).

FIG. 19 showsa flowchart 1900 of one implementation of
building a redundancylist in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay network.A recipient peer is connectedto at least
twoother peers.

The recipient peer receives a redundant message from con-
nected peer, block 1905. The redundant message is redundant
because the recipient peer has already received the same
message. The recipient peer identifies the redundant message
as being the same using informationin the received message.
As described above, in some implementations, each peer
maintains a list of messages received to avoid relaying the
same message twice. The recipient peer can also usethis list
to recognize a redundant message.
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The recipient peer builds a redundancy update message,
block 1910. The recipient peer includes in the redundancy
update message the information identifying the origin of the
message and information identifying the recipient peer. For
example, the recipient peerretrieves the origin identifier from
the redundant message (e.g., recall the message shown in
FIG. 2) and stores the origin identifier in the redundancy
update message.

Therecipient peer sends the redundancy update message to
the sender of the redundant message, block 1915. The redun-
dant message includes in its address information address
information for the sender of the redundant message.

The sender of the redundant message receives the redun-
dancy update message and updates the redundancylist for the
sender, block 1920. The senderretrieves the information from
the redundancy update message identifying the origin of the
redundant message and the recipient of the redundant mes-
sage (the recipient peer). The sender adds an entry to the
sender’s redundancylist indicating that the sender should not
send a message originating from the indicated origin to the
recipient peer.

For example, referring to the grid 100 shownin FIG.1, peer
B receives messages originating from peer C from each of
peers A, D, and E. Assuming peer B receives the message
originating from peer C from peerA first, the messagesorigi-
nating from peer C received from peers D and E are redundant
messages. Peer B builds redundancy update messages to send
to peers D and E indicating peer C as the origin and peer B as
the recipient. Peer B sends the redundancy update message to
peer D. Peer D updatesits redundancylist to indicate that peer
D is not to relay messages originating from peerC to peer B.
Peer E receives a similar redundancy update message from
peer B andalso updates its redundancylist in a similar way.

As peers connect and disconnect to and from the grid, the
paths between clients change and so redundancy lists can
become inaccurate. Accordingly, when a peer disconnects
from the grid, the remaining peers update redundancylists.

FIG. 20 showsa flow chart 2000 of one implementation of
updating redundancylists for a disconnecting peer in a peer-
to-peer relay network. Initially, multiple peers systems are
connected to form a peer-to-peer relay network. A discon-
necting peer is connectedto at least two other peers.

The disconnecting peer disconnects from the grid, block
2005. The peers previously connected to the disconnecting
peers are now disconnected peers. Each of the disconnected
peers follows the same process below.

The disconnected peer builds a clear redundancy message,
block 2010. The clear redundancy messageindicates infor-
mation identifying the disconnected peer. The disconnected
peer sends the clear redundancy message to the peersstill
connected to the disconnected peer, block 2015. A peer that
receives the clear redundancy message from the disconnected
peer updatesits redundancylist, block 2020. The peer receiv-
ing the clear redundancy message removes entries in the
peer’s redundancy list affecting relaying messages to the
disconnected peer indicated by the clear redundancy mes-
sage.

Returning to the example described above referring to
FIGS. 1 and 19, peer D has an entry in its redundancylist
indicating that peer D should not relay messagesoriginating
from peer C to peer B. If peer A disconnects from the grid,
peer B recognizes the disconnection of peer A and builds a
clear redundancy message. Peer B sends a clear redundancy
message to peers D and E. Peer D receives the clear redun-
dancy message from peer B andclears the entry in peer D’s
redundancylist indicating that peer D should not relay mes-
sages originating from peer C to peer B. Accordingly, the next
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time that peer D receives a message originating from peer C,
peer D will once again relay message to peer B. Peer E
updates its redundancylist similarly.

Multiple Grids
In one implementation, a peer system can belong to mul-

tiple peer-to-peer relay networks. Each grid can be related or
independent. The connections established according to each
grid can be independent. Accordingly, a peer can be con-
nected to one peer in one grid but not in another (even though
the two peers are both in both grids). In one implementation,
if two peers are connected in two grids, the peers use a single
connection. A message includes information indicating to
which grid the message belongs. A peer relays a received
message according to the connections established corre-
sponding to the indicated grid for the message.

In one implementation, the members of a peer-to-peer
relay network can create sub-networks within the peer-to-
peer relay network. In this case, each of the membersof a
sub-network is also a memberofthe larger grid. For example,
a peer-to-peer relay networkincludesall the players in a game
as peer systems and each team (including sub-sets of the total
players) has a sub-network of peer systems(e.g., for private
communication in the game). In this way, the peers can estab-
lish a multi-channel environment for desirably distributing
and receiving data.

In another implementation, the peer-to-peer relay networks
are independentbut share one or more memberpeer systems.
For example, a group of peers can establish a grid to support
a lobby or chat environment and another group of peers
including at least one peer of the first group can establish a
grid to support a particular game.In another example, a group
of peers form a grid for a clan (organization) and some of
those peers join or create other grids to play games.

For example, in an online environment, all the peers in the
environment are connected to a single main grid. The main
grid is for general announcements and general services. Peers
create, join, and leave additional smaller grids to access
online services suchas chat roomsor games. Peers can use the
main grid to communicate before a smaller grid has been
established, such as when a new peer wants to join a grid
(rather than using a server). Becauseall the control messages
can be broadcast through the main grid, every peer can inde-
pendently maintain a list of available grids and a list of active
peers in each grid. In one implementation,the peers do not use
a centralized server.

FIG. 21 showsa flow chart 2100 of one implementation of
relaying a message from a peer system that belongs to mul-
tiple grids. Initially, multiple peers systems are connected to
form two peer-to-peer relay networks. A relaying peer is a
member of both grids, and has respective connections and
relay rules for each grid.

The relaying peer receives a message, block 2105. The
messageincludesa grid identifier indicating to which grid the
message belongs.

The relaying peerselects the grid indicated by the received
message, block 2110. Each grid has a respective set of con-
nections and a respective set of relay rules. By selecting a
grid, the relaying peer selects a set of connections to use and
a set ofrelay rules to use for relaying the received message.

The relaying peer selects connections according to the
selected grid and the correspondingrelay rules, block 2115.
Using the relay rules for the selected grid, the relaying peer
select any appropriate connections for relaying the received
message.

The relaying peer sends the received message to the
selected peers, block 2120. Before relaying the message, the
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relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

Spectators
In one implementation, the peers in a grid areclassified as

participants or spectators. A participant peer generates new
messagesto be relayed throughoutthe grid. A spectator peer
does not generate new messages and acts as a pass-through
nodein the grid. Both participants and spectators relay mes-
sages to their connected peers accordingto the relay rules of
the grid. In someapplications, there may be many spectators
for each participant. In one implementation having multiple
participants, each participant has a connectiontoat least one
other participant.

In one example, a group ofparticipants play an online game
while spectators watch (observing data without changing the
gamedata). The numberof spectators can be very large(e.g.,
thousands). Other examples include performances (e.g.,
music), speeches, and teaching. In some applications,
because the peers handle distribution by relaying data, the
load on a server for distribution does not always increase as
the numberofspectators increases.

In one implementation, when a peerjoinsa grid, the peer
joinsthe grid asa participantor as a spectator. Ifthe peerjoins
the grid as spectator, the peer is not authorized to create new
messages and send the new messages into the grid to be
relayed throughout the grid. If a spectator generates a new
message and sends the new messageto the peers connected to
the spectator, the peers receiving the new message from the
spectator will not forward or relay the received message. In
one implementation, someorall of the spectators could form
another related grid as participants (e.g., to discuss a game
being watched inthefirst grid).

FIG. 22 showsa flow chart 2200 of one implementation of
relaying a message in a grid supporting spectators and par-
ticipants. Initially, multiple peers systems are connected to
form a peer-to-peer relay network supporting participants and
spectators. Each of the peers systemsstoresa list of the peers
that are participants. In one implementation, the participant
peers periodically broadcast messages indicating which peers
are participants. In another implementation, the server facili-
tates identifying the participants.

A relaying peer receives a message, block 2205. The mes-
sage includes an origin identifier indicating the peer that
created the message.

The relaying peer confirmsthat the origin of the received
messageis a participant peer, block 2210. The relaying peer
stores a list of participant peers. The relaying peer compares
the peer identified as the origin of the received message with
the list of participant peers. Ifthe origin peer for the received
messageis not a participant(i.e., is a spectator), the relaying
peer does not relay the received message.

If the origin peer for the received messageis a participant,
the relaying peer selects connections according to the relay
rules for the grid, block 2215. Using the relay rules, the
relaying peer selects any appropriate connectionsfor relaying
the received message.

The relaying peer sends the received message to the
selected peers, block 2220. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

In another implementation, the spectators are not in the
same grid as the participants. The spectators form a parallel
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spectator grid linked to the participant grid. The spectators
receive data from the participants and relay the data in the
spectator grid. The link(s) between the grids can be provided
by a server or gateway, or by connections between selected
peers from each grid.

In another implementation, a spectator can be a conditional
spectator. A conditional spectator can request permission to
generate data to be relayed throughoutthe grid. If the spec-
tator has received permission, the spectator can send a mes-
sage that the peers in the grid will relay (e.g., the message
includes an authorization flag). The permission can be
granted by a server, by a selected peer as a moderator, or by
the participants (one or more). For example, in a teaching
environment, the participant is the lecturer and the spectators
can request permission to ask questions that will be relayed to
all the peers.

Island Recovery
In one implementation, the server and peers in a peer-to-

peer relay network support adjusting connectionsin the grid
to avoid or recover from the formation of islands. An isolated

groupofpeers in a grid is referred to as an island. Islands can
form in a grid when multiple peers disconnect substantially
simultaneously. In the disconnection process described
above, the remaining peers send messages indicating avail-
able connections, however, with multiple concurrent discon-
nections, the remaining peers may form isolated groups in the
grid. Peers in one island cannot send messages to peers in
another island because there is no peer-to-peer connection
between the islands. The server detects the formation of

islands and interacts with peers to removethe islands.
FIG. 23 showsa flow chart 2300 of one implementation of

detecting islands in a grid.Initially, multiple peer systems are
connected to form a peer-to-peer relay network or grid. When
the peers open and close connections, or become discon-
nected, peers inform the server for the grid of the changing
connections. In this way, the server tracks all of the connec-
tions in the grid. The server also maintains an orderedlist of
the peers in the grid.

The server sets an island counter, block 2305. The island
counter represents the numberofislands. In one implemen-
tation, the server sets a counteri to be 1.

The server selects a starting peer, block 2310. When the
island counter is one, the server selects the first peer in the
ordered list of peers as the starting peer. When the island
counter is greater than one, the server selects as the starting
peer the most recently found unmarked peer (as described
below).

The server marks each peer connectedto the starting peer
as belonging to the sameisland as the starting peer, block
2315. The server marks peers connected directly to the start-
ing peer and connectedindirectly to the starting peers through
other peers (e.g., progresses from the starting peer to con-
nected peers and peers connected to those connected peers
and so on). The server marks a peer with the current value of
the island counterto indicate to which islandthe peer belongs.

After marking all of the peers connected to the starting
peer, the server determines if there is an unmarked peer
remaining in the grid, block 2320. In one implementation, the
server progresses through the ordered list of peers searching
for an unmarkedpeer.

If the server finds an unmarkedpeer, the server increments
the island counter, block 2325. The server increments the
island counter to indicate that an additional island has been

detected. After incrementing the island counter, the server
returns to block 2310 anduses the found unmarkedpeeras the
starting peer.
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If the server does not find an unmarked peer, the server
determines the number ofislands detected, block 2330. The
server has incremented the island counter for each detected

island, and so the island counter represents the number of
islands detected. If the island counter is equal to one, a single
island has been found and so the grid is not divided into
multiple islands. If the island counter is greater than one,
multiple islands have been found andthe grid is divided into
islands.

FIG. 24 showsa flow chart 2400 of one implementation of
removing islands in a peer-to-peer relay network. Initially,
multiple peers systems are connected in a peer-to-peer relay
networkorgrid. The grid has becomedivided into two islands
of peers, where the peers in one island do not have a connec-
tion path to the peers in the other island. The server has
detected the two islands, such as by using the process shown
in FIG. 23.

Theserver selects a peer from each island, block 2405. The
server can select the first island peer and the second island
peer in various ways. In one implementation, the server
selects a peer that has an available connection. In another
implementation, the server selects a peer from an island at
random.

If the first island peer does not have available connections,
the server sends a close connection messageto thefirst island
peer to close a connection, block 2410. The first island peer
receives the message from the server and selects a connection
to close in the same wayas a peer selects a connection to close
when receiving a force connection message, as described
above. Thefirst island peer closes a connection and so has an
available connection.

The server sends an initiate force connection message to
the first island peer, block 2415. The initiate force connection
message includes the address of the second island peer. The
first island peer receives the message from the server and
sends a force connection message to the secondisland peer.

The secondisland peer receives the force connection mes-
sage from thefirst island peer, selects a connection to close,
and closes the selected connection, block 2420. The second
island peer selects the connection to close in the same way as
described abovefor the recipient of a force connection mes-
sage. If the second island peer has an available connection
before closing a connection, the second island peer does not
close any of its connections.

Thefirst island peer sends an open connection request to
the secondisland peer, and the two peers open a connection,
block 2425. Once the connection is open, the islands have
been joined, forming a single island. The peers send updates
to the server confirming the connection.If additional islands
remain, as detected as described above,the server returns to
block 2405 to connect two moreof the remaining islands.

FIGS.25 and 26 illustrate an example of detecting islands
andjoining islands. In FIG. 25, a grid 2500 similar to the grid
1100 in FIG. 11 has been divided into two islands from the

simultaneous disconnection of peers C, G, and F. Thefirst
island includes peers A, B. D, and E. The second island
includes peers H, I, and J. In FIG. 26, the server has caused
peer D to open a connection with peer I, joining the two
islands.

Security

In one implementation,the peer-to-peer relay network sup-
ports the detection of and recovery from cheating violations
or security violations, or both. Cheating violations involve the
manipulation of data to change an outcomein the processing
of online activity, such as to affect the course of a game.
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Security violations involve unauthorized data or improper use
of data to damagethe grid or causethegridto fail.

FIG. 27 showsa flow chart 2700 of one implementation of
detecting a cheating violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from each of its connected
peers, block 2705. As described above, the peers in the grid
relay messages throughout the grid. A peer will receive the
same message (the same content data, though the address
information maybe different) through each of its connections
with other peers. For example, if a peer has three open con-
nections, the peer receives the same messagethree times from
three respective peers. The peer identifies the messages as
being the same message using information in the message
indicating the origin and a sequencevalue, such as the origin
identifier 215 and sequence value 220 shown in the message
205 in FIG. 2. The same message from different peers will
have the same origin and sequence information.

The peer compares the messagesreceived from each ofthe
connected peers, block 2710. The peer compares the data
portion of the message, such as the data 230 shown in the
message 205 in FIG.2. The peer determinesifthe data portion
of the message is different for any of the received messages.
In one implementation, if the data portion for a message
received from one connected peer is different from the data
portion for the same message received from the other con-
nected peers, the peer determinesthat a cheating violation has
occurred. The peer also determinesthat the one peerthat sent
the message with the different data is responsible for the
cheating violation. Alternatively, the peer uses a different
technique to detect a cheating violation or identify the peer
responsible for the cheating violation. The peer does not relay
the message having a different data portion, if appropriate.

Ifa cheating violation has occurred, the peer sendsa cheat-
ing alert, block 2715. The cheating alert indicates a cheating
violation has occurred and which peer is responsible for the
cheating violation. The peer sends the cheating alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peers send the cheating alert to
the server for appropriate handling.

When the peers receive the cheating alert, the peers take
action to recover against the violation, block 2720. The peers
take action to prevent the cheating peer from continuing to
influence the grid activity. In one implementation, the peers
ignore messages from the cheating peer. In another imple-
mentation, the peers force the cheating peer to disconnect
from the grid. The peers also take actionto repairthe effect of
the message including the different data, such as by sending
out a replacement message with correct data as shown by the
data in the other messages usedto identify the cheating mes-
sage. Alternatively, one ofthe peers estimates the correct data
and relays the correct data throughout the grid. In another
implementation, the peers respond to the cheating alert by
informing the server. In this case, the server addresses the
cheating violations such as by disconnecting the peer respon-
sible for the cheating violation.

In another implementation, when a peer sends a message,
the recipient relays the message back to the sending peer. The
sending peer keeps a copy of the sent message. When the
sending peer receives the message back from the recipient,
the sending peer comparesthe data of the sent message with
the data of the received message. The peer detects a cheating
violation by finding a difference. The peer determinesthat the
recipient modified the message and sendsout a cheatingalert.
In one implementation, recovery or repair actions are not
taken for a cheating peer until multiple violations have been
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reported (e.g., as tracked by a server). In another implemen-
tation, this send-back check for cheating is a first layer for
detecting cheating followed by more complicated procedures
once a potential problem has been identified.

In another implementation, the peer detects a cheating
violation by comparing the data in a received message with a
predicted set of data generated by the peer. If the peer deter-
minesthat the data in the received messageis different from
that generated by thepeer, the peer determines that the sender
ofthe received messageis responsible for a cheating violation
and issues an alert.

Tn an example of detecting a cheating violation in the grid
100 shownin FIG. 1, peer B receives the same message from
each of peers A, D, and E. Peer B identifies the messages as
being the same by comparing the origin identifiers and
sequencevalues. Ifpeer B detects that the message from peer
A has a different data portion, peer B issues a cheating alert
identifying peerA as cheating. Peer B sendsthe cheating alert
to peers D and E (andoptionally to peer A). The peers relay
the cheating alert until all the peers have receivedthe alert. In
responseto the alert, the peers will ignore all further messages
from peer A. As a result, peers B, C, and D will not relay
messages from peer A anymore.

FIG.28 showsa flow chart 2800 of one implementation of
detecting a security violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from one of its connected
peers, block 2805. The peer analyzes the message anddetects
a security violation, block 2810. The peer determines that the
message is a security violation by recognizing that the mes-
sage is invalid or includes invalid data. In another implemen-
tation, the peer determines that the message is a security
violation by analyzing how the message wassent to the peer.
For example, if the message wassent to the peer as one of a
large numberofrepetitions of the same message(e.g. as ina
denial of service attack), the peer recognizes that the message
is a security violation. In one implementation, a message is
sent as a series of packets and the peer detects a security
violation at a lowerlevel than a complete message, such as at
the packet level. The peer also determinesthat the sender of
the message with the security violation is responsible for the
security violation. Alternatively, the peer uses a different
technique to detect a security violation or identify the peer
responsible forthe cheating violation. The peer does not relay
a messageor data having a security violation.

Ifa security violation has occurred, the peer sends a secu-
rity alert, block 2815. The security alert indicates a security
violation has occurred and which peeris responsible for the
security violation. The peer sends the security alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peer sends the security alert to
the server for proper handling.

Whenthe peers receive the security alert, the peers take
appropriate action to recover against the violation, block
2820. The peers take action to prevent the peer violating the
security of the grid from continuing to affect or damage the
grid. In one implementation, the peers ignore messages from
the peer responsible for the security violation. In another
implementation, the peers force the peer responsible for the
security violation to disconnect from the grid. The peers also
take appropriate action to repair any damage caused by the
security violation. In another implementation, the peers
respondto the security alert by informingthe server. In this
case, the server addresses the security violation such as by
disconnecting the peer responsible for the violation and the
action to repair any damage causedto the grid.
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FIGS.29 and 30 show block diagrams of one implemen-
tation of a server 2905 and a peer system 3005, respectively.
In other implementations, a server or a peer include fewer
components than shown in FIGS. 29 and 30, or include dif-
ferent or additional components.

The server 2905 operates as described above andincludes
components to provide the functionality described above,
including components for establishing grids 2910, adding
peers 2915, connecting peers 2920, disconnecting peers
2925, maintaining grids 2930, storing and generating grid
data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 2935, managing
multiple worlds 2940, managing and assisting with redun-
dancy lists 2940, managing multiple grids 2950, managing
spectators and participants in grids 2955, handling island
detection and recovery 2960, managing and addressing cheat-
ing and security violations 2965, and central services of the
server 2970 (e.g., network communication and addressing,
player matching, chat facilities, data backup, etc.).

The peer system 3005 operates as described above and
includes components to provide the functionality described
above, including components for establishing grids 3010,
joining a grid 3015, connecting peers 3020, disconnecting
peers 3025, maintaining grids 3030, storing and generating
grid data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 3035, building,
updating, and using redundancylists 3040, operating in mul-
tiple grids 3045, operating with and as spectators andpartici-
pants in grids 3050, handling island detection and recovery
3055, managing, detecting, and addressing cheating and
security violations 3060, and peer system services 3065(e.g.,
network communication and addressing, player matching,
chatfacilities, data backup, etc.).

Various implementationsofthe peer-to-peer relay network
provide desirable benefits. A grid can be very useful in a
number of network applications, including online massive
multi-player computer games. Online game applications are
just one example of a larger group of network applications
that have one thing in common:sharing and maintaining one
common data set. When the data set is updated on onepeer,
the information is sent to a group of other peers and relayed
throughout the grid so each peer will have an updated dataset.
The relay grid allows connected peers with limited network
bandwidth to exchange data among themselves, without
going through a central server (for data distribution). This
network can be used to exchange gamedata, other game
related information, mediafiles, streaming audio, or stream-
ing video.

For example, in one implementation the peers use the grid
for file publishing. A peer in the grid publishesa file (as one
messageorbroken into multiple messages) by sendingthefile
to the peers connected to the publisher and the memberpeers
of the grid relay thefile throughoutthe gridto all the mem-
bers. In this way all the membersof the grid can receive the
published file without using a server and without using a
direct connection from the publishedto every peer. In various
implementations, any type offile can be published. Thefiles
can be data, media, or executable software applications.
Examplesoffiles to be published through a grid include, but
are notlimited to: streaming media (e.g., audio and/or video),
media files, replay data from a game or other application,
maps, announcements, messages, application data and mod-
ules (e.g., a map, a template, a texture, a sound).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
of these technologies. Most implementations include one or
more computer programs executed by a programmable com-
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puter. For example, in one implementation, each peer system
and the server includes one or more computers executing
software implementing the peer-to-peer relay network func-
tionality. In general, each computer includes one or more
processors, one or more data-storage components(e.g., vola-
tile or non-volatile memory modules and persistent optical
and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory ina prescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.

Variousillustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementationsare also pos-
sible and within the scope of the present invention. For
example, while the above description describes several
implementations of peer-to-peer relay networks discussed in
the context of supporting game applications, other applica-
tions are also possible, such as file sharing or other data
dissemination applications.

Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimed is:

1.A method, executed by a processor, of island recovery in
a peer system in a peer-to-peer relay network, comprising:

tracking all connections among peer systems in the peer-
to-peer relay network;

detecting a total numberofislands in the peer-to-peerrelay
network by sequentially detecting and marking every
peer system in the peer-to-peer relay network,
wherein the detecting step detects whether an unmarked

peer system hasa peer-to-peer connection with any of
existing islands, and when the unmarked peer system
has no peer-to-peer connection with any of the exist-
ing islands, the peer system is marked with an identi-
fier indicating a new island andistreated as a starting
peer of the new island, and

wherein each island includes at least one peer system;
and

joining two detected islands by connecting a peer system in
a first island to a peer system in a secondisland through
a peer-to-peer connection,
wherein the peer system inafirst island sendsto the peer

system in a secondisland a force connection message
that, if the peer system in the second island does not
have an available peer-to-peer connection, causes the
peer system in the secondislandto select an existing
peer-to-peer connection and close the selected exist-
ing peer-to-peer connection, the peer system in the
first island and the peer system in the second island
being randomly selected, and

wherein peer systemsin the first island are not connected
with peer systemsin the secondisland througha peer-
to-peer connection before joining thefirst island and
the secondisland.

2. The method of claim 1, wherein:
detecting step includes:
setting an island counterto 1;

(a) selecting a first unmarked peer system as a starting
peer system,
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(b) marking peer systems connected to the first
unmarked peer system according to the value of said
island counter,

(c) determining ifa second unmarked peer system in said
peer-to-peer relay network remains,

(d) if the second unmarked peer system remains, incre-
menting said island counter;

repeating steps (a) through (d) until each the peer system in
said peer-to-peer relay network has been marked; and

determining the numberof islands present using the cur-
rent value of said island counter.

3. The method of claim 1, wherein:
joining two detected islands includes:
selecting a first peer system from a first detected island and

asecond peer system from a second detected island; and
causing the first peer system in thefirst detected island to

open a connection to the second peer system in the
second detected island.

4. The method of claim 1, wherein:
each peer system in said peer-to-peer relay network stores

a connection limit defining a numberof other peer sys-
tems up to which that peer system is permitted to con-
nect, and

each peer system stores a set of one or morerelay rules for
relaying data to other peer systems connected to that
peer system.

5. The method ofclaim 1, wherein: the data relayed by peer
systemsis update data for a network environment.

6. The method ofclaim 1, wherein: the data relayed by peer
systemsis update data for an online game.

7. The method ofclaim 1, wherein:at least one peer system
is a network-enabled game console.

8. The method of claim 1, wherein: at least two peer sys-
tems are connected through the Internet.

9. A server computer in a peer-to-peer relay network, com-
prising:

meansfor tracking all connections among peer systems in
the peer-to-peer relay network;

meansfor detecting a total numberofislandsin a peer-to-
peer relay network by sequentially detecting and mark-
ing every peer system in the peer-to-peer relay network,

wherein the detecting means detects whether an unmarked
peer system has a peer-to-peer connection with any of
existing islands, and when the unmarked peer system
has no peer-to-peer connection with any ofthe existing
islands, the peer system is marked with an identifier
indicating a new island andis treated as a starting peer of
the new island, and

wherein eachisland includesat least one peer system; and
means for joining two detected islands by connecting a

peer system inafirst island to a peer system in a second
island through a peer-to-peer connection,

wherein the peer system in a first island sends to the peer
system in a second island a force connection message
that, ifthe peer system in the secondisland does not have
an available peer-to-peer connection, causes the peer
system in the secondisland to select an existing peer-to-
peer connection andclose the selected existing peer-to-
peer connection, the peer system in thefirst island and
the peer system in the second island being randomly
selected, and

wherein peer systems in thefirst island are not connected
with peer systems in the secondisland through a peer-
to-peer connection before joiningthefirst island and the
secondisland.

10. The server of claim 9, wherein:
said meansfor detecting a total numberofislands includes:
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meansfor setting an island counter to 1, wherein the means
for setting includes:
(a) selecting a first unmarked peer system as a starting

peer system,
(b) marking peer systems connected to the first

unmarked peer system according to the value of said
island counter,

(c) determining ifa second unmarkedpeer system in said
peer-to-peer relay network remains,

(d) if a second unmarked peer system remains, incre-
menting said island counter;

means for repeating steps (a) through (d) until each peer
system in said peer-to-peer relay network has been
marked; and

meansfor determining the numberofislands present using
the current value ofsaid island counter.

11. The server of claim 9, wherein:

said meansfor joining two detected islands includes:
meansforselecting a first peer system fromafirst detected

island and a second peer system from a seconddetected
island; and

meansfor causing the first peer system in thefirst detected
island to open a connection to the second peer system in
the second detected island.

12. The server of claim 9, wherein:

each peer system in said peer-to-peer relay network stores
a connection limit defining a numberofother peer sys-
tems up to which that peer system is permitted to con-
nect, and each peer system stores a set of one or more
relay rules for relaying data to other peer systems con-
nected to that peer system.

13. A computer program, stored on a storage medium,for
use in island recovery in a peer-to-peer relay network, the
program comprising executable instructions that cause a
computerto:

track all connections among peer systems in the peer-to-
peer relay network;

detect a total numberofislands in the peer-to-peer relay
network by sequentially detecting and marking every
peer system in the peer-to-peer relay network,

wherein the detecting step detects whether an unmarked
peer system has a peer-to-peer connection with any of
existing islands, and when the unmarked peer system
has no peer-to-peer connection with any of the existing
islands, the peer system is marked with an identifier
indicating a new island andis treated as a starting peer of
the new island, and

wherein each island includesat least one peer system; and
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join two detected islands by connecting a peer system in a
first island to a peer system in a secondisland through a
peer-to-peer connection,

wherein the peer system in a first island sends to the peer
system in a second island a force connection message
that, ifthe peer system in the secondisland does not have
an available peer-to-peer connection, causes the peer
system in the secondisland to select an existing peer-to-
peer connection andclose the selected existing peer-to-
peer connection, the peer system in thefirst island and
the peer system in the second island being randomly
selected, and

wherein peer systems in thefirst island are not connected
with peer systems in the secondisland through a peer-
to-peer connection before joiningthefirst island and the
secondisland.

14. The computer program of claim 13, wherein:
the detecting step includes:
setting an island counterto 1;

(a) selecting a first unmarked peer system as a starting
peer system,

(b) marking peer systems connected to the first
unmarked peer system according to the value of said
island counter,

(c) determining ifa second unmarked peer system in said
peer-to-peer relay network remains,

(d) if a second unmarked peer system remains, incre-
menting said island counter;

repeating steps (a) through (d) until each peer system in
said peer-to-peer relay network has been marked; and

determining the numberof islands present using the cur-
rent value of said island counter.

15. The computer program of claim 13, wherein:
joining two detected islands includes:
selecting a first peer system from a first detected island and

asecond peer system from a second detected island; and
causing the first peer system in thefirst detected island to

open a connection to the second peer system in the
second detected island.

16. The computer program of claim 13, wherein:
each peer system in said peer-to-peer relay network stores

a connection limit defining a numberof other peer sys-
tems up to which that peer system is permitted to con-
nect, and

each peer system stores a set of one or morerelay rules for
relaying data to other peer systems connected to that
peer system.
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SPECTATORSIN A PEER-TO-PEER RELAY
NETWORK

This application claims the benefit of U.S. Provisional
Application No. 60/513,098 (“PEER-TO-PEER RELAY
NETWORK”), filed Oct. 20, 2003, the disclosure ofwhich is
incorporated herein by reference.

This application is related to the U.S. application Ser. No.
10/700,798,filed on Nov. 3, 2003, Ser. No. 10/701,302,filed
on Nov. 3, 2003, Ser. No. 10/701,014, filed on Nov. 3,2003,
Ser. No. 10/701,298, filed on Nov. 3, 2003, and Ser. No.
10/700,797,filed on Nov.3, 2003.

BACKGROUND

In a typical client-server network, each ofthe clients in the
network establishes a connection to a central server. A client

requests services and data from the server. To communicate
with another client, a client sends a request to the server.
Typically, the clients do not establish direct connections to
one another. In a client-server network with N clients, each
client has 1 connection to the server, and the server has N
respective connections to each of the clients. For example, as
shown in FIG. 314A,in a client-server network with 6 clients,
each client has 1 connection to the server, and the server has
6 respective connectionsto the clients.

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server).
Typically, each memberin the network has similar responsi-
bilities in the network and the members are considered gen-
erally equivalent (as network members). In a peer-to-peer
network with N peers, each peer has N-1 connections to other
peers. For example, as shown in FIG. 31B,in a peer-to-peer
network with 6 peers, each peer has 5 connections to other
peers

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
peer-to-peer relay network includes: a plurality of N peer
systems; wherein each peer system in said peer-to-peer relay
network is connected to a number of other peer systems in
said peer-to-peer relay network that is less than or equal to a
connectionlimit, said connectionlimitis greater than or equal
to 2, said connection limit is less than or equal to N-2, each
peer system in said peer-to-peer relay network is configured
to relay data to peer systems connected to that peer system
accordingto a set ofone or morerelay rules, each peer system
is a participant or a spectator, at least one peer system is a
participant, at least one peer system is a spectator, a partici-
pant is configured to generate data to be relayed in said
peer-to-peer relay network, and a spectator is configured to
relay data generated by a participant.

In one implementation, a method of relaying data in a
peer-to-peer relay network includes: receiving data at a relay-
ing peer system from a sending peer system connected to the
relaying peer system in a peer-to-peer relay network, wherein
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said data has associated information identifying the origin
peer system that generated said data; confirming said origin
peer system is permitted to send data to be relayed through
said peer-to-peer relay network; applying a set ofone or more
relay rules to select zero or more peer systems indicated by
said set of one or morerelay rules to whichto relay said data;
and relaying said data to any peer systemsselected by apply-
ing said set of one or more relay rules; wherein each peer
system in said peer-to-peer relay networkis a participant or a
spectator.

In one implementation, a peer system in a peer-to-peer
relay network includes: meansfor receiving data at a relaying
peer system from a sending peer system connected to the
relaying peer system in a peer-to-peer relay network, wherein
said data has associated information identifying the origin
peer system that generated said data; means for confirming
said origin peer system is permitted to send data to be relayed
through said peer-to-peer relay network; means for applying
a set of one or more relay rules to select zero or more peer
systems indicated by said set of one or more relay rules to
whichto relay said data; and meansfor relaying said data to
any peer systemsselected by applyingsaid set of one or more
relay rules; wherein each peer system in said peer-to-peer
relay networkis a participant or a spectator.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network.

FIG. 2 showsa block diagram of one implementation of a
message.

FIG. 3 showsa flowchart of one implementation of a peer
relaying a message in a peer-to-peer relay network.

FIG.4 showsa flowchart of one implementation of a peer
relaying a messagein a peer-to-peer relay network according
to a set of relay rules.

FIG. 5 showsa flowchart of one implementation of estab-
lishing a peer-to-peer relay network.

FIG. 6 shows a flowchart of one implementation of con-
necting a peer to a peer-to-peer relay network.

FIG. 7 showsa flowchart of one implementation ofselect-
ing peers for joining a peer-to-peer relay network.

FIG. 8 showsa flowchart of one implementation offorcing
a peer to give a connection to a new peerin a peer-to-peer
relay network.

FIG. 9 showsa flowchart ofone implementation ofdiscon-
nection in a peer-to-peer relay network.

FIG. 10 showsa flowchart of one implementation ofmain-
taining a peer-to-peer relay network.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaininga grid.

FIG. 19 showsa flowchart of one implementation ofbuild-
ing a redundancylist in a peer-to-peer relay network.

FIG. 20 showsa flow chart ofone implementation ofupdat-
ing redundancylists for a disconnecting peerin a peer-to-peer
relay network.

FIG. 21 showsa flow chart ofone implementation ofrelay-
ing a message from a peer system that belongs to multiple
grids.

FIG. 22 showsa flow chart ofone implementation ofrelay-
ing amessagein a grid supporting spectators andparticipants.

FIG. 23 shows a flow chart of one implementation of
detecting islands in a grid.

FIG. 24 shows a flow chart of one implementation of
removing islands in a peer-to-peer relay network.

FIGS.25 and26 illustrate an example of detecting islands
and joining islands.
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FIG. 27 shows a flow chart of one implementation of
detecting a cheating violation in a peer-to-peerrelay network.

FIG. 28 shows a flow chart of one implementation of
detecting a security violation in a peer-to-peer relay network.

FIGS. 29 and 30 show block diagrams of one implemen-
tation of a server and a peer system, respectively.

FIGS. 31A and 31B illustrate typical client-server and
peer-to-peer architectures.

DETAILED DESCRIPTION

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
plurality of computer systems is connected to form a peer-to-
peer network. Each computer system is connected to up to a
predetermined numberof other computer systems. To com-
municate, a computer system sends a messageto each of the
connected systems. When a computer system receives a mes-
sage from another computer system, the receiving computer
system sendsorrelays the message to other computer systems
accordingto the relay proceduresor rules for that peer-to-peer
relay network. Followingtherelay rules, the messages propa-
gate throughout the network to all the member computer
systems.

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network 100. A peer-to-peer relay network
can also be referred to as a “grid.” In FIG. 1, a group of 10 peer
systems 105, (also referred to as “peers”’) are connected
to form a peer-to-peer relay network. Each peer system 105 is
a network-enabled game console, such as a PlayStation 2™
game console with a network adapter, as offered by Sony
Computer Entertainment Inc. The peer systems 105 are con-
nected directly (e.g., wired or wireless connections) or indi-
rectly (e.g., through an intranetor a public IP network such as
the Internet). In one implementation,the peer systems 105 are
connected using UDP or TCP connections. The peer systems
105 exchangedata to support a network environmentoractiv-
ity, such as a chat environmentor an online game.

Each peer 105 also has a connection to a central server 110,
such as a UDP or TCP connection through the Internet (the
connections to the server 110 are not shown in FIG. 1). The
server 110 is a server computer system providing centralized
servicesto the connected peer systems 105. In one implemen-
tation, the server provides an address directory of peer sys-
tems and tracks which peer systems are connected with
which. Examplesofotherserver services include, but are not
limited to: authentication, player matching, and tracking peer
system addresses. As described below, in some implementa-
tions, the server can support multiple independentorrelated
peer-to-peer relay networks. In one implementation, the
server supports multiple environments or worlds, dividing or
grouping clients into the environments andfiltering data
appropriately. In one implementation,the server includes one
or more aspects of the servers described in co-pending and
commonly assigned U.S. patent application Ser. Nos. 10/211,
075 (‘Configuration Switching: Dynamically Changing
Between Network Communication Architectures”), filed Jul.
31, 2002, and 10/359,359 (“Multi-User Application Pro-
gramming Interface’), filed Feb. 4, 2003, the disclosures of
whichare incorporated herein by reference. In another imple-
mentation, the peers do not use a centralized server (e.g.,
building the grid through direct communication and relaying
data).

The network 100 has a connection limit of 3. The connec-

tion limit is set by the server and defines the maximum num-
ber of connections each peer 105 is permitted to have in the
grid. In another implementation, one peer (e.g., the peer
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establishing the grid) sets or multiple peers negotiate the
connection limit. In FIG. 1, the connection limit is 3 and each
peer 105 has 3 connections. Peer systems A-J each have 3
connections to other peers (peer system 105, is also referred
to as peer system A or peer A). The network 100 is a 3-con-
nection peer-to-peer relay network so each peer 105 has 3
connections to other peers.

The peers 105 communicate by broadcasting messages
throughout the network 100. The peers 105 propagate the
messagesby relaying received messages to connected peers
105 according to the relay rules of the network 100. In this
implementation,the relay rules definethat a peer 105 relays a
message to each of the peers 105 connected to the peer 105,
with two exceptions: (1) a peer 105 does not relay a message
that the peer 105 has already relayed, and (ii) a peer 105 does
not relay a message back to the peer 105 from which the
relaying peer 105 received the message. In one implementa-
tion, a peer 105 also does not relay a messageto a peer 105
from which the relaying peer 105 has already received the
message (e.g., when the relaying peer 105 receives the mes-
sage from multiple peers 105 before the relaying peer 105 has
relayed the message). In other implementations, different or
additional rules can be used. Therelay rules (and other rules)
are establishedby the serveror are pre-set in the peer systems
(or their system software). In another implementation, the
rules can be modified dynamically, such as by propagating
messages with rule updates throughoutthe grid.

In one application of the network 100, the peers 105 are
playing a network game.In the course ofthe game, a peer 105
generates an update message reflecting actions or events
causedby the peer 105. For example, during the execution of
the gamesoftware on a player’s computer system (e.g., peer
A), the computer system generates update data to be used by
other players’ computer systems representing actions in the
gamesuch as movingor shooting(e.g., updating the position
of a player). For the update to be effective, each of the peers
105 needs to receive the update from the updating peer 105.
The peers 105 relay the update messages throughout the
network 100 to propagate the message to each peer 105.

In one example, peer A has an update to send to the other
peers. Peer A builds an update message including the update
data, an identifier indicating peerA is the sourceofthe update,
and a sequenceidentifier to differentiate this message from
others sent out by peerA and providearelative sequence. Peer
A sends the message to its connected peers: B, C, D. Peer B
sends the message received from peerAto peers D and E. Peer
B does not send the message to peer A because peer B
received the message from peerA. Similarly, peer C sends the
message from peer A to peers G and H, and peer D sends the
message from peerA to peers B and G. WhenpeerB receives
the message from peer D, peer B does not relay the message
again because peer B recognizesthatthis is the same message
(using the identifiers of the message). Similarly, peer D does
not relay the message received from peer B. Assuming that
the connections between peers are substantially the same in
terms of the amount of time to transfer a message between
peers, in the nextset ofrelays, peer E relays the message from
peer B to peers F andI, peer G relays the message from peer
C to peers D and F (or relays the message from peer D to peers
C and F, depending on which messagearrivedat peerC first),
and peer H relays the message from peer C to peers ] and J. At
this time, every peer has received the update message from
peer A. However, peers F, I, and J have just received the
message, so these peers will relay the message. Peer F relays
the message from peerE to peers G and J (or from peer G to
peers E an J, whicheverarrivedfirst), peer I relays the mes-
sage from peer E to peers H and J (or from peer H to peers E
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and J, whicheverarrivedfirst), and peer J relays the message
from peer H to peers F and I. Bythis time, all ofthe peers have
sent or relayed the message once. Becausethe peers will not
relay the same message again, the propagation of this mes-
sage ends.

In this way, the message propagates throughoutthe peer-
to-peer network 100. This propagation ofupdate information
among the peer systems 105 participating in the game sup-
ports the game and gameenvironment. The peer systems 105
can distribute data throughout the network 100 without using
the centralized server 110 for distribution. In addition, each
peer 105 is not directly connected to every other peer 105,
saving resources. Asa result, the grid 100 limits each peer’s
network bandwidth requirement(since it only needs to com-
municate with a limited numberofother clients) while allow-
ing data from any single client to quickly spread to every other
peer in the grid (e.g., using UDP sockets).

In other implementations, a peer-to-peer relay network
includes more or less peer systems and the network has a
different connection limit. Depending upon the number of
peers, the connection limit, and the rules for establishing
connections,not all peers mayhave all their connectionsfilled
and so there may be a peer (or more) with an available con-
nection.

In another implementation, the connection limit can vary.
In one implementation, the connection limit is specific to each
peer system, with some,all, or none of the peers having
different connection limits. Each peer sets its connection
limit, or is assigned a connection limit by a server. In one
example, peers X andY each have a connection limit of 5, and
peer Z has a connection limit of 4, and the remaining peers
each have a connection limit of3. In another implementation,
the connection limit is dynamic. In this case, the server
adjusts the connection limit for the peers, such as based on
network performance(e.g., when networktraffic is low, the
connection limit is low). In another implementation, one or
moreofthe peer systems each adjust their respective connec-
tion limit dynamically. Alternatively, the server adjusts the
connection limit for specific peer systems dynamically (e.g.,
adjusting some butnotall).

FIG. 2 showsa block diagram of one implementation of a
message 205. The message 205is built by a peer system to be
sent to other peers in a peer-to-peer relay network. For
example, referring to FIG. 1, when peer A has an update
messageto sendto the other peers, peer A builds a message
such as the message 205. The message 205 includes: address-
ing data 210, an origin identifier 215, a sequence value 220,
and payload data 230. The addressing data 210 includesnet-
work addressing information to send the message 205 from
the peer to another peer. In one implementation, the address-
ing data 210 includes an IP address for the sending peer and
an IP address for the intended recipient peer. The origin
identifier 215 identifies the peer that built the message 205.
This identifier 215 indicates to peers throughoutthe peer-to-
peer relay network the origin of the message propagating
through the network. Using the origin identifier 215, a peer
receiving the message 205 can determine from which peer in
the network the message 205 originated. The sequence value
220 identifies the specific message 205 and providesrelative
sequence information. Using the sequence value 220, a peer
receiving the message 205 can determine whethera particular
message has already been received and can determine the
order or sequence ofmessagessentfrom the peer indicated by
the origin identifier 215. The data 230 is the payload data for
the message 205. For an update message(e.g., ina game), the
payload data 230 is the update data to be usedbythe recipient
peers. In alternative implementations, different types ofmes-
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sages can be used, and messages with different formats from
that shownin FIG.2 can be used(e.g., including different or
additional information). For example, a message can include
a file or part ofafile or frame of data such as a frame of game
data or a frameorpart of an audiofile being publishedto the
membersof the grid. The receiving peers could reconstruct
the wholefile using the sequence value included in each ofthe
messages. In another example, a message includes additional
identification information, such as an identifier indicating to
whichgrid the message belongsfor relaying by peers belong-
ing to multiple grids.

FIG. 3 showsa flowchart 300 of one implementation of a
peer relaying a message in a peer-to-peer relay network.
Initially, the peer is connected to one or more other peer
systemsin a peer-to-peer relay network.

The peerreceives a message from a sending peer through a
connection betweenthe peer and the sending peer, block 305.
The message includes an origin identifier, a sequence value,
and payload data (e.g., update data), as in the message shown
in FIG. 2.

The peerselects connections to whichto relay the received
message, block 310. The peer selects the connections from
the available connections of the peer according to the relay
rules for the peer-to-peer relay network. After applying the
relay rules, the peer may have selected some, none,orall of
the peer’s connections.

The peer relays the message to each of the selected con-
nections, block 315. The peer builds a message for each
selected connection. For each messageto send, the peer uses
the received message but updates the addressing information
as appropriate (e.g., changing the senderto the peer and the
recipient to the recipient peer for the connection). Accord-
ingly, the payload data remains the same. In another imple-
mentation, a peer can also add data to the message or change
data in the message. The peer sends the built messages to the
appropriate recipients.

FIG. 4 showsa flowchart 400 of one implementation of a
peer relaying a message in a peer-to-peer relay network
accordingto a set of relay rules. Therelay rules used in FIG.
4 are an example of oneset of relay rules. Other implemen-
tations can use different or additionalrelay rules. Initially, the
relaying peer is connected to N other peer systems in a peer-
to-peer relay network. For example, in the network shown in
FIG.1, peer Dis connectedto 3 other peers (and so N=3inthis
case). The relay rules for FIG. 4 for relaying a messageare:

1. Do not relay the message twice

2. Do not relay the message back to the sender

3. Do not relay the messageto the origin peer

4. Relay the messageto the peers on the connectionsavail-
able after applying rules 1 and 2

The relaying peer receives a message, block 405. The
relaying peer determines whether the relaying peer has
already received this message, block 410. The relaying peer
compares identification data for the message with data stored
by the relaying peer for messages already received. In one
implementation, each peer maintains a received message
table of origin identifiers and sequence values for messages
that have been received. The relaying peerretrieves the origin
identifier and sequence value from the received message and
compares this information with data stored in the relaying
peer’s received messagetable. Ifthe relaying peer determines
that the relaying peer has previously received this received
message(e.g., the peer finds an entry in the received message
table storing the origin identifier and sequence value of the
received message), the relaying peer does not relay the
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received message. In another implementation, the relaying
peer checks to determine if the relaying peer has previously
relayed the received message.

If the relaying peer determines that the relaying peer has
not previously received this message, the relaying peer
records that the message has been received, block 412. In one
implementation, the relaying peer adds an entry to the relay-
ing peer’s received messagetable for the origin identifier and
sequencevalue of the received message. If the table already
has an entry forthis origin identifier and sequence value, the
relaying peer does not changethe table.

After recording that the message has been received, the
relaying peersets a counter, block 415. The relaying peer uses
the counter to step through each of the relaying peer’s avail-
able connections. In one implementation, the relaying peer
sets an integer counter i to 1.

The relaying peer determines whether the relaying peer
received the message from the peer connected to the connec-
tion indicated by the counter, block 420. The received mes-
sage includes addressing informationindicating the sender of
the received message. The counter indicates a connection and
so indicates a connectedpeer and that peer’s addressing infor-
mation. For example, peer D in FIG. 1 has 3 connections and
peer D has assigned a number to each connection: peer A is
connected to connection 1, peer B is connected to connection
2, and peer G is connected to connection 3. So, when the
counteriis 1, peer Dchecksto see ifthe received message was
sent by peer A by comparing the addressing information (the
sender) for the received message with the addressing infor-
mation for peer A stored by peer D.If the received message
was sent to the relaying peer by the peer connected to the
connection indicated by the counter the relaying peer does not
relay the messageto that peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter,
the relaying peer determines whether the peer connected to
the connection indicated by the counter is the origin peer
system for the received message, block 422. The received
message includes information indicating the peer that is the
origin of the received message (the peer that generated the
data of the messageoriginally, recall the origin identifier 215
of FIG. 2). If the peer connected to the connection indicated
by the counter is the origin peer system for the received
messagethe relaying peer does not relay the message to that
peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter
and the peer connected to the connection indicated by the
counteris not the origin peer system for the received message,
the relaying peer relays the message to that connected peer,
block 425. The relaying peer builds a message for the indi-
cated connection. The relaying peer makes a copy of the
received message and updates the addressing information as
appropriate (e.g., changing the senderto be the relaying peer
and the recipient to be the connected peer connected to the
indicated connection). Accordingly, the payload data remains
the same. The relaying peer sends the built messages to the
connected peer through the indicated connection.

The relaying peer determines whetherall the connections
have been checked, block 430. The relaying peer compares
the counter to the number of connections established by the
relaying peerin the peer-to-peer relay network. For example,
the relaying peer comparesthe counteri to the value ofN (the
number of connections held by the relaying peer). If the
relaying peer has checked all the connections, the relaying
peer has completed relaying for this received message.
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Ifthe relaying peer has not checkedall the connections, the
relaying peer increments the counter, block 435. For example,
the relaying peersets the counteri to be i+1. After increment-
ing the counter, the relaying peer determines whether the
relaying peer received the received message from the peer
connected to the connection indicated by the incremented
counter, returning to block 420.

Asnoted above, in other implementations, different, addi-
tional, or fewer relay rules can also be used. In one imple-
mentation, the relaying peer does relay the message back to
the sender(e.g., so the sender can confirm that the relaying
peer did not changethe data). In another implementation, the
relaying peer does not relay the message to the peer that is
indicatedas the origin ofthe message(e.g., as indicated by the
origin identifier of the message). In another implementation,
the relaying peer doesnot relay the same messageto the same
connected peer again. In another implementation, the relay-
ing peer selects a subsetof the available connectionsto relay
the message, such as selecting the peers with the lowest and
highest response times. In another implementation, each peer
relays the messageto all the peer’s connected peers subject to
a hop count stored in the message so that the message will
only be relayed a certain numberoftimes. In another imple-
mentation, a peer relays the same message a limited number
of times (more than once).

FIG. 5 showsa flowchart 500 of one implementation of
establishing a peer-to-peer relay network. Initially, a peer
system and a server are deployed, such as peer A and the
server 110 in FIG. 1. The peer system opens a connection to
the server, block 505. The peer system is connecting to the
server to establish a peer-to-peer relay network (or grid) and
can bereferredto as an “establishing peer.” The connection to
the server can be direct or an indirect network connection. In

one implementation, the peer is assigned to or joins and
registers ina subsection ofthe space or one ofmultiple worlds
or environments maintained by the server. The server authen-
ticates the peer before allowing the peer to interact further.
The peer system submits a create grid request to the server,
block 510. The create grid request indicates the peer’s iden-
tification information andthatthepeer is requesting the server
to establish a new peer-to-peer relay network. In one imple-
mentation, the request also includes conditions that the peer
requests the server to apply (e.g., restrictions on joining the
grid). In another implementation, the request indicates a con-
nection limit and a set of rules for use in the grid (e.g., relay
rules and connection rules). The server registers the new grid,
block 515. The server maintainstables orlists ofdata tracking
the established grids. The server creates a new table for the
new grid and adds the requesting peer to the table. The server
sends confirmation to the peer that the grid has been estab-
lished, block 520. The confirmation includes any identifica-
tion or access informationthe peer needs to accessthe grid. In
one implementation, the confirmation includes the connec-
tion limit andthe rules for the grid(e.g., relay rules).

FIG. 6 showsa flowchart 600 of one implementation of
connecting a peerto a peer-to-peer relay network. Initially, a
peer-to-peer relay network has been established by a peer and
server, such as peer A andthe server 110 in FIG.1.

A peer system connectsto the server, block 605. The peer
system is connecting to the serverto join a peer-to-peer relay
network (or grid) and can be referred to as a “new peer” or
“Joining peer.” The connectionto the server can bedirect or an
indirect network connection. In one implementation, the peer
is assignedto orjoins and registers in a subsection ofthe space
or one of multiple worlds or environments maintained by the
server. The server authenticates the peer before allowing the
peer to interact further.
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The peer selects a grid from the available grids of the
server, block 610. In one implementation,the peer requests a
list of available grids and selects from that list. In another
implementation, the server suppliesthe list of available grids
automatically when the peer connects to the server. In one
implementation, the server provides a list of available grids
for the world in which the peer has registered. The server can
also provide additional informationto assist in the selection
(e.g., which peers are already members of each grid). The
peer submitsthe grid selection to the server.

The server sends the addresses of the peers that have
already joined the selected grid, block 615. The addresses
indicate how to communicate with the grid members(e.g., IP
addresses). The addresses are for establishing peer connec-
tions with the grid members, not connections through the
server. If the selected grid has restricted access and the new
peer is not permitted to join the selected grid, the server does
not provide the addresses to the peer andoffers to let the peer
select a different grid. In one implementation, the server
provides the connection limit and rules for the selected grid
with the addresses to the newpeer.

The new peer sends a join message to each of the grid
members, block 620. The join message indicates the address
ofthe new peerandthat the peer is newto the grid. In another
implementation, the new peer sends a connection available
message indicating the peer’s address and the number of
connections the peer has available (similar to when a peer
loses a connection, as described below). In another imple-
mentation, the new peer sends a join message to one grid
memberandthat grid member beginsto relay the join mes-
sage throughthe grid.

The grid membersreceive the join message and each sends
a join response back to the new peer, block 625. A join
response indicates whetherthe responding peerhas any avail-
able connectionsor not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message and usethat address to
send the join responses. The new peer receives the join
responses.

The new peerselects which of the grid members to which
to connect, block 630. The new peeruses a set of connection
rules to select peers for connection. For example, in one
implementation, the new peerselects from the peers sending
positive responses a number of peers up to the connection
limit for the grid in the order the positive responses were
received by the new peer(e.g., for a connection limit of 3, the
new peer selects the peers corresponding to the first three
positive responses received). Different implementations can
use different sets of connection rules. The new peerstores the
response times for each of the selected peers. In another
implementation, the new peerstores the response timesforall
the responses(positive and negative).

After selecting the peers for connection, the new peer
opens connectionsto the selected peers, block 635. The new
peer sends a connection request to each of the selected peers
and the selected peers confirm the request, opening the con-
nections (unless connections have become unavailable for the
selected peers). The connections between peers can be direct
or indirect (e.g., across a network, such asthe Internet). In one
implementation, when peers open a connection, each peer
informsthe server of the connection.

In another implementation, the server facilitates joining the
grid by forcing one or more connections. The server can cause
one peer to close a connection and open a connection to
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another indicated peer. The server can also cause a peer to
close one or moreofits connections.

FIG. 7 shows a flowchart 700 of one implementation of
selecting peers for joining a peer-to-peer relay network, such
as in block 630 of FIG.6. Initially, a new peer has selected a
grid and sent out join messages to the memberpeers ofthat
grid. The new peerhas receivedjoin responses back from the
memberpeers.

The new peer selects the peer corresponding to thefirst
received positive response, block 705. This positive response
wasreceived before the others and represents the fastest avail-
able connection. The new peerselects the peer corresponding
to the last received positive response, block 710. This positive
response wasreceived after the others and represents the
slowest available connection. To determine which responseis
last, the new peer waits until all responses have been received
or for a defined period of time and then declares the last
received in thatperiod to be the last. The new peer randomly
selects peers from the remaining positive responses until the
new peerhas selected a numberofpeers equal to the connec-
tion limit, block 715. These selections support an even distri-
bution of fast and slow connections through the grid.

As noted above, in various implementations, different or
additional connection rules can be used. In one implementa-
tion, the new peer selects the peers for the first and last
positive responses and then selects the peers corresponding to
positive responses in increasing order of responsetime(after
the first). In another implementation, the new peerselects
peers as the responsesarrive (e.g., reserving one space for the
last received positive response), rather than waiting to begin
selecting peers. In another implementation, the new peer
selects peers using a response time threshold (e.g., do not
select peers with a response time above some limit). In
another implementation, the new peer selects peers based on
characteristics ofthe peers (using information provided in the
join responses), such as storage capacity, processing speed,
access levels, or available functions.

In one implementation, a peer system classifies the con-
nections accordingto the selection process used for selecting
those connections. For example, a peer stores information
indicating which of the open connections correspondsto the
join response received with the lowest response time and
which of the open connections corresponds to the join
responsereceived with the highest response time. As connec-
tions are adjusted for peers disconnecting and new peers
joining the grid, the peer can adjust the stored classifications
of connections.

In another implementation, the new peeruses the server to
assist in opening connections. In one implementation, the
server providesa list of grid members with available connec-
tions and those memberpeers’ addresses. The new peer sends
the join messagesdirectly to the indicated grid members.

If there are fewer positive responses than the connection
limit, the new peer will have remaining available connections.
Tn one implementation, the new peer can force anotherpeer to
close an established connection and open a connection with
the new peer.

FIG. 8 showsa flowchart 800 of one implementation of
forcing a peer to give a connection to a new peerin a peer-to-
peer relay network. Initially, a new peer has selected a grid
and sent out join messages to the memberpeersofthat grid.
The new peer has received join responses back from the
member peers. However, after selecting the peers for all the
positive responses, the new peerstill has available connec-
tions.

The new peer selects a peer corresponding to a negative
response, block 805. The new peerselects a negative response
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using the same connection rules for positive responses(e.g.,
the first received negative response according to the rules
from FIG.7). Alternatively, the new peer uses a different set
offorce connection rules. The new peer does notselect a peer
to which the new peeris already connected.

The new peer sends a force connection request to the
selected peer, block 810. The force connection request indi-
cates that the new peerhasat least one available connection
(or specifically how many) andthat the recipient peer is to
open a connection with the new peer.

The new peer receives the force connection request and
selects a connection to close, block 815. The recipient peer
selects a connection to close using the connection rules in
reverse. For connection rules based on response time, the
recipient peer uses the stored response times from join
responses (and connection available responses, as described
below). In one implementation, to select among randomly
selected peers, the recipient peer selects the last peerselected,
or again randomlyselects a peer. In another implementation,
the recipient peeruses a different set of forced disconnection
rules.

The recipient peer closes the selected connection, block
820. The recipient peer sends a close message to the peer
connected to the selected connection and the two peers close
the connection. The peer connected to the selected connection
now has an available connection and sends out a connection

available messageto the grid, as described below.
The recipient peer sends a confirmation to the new peer,

and the two peers open a new connection, block 825. The new
peer now hasoneless available connection. If the new peer
has more available connections, the new peer repeats the
process, returning to block 805 to select another negative
response.

In another implementation, the new peer does not force
another peer to open a connection unless the new peerhasat
least two available connections. Alternatively, a different
threshold can be used (e.g., three). In another implementa-
tion, the new peer sends a force connection message when the
new peer does not have at least some numberof connections
(a connection floor).

In another implementation, the recipient peer for a force
connection messagehasthe option to decline (e.g., depending
on network load balancing). If declined, the new peer selects
another peer to which to send a new force connection mes-
sage.

In another implementation, if a new peer has two or more
available connections andis sending a force connection mes-
sage, the new peerincludes information in the message indi-
cating that the new peerhas two available connections. When
the recipient peer has selected a connection to close, the
recipient peer indicates to the connectedpeerfor the selected
connection (the remote peer) that the new peer has another
available connection (and includes the address of the new
peer if appropriate). After the recipient peer has closed the
connection with the remote peer, the remote peer sends a
connection available messagedirectly to the new peer (unless
the new peer is already connected to the remote peer). The
new peer opens a new connection with the recipient peer
(selected by the new peer) and another new connection with
the remote peer (selected by the recipient peer). In this way,
the new peer can quickly establish two connections. If the
newpeerstill has another two available connections, the new
peer can again send a force connection message indicating
twoavailable connections to another selected recipient peer.

Whenapeer system disconnects from anotherpeer system,
each of the peers then has an available connection. If one (or
both) of these peersis still in the grid (i.e., has not discon-
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nected from the grid), the peer sends out a connection avail-
able messageto the peer’s remaining connected peers to be
relayed through the gridto all the other peers in the grid.

FIG. 9 shows a flowchart 900 of one implementation of
disconnection in a peer-to-peer relay network.Initially, a peer
system (the disconnected peer) is connected to at least two
other peer systemsin a peer-to-peer relay network.

The disconnected peer becomes disconnected from one of
the peers to which the disconnected peer wasinitially con-
nected, block 905. The disconnection can occur because of a
voluntary disconnection on either end or a failure in the
connection itself (e.g., part of the path between the peers
fails). For example, a voluntary disconnection can occur
whenthe peer determines that a connected peer is non-re-
sponsive (as described below) or when the peeris forced to
open a connection with a new peer(as described above). In
one implementation, the server can cause a peer to close one
or more connections resulting in corresponding disconnec-
tions.

The disconnected peer sends a connection available mes-
sage to the peers remaining connected to the disconnected
peer, block 910. The connection available message indicates
that the disconnected peer now has an available connection.
Tn another implementation, the connection available message
indicates the number of connections the peer has available.

The peers connected to the disconnected peer relay the
connection available message, block 915. The peers in the
grid send connection available responses back to the discon-
nected member, block 920. A connection available response
indicates whether the responding peer has any available con-
nections or not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message anduse that address to
send the join responses. Alternatively, the responding peers
send the responses back through the grid to be relayed to the
disconnected peer. The disconnected peer receives the con-
nection available responses.

The disconnected peer selects one of the grid members to
which to connect, block 925. The disconnected peer uses the
connection rules to select a peer for connection, but the dis-
connected peer does not select a peer to which the discon-
nected peeris already connected. For example, in one imple-
mentation, the disconnected peer uses the response times of
the connection available responses and the stored response
timesofthe peers still connected to the disconnected peers to
select a peer to replace the lost connection. Different imple-
mentations can use different sets of connection rules. The

disconnected peer stores the response time for the selected
peer. In another implementation, the disconnectedpeerstores
the response times for all the responses (positive and nega-
tive). In one implementation, the disconnected peer does not
select a peer from which the disconnected peer has discon-
nected within a certain time period.

After selecting a peer for connection, the disconnected peer
opens a connection to the selected peer, block 930. The dis-
connected peer sends a connection request to the selected
peer andthe selected peer confirmsthe request, opening the
connection (unless the connection has become unavailable
for the selected peer). The connections between peers can be
direct or indirect (e.g., across a network, such asthe Internet).
Tn one implementation, the connected peers send an update to
the server confirming the connection.

Similar to the implementation described abovefor joining
a grid referring to FIG. 8, in one implementation, if the
disconnected peer still has an available connection after
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attempting to open a connection using a connection available
message(e.g., because all the connection available responses
were negative), the disconnected peer can send out a force
connection message, as described above.

In another implementation, the disconnected peer uses the
server to assist in opening a new connection. In one imple-
mentation, the server provides a list of grid members with
available connections and those member peers’ addresses.
The disconnected peer sends the connection available mes-
sages directly to the indicated grid members.

The peer systemsin the grid maintain the grid by periodi-
cally polling one another. In one implementation, connected
peers send each other messagesperiodically to confirm the
connection and the connected peeris still functioning.

FIG. 10 showsa flowchart 1000 of one implementation of
maintaining a peer-to-peer relay network. Initially, multiple
peer systems are connectedin a grid.

A peer sends a maintenance messageto each ofthe peers
connectedto that peer, block 1005. The maintenance message
is arequestfor the recipient to provide a confirmation that the
maintenance message wasreceived. In one implementation,
the peer sends a ping message(or pings) each connected peer.
The peer evaluates the responses received to the maintenance
messages, block 1010. The peer determines whether the
responsesare satisfactory or not. In one implementation, if a
response is not received from a connected peer, the peer
determines that the connection for the peer has failed (either
because of the connection or because of the connected peer).
If a response is not received before a time limit has expired,
the peer determinesthat the connectionfor the peerhasfailed.
The peer closes the connections for any connections the peer
has determined have failed, block 1015. The peer sends a
close connection request to the connected peer on a failed
connection. When the peer receives confirmation, the peer
closes the connection. If the peer cannot communicate with
the connected peer on a failed connection or does not receive
confirmation within a time limit, the peer closes the connec-
tion without confirmation. In another implementation, a peer
waits to close a connection until the connection has been

noted as failed for a period of time or numberoffailures. In
one implementation, the peer sends an update to the server
confirming any closed connections.

If the peer has closed any connections, the peer has volun-
tarily disconnected from one or more peers and sends out
appropriate connection available messages(e.g., as described
abovereferring to FIG. 9).

In another implementation, the peers use the server to
evaluate failed connections. For example, when a peerdeter-
minesthat a connection has failed,the peer sends a request to
the server for assistance. The server sends a messageto the
peer at the other end of the failed connection to confirm
whether the peer has failed or the connection failed. The
server then informsthe peers to facilitate opening new con-
nections or adjusting the network as appropriate.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaining a grid.

In FIG. 11, a peer system 1105, (peer A) has established a
peer-to-peer relay network (grid) 1100 using a server 1110
(the connection between peer A and the server 1110 is not
shown). The connection limit forthis grid is 3, so peer A has
three available connections. In FIG. 12, a second peer system
1105,, (peer B) has joined the grid 1100. WhenpeerB joins,
peer B sends a join message to peer A and peer A sends a
positive join response to peer B. Peer A and peer B open a
connection.
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In FIG. 13, two more peer systems 1105, and 1105,, (peer
C andpeer D) have already joined the grid 1100. Each of the
four grid members peers A-D hasestablished three connec-
tions with the other peers in the grid 1100. A new peer system
1105,. (peer E) joins the grid. However, when peer E sends a
join message to the other peers, all the join responses are
negative because each of peers A-D already have the maxi-
mum number of connections permitted by the connection
limit for the grid 1100. In FIG. 14, peer E has forced a
connection to be opened. Peer E selects peer B from among
the negative responses(e.g., because peer E received peer B’s
responsefirst) and sends a force connection message to peer
B. Peer B selects peer D to close a connection and closes the
connection with peer D. Peer B confirms the connection with
peer E and peers B and E open a new connection. When peer
B closes the connection with peer D, peer D has an available
connection. Peer D sends a connection available message to
peers A and C andthe peers relay the message throughout the
grid 1100. Peers A, B, and C do not have available connec-
tions and so send negative responsesto peer D. Peer E has two
available connections and sendsa positive responseto peer D.
Peer D opens a connection with peer E. Peer E still has an
available connection and so sends out a connection available

message. However, all the responses are negative. Peer E has
twoestablished connections and only has one available con-
nection, so peer E does not force another connection to be
opened.

In FIG. 15, peer A disconnects from the grid 1100. Peer A
was connected to each of peers B, C, and D. When peer A
disconnects, peers B, C, and D each have an available con-
nection. Peers B, C, and D send out connection available
messages and peers B, C, D, and E each send positive
responses. After evaluating the responses to the connection
available responsesand eliminating peers for already existing
connections, the peers B-E establish connections as shown in
FIG. 16. Each of peers B-E now has three connections.

In FIG. 17, three new peer systems 1105,, 1105, and
1105,, (peers F, G, and H) have joined the grid 1100 and
established connections. As part of the regular activity to
maintain the grid, the peers B-H each send ping messages to
their connected peers. For example, peer B pings peers D, E,
and G on a regular basis. Peer D does not provide a satisfac-
tory response to peer B for peer B’s ping message(e.g., the
response from peer D is too slow or doesnotarrive at peer B).
In FIG. 18, peer B has closed the connection peer D. When
peer B closes the connection, peer B and peer D haveavail-
able connections. Peers B and D send out connection avail-

able messages to be relayed through the grid 1100. Peer B
receives positive responses from peers G and D.Peer B is
already connected to peer G so will not select peer G fora new
connection. Peer B just disconnected from peer D for a failed
connection and sowill notselect peer D for a new connection.
Peer B does not open a new connection (peer B has two open
connections and only available connection, so peer B does not
attempt to force a connection, though in another implemen-
tation peer B may). Peer D receives positive responses from
peers B and G.Peer B just disconnected from peer D for a
failed connection so peer D will not select peer B for a new
connection (or peer B would refuse a new connection
request). Peer D selects peer G and opens a connectionto peer
G.

In the examplesillustrated in FIGS. 11-18, the peers of the
grid 1100 open and close connections to build and adjust the
grid without relying on the server 1110 to manage the con-
nections (though the server 1110 does assist in providing a
new peer with the addresses of the current memberpeers of a
grid).
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Redundancy Lists
In one implementation, the peers ina gridreduce redundant

messagetraffic by avoiding sending messages determined to
be redundant based on current paths in the grid.

In this implementation, each peerin the peer-to-peerrelay
network stores a redundancylist. The redundancylist of a
peer indicates other peers to which the peer will not send
messages that originated from a designated peer. Accord-
ingly, each entry in the redundancylist indicates an origin
peer and a destination peer (connectedto the relaying peer).
Whena peerreceives a messagethat indicates an originating
peer that is in the peer’s redundancylist, the peer will not
relay that message to the connected peer indicated by the
corresponding entry in the redundancylist. In another imple-
mentation, the peers can turn on and turn off the redundancy
list functionality (e.g., at the request of a server, such as after
determining a security problem hasarisen).

FIG. 19 showsa flowchart 1900 of one implementation of
building a redundancylist in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay network. A recipient peer 1s connectedto at least
twootherpeers.

Therecipient peer receives a redundant message from con-
nected peer, block 1905. The redundant message is redundant
because the recipient peer has already received the same
message. The recipient peer identifies the redundant message
as being the same using information in the received message.
As described above, in some implementations, each peer
maintains a list of messages received to avoid relaying the
same message twice. The recipient peer can also usethis list
to recognize a redundant message.

The recipient peer builds a redundancy update message,
block 1910. The recipient peer includes in the redundancy
update message the information identifying the origin of the
message and information identifying the recipient peer. For
example, the recipient peerretrieves the origin identifier from
the redundant message (e.g., recall the message shown in
FIG. 2) and stores the origin identifier in the redundancy
update message.

Therecipient peer sends the redundancy update message to
the sender of the redundant message, block 1915. The redun-
dant message includes in its address information address
information for the sender of the redundant message.

The sender of the redundant message receives the redun-
dancy update message and updates the redundancylist for the
sender, block 1920. The senderretrieves the information from
the redundancy update message identifying the origin of the
redundant message and the recipient of the redundant mes-
sage (the recipient peer). The sender adds an entry to the
sender’s redundancylist indicating that the sender should not
send a message originating from the indicated origin to the
recipient peer.

For example, referring to the grid 100 shownin FIG.1, peer
B receives messages originating from peer C from each of
peers A, D, and E. Assuming peer B receives the message
originating from peer C from peerA first, the messagesorigi-
nating from peer C received from peers D and E are redundant
messages. Peer B builds redundancy update messages to send
to peers D and E indicating peer C as the origin and peer B as
the recipient. Peer B sends the redundancy update message to
peer D. Peer D updatesits redundancylist to indicate that peer
D is not to relay messages originating from peerC to peer B.
Peer E receives a similar redundancy update message from
peer B andalso updates its redundancylist in a similar way.

As peers connect and disconnect to and from the grid, the
paths between clients change and so redundancy lists can
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become inaccurate. Accordingly, when a peer disconnects
from the grid, the remaining peers update redundancylists.

FIG. 20 showsa flow chart 2000 of one implementation of
updating redundancylists for a disconnecting peer in a peer-
to-peer relay network. Initially, multiple peers systems are
connected to form a peer-to-peer relay network. A discon-
necting peer is connected to at least two other peers.

The disconnecting peer disconnects from the grid, block
2005. The peers previously connected to the disconnecting
peers are now disconnected peers. Each of the disconnected
peers follows the same process below.

The disconnected peer builds a clear redundancy message,
block 2010. The clear redundancy message indicates infor-
mation identifying the disconnected peer. The disconnected
peer sends the clear redundancy message to the peers still
connected to the disconnected peer, block 2015. A peer that
receives the clear redundancy message from the disconnected
peer updates its redundancylist, block 2020. The peer receiv-
ing the clear redundancy message removes entries in the
peer’s redundancylist affecting relaying messages to the
disconnected peer indicated by the clear redundancy mes-
sage.

Returning to the example described above referring to
FIGS. 1 and 19, peer D has an entry in its redundancylist
indicating that peer D should not relay messages originating
from peer C to peer B. If peer A disconnects from the grid,
peer B recognizes the disconnection of peer A and builds a
clear redundancy message. Peer B sends a clear redundancy
message to peers D and E. Peer D receives the clear redun-
dancy message from peer B andclears the entry in peer D’s
redundancylist indicating that peer D should not relay mes-
sages originating from peer C to peer B. Accordingly, the next
time that peer D receives a message originating from peer C,
peer D will once again relay message to peer B. Peer E
updates its redundancylist similarly.

Multiple Grids

In one implementation, a peer system can belong to mul-
tiple peer-to-peer relay networks. Each grid can be related or
independent. The connections established according to each
grid can be independent. Accordingly, a peer can be con-
nected to one peer in one grid but not in another (even though
the two peers are both in both grids). In one implementation,
if two peers are connected in two grids, the peers use a single
connection. A message includes information indicating to
which grid the message belongs. A peer relays a received
message according to the connections established corre-
sponding to the indicated grid for the message.

In one implementation, the members of a peer-to-peer
relay network can create sub-networks within the peer-to-
peer relay network. In this case, each of the membersof a
sub-network is also a memberofthe larger grid. For example,
a peer-to-peer relay networkincludesall the players in a game
as peer systems and each team (including sub-sets of the total
players) has a sub-network of peer systems(e.g., for private
communication in the game). In this way, the peers can estab-
lish a multi-channel environment for desirably distributing
and receiving data.

In another implementation, the peer-to-peer relay networks
are independentbut share one or more memberpeer systems.
For example, a group of peers can establish a grid to support
a lobby or chat environment and another group of peers
including at least one peer of the first group can establish a
grid to support a particular game.In another example, a group
of peers form a grid for a clan (organization) and some of
those peers join or create other grids to play games.
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For example, in an online environment,all the peers in the
environment are connected to a single main grid. The main
grid is for general announcements and general services. Peers
create, join, and leave additional smaller grids to access
online services such as chat roomsor games.Peers can use the
main grid to communicate before a smaller grid has been
established, such as when a new peer wants to join a grid
(rather than using a server). Becauseall the control messages
can be broadcast through the main grid, every peer can inde-
pendently maintainalist of available grids and a list ofactive
peers in each grid. In one implementation, the peers do not use
a centralized server.

FIG. 21 showsa flow chart 2100 of one implementation of
relaying a message from a peer system that belongs to mul-
tiple grids. Initially, multiple peers systems are connected to
form two peer-to-peer relay networks. A relaying peer is a
member of both grids, and has respective connections and
relay rules for each grid.

The relaying peer receives a message, block 2105. The
messageincludesa grid identifier indicating to whichgrid the
message belongs.

Therelaying peer selects the grid indicated by the received
message, block 2110. Each grid has a respective set of con-
nections and a respective set of relay rules. By selecting a
grid, the relaying peerselects a set of connections to use and
a set of relay rules to use for relaying the received message.

The relaying peer selects connections according to the
selected grid and the correspondingrelay rules, block 2115.
Using the relay rules for the selected grid, the relaying peer
select any appropriate connections for relaying the received
message.

The relaying peer sends the received message to the
selected peers, block 2120. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

Spectators

In one implementation, the peers in a grid areclassified as
participants or spectators. A participant peer generates new
messagesto be relayed throughoutthe grid. A spectator peer
does not generate new messages and acts as a pass-through
nodein the grid. Both participants and spectators relay mes-
sages to their connected peers accordingto the relay rules of
the grid. In someapplications, there may be many spectators
for each participant. In one implementation having multiple
participants, each participant has a connectiontoat least one
other participant.

In one example, a group ofparticipants play an online game
while spectators watch (observing data without changing the
gamedata). The numberof spectators can be very large(e.g.,
thousands). Other examples include performances (e.g.,
music), speeches, and teaching. In some applications,
because the peers handle distribution by relaying data, the
load on a server for distribution does not always increase as
the numberofspectators increases.

In one implementation, when a peerjoinsa grid, the peer
joinsthe grid asa participantor as a spectator. Ifthe peerjoins
the grid as spectator, the peer is not authorized to create new
messages and send the new messages into the grid to be
relayed throughout the grid. If a spectator generates a new
message and sends the new messageto the peers connected to
the spectator, the peers receiving the new message from the
spectator will not forward or relay the received message. In
one implementation, someorall of the spectators could form
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another related grid as participants (e.g., to discuss a game
being watched inthefirst grid).

FIG. 22 showsa flow chart 2200 of one implementation of
relaying a message in a grid supporting spectators and par-
ticipants. Initially, multiple peers systems are connected to
form a peer-to-peer relay network supporting participants and
spectators. Each of the peers systemsstoresalist ofthe peers
that are participants. In one implementation, the participant
peers periodically broadcast messagesindicating which peers
are participants. In another implementation,the serverfacili-
tates identifying the participants.

A relaying peer receives a message, block 2205. The mes-
sage includes an origin identifier indicating the peer that
created the message.

The relaying peer confirmsthat the origin of the received
messageis a participant peer, block 2210. The relaying peer
stores a list of participant peers. The relaying peer compares
the peer identified as the origin of the received message with
the list of participant peers. If the origin peer for the received
messageis not a participant(i.e., is a spectator), the relaying
peer does not relay the received message.

If the origin peer for the received message is a participant,
the relaying peer selects connections according to the relay
rules for the grid, block 2215. Using the relay rules, the
relaying peer selects any appropriate connectionsfor relaying
the received message.

The relaying peer sends the received message to the
selected peers, block 2220. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

In another implementation, the spectators are not in the
same grid as the participants. The spectators form a parallel
spectator grid linked to the participant grid. The spectators
receive data from the participants and relay the data in the
spectator grid. The link(s) between the grids can be provided
by a server or gateway, or by connections between selected
peers from each grid.

In another implementation, a spectator can be a conditional
spectator. A conditional spectator can request permission to
generate data to be relayed throughoutthe grid. If the spec-
tator has received permission, the spectator can send a mes-
sage that the peers in the grid will relay (e.g., the message
includes an authorization flag). The permission can be
granted by a server, by a selected peer as a moderator, or by
the participants (one or more). For example, in a teaching
environment, the participant is the lecturer and the spectators
can request permission to ask questions that will be relayed to
all the peers.

Island Recovery
In one implementation, the server and peers in a peer-to-

peer relay network support adjusting connectionsin the grid
to avoid or recover from the formation of islands. An isolated

groupofpeers in a grid is referred to as an island. Islands can
form in a grid when multiple peers disconnect substantially
simultaneously. In the disconnection process described
above, the remaining peers send messages indicating avail-
able connections, however, with multiple concurrent discon-
nections, the remaining peers may form isolated groups in the
grid. Peers in one island cannot send messages to peers in
another island because there is no peer-to-peer connection
between the islands. The server detects the formation of

islands and interacts with peers to removethe islands.
FIG. 23 showsa flow chart 2300 of one implementation of

detecting islands in a grid.Initially, multiple peer systems are
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connected to form a peer-to-peer relay networkor grid. When
the peers open and close connections, or become discon-
nected, peers inform the server for the grid of the changing
connections. In this way, the server tracks all of the connec-
tions in the grid. The server also maintains an orderedlist of
the peers in the grid.

The server sets an island counter, block 2305. The island
counter represents the numberofislands. In one implemen-
tation, the server sets a counteri to be 1.

The server selects a starting peer, block 2310. When the
island counter is one, the server selects the first peer in the
ordered list of peers as the starting peer. When the island
counter is greater than one, the server selects as the starting
peer the most recently found unmarked peer (as described
below).

The server marks each peer connected to the starting peer
as belonging to the sameisland as the starting peer, block
2315. The server marks peers connected directly to the start-
ing peer and connectedindirectly to the starting peers through
other peers (e.g., progresses from the starting peer to con-
nected peers and peers connected to those connected peers
and so on). The server marks a peer with the current value of
the island counterto indicate to which islandthe peer belongs.

After marking all of the peers connected to the starting
peer, the server determines if there is an unmarked peer
remaining in the grid, block 2320. In one implementation,the
server progresses through the ordered list of peers searching
for an unmarkedpeer.

If the server finds an unmarkedpeer, the server increments
the island counter, block 2325. The server increments the
island counter to indicate that an additional island has been

detected. After incrementing the island counter, the server
returns to block 2310 and uses the found unmarkedpeeras the
starting peer.

If the server does not find an unmarked peer, the server
determines the number ofislands detected, block 2330. The
server has incremented the island counter for each detected

island, and so the island counter represents the number of
islands detected. If the island counter is equal to one, a single
island has been found and so the grid is not divided into
multiple islands. If the island counter is greater than one,
multiple islands have been found andthe grid is divided into
islands.

FIG. 24 showsa flow chart 2400 of one implementation of
removing islands in a peer-to-peer relay network. Initially,
multiple peers systems are connected in a peer-to-peer relay
networkorgrid. The grid has becomedivided into two islands
of peers, where the peers in one island do not have a connec-
tion path to the peers in the other island. The server has
detected the two islands, such as by using the process shown
in FIG. 23.

Theserver selects a peer from each island, block 2405. The
server can select the first island peer and the second island
peer in various ways. In one implementation, the server
selects a peer that has an available connection. In another
implementation, the server selects a peer from an island at
random.

If the first island peer does not have available connections,
the server sends a close connection messageto thefirst island
peer to close a connection, block 2410. The first island peer
receives the message from the server and selects a connection
to close in the same wayas a peer selects a connection to close
when receiving a force connection message, as described
above. Thefirst island peer closes a connection and so has an
available connection.

The server sends an initiate force connection message to
the first island peer, block 2415. The initiate force connection
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message includes the address of the secondisland peer. The
first island peer receives the message from the server and
sends a force connection message to the secondisland peer.

The secondisland peer receives the force connection mes-
sage from the first island peer, selects a connectionto close,
and closes the selected connection, block 2420. The second
island peer selects the connection to close in the same way as
described above for the recipient of a force connection mes-
sage. If the second island peer has an available connection
before closing a connection, the secondisland peer does not
close any of its connections.

Thefirst island peer sends an open connection request to
the secondisland peer, and the two peers open a connection,
block 2425. Once the connection is open, the islands have
been joined, forming a single island. The peers send updates
to the server confirming the connection.If additional islands
remain, as detected as described above, the server returns to
block 2405 to connect two more of the remaining islands.

FIGS.25 and26 illustrate an example of detecting islands
andjoining islands. In FIG. 25, a grid 2500 similarto the grid
1100 in FIG. 11 has been divided into two islands from the

simultaneous disconnection of peers C, G, and F. Thefirst
island includes peers A, B, D, and E. The second island
includes peers H, I, and J. In FIG. 26, the server has caused
peer D to open a connection with peer I, joining the two
islands.

Security
In one implementation,the peer-to-peer relay network sup-

ports the detection of and recovery from cheating violations
or security violations, or both. Cheating violations involve the
manipulation of data to change an outcomein the processing
of online activity, such as to affect the course of a game.
Security violations involve unauthorized data or improper use
of data to damagethe grid or causethegridto fail.

FIG. 27 showsa flow chart 2700 of one implementation of
detecting a cheating violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from each of its connected
peers, block 2705. As described above, the peers in the grid
relay messages throughout the grid. A peer will receive the
same message (the same content data, though the address
information maybe different) through each of its connections
with other peers. For example, if a peer has three open con-
nections, the peer receives the same messagethree times from
three respective peers. The peer identifies the messages as
being the same message using information in the message
indicating the origin and a sequencevalue, such as the origin
identifier 215 and sequence value 220 shown in the message
205 in FIG. 2. The same message from different peers will
have the same origin and sequence information.

The peer compares the messagesreceived from each ofthe
connected peers, block 2710. The peer compares the data
portion of the message, such as the data 230 shown in the
message 205 in FIG.2. The peer determinesifthe data portion
of the message is different for any of the received messages.
In one implementation, if the data portion for a message
received from one connected peer is different from the data
portion for the same message received from the other con-
nected peers, the peer determinesthat a cheating violation has
occurred. The peer also determinesthat the one peerthat sent
the message with the different data is responsible for the
cheating violation. Alternatively, the peer uses a different
technique to detect a cheating violation or identify the peer
responsible for the cheating violation. The peer does not relay
the message having a different data portion, if appropriate.
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Ifa cheating violation has occurred, the peer sends a cheat-
ing alert, block 2715. The cheating alert indicates a cheating
violation has occurred and which peeris responsible for the
cheating violation. The peer sends the cheating alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peers send the cheating alert to
the server for appropriate handling.

Whenthe peers receive the cheating alert, the peers take
actionto recover against the violation, block 2720. The peers
take action to prevent the cheating peer from continuing to
influence the grid activity. In one implementation, the peers
ignore messages from the cheating peer. In another imple-
mentation, the peers force the cheating peer to disconnect
from the grid. The peers also take action to repair the effect of
the message including the different data, such as by sending
out a replacement messagewith correct data as shown by the
data in the other messages usedto identify the cheating mes-
sage. Alternatively, one ofthe peers estimates the correct data
and relays the correct data throughout the grid. In another
implementation, the peers respond to the cheating alert by
informing the server. In this case, the server addresses the
cheating violations such as by disconnecting the peer respon-
sible for the cheating violation.

In another implementation, when a peer sends a message,
the recipient relays the message backto the sending peer. The
sending peer keeps a copy of the sent message. When the
sending peer receives the message back from the recipient,
the sending peer comparesthe data of the sent message with
the data of the received message. The peer detects a cheating
violation by finding a difference. The peer determines that the
recipient modified the message and sends out a cheatingalert.
In one implementation, recovery or repair actions are not
taken for a cheating peer until multiple violations have been
reported (e.g., as tracked by a server). In another implemen-
tation, this send-back check for cheating is a first layer for
detecting cheating followed by more complicated procedures
once a potential problem has been identified.

In another implementation, the peer detects a cheating
violation by comparing the data in a received message with a
predicted set of data generated by the peer. If the peer deter-
minesthat the data in the received messageis different from
that generated by thepeer, the peer determines that the sender
ofthe received messageis responsible for a cheating violation
and issues an alert.

Tn an example of detecting a cheating violation in the grid
100 shownin FIG. 1, peer B receives the same message from
each of peers A, D, and E. Peer B identifies the messages as
being the same by comparing the origin identifiers and
sequencevalues. Ifpeer B detects that the message from peer
A has a different data portion, peer B issues a cheating alert
identifying peerA as cheating. Peer B sendsthe cheating alert
to peers D and E (andoptionally to peer A). The peers relay
the cheating alert until all the peers have receivedthe alert. In
responseto the alert, the peers will ignore all further messages
from peer A. As a result, peers B, C, and D will not relay
messages from peer A anymore.

FIG.28 showsa flow chart 2800 of one implementation of
detecting a security violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from one of its connected
peers, block 2805. The peer analyzes the message anddetects
a security violation, block 2810. The peer determines that the
message is a security violation by recognizing that the mes-
sage is invalid or includes invalid data. In another implemen-
tation, the peer determines that the message is a security
violation by analyzing how the message wassent to the peer.
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For example, if the message wassentto the peer as one of a
large numberofrepetitions of the same message(e.g. as in a
denial of service attack), the peer recognizes that the message
is a security violation. In one implementation, a message is
sent as a series of packets and the peer detects a security
violation at a lowerlevel than a complete message, such as at
the packet level. The peer also determines that the sender of
the message with the security violation is responsible for the
security violation. Alternatively, the peer uses a different
technique to detect a security violation or identify the peer
responsible for the cheating violation. The peer does not relay
a messageor data having a security violation.

Ifa security violation has occurred, the peer sends a secu-
rity alert, block 2815. The security alert indicates a security
violation has occurred and which peer is responsible for the
security violation. The peer sends the security alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peer sends the security alert to
the server for proper handling.

When the peers receive the security alert, the peers take
appropriate action to recover against the violation, block
2820. The peers take action to prevent the peer violating the
security of the grid from continuing to affect or damage the
grid. In one implementation, the peers ignore messages from
the peer responsible for the security violation. In another
implementation, the peers force the peer responsible for the
security violation to disconnect from the grid. The peers also
take appropriate action to repair any damage caused by the
security violation. In another implementation, the peers
respondto the security alert by informing the server. In this
case, the server addresses the security violation such as by
disconnecting the peer responsible for the violation and the
action to repair any damage causedto the grid.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server 2905 and a peer system 3005, respectively.
In other implementations, a server or a peer include fewer
components than shown in FIGS. 29 and 30, or include dif-
ferent or additional components.

The server 2905 operates as described above andincludes
components to provide the functionality described above,
including components for establishing grids 2910, adding
peers 2915, connecting peers 2920, disconnecting peers
2925, maintaining grids 2930, storing and generating grid
data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 2935, managing
multiple worlds 2940, managing and assisting with redun-
dancy lists 2940, managing multiple grids 2950, managing
spectators and participants in grids 2955, handling island
detection and recovery 2960, managing and addressing cheat-
ing and security violations 2965, and central services of the
server 2970 (e.g., network communication and addressing,
player matching, chat facilities, data backup, etc.).

The peer system 3005 operates as described above and
includes components to provide the functionality described
above, including components for establishing grids 3010,
joining a grid 3015, connecting peers 3020, disconnecting
peers 3025, maintaining grids 3030, storing and generating
grid data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 3035, building,
updating, and using redundancylists 3040, operating in mul-
tiple grids 3045, operating with and as spectators andpartici-
pants in grids 3050, handling island detection and recovery
3055, managing, detecting, and addressing cheating and
security violations 3060, and peer system services 3065(e.g.,
network communication and addressing, player matching,
chatfacilities, data backup, etc.).
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Various implementationsofthe peer-to-peer relay network
provide desirable benefits. A grid can be very useful in a
number of network applications, including online massive
multi-player computer games. Online game applications are
just one example of a larger group of network applications
that have one thing in common:sharing and maintaining one
common data set. When the data set is updated on onepeer,
the information is sent to a group of other peers and relayed
throughoutthe grid so each peer will have an updateddata set.
The relay grid allows connected peers with limited network
bandwidth to exchange data among themselves, without
going through a central server (for data distribution). This
network can be used to exchange game data, other game
related information, mediafiles, streaming audio, or stream-
ing video.

For example, in one implementation the peers use the grid
for file publishing. A peer in the grid publishesafile (as one
messageorbroken into multiple messages) by sendingthefile
to the peers connected to the publisher and the memberpeers
of the grid relay thefile throughoutthe grid to all the mem-
bers. In this way all the membersof the grid can receive the
published file without using a server and without using a
direct connection from the published to every peer. In various
implementations, any type of file can be published. Thefiles
can be data, media, or executable software applications.
Examplesoffiles to be published through a grid include, but
are notlimited to: streaming media(e.g., audio and/or video),
media files, replay data from a gameor other application,
maps, announcements, messages, application data and mod-
ules (e.g., a map, a template, a texture, a sound).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
of these technologies. Most implementations include one or
more computer programs executed by a programmable com-
puter. For example, in one implementation, each peer system
and the server includes one or more computers executing
software implementing the peer-to-peer relay network func-
tionality. In general, each computer includes one or more
processors, one or more data-storage components(e.g., vola-
tile or non-volatile memory modules and persistent optical
and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory ina prescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.

Variousillustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementationsare also pos-
sible and within the scope of the present invention. For
example, while the above description describes several
implementations of peer-to-peer relay networks discussed in
the context of supporting game applications, other applica-
tions are also possible, such as file sharing or other data
dissemination applications.

Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimed is:

1. A peer-to-peer relay network, comprising:
a plurality ofN peer systems, wherein each peer system is

either a participant or a spectator and the peer-to-peer
network includesat least one participant andat least one
spectator;
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wherein each peer system in said peer-to-peer relay net-
work is connected to a numberofother peer systems in
said peer-to-peer relay networkthatis less than or equal
to a connection limit, said connection limit is greater
than or equal to 2, said connection limit is less than or
equal to N-2, each peer system in said peer-to-peer relay
network is configuredto relay data to peer systems con-
nected to that peer system according to a set of one or
morerelay rules,

wherein a participant is configured to generate data to be
relayed in said peer-to-peer relay network, and a spec-
tator is configured to relay data generated by a partici-
pant, and

wherein the spectator is not authorized to generate new
data to be relayed in the peer-to-peer network and the
spectator is not authorized to send the new data to be
relayed throughout the peer-to-peer network.

2. The peer-to-peer relay network of claim 1, further com-
prising:

a server connected to each peer system.
3. The peer-to-peer relay network of claim 1, wherein:
said at least one participant is playing an online game.
4. The peer-to-peer relay network of claim 1, wherein:
said at least one participant is performing.
5. The peer-to-peer relay network of claim 4, wherein:
said performing is playing music.
6. The peer-to-peer relay network of claim 1, wherein:
said at least one participant is teaching.
7. The peer-to-peer relay network of claim 1, wherein:
at least two peer systemsare participants, and each partici-

pant has a connection to at least one otherparticipant.
8. The peer-to-peer relay network of claim 1, wherein:
each peer system is configured notto relay data generated

by a spectator.
9. The peer-to-peer relay network of claim 1, wherein:
at least one spectator is a conditional spectator, a condi-

tional spectator is configured to request permission to
send data generated by the conditional spectator to other
peer systemsto be relayed throughout said peer-to-peer
relay network, each peer system is configured to relay
data generated by a conditional spectator if that condi-
tional spectator has received permission to send that
data.

10. The peer-to-peer relay network of claim 1, wherein:
at least one peer system is a network-enabled game con-

sole.

11. The peer-to-peer relay network of claim 1, wherein:
at least two peer systems are connected throughthe Inter-

net.

12. A methodof relaying data in a peer-to-peer relay net-
work, comprising:

receiving data at a relaying peer system from a sending
peer system connectedto the relaying peer system in a
peer-to-peer relay network, wherein said data has asso-
ciated information identifying the origin peer system
that generated said data;

confirming said origin peer system is permitted to send
data to be relayed through said peer-to-peer relay net-
work;

applying a set of one or morerelay rules to select zero or
more peer systemsindicated by said set of one or more
relay rules to whichto relay said data; and

relaying said data to any peer systemsselected by applying
said set of one or morerelay rules;

wherein each peer system in said peer-to-peer relay net-
workis a participant or a spectator, and
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wherein the spectator is not authorized to generate new
data to be relayed in the peer-to-peer network and the
spectator is not authorized to send the new data to be
relayed throughout the peer-to-peer network.

13. The method of claim 12, wherein:
each peer system stores a connection limit defining a num-

ber of other peer systems up to which a peer system is
permitted to connectin that peer-to-peer relay network,
and each peer system stores a set of one or more relay
rules defining how a peer system is to relay data to other
peer systems connectedto that peer system in that peer-
to-peer relay network.

14. A peer system in a peer-to-peer relay network, com-
prising:

meansfor receiving data at a relaying peer system from a
sending peer system connectedto the relaying peer sys-
tem in a peer-to-peer relay network, wherein said data
has associated information identifying the origin peer
system that generated said data;

meansfor confirming said origin peer system is permitted
to send datato be relayed throughsaid peer-to-peerrelay
network;

meansfor applying a set ofone or morerelayrulesto select
zero or more peer systemsindicated bysaid set ofone or
morerelay rules to which to relay said data; and

meansfor relaying said data to any peer systems selected
by applying said set of one or morerelay rules;

wherein each peer system in said peer-to-peer relay net-
workis a participant or a spectator, and

wherein the spectator is not authorized to generate new
data to be relayed in the peer-to-peer network and the
spectator is not authorized to send the new data to be
relayed throughout the peer-to-peer network.

15. The peer system of claim 14, wherein:
said peer system stores a connection limit defining a num-

ber ofother peer systems up to which said peer system is
permitted to connectin that peer-to-peer relay network,
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and said peer system stores a set of one or more relay
rules defining how said peer system is to relay data to
other peer systems connectedto that peer system in that
peer-to-peer relay network.

16. A computer program product, comprising a computer
usable medium having a computer readable program code
embodied therein, said computer readable program code
adapted to be executed to implement a peer system in a
peer-to-peer relay network, said method comprising step to:

process received data at a relaying peer system from a
sending peer system connected to the relaying peer sys-
tem in a peer-to-peer relay network, wherein said data
has associated information identifying the origin peer
system that generated said data;

confirm said origin peer system is permitted to send data to
be relayed through said peer-to-peer relay network;

apply a set ofone or morerelay rulesto select zero or more
peer systems indicated by said set of one or more relay
rules to whichto relay said data; and

relay said data to any peer systems selected by applying
said set of one or morerelay rules;

wherein each peer system in said peer-to-peer relay net-
workis a participant or a spectator, and

wherein the spectator is not authorized to generate new
data to be relayed in the peer-to-peer network and the
spectator is not authorized to send the new data to be
relayed throughout the peer-to-peer network.

17. The computer program of claim 16, wherein:
said peer system stores a connection limit defining a num-

ber ofother peer systems up to which said peer system is
permitted to connectin that peer-to-peer relay network,
and said peer system stores a set of one or more relay
rules defining how said peer system is to relay data to
other peer systems connectedto that peer system in that
peer-to-peer relay network.
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VIOLATIONSIN A PEER-TO-PEER RELAY
NETWORK

This is a continuation of application Ser. No. 10/700,797,
filed Nov. 3, 2003, now U.S. Pat. No. 7,392,422 with a claim
of priority to Provisional Application 60/513,098, filed on
Oct. 20, 2003, the entirety thereof being incorporated herein
by reference.

BACKGROUND

In a typical client-server network, each ofthe clients in the
network establishes a connection to a central server. A client

requests services and data from the server. To communicate
with another client, a client sends a request to the server.
Typically, the clients do not establish direct connections to
one another. In a client-server network with N clients, each
client has 1 connection to the server, and the server has N
respective connections to each of the clients. For example, as
shown in FIG. 314A,in a client-server network with 6 clients,
each client has 1 connection to the server, and the server has
6 respective connectionsto the clients.

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server).
Typically, each memberin the network has similar responsi-
bilities in the network and the members are considered gen-
erally equivalent (as network members). In a peer-to-peer
network with N peers, each peer has N-1 connections to other
peers. For example, as shown in FIG. 31B,in a peer-to-peer
network with 6 peers, each peer has 5 connections to other
peers

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
methodofdetecting and recovering from violations in a peer-
to-peer relay network includes: receiving a messageat a peer
system from a sending peer system connected to said peer
system in a peer-to-peer relay network detecting a violation in
said received message; and sending an alert message to each
peer system connected to said peer system in said peer-to-
peer relay network; wherein each peer system in said peer-
to-peer relay network stores a connection limit defining a
numberofother peer systems up to which that peer system is
permitted to connect, and each peer system stores a set ofone
or more relay rules for relaying data to other peer systems
connected to that peer system.

In one implementation, a peer system in a peer-to-peer
relay network includes: means for receiving a messageat a
peer system from a sending peer system connected to said
peer system ina peer-to-peer relay network; meansfor detect-
ing a Violation in said received message; and meansfor send-
ing an alert message to each peer system connected to said
peer system in said peer-to-peer relay network; wherein each
peer system in said peer-to-peer relay network stores a con-
nection limit defining a numberof other peer systems up to
whichthat peer system is permitted to connect, and each peer
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system stores a set ofone or morerelayrules for relaying data
to other peer systems connected to that peer system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network.

FIG. 2 showsa block diagram of one implementation of a
message.

FIG. 3 showsa flowchart of one implementation of a peer
relaying a message in a peer-to-peer relay network.

FIG.4 showsa flowchart of one implementation of a peer
relaying a messagein a peer-to-peer relay network according
to a set of relay rules.

FIG. 5 showsa flowchart of one implementation of estab-
lishing a peer-to-peer relay network.

FIG. 6 shows a flowchart of one implementation of con-
necting a peer to a peer-to-peer relay network.

FIG. 7 showsa flowchart of one implementation ofselect-
ing peers for joining a peer-to-peer relay network.

FIG. 8 showsa flowchart of one implementation offorcing
a peer to give a connection to a new peerin a peer-to-peer
relay network.

FIG. 9 showsa flowchart ofone implementation ofdiscon-
nection in a peer-to-peer relay network.

FIG. 10 showsa flowchart of one implementation ofmain-
taining a peer-to-peer relay network.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaininga grid.

FIG. 19 showsa flowchart of one implementation ofbuild-
ing a redundancylist in a peer-to-peer relay network.

FIG. 20 showsa flow chart ofone implementation ofupdat-
ing redundancylists for a disconnecting peerin a peer-to-peer
relay network.

FIG. 21 showsa flow chart ofone implementation ofrelay-
ing a message from a peer system that belongs to multiple
grids.

FIG. 22 showsa flow chart ofone implementation ofrelay-
ing amessagein a grid supporting spectators andparticipants.

FIG. 23 shows a flow chart of one implementation of
detecting islands in a grid.

FIG. 24 shows a flow chart of one implementation of
removing islands in a peer-to-peer relay network.

FIGS.25 and26 illustrate an example of detecting islands
and joining islands.

FIG. 27 shows a flow chart of one implementation of
detecting a cheating violation in a peer-to-peer relay network.

FIG. 28 shows a flow chart of one implementation of
detecting a security violation in a peer-to-peer relay network.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server and a peer system, respectively.

FIGS. 31A and 31B illustrate typical client-server and
peer-to-peer architectures.

DETAILED DESCRIPTION

The present invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
plurality of computer systems is connected to form a peer-to-
peer network. Each computer system is connected to up to a
predetermined number of other computer systems. To com-
municate, a computer system sends a message to each of the
connected systems. When a computer system receives a mes-
sage from another computer system, the receiving computer
system sendsor relays the message to other computer systems
accordingto the relay proceduresor rules for that peer-to-peer
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relay network. Followingtherelay rules, the messages propa-
gate throughout the network to all the member computer
systems.

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network 100. A peer-to-peer relay network
can also be referred to as a “grid.” In FIG. 1, a group of 10 peer
systems 105, __,(also referred to as “peers’’) are connected
to form a peer-to-peer relay network. Each peer system 105 is
a network-enabled game console, such as a PlayStation 2™
game console with a network adapter, as offered by Sony
Computer Entertainment Inc. The peer systems 105 are con-
nected directly (e.g., wired or wireless connections) or indi-
rectly (e.g., through an intranetor a public IP network such as
the Internet). In one implementation,the peer systems 105 are
connected using UDP or TCP connections. The peer systems
105 exchangedata to support a network environmentoractiv-
ity, such as a chat environmentor an online game.

Each peer 105 also has a connection to a central server 110,
such as a UDP or TCP connection through the Internet (the
connections to the server 110 are not shown in FIG. 1). The
server 110 is a server computer system providing centralized
servicesto the connected peer systems 105. In one implemen-
tation, the server provides an address directory of peer sys-
tems and tracks which peer systems are connected with
which. Examplesofotherserver services include, but are not
limited to: authentication, player matching, and tracking peer
system addresses. As described below, in some implementa-
tions, the server can support multiple independentorrelated
peer-to-peer relay networks. In one implementation, the
server supports multiple environments or worlds, dividing or
grouping clients into the environments andfiltering data
appropriately. In one implementation,the server includes one
or more aspects of the servers described in co-pending and
commonly assigned U.S. patent applications Ser. Nos.
10/211,075 (“Configuration Switching: Dynamically Chang-
ing Between Network Communication Architectures”), filed
Jul. 31, 2002, and 10/------ (“Multi-User Application Pro-
gramming Interface’’), filed ------ , the disclosures of which
are incorporated herein by reference. In another implemen-
tation, the peers do notuse a centralized server(e.g., building
the grid through direct communication and relaying data).

The network 100 has a connection limit of 3. The connec-

tion limit is set by the server and defines the maximum num-
ber of connections each peer 105 is permitted to have in the
grid. In another implementation, one peer (e.g., the peer
establishing the grid) sets or multiple peers negotiate the
connection limit. In FIG. 1, the connection limit is 3 and each
peer 105 has 3 connections. Peer systems A-J each have 3
connections to other peers (peer system 105, is also referred
to as peer system A or peer A). The network 100 is a 3-con-
nection peer-to-peer relay network so each peer 105 has 3
connections to other peers.

The peers 105 communicate by broadcasting messages
throughout the network 100. The peers 105 propagate the
messagesby relaying received messages to connected peers
105 according to the relay rules of the network 100. In this
implementation,the relay rules define that a peer 105 relays a
message to each of the peers 105 connected to the peer 105,
with two exceptions: (1) a peer 105 does not relay a message
that the peer 105 hasalready relayed, and(ii) a peer 105 does
not relay a message back to the peer 105 from which the
relaying peer 105 received the message. In one implementa-
tion, a peer 105 also does not relay a message to a peer 105
from which the relaying peer 105 has already received the
message (e.g., when the relaying peer 105 receives the mes-
sage from multiple peers 105 before the relaying peer 105 has
relayed the message). In other implementations, different or
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additional rules can be used. Therelay rules (and other rules)
are establishedby the serveror are pre-set in the peer systems
(or their system software). In another implementation, the
rules can be modified dynamically, such as by propagating
messages with rule updates throughoutthe grid.

In one application of the network 100, the peers 105 are
playing a network game.In the course ofthe game, a peer 105
generates an update message reflecting actions or events
causedby the peer 105. For example, during the execution of
the gamesoftware on a player’s computer system (e.g., peer
A), the computer system generates update data to be used by
other players’ computer systems representing actions in the
gamesuch as movingor shooting(e.g., updating the position
of a player). For the update to be effective, each of the peers
105 needs to receive the update from the updating peer 105.
The peers 105 relay the update messages throughout the
network 100 to propagate the message to each peer 105.

In one example, peer A has an update to send to the other
peers. Peer A builds an update message including the update
data, an identifier indicating peerA is the sourceofthe update,
and a sequenceidentifier to differentiate this message from
others sent out by peerA and providearelative sequence. Peer
A sends the message to its connected peers: B, C, D. Peer B
sends the message received from peerAto peers D and E. Peer
B does not send the message to peer A because peer B
received the message from peerA. Similarly, peer C sends the
message from peer A to peers G and H, and peer D sends the
message from peerA to peers B and G. WhenpeerB receives
the message from peer D, peer B does not relay the message
again because peer B recognizesthatthis is the same message
(using the identifiers of the message). Similarly, peer D does
not relay the message received from peer B. Assuming that
the connections between peers are substantially the same in
terms of the amount of time to transfer a message between
peers, in the nextset ofrelays, peer E relays the message from
peer B to peers F andI, peer G relays the message from peer
C to peers D and F (or relays the message from peer D to peers
C and F, depending on which messagearrivedat peerC first),
and peer H relays the message from peer C to peers ] and J. At
this time, every peer has received the update message from
peer A. However, peers F, I, and J have just received the
message, so these peers will relay the message. Peer F relays
the message from peerE to peers G and J (or from peer G to
peers E an J, whicheverarrivedfirst), peer I relays the mes-
sage from peer E to peers H and J (or from peer H to peers E
and J, whicheverarrivedfirst), and peer J relays the message
from peer H to peers F and I. By this time, all ofthe peers have
sent or relayed the message once. Because the peers will not
relay the same message again, the propagation of this mes-
sage ends.

In this way, the message propagates throughoutthe peer-
to-peer network 100. This propagation ofupdate information
among the peer systems 105 participating in the game sup-
ports the game and game environment. The peer systems 105
can distribute data throughoutthe network 100 without using
the centralized server 110 for distribution. In addition, each
peer 105 is not directly connected to every other peer 105,
saving resources. As a result, the grid 100 limits each peer’s
network bandwidth requirement(since it only needs to com-
municate with a limited numberofother clients) while allow-
ing data from any single client to quickly spread to every other
peer in the grid (e.g., using UDP sockets).

In other implementations, a peer-to-peer relay network
includes more or less peer systems and the network has a
different connection limit. Depending upon the number of
peers, the connection limit, and the rules for establishing
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connections,not all peers mayhave all their connectionsfilled
and so there may be a peer (or more) with an available con-
nection.

In another implementation, the connection limit can vary.
In one implementation, the connection limit is specific to each
peer system, with some,all, or none of the peers having
different connection limits. Each peer sets its connection
limit, or is assigned a connection limit by a server. In one
example, peers X andY each have a connection limit of 5, and
peer Z has a connection limit of 4, and the remaining peers
each have a connection limit of3. In another implementation,
the connection limit is dynamic. In this case, the server
adjusts the connection limit for the peers, such as based on
network performance(e.g., when networktraffic is low, the
connection limit is low). In another implementation, one or
moreofthe peer systems each adjust their respective connec-
tion limit dynamically. Alternatively, the server adjusts the
connection limit for specific peer systems dynamically (e.g.,
adjusting some butnotall).

FIG. 2 showsa block diagram of one implementation of a
message 205. The message 205is built by a peer system to be
sent to other peers in a peer-to-peer relay network. For
example, referring to FIG. 1, when peer A has an update
messageto sendto the other peers, peer A builds a message
such as the message 205. The message 205 includes: address-
ing data 210, an origin identifier 215, a sequence value 220,
and payload data 230. The addressing data 210 includesnet-
work addressing information to send the message 205 from
the peer to another peer. In one implementation, the address-
ing data 210 includes an IP address for the sending peer and
an IP address for the intended recipient peer. The origin
identifier 215 identifies the peer that built the message 205.
This identifier 215 indicates to peers throughoutthe peer-to-
peer relay network the origin of the message propagating
through the network. Using the origin identifier 215, a peer
receiving the message 205 can determine from which peer in
the network the message 205 originated. The sequence value
220 identifies the specific message 205 and providesrelative
sequence information. Using the sequence value 220, a peer
receiving the message 205 can determine whethera particular
message has already been received and can determine the
order or sequence ofmessagessentfrom the peer indicated by
the origin identifier 215. The data 230 is the payload data for
the message 205. For an update message(e.g., ina game), the
payload data 230 is the update data to be usedbythe recipient
peers. In alternative implementations, different types ofmes-
sages can be used, and messages with different formats from
that shownin FIG.2 can be used(e.g., including different or
additional information). For example, a message can include
a file or part ofafile or frame of data such as a frame of game
data or a frameorpart of an audiofile being published to the
membersof the grid. The receiving peers could reconstruct
the whole file using the sequence value includedin each ofthe
messages. In another example, a message includes additional
identification information, such as an identifier indicating to
whichgrid the message belongsfor relaying by peers belong-
ing to multiple grids.

FIG. 3 showsa flowchart 300 of one implementation of a
peer relaying a message in a peer-to-peer relay network.
Initially, the peer is connected to one or more other peer
systemsin a peer-to-peer relay network.

Thepeerreceives a message from a sending peer through a
connection betweenthe peer and the sending peer, block 305.
The message includesan origin identifier, a sequence value,
and payload data (e.g., update data), as in the message shown
in FIG.2.
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The peerselects connections to whichto relay the received
message, block 310. The peer selects the connections from
the available connections of the peer according to the relay
rules for the peer-to-peer relay network. After applying the
relay rules, the peer may have selected some, none,orall of
the peer’s connections.

The peer relays the message to each of the selected con-
nections, block 315. The peer builds a message for each
selected connection. For each messageto send, the peer uses
the received message but updates the addressing information
as appropriate (e.g., changing the senderto the peer and the
recipient to the recipient peer for the connection). Accord-
ingly, the payload data remains the same. In another imple-
mentation, a peer can also add data to the message or change
data in the message. The peer sends the built messages to the
appropriate recipients.

FIG. 4 showsa flowchart 400 of one implementation of a
peer relaying a message in a peer-to-peer relay network
accordingto a set of relay rules. Therelay rules used in FIG.
4 are an example of oneset of relay rules. Other implemen-
tations can use different or additionalrelay rules. Initially, the
relaying peer is connected to N other peer systems in a peer-
to-peer relay network. For example, in the network shown in
FIG.1, peer Dis connectedto 3 other peers (and so N=3inthis
case). The relay rules for FIG. 4 for relaying a messageare:

1. Do not relay the message twice
2. Do not relay the message back to the sender
3. Do not relay the messageto the origin peer
4. Relay the messageto the peers on the connectionsavail-

able after applying rules 1 and 2
The relaying peer receives a message, block 405. The

relaying peer determines whether the relaying peer has
already received this message, block 410. The relaying peer
compares identification data for the message with data stored
by the relaying peer for messages already received. In one
implementation, each peer maintains a received message
table of origin identifiers and sequence values for messages
that have been received. The relaying peerretrieves the origin
identifier and sequence value from the received message and
compares this information with data stored in the relaying
peer’s received messagetable. Ifthe relaying peer determines
that the relaying peer has previously received this received
message(e.g., the peer finds an entry in the received message
table storing the origin identifier and sequence value of the
received message), the relaying peer does not relay the
received message. In another implementation, the relaying
peer checks to determine if the relaying peer has previously
relayed the received message.

If the relaying peer determines that the relaying peer has
not previously received this message, the relaying peer
records that the message has been received, block 412. In one
implementation, the relaying peer adds an entry to the relay-
ing peer’s received messagetable forthe origin identifier and
sequence value of the received message.If the table already
has an entry forthis origin identifier and sequence value, the
relaying peer does not changethetable.

After recording that the message has been received, the
relaying peersets a counter, block 415. The relaying peer uses
the counter to step through each ofthe relaying peer’s avail-
able connections. In one implementation, the relaying peer
sets an integer counter i to 1.

The relaying peer determines whether the relaying peer
received the message from the peer connected to the connec-
tion indicated by the counter, block 420. The received mes-
sage includes addressing information indicating the sender of
the received message. The counter indicates a connection and
so indicates a connectedpeer andthatpeer’s addressing infor-
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mation. For example, peer D in FIG. 1 has 3 connections and
peer D has assigned a number to each connection: peer A is
connected to connection 1, peer B is connected to connection
2, and peer G is connected to connection 3. So, when the
counteriis 1, peer Dchecksto see ifthe received message was
sent by peer A by comparing the addressing information (the
sender) for the received message with the addressing infor-
mation for peer A stored by peer D.If the received message
was sent to the relaying peer by the peer connected to the
connection indicated by the counter the relaying peer does not
relay the messageto that peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter,
the relaying peer determines whether the peer connected to
the connection indicated by the counter is the origin peer
system for the received message, block 422. The received
message includes information indicating the peer that is the
origin of the received message (the peer that generated the
data of the messageoriginally, recall the origin identifier 215
of FIG. 2). If the peer connected to the connection indicated
by the counter is the origin peer system for the received
messagethe relaying peer does not relay the message to that
peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter
and the peer connected to the connection indicated by the
counteris not the origin peer system for the received message,
the relaying peer relays the message to that connected peer,
block 425. The relaying peer builds a message for the indi-
cated connection. The relaying peer makes a copy of the
received message and updates the addressing information as
appropriate (e.g., changing the senderto be the relaying peer
and the recipient to be the connected peer connected to the
indicated connection). Accordingly, the payload data remains
the same. The relaying peer sends the built messages to the
connected peer through the indicated connection.

The relaying peer determines whetherall the connections
have been checked, block 430. The relaying peer compares
the counter to the number of connections established by the
relaying peerin the peer-to-peer relay network. For example,
the relaying peer comparesthe counteri to the value ofN (the
number of connections held by the relaying peer). If the
relaying peer has checked all the connections, the relaying
peer has completed relaying for this received message.

Ifthe relaying peer has not checkedall the connections, the
relaying peer increments the counter, block 435. For example,
the relaying peersets the counteri to be i+1. After increment-
ing the counter, the relaying peer determines whether the
relaying peer received the received message from the peer
connected to the connection indicated by the incremented
counter, returning to block 420.

Asnoted above, in other implementations, different, addi-
tional, or fewer relay rules can also be used. In one imple-
mentation, the relaying peer does relay the message back to
the sender(e.g., so the sender can confirm that the relaying
peer did not changethe data). In another implementation,the
relaying peer does not relay the message to the peerthat is
indicated as the origin ofthe message(e.g., as indicated by the
origin identifier of the message). In another implementation,
the relaying peer doesnotrelay the same messageto the same
connected peer again. In another implementation,the relay-
ing peer selects a subset ofthe available connectionsto relay
the message, such as selecting the peers with the lowest and
highest response times. In another implementation, each peer
relays the messageto all the peer’s connected peers subject to
a hop count stored in the message so that the message will
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only be relayed a certain numberoftimes. In another imple-
mentation, a peer relays the same message a limited number
of times (more than once).

FIG. 5 showsa flowchart 500 of one implementation of
establishing a peer-to-peer relay network. Initially, a peer
system and a server are deployed, such as peer A and the
server 110 in FIG. 1. The peer system opens a connection to
the server, block 505. The peer system is connecting to the
server to establish a peer-to-peer relay network (or grid) and
can bereferredto as an “establishing peer.” The connection to
the server can be direct or an indirect network connection. In

one implementation, the peer is assigned to or joins and
registers ina subsection ofthe space or one ofmultiple worlds
or environments maintained by the server. The server authen-
ticates the peer before allowing the peer to interact further.
The peer system submits a create grid request to the server,
block 510. The create grid request indicates the peer’s iden-
tification information andthatthepeer is requesting the server
to establish a new peer-to-peer relay network. In one imple-
mentation, the request also includes conditions that the peer
requests the server to apply (e.g., restrictions on joining the
grid). In another implementation, the request indicates a con-
nection limit and a set of rules for use in the grid (e.g., relay
rules and connection rules). The server registers the new grid,
block 515. The server maintainstables orlists ofdata tracking
the established grids. The server creates a new table for the
new grid and adds the requesting peer to the table. The server
sends confirmation to the peer that the grid has been estab-
lished, block 520. The confirmation includes any identifica-
tion or access informationthe peer needs to accessthe grid. In
one implementation, the confirmation includes the connec-
tion limit andthe rules for the grid(e.g., relay rules).

FIG. 6 showsa flowchart 600 of one implementation of
connecting a peerto a peer-to-peer relay network. Initially, a
peer-to-peer relay network has been established by a peer and
server, such as peer A andthe server 110 in FIG.1.

A peer system connectsto the server, block 605. The peer
system is connecting to the serverto join a peer-to-peer relay
network (or grid) and can be referred to as a “new peer” or
“Joining peer.” The connectionto the server can bedirect or an
indirect network connection. In one implementation, the peer
is assignedto orjoins and registers in a subsection ofthe space
or one of multiple worlds or environments maintained by the
server. The server authenticates the peer before allowing the
peer to interact further.

The peer selects a grid from the available grids of the
server, block 610. In one implementation, the peer requests a
list of available grids and selects from that list. In another
implementation, the server supplies the list of available grids
automatically when the peer connects to the server. In one
implementation, the server provides a list of available grids
for the world in which the peer has registered. The server can
also provide additional information to assist in the selection
(e.g., which peers are already members of each grid). The
peer submitsthe grid selection to the server.

The server sends the addresses of the peers that have
already joined the selected grid, block 615. The addresses
indicate how to communicate with the grid members(e.g., IP
addresses). The addresses are for establishing peer connec-
tions with the grid members, not connections through the
server. If the selected grid has restricted access and the new
peer is not permitted to join the selected grid, the server does
not provide the addresses to the peer andoffers to let the peer
select a different grid. In one implementation, the server
provides the connection limit and rules for the selected grid
with the addresses to the new peer.
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The new peer sends a join message to each of the grid
members, block 620. The join message indicates the address
ofthe new peerandthat the peer is newto the grid. In another
implementation, the new peer sends a connection available
message indicating the peer’s address and the number of
connections the peer has available (similar to when a peer
loses a connection, as described below). In another imple-
mentation, the new peer sends a join message to one grid
memberandthat grid member beginsto relay the join mes-
sage throughthe grid.

The grid membersreceive the join message and each sends
a join response back to the new peer, block 625. A join
response indicates whetherthe responding peerhas any avail-
able connectionsor not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message and usethat address to
send the join responses. The new peer receives the join
responses.

The new peerselects which of the grid members to which
to connect, block 630. The new peeruses a set of connection
rules to select peers for connection. For example, in one
implementation, the new peerselects from the peers sending
positive responses a number of peers up to the connection
limit for the grid in the order the positive responses were
received by the new peer(e.g., for a connection limit of 3, the
new peer selects the peers corresponding to the first three
positive responses received). Different implementations can
use different sets of connection rules. The new peerstores the
response times for each of the selected peers. In another
implementation, the new peerstores the response timesforall
the responses(positive and negative).

After selecting the peers for connection, the new peer
opens connectionsto the selected peers, block 635. The new
peer sends a connection request to each of the selected peers
and the selected peers confirm the request, opening the con-
nections (unless connections have become unavailable for the
selected peers). The connections between peers can be direct
or indirect (e.g., across a network, such asthe Internet). In one
implementation, when peers open a connection, each peer
informsthe server of the connection.

In another implementation, the server facilitates joining the
grid by forcing one or more connections. The server can cause
one peer to close a connection and open a connection to
another indicated peer. The server can also cause a peer to
close one or moreof its connections.

FIG. 7 shows a flowchart 700 of one implementation of
selecting peers for joining a peer-to-peer relay network, such
as in block 630 of FIG.6. Initially, a new peer has selected a
grid and sent out join messages to the memberpeers of that
grid. The new peerhas received join responses back from the
memberpeers.

The new peer selects the peer corresponding to the first
received positive response, block 705. This positive response
wasreceived before the others and representsthe fastest avail-
able connection. The newpeerselects the peer corresponding
to the last received positive response, block 710. This positive
response was received after the others and represents the
slowest available connection. To determine which responseis
last, the new peer waits until all responses have been received
or for a defined period of time and then declares the last
received in that period to be the last. The new peer randomly
selects peers from the remaining positive responses until the
new peerhas selected a numberofpeers equal to the connec-
tion limit, block 715. These selections support an even distri-
bution of fast and slow connections through the grid.
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As noted above, in various implementations, different or
additional connection rules can be used. In one implementa-
tion, the new peer selects the peers for the first and last
positive responses and then selects the peers corresponding to
positive responses in increasing order of responsetime(after
the first). In another implementation, the new peerselects
peers as the responsesarrive (e.g., reserving one space for the
last received positive response), rather than waiting to begin
selecting peers. In another implementation, the new peer
selects peers using a response time threshold (e.g., do not
select peers with a response time above some limit). In
another implementation, the new peer selects peers based on
characteristics ofthe peers (using information provided in the
join responses), such as storage capacity, processing speed,
access levels, or available functions.

In one implementation, a peer system classifies the con-
nections accordingto the selection process used for selecting
those connections. For example, a peer stores information
indicating which of the open connections correspondsto the
join response received with the lowest response time and
which of the open connections corresponds to the join
responsereceived with the highest response time. As connec-
tions are adjusted for peers disconnecting and new peers
joining the grid, the peer can adjust the stored classifications
of connections.

In another implementation, the new peeruses the server to
assist in opening connections. In one implementation, the
server providesa list of grid members with available connec-
tions and those memberpeers’ addresses. The new peer sends
the join messagesdirectly to the indicated grid members.

If there are fewer positive responses than the connection
limit, the new peer will have remaining available connections.
Tn one implementation, the new peer can force anotherpeer to
close an established connection and open a connection with
the new peer.

FIG. 8 showsa flowchart 800 of one implementation of
forcing a peer to give a connection to a new peerin a peer-to-
peer relay network. Initially, a new peer has selected a grid
and sent out join messages to the memberpeersofthat grid.
The new peer has received join responses back from the
member peers. However, after selecting the peers for all the
positive responses, the new peerstill has available connec-
tions.

The new peer selects a peer corresponding to a negative
response, block 805. The new peerselects a negative response
using the same connection rules for positive responses(e.g.,
the first received negative response according to the rules
from FIG.7). Alternatively, the new peeruses a different set
offorce connection rules. The new peer doesnot select a peer
to which the newpeeris already connected.

The new peer sends a force connection request to the
selected peer, block 810. The force connection request indi-
cates that the new peerhasat least one available connection
(or specifically how many) and that the recipient peer is to
open a connection with the new peer.

The new peerreceives the force connection request and
selects a connection to close, block 815. The recipient peer
selects a connection to close using the connection rules in
reverse. For connection rules based on response time, the
recipient peer uses the stored response times from join
responses (and connection available responses, as described
below). In one implementation, to select among randomly
selected peers, the recipient peer selects the last peerselected,
or again randomly selects a peer. In another implementation,
the recipient peer uses a different set of forced disconnection
rules.
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The recipient peer closes the selected connection, block
820. The recipient peer sends a close message to the peer
connected to the selected connection and the two peers close
the connection. The peer connected to the selected connection
now has an available connection and sends out a connection

available messageto the grid, as described below.
The recipient peer sends a confirmation to the new peer,

and the two peers open a new connection, block 825. The new
peer now hasoneless available connection. If the new peer
has more available connections, the new peer repeats the
process, returning to block 805 to select another negative
response.

In another implementation, the new peer does not force
another peer to open a connection unless the new peerhasat
least two available connections. Alternatively, a different
threshold can be used (e.g., three). In another implementa-
tion, the new peer sends a force connection message when the
new peer does not have at least some numberof connections
(a connection floor).

In another implementation, the recipient peer for a force
connection messagehasthe option to decline (e.g., depending
on network load balancing). If declined, the new peer selects
another peer to which to send a new force connection mes-
sage.

In another implementation, if a new peer has two or more
available connections andis sending a force connection mes-
sage, the new peerincludes information in the message indi-
cating that the new peerhas two available connections. When
the recipient peer has selected a connection to close, the
recipient peer indicates to the connectedpeerfor the selected
connection (the remote peer) that the new peer has another
available connection (and includes the address of the new
peer if appropriate). After the recipient peer has closed the
connection with the remote peer, the remote peer sends a
connection available messagedirectly to the new peer (unless
the new peer is already connected to the remote peer). The
new peer opens a new connection with the recipient peer
(selected by the new peer) and another new connection with
the remote peer (selected by the recipient peer). In this way,
the new peer can quickly establish two connections. If the
newpeerstill has another two available connections, the new
peer can again send a force connection message indicating
twoavailable connections to another selected recipient peer.

Whenapeer system disconnects from anotherpeer system,
each of the peers then has an available connection. If one (or
both) of these peersis still in the grid (i.e., has not discon-
nected from the grid), the peer sends out a connection avail-
able message to the peer’s remaining connected peers to be
relayed through the grid to all the other peers in the grid.

FIG. 9 shows a flowchart 900 of one implementation of
disconnection in a peer-to-peer relay network.Initially, a peer
system (the disconnected peer) is connected to at least two
other peer systemsin a peer-to-peer relay network.

The disconnected peer becomes disconnected from one of
the peers to which the disconnected peer was initially con-
nected, block 905. The disconnection can occur because of a
voluntary disconnection on either end or a failure in the
connection itself (e.g., part of the path between the peers
fails). For example, a voluntary disconnection can occur
whenthe peer determines that a connected peer is non-re-
sponsive (as described below) or whenthe peer is forced to
open a connection with a new peer(as described above). In
one implementation, the server can cause a peer to close one
or more connections resulting in corresponding disconnec-
tions.

The disconnected peer sends a connection available mes-
sage to the peers remaining connected to the disconnected
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peer, block 910. The connection available message indicates
that the disconnected peer now has an available connection.
Tn another implementation, the connection available message
indicates the number of connections the peer has available.

The peers connected to the disconnected peer relay the
connection available message, block 915. The peers in the
grid send connection available responses back to the discon-
nected member, block 920. A connection available response
indicates whether the responding peer has any available con-
nections or not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message anduse that address to
send the join responses. Alternatively, the responding peers
send the responses back through the grid to be relayed to the
disconnected peer. The disconnected peer receives the con-
nection available responses.

The disconnected peer selects one of the grid members to
which to connect, block 925. The disconnected peer uses the
connection rules to select a peer for connection, but the dis-
connected peer does not select a peer to which the discon-
nected peeris already connected. For example, in one imple-
mentation, the disconnected peer uses the response times of
the connection available responses and the stored response
timesofthe peers still connected to the disconnected peers to
select a peer to replace the lost connection. Different imple-
mentations can use different sets of connection rules. The

disconnected peer stores the response time for the selected
peer. In another implementation, the disconnectedpeerstores
the response times for all the responses (positive and nega-
tive). In one implementation, the disconnected peer does not
select a peer from which the disconnected peer has discon-
nected within a certain time period.

After selecting a peer for connection, the disconnected peer
opens a connection to the selected peer, block 930. The dis-
connected peer sends a connection request to the selected
peer andthe selected peer confirmsthe request, opening the
connection (unless the connection has become unavailable
for the selected peer). The connections between peers can be
direct or indirect (e.g., across a network, such asthe Internet).
Tn one implementation, the connected peers send an update to
the server confirming the connection.

Similar to the implementation described abovefor joining
a grid referring to FIG. 8, in one implementation, if the
disconnected peer still has an available connection after
attempting to open a connection using a connection available
message(e.g., because all the connection available responses
were negative), the disconnected peer can send out a force
connection message, as described above.

In another implementation, the disconnected peer uses the
server to assist in opening a new connection. In one imple-
mentation, the server provides a list of grid members with
available connections and those memberpeers’ addresses.
The disconnected peer sends the connection available mes-
sages directly to the indicated grid members.

The peer systems in the grid maintain the grid by periodi-
cally polling one another. In one implementation, connected
peers send each other messages periodically to confirm the
connection and the connected peeris still functioning.

FIG. 10 showsa flowchart 1000 of one implementation of
maintaining a peer-to-peer relay network.Initially, multiple
peer systems are connectedin a grid.

A peer sends a maintenance message to each of the peers
connectedto that peer, block 1005. The maintenance message
is a requestfor the recipient to provide a confirmation that the
maintenance message wasreceived. In one implementation,
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the peer sends a ping message(or pings) each connected peer.
The peer evaluates the responses received to the maintenance
messages, block 1010. The peer determines whether the
responsesare satisfactory or not. In one implementation, if a
response is not received from a connected peer, the peer
determines that the connection for the peer has failed (either
because of the connection or because of the connected peer).
If a response is not received before a time limit has expired,
the peer determinesthat the connectionfor the peerhasfailed.
The peer closes the connections for any connections the peer
has determined have failed, block 1015. The peer sends a
close connection request to the connected peer on a failed
connection. When the peer receives confirmation, the peer
closes the connection. If the peer cannot communicate with
the connected peer on a failed connection or does not receive
confirmation within a time limit, the peer closes the connec-
tion without confirmation. In another implementation, a peer
waits to close a connection until the connection has been

noted as failed for a period of time or numberoffailures. In
one implementation, the peer sends an update to the server
confirming any closed connections.

If the peer has closed any connections, the peer has volun-
tarily disconnected from one or more peers and sends out
appropriate connection available messages(e.g., as described
abovereferring to FIG. 9).

In another implementation, the peers use the server to
evaluate failed connections. For example, when a peerdeter-
minesthat a connection has failed,the peer sends a request to
the server for assistance. The server sends a messageto the
peer at the other end of the failed connection to confirm
whether the peer has failed or the connection failed. The
server then informsthe peers to facilitate opening new con-
nections or adjusting the network as appropriate.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaining a grid.

In FIG. 11, a peer system 1105, (peer A) has established a
peer-to-peer relay network (grid) 1100 using a server 1110
(the connection between peer A and the server 1110 is not
shown). The connection limit forthis grid is 3, so peer A has
three available connections. In FIG. 12, a second peer system
1105,, (peer B) has joined the grid 1100. WhenpeerB joins,
peer B sends a join message to peer A and peer A sends a
positive join response to peer B. Peer A and peer B open a
connection.

In FIG. 13, two more peer systems 1105, and 1105,, (peer
C and peer D) have already joined the grid 1100. Each ofthe
four grid members peers A-D has established three connec-
tions with the other peers in the grid 1100. A new peer system
1105,. (peer E) joins the grid. However, when peer E sends a
join message to the other peers, all the join responses are
negative because each of peers A-D already have the maxi-
mum number of connections permitted by the connection
limit for the grid 1100. In FIG. 14, peer E has forced a
connection to be opened. Peer E selects peer B from among
the negative responses(e.g., because peer E received peer B’s
responsefirst) and sends a force connection message to peer
B. Peer B selects peer D to close a connection and closes the
connection with peer D. Peer B confirms the connection with
peer E and peers B and E open a new connection. When peer
B closes the connection with peer D, peer D has an available
connection. Peer D sends a connection available message to
peers A and C andthe peers relay the message throughoutthe
grid 1100. Peers A, B, and C do not have available connec-
tions and so send negative responsesto peer D. Peer E has two
available connections and sendsa positive response to peer D.
Peer D opens a connection with peer E. Peer E still has an
available connection and so sends out a connection available
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message. However, all the responses are negative. Peer E has
twoestablished connections and only has one available con-
nection, so peer E does not force another connection to be
opened.

In FIG. 15, peer A disconnects from the grid 1100. Peer A
was connected to each of peers B, C, and D. When peer A
disconnects, peers B, C, and D each have an available con-
nection. Peers B, C, and D send out connection available
messages and peers B, C, D, and E each send positive
responses. After evaluating the responses to the connection
available responsesand eliminating peers for already existing
connections, the peers B-E establish connections as shown in
FIG. 16. Each of peers B-E now has three connections.

In FIG. 17, three new peer systems 1105,, 1105,, and
1105,, (peers F, G, and H) have joined the grid 1100 and
established connections. As part of the regular activity to
maintain the grid, the peers B-H each send ping messages to
their connected peers. For example, peer B pings peers D, E,
and G on a regular basis. Peer D does not provide a satisfac-
tory response to peer B for peer B’s ping message(e.g., the
response from peer D is too slow or doesnotarrive at peer B).
In FIG. 18, peer B has closed the connection peer D. When
peer B closes the connection, peer B and peer D haveavail-
able connections. Peers B and D send out connection avail-

able messages to be relayed through the grid 1100. Peer B
receives positive responses from peers G and D.Peer B is
already connected to peer G so will not select peer G fora new
connection. Peer B just disconnected from peer D for a failed
connection and sowill notselect peer D for a new connection.
Peer B does not open a new connection (peer B has two open
connections and only available connection, so peer B does not
attempt to force a connection, though in another implemen-
tation peer B may). Peer D receives positive responses from
peers B and G.Peer B just disconnected from peer D for a
failed connection so peer D will not select peer B for a new
connection (or peer B would refuse a new connection
request). Peer D selects peer G and opens a connectionto peer

In the examplesillustrated in FIGS. 11-18, the peers of the
grid 1100 open and close connections to build and adjust the
grid without relying on the server 1110 to manage the con-
nections (though the server 1110 does assist in providing a
new peer with the addresses of the current memberpeers of a
grid).

Redundancy Lists
In one implementation,the peers in a grid reduce redundant

messagetraffic by avoiding sending messages determined to
be redundant based on current paths in the grid.

In this implementation, each peerin the peer-to-peer relay
network stores a redundancy list. The redundancylist of a
peer indicates other peers to which the peer will not send
messages that originated from a designated peer. Accord-
ingly, each entry in the redundancylist indicates an origin
peer and a destination peer (connected to the relaying peer).
Whena peerreceives a messagethat indicates an originating
peer that is in the peer’s redundancylist, the peer will not
relay that message to the connected peer indicated by the
corresponding entry in the redundancylist. In another imple-
mentation, the peers can turn on and turn off the redundancy
list functionality (e.g., at the request of a server, such as after
determining a security problem hasarisen).

FIG. 19 showsa flowchart 1900 of one implementation of
building a redundancylist in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay network.A recipient peer is connectedto at least
twoother peers.
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Therecipient peer receives a redundant message from con-
nected peer, block 1905. The redundant message is redundant
because the recipient peer has already received the same
message. The recipient peer identifies the redundant message
as being the same using information in the received message.
As described above, in some implementations, each peer
maintains a list of messages received to avoid relaying the
same message twice. The recipient peer can also usethis list
to recognize a redundant message.

The recipient peer builds a redundancy update message,
block 1910. The recipient peer includes in the redundancy
update message the information identifying the origin of the
message and information identifying the recipient peer. For
example, the recipient peerretrieves the origin identifier from
the redundant message (e.g., recall the message shown in
FIG. 2) and stores the origin identifier in the redundancy
update message.

Therecipient peer sends the redundancy update message to
the sender of the redundant message, block 1915. The redun-
dant message includes in its address information address
information for the sender of the redundant message.

The sender of the redundant message receives the redun-
dancy update message and updates the redundancylist for the
sender, block 1920. The senderretrieves the information from
the redundancy update message identifying the origin of the
redundant message and the recipient of the redundant mes-
sage (the recipient peer). The sender adds an entry to the
sender’s redundancylist indicating that the sender should not
send a message originating from the indicated origin to the
recipient peer.

For example, referring to the grid 100 shownin FIG.1, peer
B receives messages originating from peer C from each of
peers A, D, and E. Assuming peer B receives the message
originating from peer C from peerA first, the messagesorigi-
nating from peer C received from peers D and E are redundant
messages. Peer B builds redundancy update messages to send
to peers D and E indicating peer C as the origin and peer B as
the recipient. Peer B sends the redundancy update message to
peer D. Peer D updatesits redundancylist to indicate that peer
D is not to relay messages originating from peerC to peer B.
Peer E receives a similar redundancy update message from
peer B andalso updates its redundancylist in a similar way.

As peers connect and disconnect to and from the grid, the
paths between clients change and so redundancy lists can
become inaccurate. Accordingly, when a peer disconnects
from the grid, the remaining peers update redundancylists.

FIG. 20 showsa flow chart 2000 of one implementation of
updating redundancylists for a disconnecting peer in a peer-
to-peer relay network. Initially, multiple peers systems are
connected to form a peer-to-peer relay network. A discon-
necting peer is connectedto at least two other peers.

The disconnecting peer disconnects from the grid, block
2005. The peers previously connected to the disconnecting
peers are now disconnected peers. Each of the disconnected
peers follows the same process below.

The disconnected peer builds a clear redundancy message,
block 2010. The clear redundancy messageindicates infor-
mation identifying the disconnected peer. The disconnected
peer sends the clear redundancy message to the peersstill
connected to the disconnected peer, block 2015. A peer that
receives the clear redundancy message from the disconnected
peer updatesits redundancylist, block 2020. The peer receiv-
ing the clear redundancy message removes entries in the
peer’s redundancy list affecting relaying messages to the
disconnected peer indicated by the clear redundancy mes-
sage.
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Returning to the example described above referring to
FIGS. 1 and 19, peer D has an entry in its redundancylist
indicating that peer D should not relay messages originating
from peer C to peer B. If peer A disconnects from the grid,
peer B recognizes the disconnection of peer A and builds a
clear redundancy message. Peer B sends a clear redundancy
message to peers D and E. Peer D receives the clear redun-
dancy message from peer B andclears the entry in peer D’s
redundancylist indicating that peer D should not relay mes-
sages originating from peer C to peer B. Accordingly, the next
time that peer D receives a message originating from peer C,
peer D will once again relay message to peer B. Peer E
updates its redundancylist similarly.

Multiple Grids
In one implementation, a peer system can belong to mul-

tiple peer-to-peer relay networks. Each grid can be related or
independent. The connections established according to each
grid can be independent. Accordingly, a peer can be con-
nected to one peer in one grid but not in another (even though
the two peers are both in both grids). In one implementation,
if two peers are connected in two grids, the peers use a single
connection. A message includes information indicating to
which grid the message belongs. A peer relays a received
message according to the connections established corre-
sponding to the indicated grid for the message.

In one implementation, the members of a peer-to-peer
relay network can create sub-networks within the peer-to-
peer relay network. In this case, each of the membersof a
sub-network is also a memberofthe larger grid. For example,
a peer-to-peer relay networkincludesall the players in a game
as peer systems and each team (including sub-sets of the total
players) has a sub-network of peer systems(e.g., for private
communication in the game). In this way, the peers can estab-
lish a multi-channel environment for desirably distributing
and receiving data.

In another implementation, the peer-to-peer relay networks
are independentbut share one or more memberpeer systems.
For example, a group of peers can establish a grid to support
a lobby or chat environment and another group of peers
including at least one peer of the first group can establish a
grid to support a particular game.In another example, a group
of peers form a grid for a clan (organization) and some of
those peers join or create other grids to play games.

For example, in an online environment, all the peers in the
environment are connected to a single main grid. The main
grid is for general announcements and general services. Peers
create, join, and leave additional smaller grids to access
online services suchas chat roomsor games. Peers can use the
main grid to communicate before a smaller grid has been
established, such as when a new peer wants to join a grid
(rather than using a server). Becauseall the control messages
can be broadcast through the main grid, every peer can inde-
pendently maintain a list of available grids and a list of active
peers in each grid. In one implementation,the peers do not use
a centralized server.

FIG. 21 showsa flow chart 2100 of one implementation of
relaying a message from a peer system that belongs to mul-
tiple grids. Initially, multiple peers systems are connected to
form two peer-to-peer relay networks. A relaying peer is a
member of both grids, and has respective connections and
relay rules for each grid.

The relaying peer receives a message, block 2105. The
messageincludesa grid identifier indicating to which grid the
message belongs.

The relaying peerselects the grid indicated by the received
message, block 2110. Each grid has a respective set of con-
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nections and a respective set of relay rules. By selecting a
grid, the relaying peerselects a set of connections to use and
a set of relay rules to use for relaying the received message.

The relaying peer selects connections according to the
selected grid and the correspondingrelay rules, block 2115.
Using the relay rules for the selected grid, the relaying peer
select any appropriate connections for relaying the received
message.

The relaying peer sends the received message to the
selected peers, block 2120. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

Spectators

In one implementation, the peers in a grid areclassified as
participants or spectators. A participant peer generates new
messagesto be relayed throughoutthe grid. A spectator peer
does not generate new messages and acts as a pass-through
nodein the grid. Both participants and spectators relay mes-
sages to their connected peers accordingto the relay rules of
the grid. In someapplications, there may be many spectators
for each participant. In one implementation having multiple
participants, each participant has a connectiontoat least one
other participant.

In one example, a group ofparticipants play an online game
while spectators watch (observing data without changing the
gamedata). The numberof spectators can be very large(e.g.,
thousands). Other examples include performances (e.g.,
music), speeches, and teaching. In some applications,
because the peers handle distribution by relaying data, the
load on a server for distribution does not always increase as
the numberofspectators increases.

In one implementation, when a peerjoinsa grid, the peer
joinsthe grid asa participantor as a spectator. Ifthe peerjoins
the grid as spectator, the peer is not authorized to create new
messages and send the new messages into the grid to be
relayed throughout the grid. If a spectator generates a new
message and sends the new messageto the peers connected to
the spectator, the peers receiving the new message from the
spectator will not forward or relay the received message. In
one implementation, someorall of the spectators could form
another related grid as participants (e.g., to discuss a game
being watched inthefirst grid).

FIG. 22 showsa flow chart 2200 of one implementation of
relaying a message in a grid supporting spectators and par-
ticipants. Initially, multiple peers systems are connected to
form a peer-to-peer relay network supporting participants and
spectators. Each of the peers systemsstoresa list of the peers
that are participants. In one implementation, the participant
peers periodically broadcast messages indicating which peers
are participants. In another implementation, the server facili-
tates identifying the participants.

A relaying peer receives a message, block 2205. The mes-
sage includes an origin identifier indicating the peer that
created the message.

The relaying peer confirmsthat the origin of the received
messageis a participant peer, block 2210. The relaying peer
stores a list of participant peers. The relaying peer compares
the peer identified as the origin of the received message with
the list of participant peers. Ifthe origin peer for the received
messageis not a participant(i.e., is a spectator), the relaying
peer does not relay the received message.

If the origin peer for the received messageis a participant,
the relaying peer selects connections according to the relay
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rules for the grid, block 2215. Using the relay rules, the
relaying peer selects any appropriate connectionsfor relaying
the received message.

The relaying peer sends the received message to the
selected peers, block 2220. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

In another implementation, the spectators are not in the
same grid as the participants. The spectators form a parallel
spectator grid linked to the participant grid. The spectators
receive data from the participants and relay the data in the
spectator grid. The link(s) between the grids can be provided
by a server or gateway, or by connections between selected
peers from each grid.

In another implementation, a spectator can be a conditional
spectator. A conditional spectator can request permission to
generate data to be relayed throughoutthe grid. If the spec-
tator has received permission, the spectator can send a mes-
sage that the peers in the grid will relay (e.g., the message
includes an authorization flag). The permission can be
granted by a server, by a selected peer as a moderator, or by
the participants (one or more). For example, in a teaching
environment, the participant is the lecturer and the spectators
can request permission to ask questions that will be relayed to
all the peers.

Island Recovery
In one implementation, the server and peers in a peer-to-

peer relay network support adjusting connectionsin the grid
to avoid or recover from the formation of islands. An isolated

groupofpeers in a grid is referred to as an island. Islands can
form in a grid when multiple peers disconnect substantially
simultaneously. In the disconnection process described
above, the remaining peers send messages indicating avail-
able connections, however, with multiple concurrent discon-
nections, the remaining peers may form isolated groups in the
grid. Peers in one island cannot send messages to peers in
another island because there is no peer-to-peer connection
between the islands. The server detects the formation of

islands and interacts with peers to removethe islands.
FIG. 23 showsa flow chart 2300 of one implementation of

detecting islands in a grid.Initially, multiple peer systems are
connected to form a peer-to-peer relay network or grid. When
the peers open and close connections, or become discon-
nected, peers inform the server for the grid of the changing
connections. In this way, the server tracks all of the connec-
tions in the grid. The server also maintains an orderedlist of
the peers in the grid.

The server sets an island counter, block 2305. The island
counter represents the numberofislands. In one implemen-
tation, the server sets a counteri to be 1.

The server selects a starting peer, block 2310. When the
island counter is one, the server selects the first peer in the
ordered list of peers as the starting peer. When the island
counter is greater than one, the server selects as the starting
peer the most recently found unmarked peer (as described
below).

The server marks each peer connectedto the starting peer
as belonging to the sameisland as the starting peer, block
2315. The server marks peers connected directly to the start-
ing peer and connectedindirectly to the starting peers through
other peers (e.g., progresses from the starting peer to con-
nected peers and peers connected to those connected peers
and so on). The server marks a peer with the current value of
the island counterto indicate to which islandthe peer belongs.
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After marking all of the peers connected to the starting
peer, the server determines if there is an unmarked peer
remaining in the grid, block 2320. In one implementation,the
server progresses through the ordered list of peers searching
for an unmarkedpeer.

If the server finds an unmarkedpeer, the server increments
the island counter, block 2325. The server increments the
island counter to indicate that an additional island has been

detected. After incrementing the island counter, the server
returns to block 2310 and uses the found unmarkedpeeras the
starting peer.

If the server does not find an unmarked peer, the server
determines the number ofislands detected, block 2330. The
server has incremented the island counter for each detected

island, and so the island counter represents the number of
islands detected. If the island counter is equal to one, a single
island has been found and so the grid is not divided into
multiple islands. If the island counter is greater than one,
multiple islands have been found andthe grid is divided into
islands.

FIG. 24 showsa flow chart 2400 of one implementation of
removing islands in a peer-to-peer relay network. Initially,
multiple peers systems are connected in a peer-to-peer relay
networkorgrid. The grid has becomedivided into two islands
of peers, where the peers in one island do not have a connec-
tion path to the peers in the other island. The server has
detected the two islands, such as by using the process shown
in FIG. 23.

Theserver selects a peer from each island, block 2405. The
server can select the first island peer and the second island
peer in various ways. In one implementation, the server
selects a peer that has an available connection. In another
implementation, the server selects a peer from an island at
random.

If the first island peer does not have available connections,
the server sends a close connection messageto thefirst island
peer to close a connection, block 2410. The first island peer
receives the message from the server and selects a connection
to close in the same wayas a peer selects a connection to close
when receiving a force connection message, as described
above. Thefirst island peer closes a connection and so has an
available connection.

The server sends an initiate force connection message to
the first island peer, block 2415. The initiate force connection
message includes the address of the second island peer. The
first island peer receives the message from the server and
sends a force connection message to the secondisland peer.

The secondisland peer receives the force connection mes-
sage from thefirst island peer, selects a connection to close,
and closes the selected connection, block 2420. The second
island peer selects the connection to close in the same way as
described abovefor the recipient of a force connection mes-
sage. If the second island peer has an available connection
before closing a connection, the second island peer does not
close any of its connections.

Thefirst island peer sends an open connection request to
the secondisland peer, and the two peers open a connection,
block 2425. Once the connection is open, the islands have
been joined, forming a single island. The peers send updates
to the server confirming the connection.If additional islands
remain, as detected as described above,the server returns to
block 2405 to connect two moreof the remaining islands.

FIGS.25 and 26 illustrate an example of detecting islands
andjoining islands. In FIG. 25, a grid 2500 similar to the grid
1100 in FIG. 11 has been divided into two islands from the

simultaneous disconnection of peers C, G, and F. Thefirst
island includes peers A, B, D, and E. The second island
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includes peers H, I, and J. In FIG. 26, the server has caused
peer D to open a connection with peer I, joining the two
islands.

Security
In one implementation,the peer-to-peer relay network sup-

ports the detection of and recovery from cheating violations
or security violations, or both. Cheating violations involve the
manipulation of data to change an outcomein the processing
of online activity, such as to affect the course of a game.
Security violations involve unauthorized data or improper use
of data to damagethe grid or causethegridto fail.

FIG. 27 showsa flow chart 2700 of one implementation of
detecting a cheating violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from each of its connected
peers, block 2705. As described above, the peers in the grid
relay messages throughout the grid. A peer will receive the
same message (the same content data, though the address
information maybe different) through each of its connections
with other peers. For example, if a peer has three open con-
nections, the peer receives the same messagethree times from
three respective peers. The peer identifies the messages as
being the same message using information in the message
indicating the origin and a sequencevalue, such as the origin
identifier 215 and sequence value 220 shown in the message
205 in FIG. 2. The same message from different peers will
have the same origin and sequence information.

The peer compares the messagesreceived from each ofthe
connected peers, block 2710. The peer compares the data
portion of the message, such as the data 230 shown in the
message 205 in FIG.2. The peer determinesifthe data portion
of the message is different for any of the received messages.
In one implementation, if the data portion for a message
received from one connected peer is different from the data
portion for the same message received from the other con-
nected peers, the peer determinesthat a cheating violation has
occurred. The peer also determinesthat the one peerthat sent
the message with the different data is responsible for the
cheating violation. Alternatively, the peer uses a different
technique to detect a cheating violation or identify the peer
responsible for the cheating violation. The peer does not relay
the message having a different data portion, if appropriate.

Ifa cheating violation has occurred, the peer sendsa cheat-
ing alert, block 2715. The cheating alert indicates a cheating
violation has occurred and which peer is responsible for the
cheating violation. The peer sends the cheating alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peers send the cheating alert to
the server for appropriate handling.

When the peers receive the cheating alert, the peers take
action to recover against the violation, block 2720. The peers
take action to prevent the cheating peer from continuing to
influence the grid activity. In one implementation, the peers
ignore messages from the cheating peer. In another imple-
mentation, the peers force the cheating peer to disconnect
from the grid. The peers also take actionto repairthe effect of
the message including the different data, such as by sending
out a replacement message with correct data as shown by the
data in the other messages usedto identify the cheating mes-
sage. Alternatively, one ofthe peers estimates the correct data
and relays the correct data throughout the grid. In another
implementation, the peers respond to the cheating alert by
informing the server. In this case, the server addresses the
cheating violations such as by disconnecting the peer respon-
sible for the cheating violation.
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In another implementation, when a peer sends a message,
the recipient relays the message backto the sending peer. The
sending peer keeps a copy of the sent message. When the
sending peer receives the message back from the recipient,
the sending peer comparesthe data of the sent message with
the data of the received message. The peer detects a cheating
violation by finding a difference. The peer determines that the
recipient modified the message and sends out a cheatingalert.
In one implementation, recovery or repair actions are not
taken for a cheating peer until multiple violations have been
reported (e.g., as tracked by a server). In another implemen-
tation, this send-back check for cheating is a first layer for
detecting cheating followed by more complicated procedures
once a potential problem has been identified.

In another implementation, the peer detects a cheating
violation by comparing the data in a received message with a
predicted set of data generated by the peer. If the peer deter-
minesthat the data in the received messageis different from
that generated by thepeer, the peer determines that the sender
ofthe received messageis responsible for a cheating violation
and issues an alert.

Tn an example of detecting a cheating violation in the grid
100 shownin FIG. 1, peer B receives the same message from
each of peers A, D, and E. Peer B identifies the messages as
being the same by comparing the origin identifiers and
sequencevalues. Ifpeer B detects that the message from peer
A has a different data portion, peer B issues a cheating alert
identifying peerA as cheating. Peer B sendsthe cheating alert
to peers D and E (andoptionally to peer A). The peers relay
the cheating alert until all the peers have receivedthe alert. In
responseto the alert, the peers will ignore all further messages
from peer A. As a result, peers B, C, and D will not relay
messages from peer A anymore.

FIG.28 showsa flow chart 2800 of one implementation of
detecting a security violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from one of its connected
peers, block 2805. The peer analyzes the message anddetects
a security violation, block 2810. The peer determines that the
message is a security violation by recognizing that the mes-
sage is invalid or includes invalid data. In another implemen-
tation, the peer determines that the message is a security
violation by analyzing how the message wassent to the peer.
For example, if the message wassent to the peer as one of a
large numberofrepetitions of the same message(e.g. as ina
denial of service attack), the peer recognizes that the message
is a security violation. In one implementation, a message is
sent as a series of packets and the peer detects a security
violation at a lowerlevel than a complete message, such as at
the packet level. The peer also determinesthat the sender of
the message with the security violation is responsible for the
security violation. Alternatively, the peer uses a different
technique to detect a security violation or identify the peer
responsible forthe cheating violation. The peer does not relay
a messageor data having a security violation.

Ifa security violation has occurred, the peer sends a secu-
rity alert, block 2815. The security alert indicates a security
violation has occurred and which peeris responsible for the
security violation. The peer sends the security alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peer sends the security alert to
the server for proper handling.

Whenthe peers receive the security alert, the peers take
appropriate action to recover against the violation, block
2820. The peers take action to prevent the peer violating the
security of the grid from continuing to affect or damage the
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grid. In one implementation, the peers ignore messages from
the peer responsible for the security violation. In another
implementation, the peers force the peer responsible for the
security violation to disconnect from the grid. The peers also
take appropriate action to repair any damage caused by the
security violation. In another implementation, the peers
respondto the security alert by informing the server. In this
case, the server addresses the security violation such as by
disconnecting the peer responsible for the violation and the
action to repair any damage causedto the grid.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server 2905 and a peer system 3005, respectively.
In other implementations, a server or a peer include fewer
components than shown in FIGS. 29 and 30, or include dif-
ferent or additional components.

The server 2905 operates as described above andincludes
components to provide the functionality described above,
including components for establishing grids 2910, adding
peers 2915, connecting peers 2920, disconnecting peers
2925, maintaining grids 2930, storing and generating grid
data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 2935, managing
multiple worlds 2940, managing and assisting with redun-
dancy lists 2940, managing multiple grids 2950, managing
spectators and participants in grids 2955, handling island
detection and recovery 2960, managing and addressing cheat-
ing and security violations 2965, and central services of the
server 2970 (e.g., network communication and addressing,
player matching, chat facilities, data backup, etc.).

The peer system 3005 operates as described above and
includes components to provide the functionality described
above, including components for establishing grids 3010,
joining a grid 3015, connecting peers 3020, disconnecting
peers 3025, maintaining grids 3030, storing and generating
grid data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 3035, building,
updating, and using redundancylists 3040, operating in mul-
tiple grids 3045, operating with and as spectators andpartici-
pants in grids 3050, handling island detection and recovery
3055, managing, detecting, and addressing cheating and
security violations 3060, and peer system services 3065(e.g.,
network communication and addressing, player matching,
chatfacilities, data backup, etc.).

Various implementationsofthe peer-to-peer relay network
provide desirable benefits. A grid can be very useful in a
number of network applications, including online massive
multi-player computer games. Online game applications are
just one example of a larger group of network applications
that have one thing in common:sharing and maintaining one
common data set. When the data set is updated on onepeer,
the information is sent to a group of other peers and relayed
throughout the grid so each peer will have an updated dataset.
The relay grid allows connected peers with limited network
bandwidth to exchange data among themselves, without
going through a central server (for data distribution). This
network can be used to exchange gamedata, other game
related information, mediafiles, streaming audio, or stream-
ing video.

For example, in one implementation the peers use the grid
for file publishing. A peer in the grid publishesa file (as one
messageorbroken into multiple messages) by sendingthefile
to the peers connected to the publisher and the memberpeers
of the grid relay thefile throughoutthe gridto all the mem-
bers. In this way all the membersof the grid can receive the
published file without using a server and without using a
direct connection from the publishedto every peer. In various
implementations, any type offile can be published. Thefiles
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can be data, media, or executable software applications.
Examplesoffiles to be published through a grid include, but
are notlimited to: streaming media(e.g., audio and/or video),
media files, replay data from a gameor other application,
maps, announcements, messages, application data and mod-
ules (e.g., a map, a template, a texture, a sound).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
of these technologies. Most implementations include one or
more computer programs executed by a programmable com-
puter. For example, in one implementation, each peer system
and the server includes one or more computers executing
software implementing the peer-to-peer relay network func-
tionality. In general, each computer includes one or more
processors, one or more data-storage components(e.g., vola-
tile or non-volatile memory modules and persistent optical
and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory ina prescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.

Variousillustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementationsare also pos-
sible and within the scope of the present invention. For
example, while the above description describes several
implementations of peer-to-peer relay networks discussed in
the context of supporting game applications, other applica-
tions are also possible, such as file sharing or other data
dissemination applications.

Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimed is:

1. A method of detecting and recovering from violations in
a peer-to-peer relay network, comprising:

receiving a first message having first content data at a
receiving peer system from a first sending peer system
connected to the receiving peer system in the peer-to-
peer relay network;

detecting a manipulationofdata in said receivedfirst mes-
sage, said manipulation ofdata changing the outcome of
processing by the receiving peer system;

receiving a second message having second content data at
the receiving peer system from at least one second send-
ing peer system, wherein the second content data are
expected to be substantially the sameas thefirst content
data;

wherein detecting the manipulation includes:
comparing by the receiving peer system the receivedfirst

content data to the received second content data; and
determining whetherthe first message from thefirst send-

ing peer system is different from at least one of the
second messages based on the comparison;

whenthefirst message from the first sending peer system is
different, sending by the receiving peer system a
manipulated data alert message to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network, the manipulated data alert message
identifying thefirst sending peer as responsible for the
manipulation of data and not sending the message
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received from thefirst peer system to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network; and

whenthefirst message received from the first sending peer
system is not different, sending by the receiving peer
system thefirst messageto other peer systems connected
to said receiving peer system in said peer-to-peer relay
network,

wherein the receiving peer does not originate the first or
second content data sent from the respective first or
second sending peer system.

2. The methodof claim 1, further comprising:
causing the first sending peer system to disconnect from

the peer-to-peer relay network.
3. The methodof claim 1, further comprising:
sending the manipulated data alert message to a server

connected to the peer-to-peer relay network.
4. The method ofclaim 3, wherein the server causesthefirst

sending peer to disconnect from the peer-to-peer relay net-
work.

5. The method of claim 1, further comprising, sending a
replacement message with second content data based on the
second content data received from the at least one second

sending peer.
6. The method of claim 1, further comprising:
ignoring further messages sent by said first sending peer

system.
7. The methodof claim 1, further comprising:
estimating by the receiving peer a correct content data for

the first received message; and
relaying the correct data to other peers on the peer-to-peer

network.

8. The methodof claim 1, further comprising:
the data relayed by peer systems is update data for a net-

work environment.

9. The method ofclaim 1, wherein the data relayed by peer
systemsis update data for an online game.

10. The method ofclaim 1, whereinat least one peer system
is a network-enabled game console.

11. The method of claim 1, wherein at least two peer
systems are connected through the Internet.

12. The method ofclaim 1, wherein detecting said violation
includes detecting invalid data in said first message.

13. The method ofclaim 1, wherein detecting said violation
includesdetecting said first message was sent using improper
sending procedures.

14. The methodofclaim 13, wherein said first message was
sent as part of denial of service attack.

15. A method of detecting and recovering from a cheating
violation in a peer-to-peer relay network, comprising:

receiving a message having contentdata at a receiving peer
system from a sending peer system connected to the
receiving peer system in the peer-to-peer relay network;

detecting a manipulation of data in said received message,
said manipulation of data changing the outcomeofpro-
cessing by the receiving peer system,

wherein detecting said cheating violation includes:
generating predicted data;
comparing by the receiving peer system the message from

the sending peer system with the predicted data; and
determining whether the message received from the send-

ing peer system is different from the predicted data; and
when the message from the sending peer system is different

based on the predicted data, sending by the receiving
peer system a manipulated data alert message to other
peer systems connected to the receiving peer system in
the peer-to-peer relay network, the manipulated data
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alert message identifying the sending peer as respon-
sible for the manipulation of data and not sending the
message received from the sending peer system to other
peer systems connectedto said receiving peer system in
said peer-to-peer relay network; and

whenthe messagereceived from the sending peer system is
not different, sending by the receiving peer system the
message to other peer systems connected to said receiv-
ing peer system in said peer-to-peer relay network,

wherein the receiving peer does not originate the content
data sent from the sending peer system.

16. The method of claim 15, further comprising:
sending the predicted data to each other peer system con-

nected to the peer system in the peer-to-peer relay net-
work.

17. A receiving peer system in a peer-to-peer relay net-
work, comprising:

means for receiving a first message having first content
data at the receiving peer system fromafirst sending
peer system connected to said peer system in a peer-to-
peer relay network;

meansfor detecting a manipulation of data in said received
first message, said manipulation of data changing the
outcome of processing by the receiving peer system;

meansfor receiving a second message having second con-
tent data at the receiving peer system from at least one
second sending peer system, wherein the second content
data are expected to be substantially the sameas thefirst
content data;

wherein detecting said manipulation includes:
comparing by the receiving peer system the receivedfirst

content data to the received second content data;
determining whetherthe first message from thefirst send-

ing peer system is different from at least one of the
second messages based on the comparison; and

when the message from the first sending peer system is
different, sending by the receiving peer system a
manipulated data alert message to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network, the manipulated data alert message
identifying thefirst sending peer as responsible for the
manipulation of data and not sending the message
received from thefirst peer system to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network; and

whenthefirst message received from the first sending peer
system is not different, sending by the receiving peer
system thefirst messageto other peer systems connected
to said receiving peer system in said peer-to-peer relay
network.

18. The peer system of claim 17, further comprising:
meansfor sending said data manipulation alert message to

a server connected to said peer system.

10

15

20

25

30

35

40

45

50

26

19. The methodofclaim 18, wherein the server causes the
first sending peer to disconnect from the peer-to-peer relay
network.

20.A computer-readable medium storing a computer-read-
able program that when executed on a processor causes the
processor to execute a method in a peer system of a peer-to-
peer relay network, the method comprising the steps of:

receiving a first message having first content data at a
receiving peer system from a first sending peer system
connected to said peer system in a peer-to-peer relay
network

detecting a manipulation of datain said receivedfirst mes-
sage, said manipulation ofdata changing the outcome of
processing by the receiving peer system;

receiving a second message having second contentdata at
the receiving peer system from at least one second send-
ing peer system, wherein the second content data are
expected to be substantially the sameasthe first content
data;

wherein detecting the manipulation includes:
comparing by the receiving peer system the receivedfirst

content to the received second content data; and
second content data; and

determining whether thefirst message from the first send-
ing peer system is different from at least one of the
second messages based on the comparison; and

when the message from the first sending peer system is
different, sending by the receiving peer system a
manipulated data alert message to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network, the manipulated data alert message
identifying thefirst sending peer as responsible for the
manipulation of data and not sending the message
received from thefirst peer system to other peer systems
connected to said receiving peer system in said peer-to-
peer relay network; and

whenthefirst message received from the first sending peer
system is not different, sending by the receiving peer
system thefirst messageto other peer systems connected
to said receiving peer system in said peer-to-peer relay
network,

wherein the receiving peer does not originate the first or
second content data sent from the respective first or
second sending peer system.

21. The computer-readable medium of claim 20, further
comprising sending said data manipulation alert messageto a
server connected to said peer system.

22. The method of claim 21, wherein the server causes the
first sending peer to disconnect from the peer-to-peer relay
network.
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VIOLATIONSIN A PEER-TO-PEER RELAY
NETWORK

This application claims the benefit of U.S. Provisional
Application No. 60/513,098 (“PEER-TO-PEER RELAY
NETWORK”), filed Oct. 20, 2003, the disclosure ofwhich is
incorporated herein by reference.

This application is related to the U.S. applications Ser. No.
10/700,798,filed on Nov. 3, 2003, Ser. No. 10/701,302,filed
on Nov. 3, 2003, Ser. No. 10/701,014,filed on Nov. 3, 2003,
Ser. No. 10/700,777, filed on Nov. 3, 2003, and Ser. No.
10/701,298,filed on Nov.3, 2003.

BACKGROUND

In a typical client-server network, each ofthe clients in the
network establishes a connection to a central server. A client

requests services and data from the server. To communicate
with another client, a client sends a request to the server.
Typically, the clients do not establish direct connections to
one another. In a client-server network with N clients, each
client has 1 connection to the server, and the server has N
respective connections to each of the clients. For example, as
shown in FIG. 314A,in a client-server network with 6 clients,
each client has 1 connection to the server, and the server has
6 respective connectionsto the clients.

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server).
Typically, each memberin the network has similar responsi-
bilities in the network and the members are considered gen-
erally equivalent (as network members). In a peer-to-peer
network with N peers, each peer has N-1 connections to other
peers. For example, as shown in FIG. 31B,in a peer-to-peer
network with 6 peers, each peer has 5 connections to other
peers

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
methodofdetecting and recovering from violations in a peer-
to-peer relay network includes: receiving a messageat a peer
system from a sending peer system connected to said peer
system in a peer-to-peer relay network detecting a violation in
said received message; and sending an alert message to each
peer system connected to said peer system in said peer-to-
peer relay network; wherein each peer system in said peer-
to-peer relay network stores a connection limit defining a
numberofother peer systems up to which that peer system is
permitted to connect, and each peer system stores a set ofone
or more relay rules for relaying data to other peer systems
connected to that peer system.

In one implementation, a peer system in a peer-to-peer
relay network includes: means for receiving a messageat a
peer system from a sending peer system connected to said
peer system ina peer-to-peer relay network; meansfor detect-
ing a Violation in said received message; and meansfor send-
ing an alert message to each peer system connected to said
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peer system in said peer-to-peer relay network; wherein each
peer system in said peer-to-peer relay network stores a con-
nection limit defining a numberof other peer systems up to
whichthat peer system is permitted to connect, and each peer
system stores a set ofone or morerelayrules for relaying data
to other peer systems connected to that peer system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network.

FIG. 2 showsa block diagram of one implementation of a
message.

FIG. 3 showsa flowchart of one implementation of a peer
relaying a message in a peer-to-peer relay network.

FIG.4 showsa flowchart of one implementation of a peer
relaying a messagein a peer-to-peer relay network according
to a set of relay rules.

FIG. 5 showsa flowchart of one implementation of estab-
lishing a peer-to-peer relay network.

FIG. 6 shows a flowchart of one implementation of con-
necting a peer to a peer-to-peer relay network.

FIG. 7 showsa flowchart of one implementation ofselect-
ing peers for joining a peer-to-peer relay network.

FIG. 8 showsa flowchart of one implementation offorcing
a peer to give a connection to a new peerin a peer-to-peer
relay network.

FIG. 9 showsa flowchart ofone implementation ofdiscon-
nection in a peer-to-peer relay network.

FIG. 10 showsa flowchart of one implementation ofmain-
taining a peer-to-peer relay network.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaininga grid.

FIG. 19 showsa flowchart of one implementation ofbuild-
ing a redundancylist in a peer-to-peer relay network.

FIG. 20 showsa flow chart ofone implementation ofupdat-
ing redundancylists for a disconnecting peerin a peer-to-peer
relay network.

FIG. 21 showsa flow chart ofone implementation ofrelay-
ing a message from a peer system that belongs to multiple
grids.

FIG. 22 showsa flow chart ofone implementation ofrelay-
ing amessagein a grid supporting spectators andparticipants.

FIG. 23 shows a flow chart of one implementation of
detecting islands in a grid.

FIG. 24 shows a flow chart of one implementation of
removing islands in a peer-to-peer relay network.

FIGS.25 and26 illustrate an example of detecting islands
and joining islands.

FIG. 27 shows a flow chart of one implementation of
detecting a cheating violation in a peer-to-peer relay network.

FIG. 28 shows a flow chart of one implementation of
detecting a security violation in a peer-to-peer relay network.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server and a peer system, respectively.

FIGS. 31A and 31B illustrate typical client-server and
peer-to-peer architectures.

DETAILED DESCRIPTION

The present invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
plurality of computer systems is connected to form a peer-to-
peer network. Each computer system is connected to up to a
predetermined number of other computer systems. To com-
municate, a computer system sends a message to each of the
connected systems. When a computer system receives a mes-
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sage from another computer system, the receiving computer
system sendsorrelays the message to other computer systems
accordingto the relay proceduresor rules for that peer-to-peer
relay network. Followingtherelay rules, the messages propa-
gate throughout the network to all the member computer
systems.

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network 100. A peer-to-peer relay network
can also be referred to as a “grid.” In FIG. 1, a group of 10 peer
systems 105, (also referred to as “peers”’) are connected
to form a peer-to-peer relay network. Each peer system 105 is
a network-enabled game console, such as a PlayStation 2™
game console with a network adapter, as offered by Sony
Computer Entertainment Inc. The peer systems 105 are con-
nected directly (e.g., wired or wireless connections) or indi-
rectly (e.g., through an intranetor a public IP network such as
the Internet). In one implementation,the peer systems 105 are
connected using UDP or TCP connections. The peer systems
105 exchangedata to support a network environmentoractiv-
ity, such as a chat environmentor an online game.

Each peer 105 also has a connection to a central server 110,
such as a UDP or TCP connection through the Internet (the
connections to the server 110 are not shown in FIG. 1). The
server 110 is a server computer system providing centralized
servicesto the connected peer systems 105. In one implemen-
tation, the server provides an address directory of peer sys-
tems and tracks which peer systems are connected with
which. Examplesofotherserver services include, but are not
limited to: authentication, player matching, and tracking peer
system addresses. As described below, in some implementa-
tions, the server can support multiple independentorrelated
peer-to-peer relay networks. In one implementation, the
server supports multiple environments or worlds, dividing or
grouping clients into the environments andfiltering data
appropriately. In one implementation,the server includes one
or more aspects of the servers described in co-pending and
commonly assigned U.S. patent applications Ser. Nos.
10/211,075 (“Configuration Switching: Dynamically Chang-
ing Between Network Communication Architectures”), filed
Jul. 31, 2002, and 10/359,359, (“Multi-UserApplication Pro-
gramming Interface’), filed Feb. 4, 2003, the disclosures of
whichare incorporated herein by reference. In another imple-
mentation, the peers do not use a centralized server (e.g.,
building the grid through direct communication and relaying
data).

The network 100 has a connection limit of 3. The connec-

tion limit is set by the server and defines the maximum num-
ber of connections each peer 105 is permitted to have in the
grid. In another implementation, one peer (e.g., the peer
establishing the grid) sets or multiple peers negotiate the
connection limit. In FIG. 1, the connection limit is 3 and each
peer 105 has 3 connections. Peer systems A-J each have 3
connections to other peers (peer system 105, is also referred
to as peer system A or peer A). The network 100 is a 3-con-
nection peer-to-peer relay network so each peer 105 has 3
connections to other peers.

The peers 105 communicate by broadcasting messages
throughout the network 100. The peers 105 propagate the
messagesby relaying received messages to connected peers
105 according to the relay rules of the network 100. In this
implementation,the relay rules define that a peer 105 relays a
message to each of the peers 105 connected to the peer 105,
with two exceptions: (1) a peer 105 does not relay a message
that the peer 105 hasalready relayed, and(ii) a peer 105 does
not relay a message back to the peer 105 from which the
relaying peer 105 received the message. In one implementa-
tion, a peer 105 also does not relay a message to a peer 105
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from which the relaying peer 105 has already received the
message (e.g., when the relaying peer 105 receives the mes-
sage from multiple peers 105 before the relaying peer 105 has
relayed the message). In other implementations, different or
additional rules can be used. Therelay rules (and other rules)
are establishedby the serveror are pre-set in the peer systems
(or their system software). In another implementation, the
rules can be modified dynamically, such as by propagating
messages with rule updates throughoutthe grid.

In one application of the network 100, the peers 105 are
playing a network game.In the course ofthe game, a peer 105
generates an update message reflecting actions or events
causedby the peer 105. For example, during the execution of
the gamesoftware on a player’s computer system (e.g., peer
A), the computer system generates update data to be used by
other players’ computer systems representing actions in the
gamesuch as movingor shooting(e.g., updating the position
of a player). For the update to be effective, each of the peers
105 needs to receive the update from the updating peer 105.
The peers 105 relay the update messages throughout the
network 100 to propagate the message to each peer 105.

In one example, peer A has an update to send to the other
peers. Peer A builds an update message including the update
data, an identifier indicating peerA is the sourceofthe update,
and a sequenceidentifier to differentiate this message from
others sent out by peerA and providearelative sequence. Peer
A sends the message to its connected peers: B, C, D. Peer B
sends the message received from peerAto peers D and E. Peer
B does not send the message to peer A because peer B
received the message from peerA. Similarly, peer C sends the
message from peer A to peers G and H, and peer D sends the
message from peerA to peers B and G. WhenpeerB receives
the message from peer D, peer B does not relay the message
again because peer B recognizesthatthis is the same message
(using the identifiers of the message). Similarly, peer D does
not relay the message received from peer B. Assuming that
the connections between peers are substantially the same in
terms of the amount of time to transfer a message between
peers, in the nextset ofrelays, peer E relays the message from
peer B to peers F andI, peer G relays the message from peer
C to peers D and F (or relays the message from peer D to peers
C and F, depending on which messagearrivedat peerC first),
and peer H relays the message from peer C to peers ] and J. At
this time, every peer has received the update message from
peer A. However, peers F, I, and J have just received the
message, so these peers will relay the message. Peer F relays
the message from peerE to peers G and J (or from peer G to
peers E an J, whicheverarrivedfirst), peer I relays the mes-
sage from peer E to peers H and J (or from peer H to peers E
and J, whicheverarrivedfirst), and peer J relays the message
from peer H to peers F and I. By this time, all ofthe peers have
sent or relayed the message once. Because the peers will not
relay the same message again, the propagation of this mes-
sage ends.

In this way, the message propagates throughoutthe peer-
to-peer network 100. This propagation ofupdate information
among the peer systems 105 participating in the game sup-
ports the game and game environment. The peer systems 105
can distribute data throughoutthe network 100 without using
the centralized server 110 for distribution. In addition, each
peer 105 is not directly connected to every other peer 105,
saving resources. As a result, the grid 100 limits each peer’s
network bandwidth requirement(since it only needs to com-
municate with a limited numberofother clients) while allow-
ing data from any single client to quickly spread to every other
peer in the grid (e.g., using UDP sockets).



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 222 of 549 PageID #: 39998

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 222 of 549 PagelD #: 39998

US 7,392,422 B2
5

In other implementations, a peer-to-peer relay network
includes more or less peer systems and the network has a
different connection limit. Depending upon the number of
peers, the connection limit, and the rules for establishing
connections,not all peers mayhave all their connectionsfilled
and so there may be a peer (or more) with an available con-
nection.

In another implementation, the connection limit can vary.
In one implementation, the connection limit is specific to each
peer system, with some,all, or none of the peers having
different connection limits. Each peer sets its connection
limit, or is assigned a connection limit by a server. In one
example, peers X andY each have a connection limit of 5, and
peer Z has a connection limit of 4, and the remaining peers
each have a connection limit of3. In another implementation,
the connection limit is dynamic. In this case, the server
adjusts the connection limit for the peers, such as based on
network performance(e.g., when networktraffic is low, the
connection limit is low). In another implementation, one or
moreofthe peer systems each adjust their respective connec-
tion limit dynamically. Alternatively, the server adjusts the
connection limit for specific peer systems dynamically (e.g.,
adjusting some butnotall).

FIG. 2 showsa block diagram of one implementation of a
message 205. The message 205is built by a peer system to be
sent to other peers in a peer-to-peer relay network. For
example, referring to FIG. 1, when peer A has an update
messageto sendto the other peers, peer A builds a message
such as the message 205. The message 205 includes: address-
ing data 210, an origin identifier 215, a sequence value 220,
and payload data 230. The addressing data 210 includesnet-
work addressing information to send the message 205 from
the peer to another peer. In one implementation, the address-
ing data 210 includes an IP address for the sending peer and
an IP address for the intended recipient peer. The origin
identifier 215 identifies the peer that built the message 205.
This identifier 215 indicates to peers throughoutthe peer-to-
peer relay network the origin of the message propagating
through the network. Using the origin identifier 215, a peer
receiving the message 205 can determine from which peer in
the network the message 205 originated. The sequence value
220 identifies the specific message 205 and providesrelative
sequence information. Using the sequence value 220, a peer
receiving the message 205 can determine whethera particular
message has already been received and can determine the
order or sequence ofmessagessentfrom the peer indicated by
the origin identifier 215. The data 230 is the payload data for
the message 205. For an update message(e.g., ina game), the
payload data 230 is the update data to be usedbythe recipient
peers. In alternative implementations, different types ofmes-
sages can be used, and messages with different formats from
that shownin FIG.2 can be used(e.g., including different or
additional information). For example, a message can include
a file or part ofafile or frame of data such as a frame of game
data or a frameorpart of an audiofile being published to the
membersof the grid. The receiving peers could reconstruct
the whole file using the sequence value includedin each ofthe
messages. In another example, a message includes additional
identification information, such as an identifier indicating to
whichgrid the message belongsfor relaying by peers belong-
ing to multiple grids.

FIG. 3 showsa flowchart 300 of one implementation of a
peer relaying a message in a peer-to-peer relay network.
Initially, the peer is connected to one or more other peer
systemsin a peer-to-peer relay network.

Thepeerreceives a message from a sending peer through a
connection betweenthe peer and the sending peer, block 305.
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The message includes an origin identifier, a sequence value,
and payload data (e.g., update data), as in the message shown
in FIG. 2.

The peerselects connections to whichto relay the received
message, block 310. The peer selects the connections from
the available connections of the peer according to the relay
rules for the peer-to-peer relay network. After applying the
relay rules, the peer may have selected some, none,orall of
the peer’s connections.

The peer relays the message to each of the selected con-
nections, block 315. The peer builds a message for each
selected connection. For each messageto send, the peer uses
the received message but updates the addressing information
as appropriate (e.g., changing the senderto the peer and the
recipient to the recipient peer for the connection). Accord-
ingly, the payload data remains the same. In another imple-
mentation, a peer can also add data to the message or change
data in the message. The peer sends the built messages to the
appropriate recipients.

FIG. 4 showsa flowchart 400 of one implementation of a
peer relaying a message in a peer-to-peer relay network
accordingto a set of relay rules. Therelay rules used in FIG.
4 are an example of oneset of relay rules. Other implemen-
tations can use different or additionalrelay rules. Initially, the
relaying peer is connected to N other peer systems in a peer-
to-peer relay network. For example, in the network shown in
FIG.1, peer Dis connectedto 3 other peers (and so N=3inthis
case). The relay rules for FIG. 4 for relaying a messageare:

1. Do not relay the message twice
2. Do not relay the message back to the sender
3. Do not relay the messageto the origin peer
4. Relay the messageto the peers on the connectionsavail-

able after applying rules 1 and 2
The relaying peer receives a message, block 405. The

relaying peer determines whether the relaying peer has
already received this message, block 410. The relaying peer
compares identification data for the message with data stored
by the relaying peer for messages already received. In one
implementation, each peer maintains a received message
table of origin identifiers and sequence values for messages
that have been received. The relaying peerretrieves the origin
identifier and sequence value from the received message and
compares this information with data stored in the relaying
peer’s received messagetable. Ifthe relaying peer determines
that the relaying peer has previously received this received
message(e.g., the peer finds an entry in the received message
table storing the origin identifier and sequence value of the
received message), the relaying peer does not relay the
received message. In another implementation, the relaying
peer checks to determine if the relaying peer has previously
relayed the received message.

If the relaying peer determines that the relaying peer has
not previously received this message, the relaying peer
records that the message has been received, block 412. In one
implementation, the relaying peer adds an entry to the relay-
ing peer’s received messagetable forthe origin identifier and
sequence value of the received message.If the table already
has an entry forthis origin identifier and sequence value, the
relaying peer does not changethetable.

After recording that the message has been received, the
relaying peersets a counter, block 415. The relaying peer uses
the counter to step through each ofthe relaying peer’s avail-
able connections. In one implementation, the relaying peer
sets an integer counter i to 1.

The relaying peer determines whether the relaying peer
received the message from the peer connected to the connec-
tion indicated by the counter, block 420. The received mes-
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sage includes addressing informationindicating the sender of
the received message. The counter indicates a connection and
so indicates a connectedpeer and that peer’s addressing infor-
mation. For example, peer D in FIG. 1 has 3 connections and
peer D has assigned a number to each connection: peer A is
connected to connection 1, peer B is connected to connection
2, and peer G is connected to connection 3. So, when the
counteriis 1, peer Dchecksto see ifthe received message was
sent by peer A by comparing the addressing information (the
sender) for the received message with the addressing infor-
mation for peer A stored by peer D.If the received message
was sent to the relaying peer by the peer connected to the
connection indicated by the counter the relaying peer does not
relay the messageto that peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter,
the relaying peer determines whether the peer connected to
the connection indicated by the counter is the origin peer
system for the received message, block 422. The received
message includes information indicating the peer that is the
origin of the received message (the peer that generated the
data of the messageoriginally, recall the origin identifier 215
of FIG. 2). If the peer connected to the connection indicated
by the counter is the origin peer system for the received
messagethe relaying peer does not relay the message to that
peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter
and the peer connected to the connection indicated by the
counteris not the origin peer system for the received message,
the relaying peer relays the message to that connected peer,
block 425. The relaying peer builds a message for the indi-
cated connection. The relaying peer makes a copy of the
received message and updates the addressing information as
appropriate (e.g., changing the senderto be the relaying peer
and the recipient to be the connected peer connected to the
indicated connection). Accordingly, the payload data remains
the same. The relaying peer sends the built messages to the
connected peer through the indicated connection.

The relaying peer determines whetherall the connections
have been checked, block 430. The relaying peer compares
the counter to the number of connections established by the
relaying peerin the peer-to-peer relay network. For example,
the relaying peer comparesthe counteri to the value ofN (the
number of connections held by the relaying peer). If the
relaying peer has checked all the connections, the relaying
peer has completed relaying for this received message.

Ifthe relaying peer has not checkedall the connections, the
relaying peer increments the counter, block 435. For example,
the relaying peersets the counteri to be i+1. After increment-
ing the counter, the relaying peer determines whether the
relaying peer received the received message from the peer
connected to the connection indicated by the incremented
counter, returning to block 420.

Asnoted above, in other implementations, different, addi-
tional, or fewer relay rules can also be used. In one imple-
mentation, the relaying peer does relay the message back to
the sender(e.g., so the sender can confirm that the relaying
peer did not changethe data). In another implementation,the
relaying peer does not relay the message to the peerthat is
indicated as the origin ofthe message(e.g., as indicated by the
origin identifier of the message). In another implementation,
the relaying peer doesnotrelay the same messageto the same
connected peer again. In another implementation,the relay-
ing peer selects a subset ofthe available connectionsto relay
the message, such as selecting the peers with the lowest and
highest response times. In another implementation, each peer
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relays the messageto all the peer’s connected peers subject to
a hop count stored in the message so that the message will
only be relayed a certain numberoftimes. In another imple-
mentation, a peer relays the same message a limited number
of times (more than once).

FIG. 5 showsa flowchart 500 of one implementation of
establishing a peer-to-peer relay network. Initially, a peer
system and a server are deployed, such as peer A and the
server 110 in FIG. 1. The peer system opens a connection to
the server, block 505. The peer system is connecting to the
server to establish a peer-to-peer relay network (or grid) and
can bereferredto as an “establishing peer.” The connection to
the server can be direct or an indirect network connection. In

one implementation, the peer is assigned to or joins and
registers ina subsection ofthe space or one ofmultiple worlds
or environments maintained by the server. The server authen-
ticates the peer before allowing the peer to interact further.
The peer system submits a create grid request to the server,
block 510. The create grid request indicates the peer’s iden-
tification information andthatthepeer is requesting the server
to establish a new peer-to-peer relay network. In one imple-
mentation, the request also includes conditions that the peer
requests the server to apply (e.g., restrictions on joining the
grid). In another implementation, the request indicates a con-
nection limit and a set of rules for use in the grid (e.g., relay
rules and connection rules). The server registers the new grid,
block 515. The server maintainstables orlists ofdata tracking
the established grids. The server creates a new table for the
new grid and adds the requesting peer to the table. The server
sends confirmation to the peer that the grid has been estab-
lished, block 520. The confirmation includes any identifica-
tion or access informationthe peer needs to accessthe grid. In
one implementation, the confirmation includes the connec-
tion limit andthe rules for the grid(e.g., relay rules).

FIG. 6 showsa flowchart 600 of one implementation of
connecting a peerto a peer-to-peer relay network. Initially, a
peer-to-peer relay network has been established by a peer and
server, such as peer A andthe server 110 in FIG.1.

A peer system connectsto the server, block 605. The peer
system is connecting to the serverto join a peer-to-peer relay
network (or grid) and can be referred to as a “new peer” or
“Joining peer.” The connectionto the server can bedirect or an
indirect network connection. In one implementation, the peer
is assignedto orjoins and registers in a subsection ofthe space
or one of multiple worlds or environments maintained by the
server. The server authenticates the peer before allowing the
peer to interact further.

The peer selects a grid from the available grids of the
server, block 610. In one implementation, the peer requests a
list of available grids and selects from that list. In another
implementation, the server supplies the list of available grids
automatically when the peer connects to the server. In one
implementation, the server provides a list of available grids
for the world in which the peer has registered. The server can
also provide additional information to assist in the selection
(e.g., which peers are already members of each grid). The
peer submitsthe grid selection to the server.

The server sends the addresses of the peers that have
already joined the selected grid, block 615. The addresses
indicate how to communicate with the grid members(e.g., IP
addresses). The addresses are for establishing peer connec-
tions with the grid members, not connections through the
server. If the selected grid has restricted access and the new
peer is not permitted to join the selected grid, the server does
not provide the addresses to the peer andoffers to let the peer
select a different grid. In one implementation, the server
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provides the connection limit and rules for the selected grid
with the addresses to the newpeer.

The new peer sends a join message to each of the grid
members, block 620. The join message indicates the address
ofthe new peerandthat the peer is newto the grid. In another
implementation, the new peer sends a connection available
message indicating the peer’s address and the number of
connections the peer has available (similar to when a peer
loses a connection, as described below). In another imple-
mentation, the new peer sends a join message to one grid
memberandthat grid member beginsto relay the join mes-
sage throughthe grid.

The grid membersreceive the join message and each sends
a join response back to the new peer, block 625. A join
response indicates whetherthe responding peerhas any avail-
able connectionsor not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message and usethat address to
send the join responses. The new peer receives the join
responses.

The new peerselects which of the grid members to which
to connect, block 630. The new peeruses a set of connection
rules to select peers for connection. For example, in one
implementation, the new peerselects from the peers sending
positive responses a number of peers up to the connection
limit for the grid in the order the positive responses were
received by the new peer(e.g., for a connection limit of 3, the
new peer selects the peers corresponding to the first three
positive responses received). Different implementations can
use different sets of connection rules. The new peerstores the
response times for each of the selected peers. In another
implementation, the new peerstores the response timesforall
the responses(positive and negative).

After selecting the peers for connection, the new peer
opens connectionsto the selected peers, block 635. The new
peer sends a connection request to each of the selected peers
and the selected peers confirm the request, opening the con-
nections (unless connections have become unavailable for the
selected peers). The connections between peers can be direct
or indirect (e.g., across a network, such asthe Internet). In one
implementation, when peers open a connection, each peer
informsthe server of the connection.

In another implementation, the server facilitates joining the
grid by forcing one or more connections. The server can cause
one peer to close a connection and open a connection to
another indicated peer. The server can also cause a peer to
close one or moreof its connections.

FIG. 7 shows a flowchart 700 of one implementation of
selecting peers for joining a peer-to-peer relay network, such
as in block 630 of FIG.6. Initially, a new peer has selected a
grid and sent out join messages to the memberpeers of that
grid. The new peerhas received join responses back from the
memberpeers.

The new peer selects the peer corresponding to the first
received positive response, block 705. This positive response
wasreceived before the others and representsthe fastest avail-
able connection. The newpeerselects the peer corresponding
to the last received positive response, block 710. This positive
response was received after the others and represents the
slowest available connection. To determine which responseis
last, the new peer waits until all responses have been received
or for a defined period of time and then declares the last
received in that period to be the last. The new peer randomly
selects peers from the remaining positive responses until the
new peerhas selected a numberofpeers equal to the connec-

20

25

35

40

45

55

60

65

10

tion limit, block 715. These selections support an even distri-
bution of fast and slow connections through the grid.

As noted above, in various implementations, different or
additional connection rules can be used. In one implementa-
tion, the new peer selects the peers for the first and last
positive responses and then selects the peers corresponding to
positive responses in increasing order of responsetime(after
the first). In another implementation, the new peerselects
peers as the responsesarrive (e.g., reserving one space for the
last received positive response), rather than waiting to begin
selecting peers. In another implementation, the new peer
selects peers using a response time threshold (e.g., do not
select peers with a response time above some limit). In
another implementation, the new peer selects peers based on
characteristics ofthe peers (using information provided in the
join responses), such as storage capacity, processing speed,
access levels, or available functions.

In one implementation, a peer system classifies the con-
nections accordingto the selection process used for selecting
those connections. For example, a peer stores information
indicating which of the open connections correspondsto the
join response received with the lowest response time and
which of the open connections corresponds to the join
responsereceived with the highest response time. As connec-
tions are adjusted for peers disconnecting and new peers
joining the grid, the peer can adjust the stored classifications
of connections.

In another implementation, the new peeruses the server to
assist in opening connections. In one implementation, the
server providesa list of grid members with available connec-
tions and those memberpeers’ addresses. The new peer sends
the join messagesdirectly to the indicated grid members.

If there are fewer positive responses than the connection
limit, the new peer will have remaining available connections.
Tn one implementation, the new peer can force anotherpeer to
close an established connection and open a connection with
the new peer.

FIG. 8 showsa flowchart 800 of one implementation of
forcing a peer to give a connection to a new peerin a peer-to-
peer relay network. Initially, a new peer has selected a grid
and sent out join messages to the memberpeersofthat grid.
The new peer has received join responses back from the
member peers. However, after selecting the peers for all the
positive responses, the new peerstill has available connec-
tions.

The new peer selects a peer corresponding to a negative
response, block 805. The new peerselects a negative response
using the same connection rules for positive responses(e.g.,
the first received negative response according to the rules
from FIG.7). Alternatively, the new peeruses a different set
offorce connection rules. The new peer doesnot select a peer
to which the newpeeris already connected.

The new peer sends a force connection request to the
selected peer, block 810. The force connection request indi-
cates that the new peerhasat least one available connection
(or specifically how many) and that the recipient peer is to
open a connection with the new peer.

The new peerreceives the force connection request and
selects a connection to close, block 815. The recipient peer
selects a connection to close using the connection rules in
reverse. For connection rules based on response time, the
recipient peer uses the stored response times from join
responses (and connection available responses, as described
below). In one implementation, to select among randomly
selected peers, the recipient peer selects the last peerselected,
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or again randomlyselects a peer. In another implementation,
the recipient peeruses a different set of forced disconnection
rules.

The recipient peer closes the selected connection, block
820. The recipient peer sends a close message to the peer
connected to the selected connection and the two peers close
the connection. The peer connected to the selected connection
now has an available connection and sends out a connection

available messageto the grid, as described below.

The recipient peer sends a confirmation to the new peer,
and the two peers open a new connection, block 825. The new
peer now hasoneless available connection. If the new peer
has more available connections, the new peer repeats the
process, returning to block 805 to select another negative
response.

In another implementation, the new peer does not force
another peer to open a connection unless the new peerhasat
least two available connections. Alternatively, a different
threshold can be used (e.g., three). In another implementa-
tion, the new peer sends a force connection message when the
new peer does not have at least some numberof connections
(a connection floor).

In another implementation, the recipient peer for a force
connection messagehasthe option to decline (e.g., depending
on network load balancing). If declined, the new peer selects
another peer to which to send a new force connection mes-
sage.

In another implementation, if a new peer has two or more
available connections andis sending a force connection mes-
sage, the new peerincludes information in the message indi-
cating that the new peerhas two available connections. When
the recipient peer has selected a connection to close, the
recipient peer indicates to the connectedpeerfor the selected
connection (the remote peer) that the new peer has another
available connection (and includes the address of the new
peer if appropriate). After the recipient peer has closed the
connection with the remote peer, the remote peer sends a
connection available messagedirectly to the new peer (unless
the new peer is already connected to the remote peer). The
new peer opens a new connection with the recipient peer
(selected by the new peer) and another new connection with
the remote peer (selected by the recipient peer). In this way,
the new peer can quickly establish two connections. If the
newpeerstill has another two available connections, the new
peer can again send a force connection message indicating
twoavailable connections to another selected recipient peer.

Whenapeer system disconnects from anotherpeer system,
each of the peers then has an available connection. If one (or
both) of these peersis still in the grid (i.e., has not discon-
nected from the grid), the peer sends out a connection avail-
able message to the peer’s remaining connected peers to be
relayed through the grid to all the other peers in the grid.

FIG. 9 shows a flowchart 900 of one implementation of
disconnection in a peer-to-peer relay network.Initially, a peer
system (the disconnected peer) is connected to at least two
other peer systemsin a peer-to-peer relay network.

The disconnected peer becomes disconnected from one of
the peers to which the disconnected peer was initially con-
nected, block 905. The disconnection can occur because of a
voluntary disconnection on either end or a failure in the
connection itself (e.g., part of the path between the peers
fails). For example, a voluntary disconnection can occur
whenthe peer determines that a connected peer is non-re-
sponsive (as described below) or whenthe peer is forced to
open a connection with a new peer(as described above). In
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one implementation, the server can cause a peer to close one
or more connections resulting in corresponding disconnec-
tions.

The disconnected peer sends a connection available mes-
sage to the peers remaining connected to the disconnected
peer, block 910. The connection available message indicates
that the disconnected peer now has an available connection.
Tn another implementation, the connection available message
indicates the number of connections the peer has available.

The peers connected to the disconnected peer relay the
connection available message, block 915. The peers in the
grid send connection available responses back to the discon-
nected member, block 920. A connection available response
indicates whether the responding peer has any available con-
nections or not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message anduse that address to
send the join responses. Alternatively, the responding peers
send the responses back through the grid to be relayed to the
disconnected peer. The disconnected peer receives the con-
nection available responses.

The disconnected peer selects one of the grid members to
which to connect, block 925. The disconnected peer uses the
connection rules to select a peer for connection, but the dis-
connected peer does not select a peer to which the discon-
nected peeris already connected. For example, in one imple-
mentation, the disconnected peer uses the response times of
the connection available responses and the stored response
timesofthe peers still connected to the disconnected peers to
select a peer to replace the lost connection. Different imple-
mentations can use different sets of connection rules. The

disconnected peer stores the response time for the selected
peer. In another implementation, the disconnectedpeerstores
the response times for all the responses (positive and nega-
tive). In one implementation, the disconnected peer does not
select a peer from which the disconnected peer has discon-
nected within a certain time period.

After selecting a peer for connection, the disconnected peer
opens a connection to the selected peer, block 930. The dis-
connected peer sends a connection request to the selected
peer andthe selected peer confirmsthe request, opening the
connection (unless the connection has become unavailable
for the selected peer). The connections between peers can be
direct or indirect (e.g., across a network, such asthe Internet).
Tn one implementation, the connected peers send an update to
the server confirming the connection.

Similar to the implementation described abovefor joining
a grid referring to FIG. 8, in one implementation, if the
disconnected peer still has an available connection after
attempting to open a connection using a connection available
message(e.g., because all the connection available responses
were negative), the disconnected peer can send out a force
connection message, as described above.

In another implementation, the disconnected peer uses the
server to assist in opening a new connection. In one imple-
mentation, the server provides a list of grid members with
available connections and those memberpeers’ addresses.
The disconnected peer sends the connection available mes-
sages directly to the indicated grid members.

The peer systems in the grid maintain the grid by periodi-
cally polling one another. In one implementation, connected
peers send each other messages periodically to confirm the
connection and the connected peeris still functioning.
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FIG. 10 showsa flowchart 1000 of one implementation of
maintaining a peer-to-peer relay network. Initially, multiple
peer systems are connectedin a grid.

A peer sends a maintenance messageto each ofthe peers
connectedto that peer, block 1005. The maintenance message
is arequestfor the recipient to provide a confirmation that the
maintenance message wasreceived. In one implementation,
the peer sends a ping message(or pings) each connected peer.
The peer evaluates the responses received to the maintenance
messages, block 1010. The peer determines whether the
responsesare satisfactory or not. In one implementation, if a
response is not received from a connected peer, the peer
determines that the connection for the peer has failed (either
because of the connection or because of the connected peer).
If a response is not received before a time limit has expired,
the peer determinesthat the connectionfor the peerhasfailed.
The peer closes the connections for any connections the peer
has determined have failed, block 1015. The peer sends a
close connection request to the connected peer on a failed
connection. When the peer receives confirmation, the peer
closes the connection. If the peer cannot communicate with
the connected peer on a failed connection or does not receive
confirmation within a time limit, the peer closes the connec-
tion without confirmation. In another implementation, a peer
waits to close a connection until the connection has been

noted as failed for a period of time or numberoffailures. In
one implementation, the peer sends an update to the server
confirming any closed connections.

If the peer has closed any connections, the peer has volun-
tarily disconnected from one or more peers and sends out
appropriate connection available messages(e.g., as described
abovereferring to FIG. 9).

In another implementation, the peers use the server to
evaluate failed connections. For example, when a peerdeter-
minesthat a connection has failed,the peer sends a request to
the server for assistance. The server sends a messageto the
peer at the other end of the failed connection to confirm
whether the peer has failed or the connection failed. The
server then informsthe peers to facilitate opening new con-
nections or adjusting the network as appropriate.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaining a grid.

In FIG. 11, a peer system 1105, (peer A) has established a
peer-to-peer relay network (grid) 1100 using a server 1110
(the connection between peer A and the server 1110 is not
shown). The connection limit forthis grid is 3, so peer A has
three available connections. In FIG. 12, a second peer system
1105,, (peer B) has joined the grid 1100. WhenpeerB joins,
peer B sends a join message to peer A and peer A sends a
positive join response to peer B. Peer A and peer B open a
connection.

In FIG. 13, two more peer systems 1105, and 1105,, (peer
C and peer D) have already joined the grid 1100. Each ofthe
four grid members peers A-D has established three connec-
tions with the other peers in the grid 1100. A new peer system
1105,. (peer E) joins the grid. However, when peer E sends a
join message to the other peers, all the join responses are
negative because each of peers A-D already have the maxi-
mum number of connections permitted by the connection
limit for the grid 1100. In FIG. 14, peer E has forced a
connection to be opened. Peer E selects peer B from among
the negative responses(e.g., because peer E received peer B’s
responsefirst) and sends a force connection message to peer
B. Peer B selects peer D to close a connection and closes the
connection with peer D. Peer B confirms the connection with
peer E and peers B and E open a new connection. When peer
B closes the connection with peer D, peer D has an available
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connection. Peer D sends a connection available message to
peers A and C andthe peers relay the message throughout the
grid 1100. Peers A, B, and C do not have available connec-
tions and so send negative responsesto peer D. Peer E has two
available connections and sendsa positive responseto peer D.
Peer D opens a connection with peer E. Peer E still has an
available connection and so sends out a connection available

message. However, all the responses are negative. Peer E has
twoestablished connections and only has one available con-
nection, so peer E does not force another connection to be
opened.

In FIG. 15, peer A disconnects from the grid 1100. Peer A
was connected to each of peers B, C, and D. When peer A
disconnects, peers B, C, and D each have an available con-
nection. Peers B, C, and D send out connection available
messages and peers B, C, D, and E each send positive
responses. After evaluating the responses to the connection
available responsesand eliminating peers for already existing
connections, the peers B-E establish connections as shown in
FIG. 16. Each of peers B-E now has three connections.

In FIG. 17, three new peer systems 1105,, 1105,,, and
1105, (peers F, G, and H) have joined the grid 1100 and
established connections. As part of the regular activity to
maintain the grid, the peers B-H each send ping messages to
their connected peers. For example, peer B pings peers D, E,
and G on a regular basis. Peer D does not provide a satisfac-
tory response to peer B for peer B’s ping message(e.g., the
response from peer D is too slow or doesnotarrive at peer B).
In FIG. 18, peer B has closed the connection peer D. When
peer B closes the connection, peer B and peer D haveavail-
able connections. Peers B and D send out connection avail-

able messages to be relayed through the grid 1100. Peer B
receives positive responses from peers G and D.Peer B is
already connected to peer G so will not select peer G fora new
connection. Peer B just disconnected from peer D for a failed
connection and sowill notselect peer D for a new connection.
Peer B does not open a new connection (peer B has two open
connections and only available connection, so peer B does not
attempt to force a connection, though in another implemen-
tation peer B may). Peer D receives positive responses from
peers B and G.Peer B just disconnected from peer D for a
failed connection so peer D will not select peer B for a new
connection (or peer B would refuse a new connection
request). Peer D selects peer G and opens a connectionto peer
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In the examplesillustrated in FIGS. 11-18, the peers of the
grid 1100 open and close connections to build and adjust the
grid without relying on the server 1110 to manage the con-
nections (though the server 1110 does assist in providing a
new peer with the addresses of the current memberpeers of a
grid).

Redundancy Lists
In one implementation,the peers in a grid reduce redundant

messagetraffic by avoiding sending messages determined to
be redundant based on current paths in the grid.

In this implementation, each peerin the peer-to-peer relay
network stores a redundancy list. The redundancylist of a
peer indicates other peers to which the peer will not send
messages that originated from a designated peer. Accord-
ingly, each entry in the redundancylist indicates an origin
peer and a destination peer (connected to the relaying peer).
Whena peerreceives a messagethat indicates an originating
peer that is in the peer’s redundancylist, the peer will not
relay that message to the connected peer indicated by the
corresponding entry in the redundancylist. In another imple-
mentation, the peers can turn on and turn off the redundancy
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list functionality (e.g., at the request of a server, such as after
determining a security problem hasarisen).

FIG. 19 showsa flowchart 1900 of one implementation of
building a redundancylist in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay network. A recipient peer 1s connectedto at least
twootherpeers.

Therecipient peer receives a redundant message from con-
nected peer, block 1905. The redundant message is redundant
because the recipient peer has already received the same
message. The recipient peer identifies the redundant message
as being the same using information in the received message.
As described above, in some implementations, each peer
maintains a list of messages received to avoid relaying the
same message twice. The recipient peer can also usethis list
to recognize a redundant message.

The recipient peer builds a redundancy update message,
block 1910. The recipient peer includes in the redundancy
update message the information identifying the origin of the
message and information identifying the recipient peer. For
example, the recipient peerretrieves the origin identifier from
the redundant message (e.g., recall the message shown in
FIG. 2) and stores the origin identifier in the redundancy
update message.

Therecipient peer sends the redundancy update message to
the sender of the redundant message, block 1915. The redun-
dant message includes in its address information address
information for the sender of the redundant message.

The sender of the redundant message receives the redun-
dancy update message and updates the redundancylist for the
sender, block 1920. The senderretrieves the information from
the redundancy update message identifying the origin of the
redundant message and the recipient of the redundant mes-
sage (the recipient peer). The sender adds an entry to the
sender’s redundancylist indicating that the sender should not
send a message originating from the indicated origin to the
recipient peer.

For example, referring to the grid 100 shownin FIG.1, peer
B receives messages originating from peer C from each of
peers A, D, and E. Assuming peer B receives the message
originating from peer C from peerA first, the messagesorigi-
nating from peer C received from peers D and E are redundant
messages. Peer B builds redundancy update messages to send
to peers D and E indicating peer C as the origin and peer B as
the recipient. Peer B sends the redundancy update message to
peer D. Peer D updatesits redundancylist to indicate that peer
D is not to relay messages originating from peerC to peer B.
Peer E receives a similar redundancy update message from
peer B andalso updates its redundancylist in a similar way.

As peers connect and disconnect to and from the grid, the
paths between clients change and so redundancy lists can
become inaccurate. Accordingly, when a peer disconnects
from the grid, the remaining peers update redundancylists.

FIG. 20 showsa flow chart 2000 of one implementation of
updating redundancylists for a disconnecting peer in a peer-
to-peer relay network. Initially, multiple peers systems are
connected to form a peer-to-peer relay network. A discon-
necting peer is connectedto at least two other peers.

The disconnecting peer disconnects from the grid, block
2005. The peers previously connected to the disconnecting
peers are now disconnected peers. Each of the disconnected
peers follows the same process below.

The disconnected peer builds a clear redundancy message,
block 2010. The clear redundancy messageindicates infor-
mation identifying the disconnected peer. The disconnected
peer sends the clear redundancy message to the peersstill
connected to the disconnected peer, block 2015. A peer that
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receives the clear redundancy messagefrom the disconnected
peer updatesits redundancylist, block 2020. The peer receiv-
ing the clear redundancy message removes entries in the
peer’s redundancy list affecting relaying messages to the
disconnected peer indicated by the clear redundancy mes-
sage.

Returning to the example described above referring to
FIGS. 1 and 19, peer D has an entry in its redundancylist
indicating that peer D should not relay messages originating
from peer C to peer B. If peer A disconnects from the grid,
peer B recognizes the disconnection of peer A and builds a
clear redundancy message. Peer B sends a clear redundancy
message to peers D and E. Peer D receives the clear redun-
dancy message from peer B andclears the entry in peer D’s
redundancylist indicating that peer D should not relay mes-
sages originating from peer C to peer B. Accordingly, the next
time that peer D receives a message originating from peer C,
peer D will once again relay message to peer B. Peer E
updates its redundancylist similarly.

Multiple Grids

In one implementation, a peer system can belong to mul-
tiple peer-to-peer relay networks. Each grid can be related or
independent. The connections established according to each
grid can be independent. Accordingly, a peer can be con-
nected to one peer in one grid but not in another (even though
the two peers are both in both grids). In one implementation,
if two peers are connected in two grids, the peers use a single
connection. A message includes information indicating to
which grid the message belongs. A peer relays a received
message according to the connections established corre-
sponding to the indicated grid for the message.

In one implementation, the members of a peer-to-peer
relay network can create sub-networks within the peer-to-
peer relay network. In this case, each of the membersof a
sub-network is also a memberofthe larger grid. For example,
a peer-to-peer relay networkincludesall the players in a game
as peer systems and each team (including sub-sets of the total
players) has a sub-network of peer systems(e.g., for private
communication in the game). In this way, the peers can estab-
lish a multi-channel environment for desirably distributing
and receiving data.

In another implementation, the peer-to-peer relay networks
are independentbut share one or more memberpeer systems.
For example, a group of peers can establish a grid to support
a lobby or chat environment and another group of peers
including at least one peer of the first group can establish a
grid to support a particular game.In another example, a group
of peers form a grid for a clan (organization) and some of
those peers join or create other grids to play games.

For example, in an online environment, all the peers in the
environment are connected to a single main grid. The main
grid is for general announcements and general services. Peers
create, join, and leave additional smaller grids to access
online services suchas chat roomsor games. Peers can use the
main grid to communicate before a smaller grid has been
established, such as when a new peer wants to join a grid
(rather than using a server). Becauseall the control messages
can be broadcast through the main grid, every peer can inde-
pendently maintain a list of available grids and a list of active
peers in each grid. In one implementation,the peers do not use
a centralized server.

FIG. 21 showsa flow chart 2100 of one implementation of
relaying a message from a peer system that belongs to mul-
tiple grids. Initially, multiple peers systems are connected to
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form two peer-to-peer relay networks. A relaying peer is a
member of both grids, and has respective connections and
relay rules for each grid.

The relaying peer receives a message, block 2105. The
messageincludesa grid identifier indicating to whichgrid the
message belongs.

Therelaying peer selects the grid indicated by the received
message, block 2110. Each grid has a respective set of con-
nections and a respective set of relay rules. By selecting a
grid, the relaying peerselects a set of connections to use and
a set of relay rules to use for relaying the received message.

The relaying peer selects connections according to the
selected grid and the correspondingrelay rules, block 2115.
Using the relay rules for the selected grid, the relaying peer
select any appropriate connections for relaying the received
message.

The relaying peer sends the received message to the
selected peers, block 2120. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

Spectators
In one implementation, the peers in a grid areclassified as

participants or spectators. A participant peer generates new
messagesto be relayed throughoutthe grid. A spectator peer
does not generate new messages and acts as a pass-through
nodein the grid. Both participants and spectators relay mes-
sages to their connected peers accordingto the relay rules of
the grid. In someapplications, there may be many spectators
for each participant. In one implementation having multiple
participants, each participant has a connectiontoat least one
other participant.

In one example, a group ofparticipants play an online game
while spectators watch (observing data without changing the
gamedata). The numberof spectators can be very large(e.g.,
thousands). Other examples include performances (e.g.,
music), speeches, and teaching. In some applications,
because the peers handle distribution by relaying data, the
load on a server for distribution does not always increase as
the numberofspectators increases.

In one implementation, when a peerjoinsa grid, the peer
joinsthe grid asa participantor as a spectator. Ifthe peerjoins
the grid as spectator, the peer is not authorized to create new
messages and send the new messages into the grid to be
relayed throughout the grid. If a spectator generates a new
message and sends the new messageto the peers connected to
the spectator, the peers receiving the new message from the
spectator will not forward or relay the received message. In
one implementation, someorall of the spectators could form
another related grid as participants (e.g., to discuss a game
being watched inthefirst grid).

FIG. 22 showsa flow chart 2200 of one implementation of
relaying a message in a grid supporting spectators and par-
ticipants. Initially, multiple peers systems are connected to
form a peer-to-peer relay network supporting participants and
spectators. Each of the peers systemsstoresa list of the peers
that are participants. In one implementation, the participant
peers periodically broadcast messages indicating which peers
are participants. In another implementation, the server facili-
tates identifying the participants.

A relaying peer receives a message, block 2205. The mes-
sage includes an origin identifier indicating the peer that
created the message.

The relaying peer confirmsthat the origin of the received
messageis a participant peer, block 2210. The relaying peer
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stores a list of participant peers. The relaying peer compares
the peer identified as the origin of the received message with
the list of participant peers. If the origin peer for the received
messageis not a participant(i.e., is a spectator), the relaying
peer does not relay the received message.

If the origin peer for the received message is a participant,
the relaying peer selects connections according to the relay
rules for the grid, block 2215. Using the relay rules, the
relaying peer selects any appropriate connectionsfor relaying
the received message.

The relaying peer sends the received message to the
selected peers, block 2220. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

In another implementation, the spectators are not in the
same grid as the participants. The spectators form a parallel
spectator grid linked to the participant grid. The spectators
receive data from the participants and relay the data in the
spectator grid. The link(s) between the grids can be provided
by a server or gateway, or by connections between selected
peers from each grid.

In another implementation, a spectator can be a conditional
spectator. A conditional spectator can request permission to
generate data to be relayed throughoutthe grid. If the spec-
tator has received permission, the spectator can send a mes-
sage that the peers in the grid will relay (e.g., the message
includes an authorization flag). The permission can be
granted by a server, by a selected peer as a moderator, or by
the participants (one or more). For example, in a teaching
environment, the participant is the lecturer and the spectators
can request permission to ask questions that will be relayed to
all the peers.

Island Recovery

In one implementation, the server and peers in a peer-to-
peer relay network support adjusting connectionsin the grid
to avoid or recover from the formation of islands. An isolated

groupofpeers in a grid is referred to as an island. Islands can
form in a grid when multiple peers disconnect substantially
simultaneously. In the disconnection process described
above, the remaining peers send messages indicating avail-
able connections, however, with multiple concurrent discon-
nections, the remaining peers may form isolated groups in the
grid. Peers in one island cannot send messages to peers in
another island because there is no peer-to-peer connection
between the islands. The server detects the formation of

islands and interacts with peers to removethe islands.

FIG. 23 showsa flow chart 2300 of one implementation of
detecting islands in a grid.Initially, multiple peer systems are
connected to form a peer-to-peer relay network or grid. When
the peers open and close connections, or become discon-
nected, peers inform the server for the grid of the changing
connections. In this way, the server tracks all of the connec-
tions in the grid. The server also maintains an orderedlist of
the peers in the grid.

The server sets an island counter, block 2305. The island
counter represents the numberofislands. In one implemen-
tation, the server sets a counteri to be 1.

The server selects a starting peer, block 2310. When the
island counter is one, the server selects the first peer in the
ordered list of peers as the starting peer. When the island
counter is greater than one, the server selects as the starting
peer the most recently found unmarked peer (as described
below).
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The server marks each peer connected to the starting peer
as belonging to the sameisland as the starting peer, block
2315. The server marks peers connected directly to the start-
ing peer and connectedindirectly to the starting peers through
other peers (e.g., progresses from the starting peer to con-
nected peers and peers connected to those connected peers
and so on). The server marks a peer with the current value of
the island counterto indicate to which islandthe peer belongs.

After marking all of the peers connected to the starting
peer, the server determines if there is an unmarked peer
remaining in the grid, block 2320. In one implementation,the
server progresses through the ordered list of peers searching
for an unmarkedpeer.

If the server finds an unmarkedpeer, the server increments
the island counter, block 2325. The server increments the
island counter to indicate that an additional island has been

detected. After incrementing the island counter, the server
returns to block 2310 and uses the found unmarkedpeeras the
starting peer.

If the server does not find an unmarked peer, the server
determines the number ofislands detected, block 2330. The
server has incremented the island counter for each detected

island, and so the island counter represents the number of
islands detected. If the island counter is equal to one, a single
island has been found and so the grid is not divided into
multiple islands. If the island counter is greater than one,
multiple islands have been found andthe grid is divided into
islands.

FIG. 24 showsa flow chart 2400 of one implementation of
removing islands in a peer-to-peer relay network. Initially,
multiple peers systems are connected in a peer-to-peer relay
networkorgrid. The grid has becomedivided into two islands
of peers, where the peers in one island do not have a connec-
tion path to the peers in the other island. The server has
detected the two islands, such as by using the process shown
in FIG. 23.

Theserver selects a peer from each island, block 2405. The
server can select the first island peer and the second island
peer in various ways. In one implementation, the server
selects a peer that has an available connection. In another
implementation, the server selects a peer from an island at
random.

If the first island peer does not have available connections,
the server sends a close connection messageto thefirst island
peer to close a connection, block 2410. The first island peer
receives the message from the server and selects a connection
to close in the same wayas a peer selects a connection to close
when receiving a force connection message, as described
above. Thefirst island peer closes a connection and so has an
available connection.

The server sends an initiate force connection message to
the first island peer, block 2415. The initiate force connection
message includes the address of the second island peer. The
first island peer receives the message from the server and
sends a force connection message to the secondisland peer.

The secondisland peer receives the force connection mes-
sage from thefirst island peer, selects a connection to close,
and closes the selected connection, block 2420. The second
island peer selects the connection to close in the same way as
described abovefor the recipient of a force connection mes-
sage. If the second island peer has an available connection
before closing a connection, the second island peer does not
close any of its connections.

Thefirst island peer sends an open connection request to
the secondisland peer, and the two peers open a connection,
block 2425. Once the connection is open, the islands have
been joined, forming a single island. The peers send updates
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to the server confirming the connection.If additional islands
remain, as detected as described above, the server returns to
block 2405 to connect two more of the remaining islands.

FIGS.25 and26 illustrate an example of detecting islands
andjoining islands. In FIG. 25, a grid 2500 similarto the grid
1100 in FIG. 11 has been divided into two islands from the

simultaneous disconnection of peers C, G, and F. Thefirst
island includes peers A, B, D, and E. The second island
includes peers H, I, and J. In FIG. 26, the server has caused
peer D to open a connection with peer I, joining the two
islands.

Security
In one implementation,the peer-to-peer relay network sup-

ports the detection of and recovery from cheating violations
or security violations, or both. Cheating violations involve the
manipulation of data to change an outcomein the processing
of online activity, such as to affect the course of a game.
Security violations involve unauthorized data or improper use
of data to damagethe grid or causethegridto fail.

FIG. 27 showsa flow chart 2700 of one implementation of
detecting a cheating violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from each of its connected
peers, block 2705. As described above, the peers in the grid
relay messages throughout the grid. A peer will receive the
same message (the same content data, though the address
information maybe different) through each of its connections
with other peers. For example, if a peer has three open con-
nections, the peer receives the same messagethree times from
three respective peers. The peer identifies the messages as
being the same message using information in the message
indicating the origin and a sequencevalue, such as the origin
identifier 215 and sequence value 220 shown in the message
205 in FIG. 2. The same message from different peers will
have the same origin and sequence information.

The peer compares the messagesreceived from each ofthe
connected peers, block 2710. The peer compares the data
portion of the message, such as the data 230 shown in the
message 205 in FIG.2. The peer determinesifthe data portion
of the message is different for any of the received messages.
In one implementation, if the data portion for a message
received from one connected peer is different from the data
portion for the same message received from the other con-
nected peers, the peer determinesthat a cheating violation has
occurred. The peer also determinesthat the one peerthat sent
the message with the different data is responsible for the
cheating violation. Alternatively, the peer uses a different
technique to detect a cheating violation or identify the peer
responsible for the cheating violation. The peer does not relay
the message having a different data portion, if appropriate.

Ifa cheating violation has occurred, the peer sendsa cheat-
ing alert, block 2715. The cheating alert indicates a cheating
violation has occurred and which peer is responsible for the
cheating violation. The peer sends the cheating alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peers send the cheating alert to
the server for appropriate handling.

When the peers receive the cheating alert, the peers take
action to recover against the violation, block 2720. The peers
take action to prevent the cheating peer from continuing to
influence the grid activity. In one implementation, the peers
ignore messages from the cheating peer. In another imple-
mentation, the peers force the cheating peer to disconnect
from the grid. The peers also take actionto repairthe effect of
the message including the different data, such as by sending
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out a replacement messagewith correct data as shown by the
data in the other messages usedto identify the cheating mes-
sage. Alternatively, one ofthe peers estimates the correct data
and relays the correct data throughout the grid. In another
implementation, the peers respond to the cheating alert by
informing the server. In this case, the server addresses the
cheating violations such as by disconnecting the peer respon-
sible for the cheating violation.

In another implementation, when a peer sends a message,
the recipient relays the message backto the sending peer. The
sending peer keeps a copy of the sent message. When the
sending peer receives the message back from the recipient,
the sending peer comparesthe data of the sent message with
the data of the received message. The peer detects a cheating
violation by finding a difference. The peer determines that the
recipient modified the message and sends out a cheatingalert.
In one implementation, recovery or repair actions are not
taken for a cheating peer until multiple violations have been
reported (e.g., as tracked by a server). In another implemen-
tation, this send-back check for cheating is a first layer for
detecting cheating followed by more complicated procedures
once a potential problem has been identified.

In another implementation, the peer detects a cheating
violation by comparing the data in a received message with a
predicted set of data generated by the peer. If the peer deter-
minesthat the data in the received messageis different from
that generated by thepeer, the peer determines that the sender
ofthe received messageis responsible for a cheating violation
and issues an alert.

Tn an example of detecting a cheating violation in the grid
100 shownin FIG. 1, peer B receives the same message from
each of peers A, D, and E. Peer B identifies the messages as
being the same by comparing the origin identifiers and
sequencevalues. Ifpeer B detects that the message from peer
A has a different data portion, peer B issues a cheating alert
identifying peerA as cheating. Peer B sendsthe cheating alert
to peers D and E (andoptionally to peer A). The peers relay
the cheating alert until all the peers have receivedthe alert. In
responseto the alert, the peers will ignore all further messages
from peer A. As a result, peers B, C, and D will not relay
messages from peer A anymore.

FIG.28 showsa flow chart 2800 of one implementation of
detecting a security violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from one of its connected
peers, block 2805. The peer analyzes the message anddetects
a security violation, block 2810. The peer determines that the
message is a security violation by recognizing that the mes-
sage is invalid or includes invalid data. In another implemen-
tation, the peer determines that the message is a security
violation by analyzing how the message wassent to the peer.
For example, if the message wassent to the peer as one of a
large numberofrepetitions of the same message(e.g. as ina
denial of service attack), the peer recognizes that the message
is a security violation. In one implementation, a message is
sent as a series of packets and the peer detects a security
violation at a lowerlevel than a complete message, such as at
the packet level. The peer also determinesthat the sender of
the message with the security violation is responsible for the
security violation. Alternatively, the peer uses a different
technique to detect a security violation or identify the peer
responsible forthe cheating violation. The peer does not relay
a messageor data having a security violation.

Ifa security violation has occurred, the peer sends a secu-
rity alert, block 2815. The security alert indicates a security
violation has occurred and which peeris responsible for the
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security violation. The peer sends the security alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peer sends the security alert to
the server for proper handling.

When the peers receive the security alert, the peers take
appropriate action to recover against the violation, block
2820. The peers take action to prevent the peer violating the
security of the grid from continuing to affect or damage the
grid. In one implementation, the peers ignore messages from
the peer responsible for the security violation. In another
implementation, the peers force the peer responsible for the
security violation to disconnect from the grid. The peers also
take appropriate action to repair any damage caused by the
security violation. In another implementation, the peers
respondto the security alert by informing the server. In this
case, the server addresses the security violation such as by
disconnecting the peer responsible for the violation and the
action to repair any damage causedto the grid.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server 2905 and a peer system 3005, respectively.
In other implementations, a server or a peer include fewer
components than shown in FIGS. 29 and 30, or include dif-
ferent or additional components.

The server 2905 operates as described above andincludes
components to provide the functionality described above,
including components for establishing grids 2910, adding
peers 2915, connecting peers 2920, disconnecting peers
2925, maintaining grids 2930, storing and generating grid
data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 2935, managing
multiple worlds 2940, managing and assisting with redun-
dancy lists 2940, managing multiple grids 2950, managing
spectators and participants in grids 2955, handling island
detection and recovery 2960, managing and addressing cheat-
ing and security violations 2965, and central services of the
server 2970 (e.g., network communication and addressing,
player matching, chat facilities, data backup, etc.).

The peer system 3005 operates as described above and
includes components to provide the functionality described
above, including components for establishing grids 3010,
joining a grid 3015, connecting peers 3020, disconnecting
peers 3025, maintaining grids 3030, storing and generating
grid data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 3035, building,
updating, and using redundancylists 3040, operating in mul-
tiple grids 3045, operating with and as spectators andpartici-
pants in grids 3050, handling island detection and recovery
3055, managing, detecting, and addressing cheating and
security violations 3060, and peer system services 3065(e.g.,
network communication and addressing, player matching,
chatfacilities, data backup, etc.).

Various implementationsofthe peer-to-peer relay network
provide desirable benefits. A grid can be very useful in a
number of network applications, including online massive
multi-player computer games. Online game applications are
just one example of a larger group of network applications
that have one thing in common:sharing and maintaining one
common data set. When the data set is updated on onepeer,
the information is sent to a group of other peers and relayed
throughout the grid so each peer will have an updated dataset.
The relay grid allows connected peers with limited network
bandwidth to exchange data among themselves, without
going through a central server (for data distribution). This
network can be used to exchange gamedata, other game
related information, mediafiles, streaming audio, or stream-
ing video.
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For example, in one implementation the peers use the grid
for file publishing. A peer in the grid publishesafile (as one
messageorbroken into multiple messages) by sendingthefile
to the peers connected to the publisher and the memberpeers
of the grid relay thefile throughoutthe grid to all the mem-
bers. In this way all the membersof the grid can receive the
published file without using a server and without using a
direct connection from the published to every peer. In various
implementations, any type of file can be published. Thefiles
can be data, media, or executable software applications.
Examplesoffiles to be published through a grid include, but
are notlimited to: streaming media(e.g., audio and/or video),
media files, replay data from a gameor other application,
maps, announcements, messages, application data and mod-
ules (e.g., a map, a template, a texture, a sound).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
of these technologies. Most implementations include one or
more computer programs executed by a programmable com-
puter. For example, in one implementation, each peer system
and the server includes one or more computers executing
software implementing the peer-to-peer relay network func-
tionality. In general, each computer includes one or more
processors, one or more data-storage components(e.g., vola-
tile or non-volatile memory modules and persistent optical
and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory ina prescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.
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Various illustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementations are also pos-
sible and within the scope of the present invention. For
example, while the above description describes several
implementations of peer-to-peer relay networks discussed in
the context of supporting game applications, other applica-
tions are also possible, such as file sharing or other data
dissemination applications.

Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimedis:

1.A methodofdetecting and recovering from a violation in
a peer-to-peer relay network, comprising:

sending a first message having first content data from a
sending peer system to a receiving peer system;

detecting a manipulation of data in said sentfirst message,
said manipulation of data changing the outcomeofpro-
cessing by the receiving peer system;

wherein detecting said manipulation includes:
relaying back the sentfirst message to the sending peer by

the receiving peer system;
comparing by the sending peerofthe relayed back message

to the sent first message to identify a receiving peer
responsible for the manipulation of data; and

sending a manipulated data alert message to other peer
systems connected to the peer system in said peer-to-
peer relay network, the manipulated data alert message
identifying the receiving peer as responsible for the
manipulation of data.

2. The method of claim 1, further comprising ignoring
messages from the sending peer responsible for the manipu-
lation of data.

3. The method of claim 1, further comprising forcing the
sending peer responsible for the manipulation of data to dis-
connect from the peer-to-peer relay network.

* * * * *
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CONNECTING A PEER IN A PEER-TO-PEER
RELAY NETWORK

This application claims the benefit of U.S. Provisional
Application No. 60/513,098 (“PEER-TO-PEER RELAY
NETWORK”), filed Oct. 20, 2003, the disclosure ofwhich is
incorporated herein by reference.

This application is related to the U.S. applications Ser. No.
10/701 ,302, filed on Nov. 3, 2003, Ser. No. 10/701,014,filed
on Nov. 3, 2003, Ser. No. 10/700,777,filed on Nov. 3, 2003,
Ser. No. 10/701,298, filed on Nov. 3, 2003, and Ser. No.
10/700,797.

BACKGROUND

In a typical client-server network, each ofthe clients in the
network establishes a connection to a central server. A client

requests services and data from the server. To communicate
with another client, a client sends a request to the server.
Typically, the clients do not establish direct connections to
one another. In a client-server network with N clients, each
client has 1 connection to the server, and the server has N
respective connections to each of the clients. For example, as
shown in FIG. 314A,in a client-server network with 6 clients,
each client has 1 connection to the server, and the server has
6 respective connectionsto the clients.

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server).
Typically, each memberin the network has similar responsi-
bilities in the network and the members are considered gen-
erally equivalent (as network members). In a peer-to-peer
network with N peers, each peer has N-1 connections to other
peers. For example, as shown in FIG. 31B,in a peer-to-peer
network with 6 peers, each peer has 5 connections to other
peers

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
peer-to-peer relay network includes: a plurality of N peer
systems; wherein each peer system is connected to a number
ofother peer systemsthatis less than or equal to a connection
limit, said connection limit is greater than or equal to 2, said
connection limit is less than or equal to N-2, and each peer
system is configured to relay data to peer systems connected
to that peer system according to a set of one or morerelay
rules.

In another implementation, a server for a peer-to-peer relay
network includes: meansfor establishing a peer-to-peer relay
network; means for adding a peer system to a peer-to-peer
relay network; means for maintaining a peer-to-peer relay
network; and means for tracking connections in a peer-to-
peer relay network.

In another implementation,a peer system forapeer-to-peer
relay network includes: meansfor relaying data to any other
peer systems connected to said peer system in a peer-to-peer
relay network; means for establishing a peer-to-peer relay
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network; means for joining a peer-to-peer relay network;
meansfor connecting to another peer system in a peer-to-peer
relay network; means for maintaining a peer-to-peer relay
network; and means for disconnecting from another peer
system connected to said peer system in a peer-to-peer relay
network.

In another implementation, a methodof relaying data in a
peer-to-peer relay networkincludes: receiving data at a relay-
ing peer system from a sending peer system connectedto said
relaying peer system in a peer-to-peer relay network; apply-
ing a set of one or morerelay rules to select zero or more peer
systems indicated by said set of one or more relay rules to
which to relay said data; and relaying said data to any peer
systems selected by applying said set of one or more relay
rules.

In another implementation, a method of adding a peer
system to a peer-to-peer relay network includes: opening a
connection between a server and a joining peer system; pro-
viding grid informationto said joining peer system indicating
one or more established peer-to-peer relay networks; receiv-
ing a grid selection from said joining peer system indicating
a selected peer-to-peer relay network, wherein said selected
peer-to-peer relay network has one or more member peer
systems; providing network addresses of each of said one or
more memberpeer systemsto said joining peer system; and
receiving a connection update from said joining peer system
indicating to which member peer systems said joining peer
system is connected; wherein each member peer system is
connected to a number of other memberpeer systemsthatis
less than or equal to a connection limit and each memberpeer
system stores a set ofone or morerelayrules for relaying data
to the other memberpeer systems connected to that member
peer system.

In another implementation, a methodofjoining a peer-to-
peer relay network includes: sending a join message from a
joining peer system to each of one or more member peer
systems in a peer-to-peer relay network; receiving a join
response from at least one of said one or more memberpeer
systems, wherein each join responseis positive or negative,
and a positive join response indicates the sending member
peer system has an available connection and a negative join
response indicates the sending memberpeer system does not
have an available connection; selecting one or more member
peer systemsup to a connection limit according to a set ofone
or more connection rules; opening a connection with each
selected member peer system; wherein each member peer
system is connected to a number of other memberpeer sys-
tems that is less than or equal to said connection limit and
each memberpeer system stores a set of one or more relay
rules for relaying data to the other member peer systems
connected to that member peer system.

In another implementation, a method of establishing a
peer-to-peer relay network includes: opening a connection
between said server and an establishing peer system, wherein
the establishing peer system is one of said member peer
systems; sending a request to create said peer-to-peer relay
network from said establishing peer system to said server;
receiving a creation confirmation at said establishing peer
system from said server; wherein said establishing peer sys-
tem stores a connection limit defining a numberofother peer
systemsup to which said establishing peer system is permit-
ted to connect, and said establishing peer system stores a set
of one or more relay rules for relaying data to other peer
systems connectedto said establishing peer system.

In another implementation, a method of connecting peer
systemsin a peer-to-peer relay network includes: sending a
connection available message from a disconnected peer sys-
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tem to one or more member peer systems in a peer-to-peer
relay network when said disconnected peer system has a
numberof open connections to member systemsthat is less
than a connection limit; receiving a connection available
response from at least one of said one or more memberpeer
systems, wherein each connection available responseis posi-
tive or negative, and a positive join response indicates the
sending memberpeer system has an available connection and
a negative join response indicates the sending member peer
system does not have an available connection; selecting a
memberpeer system according to a set of one or more con-
nection rules; opening a connection with said selected mem-
ber peer system; wherein each memberpeer system is con-
nected to a numberofother memberpeer systemsthatis less
than or equal to said connection limit and each member peer
system stores a set ofone or morerelay rulesfor relaying data
to the other memberpeer systems connected to that member
peer system.

In another implementation, a method of maintaining a
peer-to-peer relay network includes: sending a maintenance
message from a peer system to each ofone or more connected
peer systems connected to said peer system in a peer-to-peer
relay network; evaluating any responses received from said
one or more connected peer systems; and closing the connec-
tion between said peer system and a connected peer system if
the response from that connected peer system is not accept-
able; wherein each peer system is connected to a numberof
other peer systemsthat is less than or equal to a connection
limit and each peer system stores a set of one or more relay
rules for relaying data to the other peer systems connected to
that peer system.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network.

FIG. 2 showsa block diagram of one implementation of a
message.

FIG. 3 showsa flowchart of one implementation of a peer
relaying a message in a peer-to-peer relay network.

FIG. 4 showsa flowchart of one implementation of a peer
relaying a messagein a peer-to-peer relay network according
to a set of relay rules.

FIG. 5 showsa flowchart of one implementation of estab-
lishing a peer-to-peer relay network.

FIG. 6 shows a flowchart of one implementation of con-
necting a peer to a peer-to-peer relay network.

FIG. 7 showsa flowchart of one implementationofselect-
ing peers for joining a peer-to-peer relay network.

FIG. 8 showsa flowchart of one implementation offorcing
a peer to give a connection to a new peer in a peer-to-peer
relay network.

FIG. 9 showsa flowchart of one implementation ofdiscon-
nection in a peer-to-peer relay network.

FIG. 10 showsa flowchart of one implementation ofmain-
taining a peer-to-peer relay network.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaining a grid.

FIG. 19 showsa flowchart ofone implementation ofbuild-
ing a redundancylist in a peer-to-peer relay network.

FIG. 20 showsa flow chart ofone implementation ofupdat-
ing redundancylists for a disconnecting peer in a peer-to-peer
relay network.

FIG. 21 showsa flow chart ofone implementation ofrelay-
ing a message from a peer system that belongs to multiple
grids.
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FIG. 22 showsa flow chart ofone implementation ofrelay-
ing amessagein a grid supporting spectators andparticipants.

FIG. 23 shows a flow chart of one implementation of
detecting islands in a grid.

FIG. 24 shows a flow chart of one implementation of
removing islands in a peer-to-peer relay network.

FIGS.25 and26 illustrate an example of detecting islands
and joining islands.

FIG. 27 shows a flow chart of one implementation of
detecting a cheating violation in a peer-to-peer relay network.

FIG. 28 shows a flow chart of one implementation of
detecting a security violation in a peer-to-peer relay network.

FIGS.29 and 30 show block diagrams of one implemen-
tation of a server and a peer system, respectively.

FIGS. 31A and 31B illustrate typical client-server and
peer-to-peer architectures.

DETAILED DESCRIPTION

The present invention provides methods and apparatus for
implementing peer-to-peer relay. In one implementation, a
plurality of computer systems is connected to form a peer-to-
peer network. Each computer system is connected to up to a
predetermined number of other computer systems. To com-
municate, a computer system sends a message to each of the
connected systems. When a computer system receives a mes-
sage from another computer system, the receiving computer
system sendsor relays the message to other computer systems
accordingto the relay proceduresor rules for that peer-to-peer
relay network. Followingthe relay rules, the messages propa-
gate throughout the network to all the member computer
systems.

FIG. 1 showsa representation of one implementation of a
peer-to-peer relay network 100. A peer-to-peer relay network
can also be referred to as a “grid.” In FIG. 1, a group of 10 peer
systems 105, (also referred to as “peers”’) are connected
to form a peer-to-peer relay network. Each peer system 105is
a network-enabled game console, such as a PlayStation 2™
game console with a network adapter, as offered by Sony
Computer EntertainmentInc. The peer systems 105 are con-
nected directly (e.g., wired or wireless connections) or indi-
rectly (e.g., through an intranet or a public IP network such as
the Internet). In one implementation, the peer systems 105 are
connected using UDP or TCP connections. The peer systems
105 exchangedata to support a network environmentor activ-
ity, such as a chat environmentor an online game.

Each peer 105 also has a connectionto a central server 110,
such as a UDP or TCP connection through the Internet (the
connections to the server 110 are not shown in FIG. 1). The
server 110 is a server computer system providing centralized
services to the connected peer systems 105. In one implemen-
tation, the server provides an address directory of peer sys-
tems and tracks which peer systems are connected with
which. Examplesofother server services include, but are not
limited to: authentication, player matching, and tracking peer
system addresses. As described below, in some implementa-
tions, the server can support multiple independentor related
peer-to-peer relay networks. In one implementation, the
server supports multiple environments or worlds, dividing or
grouping clients into the environments andfiltering data
appropriately. In one implementation,the server includes one
or more aspects of the servers described in co-pending and
commonly assigned U.S. patent applications Ser. No. 10/211,
075 (‘Configuration Switching: Dynamically Changing
Between Network Communication Architectures”), filed 31
Jul. 2002, and Ser. No. 10/359,359 (“Multi-User Application
ProgrammingInterface”), filed 4 Feb. 2003, the disclosures of
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whichare incorporated herein by reference. In another imple-
mentation, the peers do not use a centralized server (e.g.,
building the grid through direct communication and relaying
data).

The network 100 has a connection limit of 3. The connec-

tion limit is set by the server and defines the maximum num-
ber of connections each peer 105 is permitted to have in the
grid. In another implementation, one peer (e.g., the peer
establishing the grid) sets or multiple peers negotiate the
connection limit. In FIG. 1, the connection limit is 3 and each
peer 105 has 3 connections. Peer systems A-J each have 3
connections to other peers (peer system 105, is also referred
to as peer system A or peer A). The network 100 is a 3-con-
nection peer-to-peer relay network so each peer 105 has 3
connections to other peers.

The peers 105 communicate by broadcasting messages
throughout the network 100. The peers 105 propagate the
messagesby relaying received messages to connected peers
105 according to the relay rules of the network 100. In this
implementation,the relay rules define that a peer 105 relays a
message to each of the peers 105 connected to the peer 105,
with two exceptions: (1) a peer 105 does not relay a message
that the peer 105 hasalready relayed, and(ii) a peer 105 does
not relay a message back to the peer 105 from which the
relaying peer 105 received the message. In one implementa-
tion, a peer 105 also does not relay a message to a peer 105
from which the relaying peer 105 has already received the
message (e.g., when the relaying peer 105 receives the mes-
sage from multiple peers 105 before the relaying peer 105 has
relayed the message). In other implementations, different or
additionalrules can be used. Therelay rules (and otherrules)
are established by theserver orare pre-set in the peer systems
(or their system software). In another implementation, the
rules can be modified dynamically, such as by propagating
messages with rule updates throughout the grid.

In one application of the network 100, the peers 105 are
playing a network game.In the course ofthe game,a peer 105
generates an update message reflecting actions or events
causedby the peer 105. For example, during the execution of
the gamesoftware on a player’s computer system (e.g., peer
A), the computer system generates update data to be used by
other players’ computer systems representing actions in the
gamesuch as movingor shooting(e.g., updating the position
of a player). For the update to be effective, each of the peers
105 needs to receive the update from the updating peer 105.
The peers 105 relay the update messages throughout the
network 100 to propagate the message to each peer 105.

In one example, peer A has an update to sendto the other
peers. Peer A builds an update message including the update
data, an identifier indicating peerA is the source ofthe update,
and a sequenceidentifier to differentiate this message from
others sent out by peerA and provide a relative sequence. Peer
A sends the message to its connected peers: B, C, D. Peer B
sends the message received from peerA to peers D and E. Peer
B does not send the message to peer A because peer B
received the message from peerA. Similarly, peer C sends the
message from peer A to peers G and H,and peer D sends the
message from peerA to peers B and G. Whenpeer B receives
the message from peer D, peer B doesnot relay the message
again because peer B recognizesthatthis is the same message
(using the identifiers of the message). Similarly, peer D does
not relay the message received from peer B. Assuming that
the connections between peers are substantially the same in
terms of the amount of time to transfer a message between
peers, in the next set ofrelays, peer E relays the message from
peer B to peers F andI, peer G relays the message from peer
C to peers D and F (or relays the message from peer D to peers
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C and F. depending on which messagearrivedat peerC first),
and peer H relays the message from peer C to peers ] and J. At
this time, every peer has received the update message from
peer A. However, peers F, I, and J have just received the
message, so these peers will relay the message. Peer F relays
the message from peerE to peers G and J (or from peer G to
peers E an J, whicheverarrivedfirst), peer I relays the mes-
sage from peer E to peers H and J (or from peer H to peers E
and J, whicheverarrivedfirst), and peer J relays the message
from peer H to peers F and I. By this time, all ofthe peers have
sent or relayed the message once. Because the peers will not
relay the same message again, the propagation of this mes-
sage ends.

In this way, the message propagates throughoutthe peer-
to-peer network 100. This propagation ofupdate information
among the peer systems 105 participating in the game sup-
ports the game and game environment. The peer systems 105
can distribute data throughoutthe network 100 without using
the centralized server 110 for distribution. In addition, each
peer 105 is not directly connected to every other peer 105,
saving resources. As a result, the grid 100 limits each peer’s
network bandwidth requirement(since it only needs to com-
municate with a limited numberofother clients) while allow-
ing data from any single client to quickly spread to every other
peer in the grid (e.g., using UDP sockets).

In other implementations, a peer-to-peer relay network
includes more or less peer systems and the network has a
different connection limit. Depending upon the number of
peers, the connection limit, and the rules for establishing
connections,notall peers may have all their connectionsfilled
and so there may be a peer (or more) with an available con-
nection.

In another implementation, the connection limit can vary.
Tn one implementation, the connection limit is specific to each
peer system, with some,all, or none of the peers having
different connection limits. Each peer sets its connection
limit, or is assigned a connection limit by a server. In one
example, peers X andY each have a connectionlimit of 5, and
peer Z has a connection limit of 4, and the remaining peers
each have a connectionlimit of 3. In another implementation,
the connection limit is dynamic. In this case, the server
adjusts the connection limit for the peers, such as based on
network performance (e.g., when network traffic is low, the
connection limit is low). In another implementation, one or
moreofthe peer systems each adjust their respective connec-
tion limit dynamically. Alternatively, the server adjusts the
connection limit for specific peer systems dynamically (e.g.,
adjusting some butnotall).

FIG. 2 showsa block diagram of one implementation of a
message 205. The message 205is built by a peer system to be
sent to other peers in a peer-to-peer relay network. For
example, referring to FIG. 1, when peer A has an update
message to send to the other peers, peer A builds a message
such as the message 205. The message 205 includes: address-
ing data 210, an origin identifier 215, a sequence value 220,
and payload data 230. The addressing data 210 includesnet-
work addressing information to send the message 205 from
the peer to anotherpeer. In one implementation, the address-
ing data 210 includes an IP address for the sending peer and
an IP address for the intended recipient peer. The origin
identifier 215 identifies the peer that built the message 205.
This identifier 215 indicates to peers throughoutthe peer-to-
peer relay network the origin of the message propagating
through the network. Using the origin identifier 215, a peer
receiving the message 205 can determine from which peer in
the network the message 205 originated. The sequence value
220 identifies the specific message 205 and providesrelative
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sequence information. Using the sequence value 220, a peer
receiving the message 205 can determine whethera particular
message has already been received and can determine the
order or sequence ofmessagessentfrom the peer indicated by
the origin identifier 215. The data 230 is the payload data for
the message 205. For an update message(e.g., ina game), the
payload data 230 is the update data to be usedbythe recipient
peers. In alternative implementations, different types ofmes-
sages can be used, and messages with different formats from
that shownin FIG.2 can be used(e.g., including different or
additional information). For example, a message can include
a file or part ofafile or frame of data such as a frame of game
data or a frameorpart of an audiofile being published to the
membersof the grid. The receiving peers could reconstruct
the whole file using the sequence value includedin each ofthe
messages. In another example, a message includes additional
identification information, such as an identifier indicating to
whichgrid the message belongsfor relaying by peers belong-
ing to multiple grids.

FIG. 3 showsa flowchart 300 of one implementation of a
peer relaying a message in a peer-to-peer relay network.
Initially, the peer is connected to one or more other peer
systemsin a peer-to-peer relay network.

Thepeerreceives a message from a sending peer through a
connection betweenthe peer and the sending peer, block 305.
The message includesan origin identifier, a sequence value,
and payload data (e.g., update data), as in the message shown
in FIG.2.

The peer selects connections to which to relay the received
message, block 310. The peer selects the connections from
the available connections of the peer according to the relay
rules for the peer-to-peer relay network. After applying the
relay rules, the peer may have selected some, none, orall of
the peer’s connections.

The peer relays the message to each of the selected con-
nections, block 315. The peer builds a message for each
selected connection. For each messageto send, the peer uses
the received message but updates the addressing information
as appropriate (e.g., changing the sender to the peer and the
recipient to the recipient peer for the connection). Accord-
ingly, the payload data remains the same. In another imple-
mentation, a peer can also add data to the message or change
data in the message. The peer sends the built messages to the
appropriate recipients.

FIG.4 showsa flowchart 400 of one implementation of a
peer relaying a message in a peer-to-peer relay network
accordingto a set of relay rules. The relay rules used in FIG.
4 are an example of oneset of relay rules. Other implemen-
tations can use different or additional relayrules. Initially, the
relaying peer is connected to N other peer systems in a peer-
to-peer relay network. For example, in the network shown in
FIG.1, peer D is connectedto3otherpeers (and so N=3 in this
case). The relay rules for FIG. 4 for relaying a messageare:

1. Do not relay the message twice
2. Do not relay the message back to the sender
3. Do not relay the messageto the origin peer
4. Relay the messageto the peers on the connectionsavail-

able after applying rules 1 and 2
The relaying peer receives a message, block 405. The

relaying peer determines whether the relaying peer has
already received this message, block 410. The relaying peer
compares identification data for the message with data stored
by the relaying peer for messages already received. In one
implementation, each peer maintains a received message
table of origin identifiers and sequence values for messages
that have been received. The relaying peerretrievesthe origin
identifier and sequence value from the received message and
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compares this information with data stored in the relaying
peer’s received messagetable. Ifthe relaying peer determines
that the relaying peer has previously received this received
message(e.g., the peer finds an entry in the received message
table storing the origin identifier and sequence value of the
received message), the relaying peer does not relay the
received message. In another implementation, the relaying
peer checks to determine if the relaying peer has previously
relayed the received message.

If the relaying peer determines that the relaying peer has
not previously received this message, the relaying peer
records that the message has been received, block 412. In one
implementation, the relaying peer adds an entry to the relay-
ing peer’s received messagetable forthe origin identifier and
sequence value of the received message.If the table already
has an entry forthis origin identifier and sequence value, the
relaying peer does not changethetable.

After recording that the message has been received, the
relaying peersets a counter, block 415. The relaying peer uses
the counter to step through each ofthe relaying peer’s avail-
able connections. In one implementation, the relaying peer
sets an integer counter i to 1.

The relaying peer determines whether the relaying peer
received the message from the peer connected to the connec-
tion indicated by the counter, block 420. The received mes-
sage includes addressing information indicating the sender of
the received message. The counter indicates a connection and
so indicates a connectedpeer andthatpeer’s addressing infor-
mation. For example, peer D in FIG. 1 has 3 connections and
peer D has assigned a numberto each connection: peer A is
connected to connection 1, peer B is connected to connection
2, and peer G is connected to connection 3. So, when the
counteriis 1, peer D checks to see ifthe received message was
sent by peer A by comparing the addressing information (the
sender) for the received message with the addressing infor-
mation for peer A stored by peer D.If the received message
was sent to the relaying peer by the peer connected to the
connection indicated by the counterthe relaying peer does not
relay the messageto that peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter,
the relaying peer determines whether the peer connected to
the connection indicated by the counter is the origin peer
system for the received message, block 422. The received
message includes information indicating the peer that is the
origin of the received message (the peer that generated the
data of the messageoriginally, recall the origin identifier 215
of FIG. 2). If the peer connected to the connection indicated
by the counter is the origin peer system for the received
messagethe relaying peer does not relay the message to that
peer.

Ifthe received message wasnotsentto the relaying peer by
the peer connected to the connection indicated by the counter
and the peer connected to the connection indicated by the
counteris not the origin peer system for the received message,
the relaying peer relays the message to that connected peer,
block 425. The relaying peer builds a message for the indi-
cated connection. The relaying peer makes a copy of the
received message and updates the addressing information as
appropriate (e.g., changing the senderto be the relaying peer
and the recipient to be the connected peer connected to the
indicated connection). Accordingly, the payload data remains
the same. The relaying peer sends the built messages to the
connected peer through the indicated connection.

The relaying peer determines whetherall the connections
have been checked, block 430. The relaying peer compares
the counter to the number of connections established by the



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 270 of 549 PageID #: 40046

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 270 of 549 PagelD #: 40046

US 7,627,678 B2
9

relaying peerin the peer-to-peer relay network. For example,
the relaying peer comparesthe counteri to the value ofN (the
number of connections held by the relaying peer). If the
relaying peer has checked all the connections, the relaying
peer has completed relaying for this received message.

Ifthe relaying peer has not checkedall the connections, the
relaying peer increments the counter, block 435. For example,
the relaying peersets the counteri to be i+1. After increment-
ing the counter, the relaying peer determines whether the
relaying peer received the received message from the peer
connected to the connection indicated by the incremented
counter, returning to block 420.

Asnoted above, in other implementations, different, addi-
tional, or fewer relay rules can also be used. In one imple-
mentation, the relaying peer does relay the message back to
the sender(e.g., so the sender can confirm that the relaying
peer did not changethe data). In another implementation,the
relaying peer does not relay the message to the peerthat is
indicated as the origin ofthe message(e.g., as indicated by the
origin identifier of the message). In another implementation,
the relaying peer doesnotrelay the same messageto the same
connected peer again. In another implementation,the relay-
ing peer selects a subset ofthe available connectionsto relay
the message, such as selecting the peers with the lowest and
highest response times. In another implementation, each peer
relays the messageto all the peer’s connected peers subject to
a hop count stored in the message so that the message will
only be relayed a certain numberoftimes. In another imple-
mentation, a peer relays the same message a limited number
of times (more than once).

FIG. 5 shows a flowchart 500 of one implementation of
establishing a peer-to-peer relay network. Initially, a peer
system and a server are deployed, such as peer A and the
server 110 in FIG. 1. The peer system opens a connection to
the server, block 505. The peer system is connecting to the
server to establish a peer-to-peer relay network (or grid) and
can be referredto as an “establishing peer.” The connection to
the server can be direct or an indirect network connection.In

one implementation, the peer is assigned to or joins and
registers ina subsection ofthe space or one ofmultiple worlds
or environments maintained by theserver. The server authen-
ticates the peer before allowing the peer to interact further.
The peer system submits a create grid request to the server,
block 510. The create grid request indicates the peer’s iden-
tification information and that the peer is requesting the server
to establish a new peer-to-peer relay network. In one imple-
mentation, the request also includes conditions that the peer
requests the server to apply (e.g., restrictions on joining the
grid). In another implementation, the request indicates a con-
nection limit andaset of rules for use in the grid (e.g., relay
rules and connection rules). The server registers the new grid,
block 515. The server maintainstablesorlists ofdata tracking
the established grids. The server creates a new table for the
new grid and addsthe requesting peer to the table. The server
sends confirmation to the peer that the grid has been estab-
lished, block 520. The confirmation includes any identifica-
tion or access information the peer needs to accessthegrid. In
one implementation, the confirmation includes the connec-
tion limit andthe rules for the grid (e.g., relay rules).

FIG. 6 shows a flowchart 600 of one implementation of
connecting a peerto a peer-to-peer relay network.Initially, a
peer-to-peer relay network has been established by a peer and
server, such as peer A andthe server 110 in FIG.1.

A peer system connects to the server, block 605. The peer
system is connecting to the serverto join a peer-to-peer relay
network (or grid) and can be referred to as a “new peer” or
“Joining peer.” The connectionto the server can be direct or an
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indirect network connection. In one implementation, the peer
is assignedto orjoins and registers in a subsection ofthe space
or one of multiple worlds or environments maintained by the
server. The server authenticates the peer before allowing the
peer to interact further.

The peer selects a grid from the available grids of the
server, block 610. In one implementation, the peer requests a
list of available grids and selects from that list. In another
implementation, the server supplies the list of available grids
automatically when the peer connects to the server. In one
implementation, the server provides a list of available grids
for the world in which the peer has registered. The server can
also provide additional information to assist in the selection
(e.g., which peers are already members of each grid). The
peer submitsthe grid selection to the server.

The server sends the addresses of the peers that have
already joined the selected grid, block 615. The addresses
indicate how to communicate with the grid members(e.g., IP
addresses). The addresses are for establishing peer connec-
tions with the grid members, not connections through the
server. If the selected grid has restricted access and the new
peer is not permitted to join the selected grid, the server does
not provide the addresses to the peer andoffers to let the peer
select a different grid. In one implementation, the server
provides the connection limit and rules for the selected grid
with the addresses to the new peer.

The new peer sends a join message to each of the grid
members, block 620. The join message indicates the address
ofthe new peerandthatthe peer is new to the grid. In another
implementation, the new peer sends a connection available
message indicating the peer’s address and the number of
connections the peer has available (similar to when a peer
loses a connection, as described below). In another imple-
mentation, the new peer sends ajoin message to one grid
memberand that grid member beginsto relay the join mes-
sage through the grid.

The grid members receive the join message and each sends
a join response back to the new peer, block 625. Ajoin
response indicates whetherthe responding peerhas any avail-
able connectionsor not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message anduse that address to
send the join responses. The new peer receives the join
responses.

The newpeerselects which of the grid members to which
to connect, block 630. The new peeruses a set of connection
rules to select peers for connection. For example, in one
implementation, the new peer selects from the peers sending
positive responses a numberof peers up to the connection
limit for the grid in the order the positive responses were
received by the new peer(e.g., for a connection limit of 3, the
new peer selects the peers corresponding to the first three
positive responses received). Different implementations can
use different sets ofconnection rules. The new peerstores the
response times for each of the selected peers. In another
implementation, the new peerstores the response timesforall
the responses(positive and negative).

After selecting the peers for connection, the new peer
opens connectionsto the selected peers, block 635. The new
peer sends a connection request to each of the selected peers
and the selected peers confirm the request, opening the con-
nections (unless connections have become unavailable for the
selected peers). The connections between peers can be direct
or indirect (e.g., across a network,such as the Internet). In one
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implementation, when peers open a connection, each peer
informsthe server of the connection.

In another implementation, the server facilitates joining the
grid by forcing one or more connections. The server can cause
one peer to close a connection and open a connection to
another indicated peer. The server can also cause a peer to
close one or moreof its connections.

FIG. 7 shows a flowchart 700 of one implementation of
selecting peers for joining a peer-to-peer relay network, such
as in block 630 of FIG.6. Initially, a new peer has selected a
grid and sent out join messages to the memberpeers of that
grid. The new peerhas received join responses back from the
memberpeers.

The new peer selects the peer corresponding to the first
received positive response, block 705. This positive response
wasreceived before the others and representsthe fastest avail-
able connection. The newpeerselects the peer corresponding
to the last received positive response, block 710. This positive
response was received after the others and represents the
slowest available connection. To determine which responseis
last, the new peer waits until all responses have been received
or for a defined period of time and then declares the last
received in that period to be the last. The new peer randomly
selects peers from the remaining positive responses until the
new peerhas selected a numberofpeers equal to the connec-
tion limit, block 715. These selections support an even distri-
bution of fast and slow connections through the grid.

Asnoted above, in various implementations, different or
additional connection rules can be used. In one implementa-
tion, the new peer selects the peers for the first and last
positive responses and then selects the peers corresponding to
positive responsesin increasing order of response time (after
the first). In another implementation, the new peer selects
peers as the responsesarrive (e.g., reserving one space for the
last received positive response), rather than waiting to begin
selecting peers. In another implementation, the new peer
selects peers using a response time threshold (e.g., do not
select peers with a response time above some limit). In
another implementation, the new peer selects peers based on
characteristics ofthe peers (using information providedin the
join responses), such as storage capacity, processing speed,
access levels, or available functions.

In one implementation, a peer system classifies the con-
nections accordingto the selection process used for selecting
those connections. For example, a peer stores information
indicating which of the open connections correspondsto the
join response received with the lowest response time and
which of the open connections corresponds to the join
response received with the highest response time. As connec-
tions are adjusted for peers disconnecting and new peers
joining the grid, the peer can adjustthe stored classifications
of connections.

In another implementation, the new peerusesthe server to
assist in opening connections. In one implementation, the
server providesa list of grid members with available connec-
tions and those memberpeers’ addresses. The new peer sends
the join messagesdirectly to the indicated grid members.

If there are fewer positive responses than the connection
limit, the new peer will have remaining available connections.
In one implementation, the new peer can force anotherpeer to
close an established connection and open a connection with
the new peer.

FIG. 8 shows a flowchart 800 of one implementation of
forcing a peer to give a connection to a new peerin a peer-to-
peer relay network. Initially, a new peer has selected a grid
and sent out join messages to the memberpeersof that grid.
The new peer has received join responses back from the

20

25

40

45

60

65

12

member peers. However, after selecting the peers for all the
positive responses, the new peerstill has available connec-
tions.

The new peer selects a peer corresponding to a negative
response, block 805. The new peerselects a negative response
using the same connection rules for positive responses(e.g.,
the first received negative response according to the rules
from FIG.7). Alternatively, the new peeruses a different set
offorce connection rules. The new peer doesnot select a peer
to which the newpeeris already connected.

The new peer sends a force connection request to the
selected peer, block 810. The force connection request indi-
cates that the new peerhasat least one available connection
(or specifically how many) and that the recipient peer is to
open a connection with the new peer.

The new peerreceives the force connection request and
selects a connection to close, block 815. The recipient peer
selects a connection to close using the connection rules in
reverse. For connection rules based on response time, the
recipient peer uses the stored response times from join
responses (and connection available responses, as described
below). In one implementation, to select among randomly
selected peers, the recipient peer selects the last peerselected,
or again randomly selects a peer. In another implementation,
the recipient peer uses a different set of forced disconnection
rules.

The recipient peer closes the selected connection, block
820. The recipient peer sends a close message to the peer
connected to the selected connection and the two peers close
the connection. The peer connected to the selected connection
now has an available connection and sends out a connection

available messageto the grid, as described below.
The recipient peer sends a confirmation to the new peer,

and the two peers open a new connection, block 825. The new
peer now hasoneless available connection. If the new peer
has more available connections, the new peer repeats the
process, returning to block 805 to select another negative
response.

In another implementation, the new peer does not force
another peer to open a connection unless the new peerhasat
least two available connections. Alternatively, a different
threshold can be used (e.g., three). In another implementa-
tion, the new peer sends a force connection message when the
new peer does not have at least some number of connections
(a connection floor).

In another implementation, the recipient peer for a force
connection messagehasthe option to decline (e.g., depending
on network load balancing). If declined, the new peerselects
another peer to which to send a new force connection mes-
sage.

In another implementation, if a new peer has two or more
available connections and is sending a force connection mes-
sage, the new peer includes information in the message indi-
catingthatthe new peerhas two available connections. When
the recipient peer has selected a connection to close, the
recipient peer indicates to the connected peerfor the selected
connection (the remote peer) that the new peer has another
available connection (and includes the address of the new
peer if appropriate). After the recipient peer has closed the
connection with the remote peer, the remote peer sends a
connection available messagedirectly to the new peer (unless
the new peer is already connected to the remote peer). The
new peer opens a new connection with the recipient peer
(selected by the new peer) and another new connection with
the remote peer (selected by the recipient peer). In this way,
the new peer can quickly establish two connections. If the
newpeerstill has another two available connections, the new
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peer can again send a force connection message indicating
twoavailable connections to another selected recipient peer.

Whenapeer system disconnects from anotherpeer system,
each of the peers then has an available connection. If one (or
both) of these peersis still in the grid (i.e., has not discon-
nected from the grid), the peer sends out a connection avail-
able message to the peer’s remaining connected peers to be
relayed through the grid to all the other peers in the grid.

FIG. 9 shows a flowchart 900 of one implementation of
disconnection in a peer-to-peer relay network.Initially, a peer
system (the disconnected peer) is connected to at least two
other peer systemsin a peer-to-peer relay network.

The disconnected peer becomes disconnected from one of
the peers to which the disconnected peer was initially con-
nected, block 905. The disconnection can occur because of a
voluntary disconnection on either end or a failure in the
connection itself (e.g., part of the path between the peers
fails). For example, a voluntary disconnection can occur
whenthe peer determines that a connected peer is non-re-
sponsive (as described below) or whenthe peer is forced to
open a connection with a new peer(as described above). In
one implementation, the server can cause a peer to close one
or more connections resulting in corresponding disconnec-
tions.

The disconnected peer sends a connection available mes-
sage to the peers remaining connected to the disconnected
peer, block 910. The connection available message indicates
that the disconnected peer now has an available connection.
In another implementation, the connection available message
indicates the number of connections the peer has available.

The peers connected to the disconnected peer relay the
connection available message, block 915. The peers in the
grid send connection available responses back to the discon-
nected member, block 920. A connection available response
indicates whether the responding peer has any available con-
nections or not. A positive response indicates that the
responding peer has an available connection. A negative
response indicates that the responding peer does not have an
available connection. The responding peers record the new
peer’s address from the join message and usethat address to
send the join responses. Alternatively, the responding peers
send the responses back through the grid to be relayed to the
disconnected peer. The disconnected peer receives the con-
nection available responses.

The disconnected peer selects one of the grid members to
which to connect, block 925. The disconnected peer uses the
connection rules to select a peer for connection, but the dis-
connected peer does not select a peer to which the discon-
nected peeris already connected. For example, in one imple-
mentation, the disconnected peer uses the response times of
the connection available responses and the stored response
timesofthe peers still connected to the disconnected peers to
select a peer to replace the lost connection. Different imple-
mentations can use different sets of connection rules. The

disconnected peer stores the response time for the selected
peer. In another implementation, the disconnectedpeerstores
the response times for all the responses (positive and nega-
tive). In one implementation, the disconnected peer does not
select a peer from which the disconnected peer has discon-
nected within a certain time period.

After selecting a peer for connection,the disconnected peer
opens a connection to the selected peer, block 930. The dis-
connected peer sends a connection request to the selected
peer and the selected peer confirms the request, opening the
connection (unless the connection has become unavailable
for the selected peer). The connections between peers can be
direct or indirect (e.g., across a network, such asthe Internet).

20

25

40

45

50

60

65

14

Tn one implementation, the connected peers send an update to
the server confirming the connection.

Similar to the implementation described abovefor joining
a grid referring to FIG. 8, in one implementation, if the
disconnected peer still has an available connection after
attempting to open a connection using a connection available
message(e.g., because all the connection available responses
were negative), the disconnected peer can send out a force
connection message, as described above.

In another implementation, the disconnected peer uses the
server to assist in opening a new connection. In one imple-
mentation, the server provides a list of grid members with
available connections and those memberpeers’ addresses.
The disconnected peer sends the connection available mes-
sages directly to the indicated grid members.

The peer systems in the grid maintain the grid by periodi-
cally polling one another. In one implementation, connected
peers send each other messages periodically to confirm the
connection and the connected peeris still functioning.

FIG. 10 showsa flowchart 1000 of one implementation of
maintaining a peer-to-peer relay network.Initially, multiple
peer systems are connectedin a grid.

A peer sends a maintenance message to each of the peers
connectedto that peer, block 1005. The maintenance message
is a requestfor the recipient to provide a confirmation that the
maintenance message wasreceived. In one implementation,
the peer sends a ping message(or pings) each connectedpeer.
The peer evaluates the responses received to the maintenance
messages, block 1010. The peer determines whether the
responsesare satisfactory or not. In one implementation,if a
response is not received from a connected peer, the peer
determines that the connection for the peer has failed (either
because of the connection or because of the connected peer).
If a response is not received before a time limit has expired,
the peer determinesthat the connectionfor the peerhas failed.
The peer closes the connections for any connections the peer
has determined have failed, block 1015. The peer sends a
close connection request to the connected peer on a failed
connection. When the peer receives confirmation, the peer
closes the connection. If the peer cannot communicate with
the connected peer on a failed connection or doesnot receive
confirmation within a time limit, the peer closes the connec-
tion without confirmation. In another implementation, a peer
waits to close a connection until the connection has been

noted as failed for a period of time or numberoffailures. In
one implementation, the peer sends an update to the server
confirming any closed connections.

If the peer has closed any connections, the peer has volun-
tarily disconnected from one or more peers and sends out
appropriate connection available messages(e.g., as described
abovereferring to FIG. 9).

In another implementation, the peers use the server to
evaluate failed connections. For example, when a peer deter-
minesthat a connection hasfailed, the peer sends a request to
the server for assistance. The server sends a message to the
peer at the other end of the failed connection to confirm
whether the peer has failed or the connection failed. The
server then informsthe peers to facilitate opening new con-
nections or adjusting the network as appropriate.

FIGS. 11-18 illustrate an example of one implementation
of building, adjusting, and maintaininga grid.

In FIG. 11, a peer system 1105, (peer A) has established a
peer-to-peer relay network (grid) 1100 using a server 1110
(the connection between peer A and the server 1110 is not
shown). The connection limit for this grid is 3, so peer A has
three available connections. In FIG. 12, a second peer system
1105,, (peer B) has joined the grid 1100. When peerB joins,
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peer B sends a join message to peer A and peer A sends a
positive join response to peer B. Peer A and peer B open a
connection.

In FIG. 13, two more peer systems 1105, and 1105,, (peer
C and peer D) have already joined the grid 1100. Each ofthe
four grid members peers A-D has established three connec-
tions with the other peers in the grid 1100. A new peer system
1105,. (peer E) joins the grid. However, when peer E sends a
join message to the other peers, all the join responses are
negative because each of peers A-D already have the maxi-
mum number of connections permitted by the connection
limit for the grid 1100. In FIG. 14, peer E has forced a
connection to be opened. Peer E selects peer B from among
the negative responses(e.g., because peer E received peer B’s
responsefirst) and sends a force connection message to peer
B. Peer B selects peer D to close a connection and closes the
connection with peer D. Peer B confirms the connection with
peer E and peers B and E open a new connection. When peer
B closes the connection with peer D, peer D has an available
connection. Peer D sends a connection available message to
peers A and C andthe peers relay the message throughoutthe
grid 1100. Peers A, B, and C do not have available connec-
tions and so send negative responsesto peer D. Peer E has two
available connections and sendsa positive response to peer D.
Peer D opens a connection with peer E. Peer E still has an
available connection and so sends out a connection available

message. However, all the responses are negative. Peer E has
twoestablished connections and only has one available con-
nection, so peer E does not force another connection to be
opened.

In FIG. 15, peer A disconnects from the grid 1100. Peer A
was connected to each of peers B, C, and D. When peer A
disconnects, peers B, C, and D each have an available con-
nection. Peers B, C, and D send out connection available
messages and peers B, C, D, and E each send positive
responses. After evaluating the responses to the connection
available responsesand eliminating peersfor already existing
connections, the peers B-E establish connections as shown in
FIG. 16. Each of peers B-E now has three connections.

In FIG. 17, three new peer systems 1105,, 1105,, and
1105,, (peers F, G, and H) have joined the grid 1100 and
established connections. As part of the regular activity to
maintain the grid, the peers B-H each send ping messagesto
their connected peers. For example, peer B pings peers D, FE,
and G on a regular basis. Peer D does not provide a satisfac-
tory response to peer B for peer B’s ping message(e.g., the
response from peer D is too slow or doesnotarrive at peer B).
In FIG. 18, peer B has closed the connection peer D. When
peer B closes the connection, peer B and peer D haveavail-
able connections. Peers B and D send out connection avail-

able messages to be relayed through the grid 1100. Peer B
receives positive responses from peers G and D.Peer B is
already connected to peer G so will not select peer G for a new
connection. Peer B just disconnected from peer D for a failed
connection and sowill notselect peer D for a new connection.
Peer B does not open a new connection (peer B has two open
connections and only available connection,so peer B does not
attempt to force a connection, though in another implemen-
tation peer B may). Peer D receives positive responses from
peers B and G.Peer B just disconnected from peer D for a
failed connection so peer D will not select peer B for a new
connection (or peer B would refuse a new connection
request). Peer D selects peer G and opens a connection to peer
G.

In the examplesillustrated in FIGS. 11-18, the peers of the
grid 1100 open and close connectionsto build and adjust the
grid without relying on the server 1110 to manage the con-
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nections (though the server 1110 does assist in providing a
new peer with the addresses of the current memberpeers of a
grid).

Redundancy Lists
In one implementation,the peers in a grid reduce redundant

messagetraffic by avoiding sending messages determined to
be redundant based on current paths in the grid.

In this implementation, each peerin the peer-to-peer relay
network stores a redundancy list. The redundancylist of a
peer indicates other peers to which the peer will not send
messages that originated from a designated peer. Accord-
ingly, each entry in the redundancylist indicates an origin
peer and a destination peer (connected to the relaying peer).
Whena peerreceives a messagethat indicates an originating
peer that is in the peer’s redundancylist, the peer will not
relay that message to the connected peer indicated by the
corresponding entry in the redundancylist. In another imple-
mentation, the peers can turn on and turn off the redundancy
list functionality (e.g., at the request of a server, such as after
determining a security problem hasarisen).

FIG. 19 showsa flowchart 1900 of one implementation of
building a redundancylist in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay network.A recipient peer is connectedto at least
twoother peers.

The recipient peer receives a redundant message from con-
nected peer, block 1905. The redundant message is redundant
because the recipient peer has already received the same
message. The recipient peer identifies the redundant message
as being the same using informationin the received message.
As described above, in some implementations, each peer
maintains a list of messages received to avoid relaying the
same message twice. The recipient peer can also usethis list
to recognize a redundant message.

The recipient peer builds a redundancy update message,
block 1910. The recipient peer includes in the redundancy
update message the information identifying the origin of the
message and information identifying the recipient peer. For
example, the recipient peerretrieves the origin identifier from
the redundant message (e.g., recall the message shown in
FIG. 2) and stores the origin identifier in the redundancy
update message.

The recipient peer sends the redundancy update messageto
the sender of the redundant message, block 1915. The redun-
dant message includes in its address information address
information for the sender of the redundant message.

The sender of the redundant message receives the redun-
dancy update message and updates the redundancylist for the
sender, block 1920. The senderretrieves the information from
the redundancy update message identifying the origin of the
redundant message and the recipient of the redundant mes-
sage (the recipient peer). The sender adds an entry to the
sender’s redundancylist indicating that the sender should not
send a message originating from the indicated origin to the
recipient peer.

For example, referring to the grid 100 showninFIG.1, peer
B receives messages originating from peer C from each of
peers A, D, and E. Assuming peer B receives the message
originating from peer C from peerAfirst, the messagesorigi-
nating from peer C received from peers D and E are redundant
messages. Peer B builds redundancy update messages to send
to peers D and E indicating peer C as the origin and peer B as
the recipient. Peer B sends the redundancy update message to
peer D. Peer D updates its redundancylist to indicate that peer
D is not to relay messages originating from peer C to peer B.
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Peer E receives a similar redundancy update message from
peer B andalso updates its redundancylist in a similar way.

As peers connect and disconnect to and from the grid, the
paths between clients change and so redundancy lists can
become inaccurate. Accordingly, when a peer disconnects
from the grid, the remaining peers update redundancylists.

FIG. 20 showsa flow chart 2000 of one implementation of
updating redundancylists for a disconnecting peer in a peer-
to-peer relay network. Initially, multiple peers systems are
connected to form a peer-to-peer relay network. A discon-
necting peer is connectedto at least two other peers.

The disconnecting peer disconnects from the grid, block
2005. The peers previously connected to the disconnecting
peers are now disconnected peers. Each of the disconnected
peers follows the same process below.

The disconnected peer builds a clear redundancy message,
block 2010. The clear redundancy messageindicates infor-
mation identifying the disconnected peer. The disconnected
peer sends the clear redundancy message to the peersstill
connected to the disconnected peer, block 2015. A peer that
receives the clear redundancy message from the disconnected
peer updatesits redundancylist, block 2020. The peer receiv-
ing the clear redundancy message removes entries in the
peer’s redundancy list affecting relaying messages to the
disconnected peer indicated by the clear redundancy mes-
sage.

Returning to the example described above referring to
FIGS. 1 and 19, peer D has an entry in its redundancylist
indicating that peer D should not relay messagesoriginating
from peer C to peer B. If peer A disconnects from the grid,
peer B recognizes the disconnection of peer A and builds a
clear redundancy message. Peer B sends a clear redundancy
message to peers D and E. Peer D receives the clear redun-
dancy message from peer B andclears the entry in peer D’s
redundancylist indicating that peer D should not relay mes-
sages originating from peer C to peer B. Accordingly, the next
time that peer D receives a message originating from peer C,
peer D will once again relay message to peer B. Peer E
updates its redundancylist similarly.

Multiple Grids
In one implementation, a peer system can belong to mul-

tiple peer-to-peer relay networks. Each grid can be related or
independent. The connections established according to each
grid can be independent. Accordingly, a peer can be con-
nected to one peer in one grid but not in another (even though
the two peers are both in both grids). In one implementation,
if two peers are connectedin twogrids,the peers use a single
connection. A message includes information indicating to
which grid the message belongs. A peer relays a received
message according to the connections established corre-
sponding to the indicated grid for the message.

In one implementation, the members of a peer-to-peer
relay network can create sub-networks within the peer-to-
peer relay network. In this case, each of the members of a
sub-networkis also a memberofthelarger grid. For example,
a peer-to-peer relay networkincludesall the players in a game
as peer systems and each team (including sub-setsofthe total
players) has a sub-network of peer systems(e.g., for private
communication in the game).In this way, the peers can estab-
lish a multi-channel environment for desirably distributing
and receiving data.

In another implementation,the peer-to-peer relay networks
are independentbut share one or more memberpeer systems.
For example, a group of peers can establish a grid to support
a lobby or chat environment and another group of peers
including at least one peerof the first group can establish a
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grid to support a particular game.In another example, a group
of peers form a grid for a clan (organization) and some of
those peers join or create other grids to play games.

For example, in an online environment, all the peers in the
environment are connected to a single main grid. The main
grid is for general announcements and general services. Peers
create, join, and leave additional smaller grids to access
online services suchas chat roomsor games. Peers can use the
main grid to communicate before a smaller grid has been
established, such as when a new peer wants to join a grid
(rather than using a server). Becauseall the control messages
can be broadcast through the main grid, every peer can inde-
pendently maintain a list of available grids and a list of active
peers in each grid. In one implementation,the peers do not use
a centralized server.

FIG. 21 showsa flow chart 2100 of one implementation of
relaying a message from a peer system that belongs to mul-
tiple grids. Initially, multiple peers systems are connected to
form two peer-to-peer relay networks. A relaying peer is a
member of both grids, and has respective connections and
relay rules for each grid.

The relaying peer receives a message, block 2105. The
messageincludesa grid identifier indicating to which grid the
message belongs.

The relaying peerselects the grid indicated by the received
message, block 2110. Each grid has a respective set of con-
nections and a respective set of relay rules. By selecting a
grid, the relaying peer selects a set of connections to use and
a set ofrelay rules to use for relaying the received message.

The relaying peer selects connections according to the
selected grid and the correspondingrelay rules, block 2115.
Using the relay rules for the selected grid, the relaying peer
select any appropriate connections for relaying the received
message.

The relaying peer sends the received message to the
selected peers, block 2120. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

Spectators
In one implementation,the peers in a gridare classified as

participants or spectators. A participant peer generates new
messages to be relayed throughout the grid. A spectator peer
does not generate new messages and acts as a pass-through
nodein the grid. Both participants and spectators relay mes-
sages to their connected peers accordingto the relay rules of
the grid. In someapplications, there may be many spectators
for each participant. In one implementation having multiple
participants, each participant has a connection to at least one
other participant.

In one example, a group ofparticipants play an online game
while spectators watch (observing data without changing the
gamedata). The numberof spectators can be very large (e.g.,
thousands). Other examples include performances (e.g.,
music), speeches, and teaching. In some applications,
because the peers handle distribution by relaying data, the
load on a server for distribution does not always increase as
the numberof spectators increases.

In one implementation, when a peer joins a grid, the peer
joins the grid as a participantor as a spectator.Ifthe peerjoins
the grid as spectator, the peer is not authorized to create new
messages and send the new messages into the grid to be
relayed throughout the grid. If a spectator generates a new
message and sends the new messageto the peers connected to
the spectator, the peers receiving the new message from the
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spectator will not forward or relay the received message. In
one implementation, someorall of the spectators could form
another related grid as participants (e.g., to discuss a game
being watched inthefirst grid).

FIG. 22 showsa flow chart 2200 of one implementation of
relaying a message in a grid supporting spectators and par-
ticipants. Initially, multiple peers systems are connected to
form a peer-to-peer relay network supporting participants and
spectators. Each of the peers systemsstoresa list of the peers
that are participants. In one implementation, the participant
peers periodically broadcast messages indicating which peers
are participants. In another implementation, the server facili-
tates identifying the participants.

A relaying peer receives a message, block 2205. The mes-
sage includes an origin identifier indicating the peer that
created the message.

The relaying peer confirmsthat the origin of the received
messageis a participant peer, block 2210. The relaying peer
stores a list of participant peers. The relaying peer compares
the peer identified as the origin of the received message with
the list of participant peers. Ifthe origin peer for the received
messageis not a participant(i.e., is a spectator), the relaying
peer does not relay the received message.

If the origin peer for the received messageis a participant,
the relaying peer selects connections according to the relay
rules for the grid, block 2215. Using the relay rules, the
relaying peer selects any appropriate connectionsfor relaying
the received message.

The relaying peer sends the received message to the
selected peers, block 2220. Before relaying the message, the
relaying peer adjusts the received message for each selected
peer, such as by updating the address information for the
received message to indicate the received message is being
relayed from the relaying peer to the selected peer.

In another implementation, the spectators are not in the
same grid as the participants. The spectators form a parallel
spectator grid linked to the participant grid. The spectators
receive data from the participants and relay the data in the
spectator grid. The link(s) betweenthe grids can be provided
by a server or gateway, or by connections between selected
peers from each grid.

In another implementation, a spectator can be a conditional
spectator. A conditional spectator can request permission to
generate data to be relayed throughoutthe grid. If the spec-
tator has received permission, the spectator can send a mes-
sage that the peers in the grid will relay (e.g., the message
includes an authorization flag). The permission can be
granted by a server, by a selected peer as a moderator, or by
the participants (one or more). For example, in a teaching
environment, the participantis the lecturer and the spectators
can request permission to ask questionsthat will be relayed to
all the peers.

Island Recovery
In one implementation, the server and peers in a peer-to-

peer relay network support adjusting connections in the grid
to avoid or recover from the formation of islands. An isolated

groupofpeers in a grid is referred to as an island. Islands can
form in a grid when multiple peers disconnect substantially
simultaneously. In the disconnection process described
above, the remaining peers send messages indicating avail-
able connections, however, with multiple concurrent discon-
nections, the remaining peers may form isolated groupsin the
grid. Peers in one island cannot send messages to peers in
another island because there is no peer-to-peer connection
between the islands. The server detects the formation of

islands and interacts with peers to remove the islands.
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FIG. 23 showsa flow chart 2300 of one implementation of
detecting islands in a grid.Initially, multiple peer systems are
connected to form a peer-to-peer relay network or grid. When
the peers open and close connections, or become discon-
nected, peers inform the server for the grid of the changing
connections. In this way, the server tracks all of the connec-
tions in the grid. The server also maintains an orderedlist of
the peers in the grid.

The server sets an island counter, block 2305. The island
counter represents the numberofislands. In one implemen-
tation, the server sets a counteri to be 1.

The server selects a starting peer, block 2310. When the
island counter is one, the server selects the first peer in the
ordered list of peers as the starting peer. When the island
counter is greater than one, the server selects as the starting
peer the most recently found unmarked peer (as described
below).

The server marks each peer connectedto the starting peer
as belonging to the sameisland as the starting peer, block
2315. The server marks peers connected directly to the start-
ing peer and connectedindirectly to the starting peers through
other peers (e.g., progresses from the starting peer to con-
nected peers and peers connected to those connected peers
and so on). The server marks a peer with the current value of
the island counterto indicate to which islandthe peer belongs.

After marking all of the peers connected to the starting
peer, the server determines if there is an unmarked peer
remaining in the grid, block 2320. In one implementation, the
server progresses through the ordered list of peers searching
for an unmarkedpeer.

If the server finds an unmarkedpeer, the server increments
the island counter, block 2325. The server increments the
island counter to indicate that an additional island has been

detected. After incrementing the island counter, the server
returns to block 2310 anduses the found unmarkedpeeras the
starting peer.

If the server does not find an unmarked peer, the server
determines the number ofislands detected, block 2330. The
server has incremented the island counter for each detected

island, and so the island counter represents the number of
islands detected. If the island counter is equal to one, a single
island has been found and so the grid is not divided into
multiple islands. If the island counter is greater than one,
multiple islands have been found andthe grid is divided into
islands.

FIG. 24 showsa flow chart 2400 of one implementation of
removing islands in a peer-to-peer relay network. Initially,
multiple peers systems are connected in a peer-to-peer relay
networkorgrid. The grid has becomedivided into two islands
ofpeers, where the peers in one island do not have a connec-
tion path to the peers in the other island. The server has
detected the two islands, such as by using the process shown
in FIG. 23.

Theserverselects a peer from each island, block 2405. The
server can select the first island peer and the second island
peer in various ways. In one implementation, the server
selects a peer that has an available connection. In another
implementation, the server selects a peer from an island at
random.

If the first island peer does not have available connections,
the server sends a close connection messageto thefirst island
peer to close a connection, block 2410. Thefirst island peer
receives the message from the server and selects a connection
to close in the same wayas a peer selects a connection to close
when receiving a force connection message, as described
above. Thefirst island peer closes a connection and so has an
available connection.
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The server sends an initiate force connection message to
the first island peer, block 2415. The initiate force connection
message includes the address of the second island peer. The
first island peer receives the message from the server and
sends a force connection message to the secondisland peer.

The secondisland peer receives the force connection mes-
sage from thefirst island peer, selects a connection to close,
and closes the selected connection, block 2420. The second
island peer selects the connection to close in the same way as
described abovefor the recipient of a force connection mes-
sage. If the second island peer has an available connection
before closing a connection, the second island peer does not
close any of its connections.

Thefirst island peer sends an open connection request to
the secondisland peer, and the two peers open a connection,
block 2425. Once the connection is open, the islands have
been joined, forming a single island. The peers send updates
to the server confirming the connection.If additional islands
remain, as detected as described above,the server returns to
block 2405 to connect two moreof the remaining islands.

FIGS.25 and 26 illustrate an example of detecting islands
andjoining islands. In FIG. 25, a grid 2500 similar to the grid
1100 in FIG. 11 has been divided into two islands from the

simultaneous disconnection of peers C, G, and F. Thefirst
island includes peers A, B, D, and E. The second island
includes peers H, I, and J. In FIG. 26, the server has caused
peer D to open a connection with peer I, joining the two
islands.

Security
In one implementation,the peer-to-peer relay network sup-

ports the detection of and recovery from cheating violations
or security violations, or both. Cheating violations involve the
manipulation of data to change an outcomein the processing
of online activity, such as to affect the course of a game.
Security violations involve unauthorized data or improper use
of data to damagethe grid or causethe grid to fail.

FIG. 27 showsa flow chart 2700 of one implementation of
detecting a cheating violation in a peer-to-peerrelay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from each of its connected
peers, block 2705. As described above, the peers in the grid
relay messages throughout the grid. A peer will receive the
same message (the same content data, though the address
information maybe different) through each ofits connections
with other peers. For example, if a peer has three open con-
nections, the peer receives the same messagethree times from
three respective peers. The peer identifies the messages as
being the same message using information in the message
indicating the origin and a sequencevalue, such as the origin
identifier 215 and sequence value 220 shown in the message
205 in FIG. 2. The same message from different peers will
have the sameorigin and sequence information.

The peer compares the messages received from each of the
connected peers, block 2710. The peer compares the data
portion of the message, such as the data 230 shown in the
message 205 in FIG. 2. The peer determinesifthe data portion
of the message is different for any of the received messages.
In one implementation, if the data portion for a message
received from one connected peer is different from the data
portion for the same message received from the other con-
nected peers, the peer determinesthat a cheating violation has
occurred. The peer also determinesthat the one peerthat sent
the message with the different data is responsible for the
cheating violation. Alternatively, the peer uses a different
technique to detect a cheating violation or identify the peer
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responsible for the cheating violation. The peer does not relay
the message having a different data portion, if appropriate.

Ifa cheating violation has occurred, the peer sendsa cheat-
ing alert, block 2715. The cheating alert indicates a cheating
violation has occurred and which peer is responsible for the
cheating violation. The peer sends the cheating alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peers send the cheating alert to
the server for appropriate handling.

When the peers receive the cheating alert, the peers take
action to recover against the violation, block 2720. The peers
take action to prevent the cheating peer from continuing to
influence the grid activity. In one implementation, the peers
ignore messages from the cheating peer. In another imple-
mentation, the peers force the cheating peer to disconnect
from the grid. The peers also take actionto repairthe effect of
the message including the different data, such as by sending
out a replacement message with correct data as shown by the
data in the other messages usedto identify the cheating mes-
sage. Alternatively, one ofthe peers estimates the correct data
and relays the correct data throughout the grid. In another
implementation, the peers respond to the cheating alert by
informing the server. In this case, the server addresses the
cheating violations such as by disconnecting the peer respon-
sible for the cheating violation.

In another implementation, when a peer sends a message,
the recipient relays the message back to the sending peer. The
sending peer keeps a copy of the sent message. When the
sending peer receives the message back from the recipient,
the sending peer comparesthe data of the sent message with
the data of the received message. The peer detects a cheating
violation by finding a difference. The peer determinesthat the
recipient modified the message and sendsout a cheatingalert.
In one implementation, recovery or repair actions are not
taken for a cheating peer until multiple violations have been
reported (e.g., as tracked by a server). In another implemen-
tation, this send-back check for cheating is a first layer for
detecting cheating followed by more complicated procedures
once a potential problem has been identified.

In another implementation, the peer detects a cheating
violation by comparing the data in a received message with a
predicted set of data generated by the peer. If the peer deter-
minesthat the data in the received messageis different from
that generated by the peer, the peer determinesthat the sender
ofthe received messageis responsible for a cheating violation
and issues an alert.

In an example of detecting a cheating violation in the grid
100 shown in FIG. 1, peer B receives the same message from
each of peers A, D, and E. Peer B identifies the messages as
being the same by comparing the origin identifiers and
sequence values. Ifpeer B detects that the message from peer
A has a different data portion, peer B issues a cheating alert
identifying peerA as cheating. Peer B sends the cheatingalert
to peers D and E (andoptionally to peer A). The peers relay
the cheating alert until all the peers have received the alert. In
responseto the alert, the peers will ignore all further messages
from peer A. As a result, peers B, C, and D will not relay
messages from peer A anymore.

FIG. 28 showsa flow chart 2800 of one implementation of
detecting a security violation in a peer-to-peer relay network.
Initially, multiple peer systems are connected to form a peer-
to-peer relay networkorgrid.

The peer receives a message from one of its connected
peers, block 2805. The peer analyzes the message and detects
a security violation, block 2810. The peer determinesthat the
message is a security violation by recognizing that the mes-
sage is invalid or includes invalid data. In another implemen-
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tation, the peer determines that the message is a security
violation by analyzing how the message wassent to the peer.
For example, if the message wassent to the peer as one of a
large numberofrepetitions of the same message(e.g. as ina
denial of service attack), the peer recognizes that the message
is a security violation. In one implementation, a message is
sent as a series of packets and the peer detects a security
violation at a lowerlevel than a complete message, such as at
the packet level. The peer also determinesthat the sender of
the message with the security violation is responsible for the
security violation. Alternatively, the peer uses a different
technique to detect a security violation or identify the peer
responsible forthe cheating violation. The peer does not relay
a messageor data having a security violation.

Ifa security violation has occurred, the peer sends a secu-
rity alert, block 2815. The security alert indicates a security
violation has occurred and which peeris responsible for the
security violation. The peer sends the security alert to the
connected peers to relay the alert throughout the grid. In
another implementation, the peer sends the security alert to
the server for proper handling.

Whenthe peers receive the security alert, the peers take
appropriate action to recover against the violation, block
2820. The peers take action to prevent the peer violating the
security of the grid from continuing to affect or damage the
grid. In one implementation, the peers ignore messages from
the peer responsible for the security violation. In another
implementation, the peers force the peer responsible for the
security violation to disconnect from the grid. The peers also
take appropriate action to repair any damage caused by the
security violation. In another implementation, the peers
respondto the security alert by informingthe server. In this
case, the server addresses the security violation such as by
disconnecting the peer responsible for the violation and the
action to repair any damage causedto the grid.

FIGS. 29 and 30 show block diagrams of one implemen-
tation of a server 2905 and a peer system 3005, respectively.
In other implementations, a server or a peer include fewer
components than shown in FIGS. 29 and 30,or include dif-
ferent or additional components.

The server 2905 operates as described above and includes
components to provide the functionality described above,
including components for establishing grids 2910, adding
peers 2915, connecting peers 2920, disconnecting peers
2925, maintaining grids 2930, storing and generating grid
data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 2935, managing
multiple worlds 2940, managing and assisting with redun-
dancylists 2940, managing multiple grids 2950, managing
spectators and participants in grids 2955, handling island
detection and recovery 2960, managing and addressing cheat-
ing and security violations 2965, and central services of the
server 2970 (e.g., network communication and addressing,
player matching, chat facilities, data backup,etc.).

The peer system 3005 operates as described above and
includes components to provide the functionality described
above, including components for establishing grids 3010,
joining a grid 3015, connecting peers 3020, disconnecting
peers 3025, maintaining grids 3030, storing and generating
grid data (e.g., connections, members, connection limits) and
rules (e.g., relay rules, connection rules) 3035, building,
updating, and using redundancylists 3040, operating in mul-
tiple grids 3045, operating with and as spectators andpartici-
pants in grids 3050, handling island detection and recovery
3055, managing, detecting, and addressing cheating and
security violations 3060, and peer system services 3065 (e.g.,
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network communication and addressing, player matching,
chatfacilities, data backup, etc.).

Various implementationsofthe peer-to-peer relay network
provide desirable benefits. A grid can be very useful in a
number of network applications, including online massive
multi-player computer games. Online game applications are
just one example of a larger group of network applications
that have one thing in common:sharing and maintaining one
common data set. When the data set is updated on onepeer,
the information is sent to a group of other peers and relayed
throughout the grid so each peer will have an updated dataset.
The relay grid allows connected peers with limited network
bandwidth to exchange data among themselves, without
going through a central server (for data distribution). This
network can be used to exchange gamedata, other game
related information, mediafiles, streaming audio, or stream-
ing video.

For example, in one implementation the peers use the grid
for file publishing. A peer in the grid publishesa file (as one
messageorbroken into multiple messages) by sendingthefile
to the peers connected to the publisher and the memberpeers
of the grid relay thefile throughoutthe gridto all the mem-
bers. In this way all the membersof the grid can receive the
published file without using a server and without using a
direct connection from the publishedto every peer. In various
implementations, any type offile can be published. Thefiles
can be data, media, or executable software applications.
Examplesoffiles to be published through a grid include, but
are notlimited to: streaming media (e.g., audio and/or video),
media files, replay data from a game or other application,
maps, announcements, messages, application data and mod-
ules (e.g., a map, a template, a texture, a sound).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
of these technologies. Most implementations include one or
more computer programs executed by a programmable com-
puter. For example, in one implementation, each peer system
and the server includes one or more computers executing
software implementing the peer-to-peer relay network func-
tionality. In general, each computer includes one or more
processors, one or more data-storage components(e.g., vola-
tile or non-volatile memory modules and persistent optical
and magnetic storage devices, such as hard and floppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory inaprescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.

Various illustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementations are also pos-
sible and within the scope of the present invention. For
example, while the above description describes several
implementations of peer-to-peer relay networks discussed in
the context of supporting game applications, other applica-
tions are also possible, such as file sharing or other data
dissemination applications.
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Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimed is:

1.A method ofadding a peer system to a peer-to-peerrelay
network, comprising:

opening a connection between a server and a joining peer
system;

providing grid information to said joining peer system
indicating one or more established peer-to-peer relay
networks;

receiving a grid selection from said joining peer system
indicating a selected peer-to-peer relay network,
wherein said selected peer-to-peer relay network has
one or more memberpeer systems;

providing network addresses of each of said one or more
memberpeer systemsto said joining peer system; and

receiving a connection update from said joining peer sys-
tem indicating to which memberpeer systemssaid join-
ing peer system is connected;

wherein each memberpeer system is connected to a num-
ber of other member peer systems that is less than or
equal to a connection limit and each memberpeer sys-
tem stores a set of one or morerelay rules for relaying
data to the other memberpeer systems connected to that
memberpeer system, and

wherein the joining peer system sendsajoin requestto the
one or more memberpeer systemsandreceives either a
positive or a negative responses from the memberpeer
system,

selecting amemberpeer system from whicha negativejoin
response has been received as a force connection peer
system;

sending a force connection requestto said force connection
peer system, wherein said force connection request
requests that said force connection peer system close
one ofthe open connection of said force connection peer
system,

wherein selecting said force connection peer system
includes applying said set of one or more connection
rules to the memberpeer systemsthat sent negative join
responses.

2. The method of claim 1, further comprising:
opening a connection betweensaid server andan establish-

ing peer system, wherein the establishing peer system is
one of said memberpeer systems;

receiving a request to create said peer-to-peer relay net-
work from said establishing peer system;

registering said peer-to-peer relay network in storage; and
sending a creation confirmation to said establishing peer

system.
3. A methodofjoining a peer-to-peer relay network, com-

prising:
sending a join message from a joining peer system to each

of one or more memberpeer systemsin a peer-to-peer
relay network;

receiving a join response from at least one of said one or
more memberpeer systems, wherein each join response
is positive or negative, and a positive join response indi-
cates the sending member peer system has an available
connection and a negative join response indicates the
sending memberpeer system doesnot have an available
connection;

selecting one or more memberpeer systems up to a con-
nection limit according to a set of one or more connec-
tion rules;

opening a connection with each selected member peer
system;
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wherein each memberpeer system is connected to a num-
ber of other member peer systems that is less than or
equal to said connection limit and each member peer
system storesa set ofone or morerelay rules for relaying
data to the other memberpeer systems connected to that
memberpeer system, and

wherein selecting one or more member peer systems
includes;

selecting a memberpeer system from which a negative join
response has been received as a force connection peer
system;

sending a force connection requestto said force connection
peer system, wherein said force connection request
requests that said force connection peer system close
one of the open connections of said force connection
peer system,

wherein selecting said force connection peer system
includes applying said set of one or more connection
rules to the member systems that sent negative join
responses.

4. The method of claim 3 wherein:

a memberpeer system has an available connection if the
memberpeer system has a numberofopen connections
to other member peer systems that is less than said
connection limit.

5. The method of claim 3, wherein:

selecting one or more memberpeer systems includesstor-
ing a response time for each received join response.

6. The methodof claim 3, wherein:

selecting one or more memberpeer systemsincludes:
selecting the memberpeer system from whichthe positive

join responsethat is received first by said joining peer
system, and selecting the member peer system from
whichthe positive join responsethat is received last by
said joining peer system within a time limit.

7. The method of claim 6, wherein:
selecting one or more memberpeer systems includes sub-

stantially randomly selecting additional member peer
systems up to said connection limit from among the
remaining unselected memberpeer systems from which
positive joint response have been received.

8. The method of claim 6, wherein:

selecting one or more member peer systems includes
selecting additional member peer systems up to said
connection limit from among the remaining unselected
member peer systems from which positive joint
response have been received in the order in which the
positive joint responses were received.

9. The methodof claim 3, comprising,
receiving a force connection confirmation from said force

connection peer system.
10. The methodofclaim 3, further comprising:
opening a connection between a server and said joining

peer system;
receiving grid information atsaidjoining peer system indi-

cating one or more established peer-to-peer relay net-
works;

sending a grid selection from said joining peer system to
said server indicating a selected peer-to-peerrelay net-
work, wherein said selected peer-to-peer relay network
has one or more memberpeer systems;

receiving network addresses of each of said one or more
memberpeer systemsat said joining peer system; and

sending a connection update from said joining peer system
indicating to which memberpeer systems said joining
peer system is connected.
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11. A methodofestablishing a peer-to-peer relay network,
comprising:

opening a connection betweena server andan establishing
peer system, wherein theestablishing peer system is one
of said memberpeer systems;

sending a requestto create said peer-to-peer relay network
from said establishing peer system to said server;

receiving a creation confirmation at said establishing peer
system from said server;

wherein said establishing peer system stores a connection
limit defining a number of other peer systems up to
whichsaid establishing peer system is permitted to con-
nect, and said establishing peer system stores a set ofone
or morerelay rules for relaying data to other peer sys-
tems connectedto said establishing peer system, and

wherein the joining peer system sendsajoin requestto the
one or more memberpeer systemsandreceives either a
positive or a negative response from the member peer
system,

selecting amemberpeer system from whicha negativejoin
response has been received as a force connection peer
system;

sending a force connection requestto said force connection
peer system, wherein said force connection request
requests that said force connection peer system close
one of the open connections of said force connection
peer system,

wherein selecting said force connection peer system
includes applying said set of one or more connection
rules to the memberpeer systemsthat sent negative join
responses.

12. A method of connecting peer systemsin a peer-to-peer
relay network comprising:

sending a connection available message from a discon-
nected peer system to one or more memberpeer systems
in a peer-to-peer relay network whensaid disconnected
peer system has a numberofopen connections to mem-
ber systemsthat is less than a connection limit;

receiving a connection available response from at least one
of said one or more memberpeer systems, wherein each
connection available response is positive or negative,
and a positive join response indicates the sending mem-
ber peer system has an available connection and a nega-
tive join response indicates the sending member peer
system does not have an available connection;

selecting amemberpeer system accordingto a set ofone or
more connectionrules;

opening a connection with said selected memberpeer sys-
tem;
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wherein each memberpeer system is connected to a num-
ber of other member peer systems that is less than or
equal to said connection limit and each member peer
system storesa set ofone or morerelay rules for relaying
data to the other memberpeer systems connected to that
memberpeer system, and

wherein selecting one or more member peer systems
includes:

selecting a memberpeer system from which a negative join
responses has been received as a force connection peer
system;

sending a force connection requestto said force connection
peer system, wherein said force connection request
requests that said force connection peer system close
one of the open connections of said force connection
peer system,

wherein selecting said force connection peer system
includes applying said set of one or more connections
rules to the memberpeer systems that sent negative join
responses.

13. The method of claim 12, further comprising:
closing a connection by said disconnected peer system.
14. The methodofclaim 12, wherein:
a memberpeer system has an available connection if the

memberpeer system has a numberofopen connections
to other member peer systems that is less than said
connection limit.

15. The methodofclaim 12, wherein:
selecting a member peer system includes storing a

response time for each received connection available
response.

16. The methodofclaim 12, wherein:
selecting a member peer systems includes selecting the

memberpeer system from whichthe positive connection
available response that is received first by said discon-
nected peer system.

17. The methodofclaim 12, wherein:
selecting a memberpeer systems includes not selecting a

memberpeer system from whichsaid disconnected peer
system has disconnected within a disconnection time
period.

18. The method of claim 12, comprising,
receiving a force connection confirmation from said force

connection peer system.
19. The method of claim 12, further comprising:
sending an update to a server indicating a connection has

been opened betweensaid disconnected peer system and
said selected memberpeer system.

* * * * *
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PEER-TO-PEER DATA RELAY

This is a division of application Ser. No. 10/970,120,filed
Oct. 20, 2004, which is a continuation-in-part of application
Ser. No. 10/700,798,filed Nov. 3, 2003, that claimsthe benefit
ofprovisional application 60/5 13,098, filed Oct. 20, 2003, the
entirety of which is incorporated herein by reference.

BACKGROUND

In a typical peer-to-peer network (or “P2P network”), each
member(or peer) in the peer-to-peer network establishes a
connection to each of the other members. Using these direct
peer-to-peer connections, the members send data to and
request data from the other members directly, rather than
using a centralized server (e.g., compared to a typical client-
server network where membersinteract through the server),
though the data may pass through other network devices, such
as arouter or access point. The connections can be wired(e.g.,
using a network cable to connect to a peer or a network) or
wireless (e.g., using an interface supporting an IEEE 802.11
or “Wi-Fi” protocol). Typically, each memberin the network
has similar responsibilities in the network and the members
are considered generally equivalent (as network members).
For example, in a peer-to-peer network with N peers, each
peer has N-1 connectionsto otherpeers.

In somepeer-to-peer networks, a server is also used by the
members for some centralized services, such as address dis-
covery (e.g., for establishing the connections for building the
peer-to-peer network).

SUMMARY

Thepresent invention provides methods and apparatus for
relaying data in a peer-to-peer network. In one implementa-
tion, a wireless device includes: an antenna; a wireless com-
munication interface connected to said antenna and support-
ing wireless communication across a wireless connection
provided by said antenna; storage supporting storing data;
and a controller connected to said wireless interface and to

said storage, supporting an application service, a message
service, and a relay service for relay messages; wherein said
application service provides execution and management of
one or more application programsaccessible by said control-
ler using application data stored in said storage, said message
service provides building messages and processing received
messages, and said relay service provides building a new
relay message indicating a selected recipient to which the
wireless device does not have a direct wireless connection,
sending a built new relay message, and sending a received
relay messagethat indicates a recipient other than the wire-
less device.

In another implementation, a method of sending a relay
message includes: selecting a recipient device for a relay
message at a sending device; building said relay message,
wherein said relay message includes a recipient identifier
indicating said selected recipient device; sending said relay
messageto at least one local device through a wireless inter-
face; wherein said sending device has a direct connection to
each ofsaid at least one local device, and said sending device
does not have a direct connection to said recipient device.

In another implementation, a method of sending a relay
message includes: receiving a relay message from a sending
device through a wireless interface at a relaying device,
wherein said relay message includes a recipient identifier
indicating a recipient device and includes application data for
an application program; checking said relay messageto deter-
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mine whether said relaying device is said recipient device;
checking a local devicelist indicating at least one local device
to determine whethersaid recipient deviceis a local device; if
said recipient device is a local device, sending said relay
message from said relaying device to said recipient device
through said wireless interface; and if said recipient device is
not a local device, sending said relay message from said
relaying device to at least one local device included in said
local device list through said wireless interface; wherein said
sending device hasa direct connectionto said relaying device,
said relaying device has a direct connection to each local
device indicated in said local device list, and said sending
device does not have a direct connection to said recipient
device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A showsthree wireless devices in communication in

a peer-to-peer network. FIG. 1B shows another networkenvi-
ronment where two wireless devices, a network device, and a
server system communicate using direct and relay communi-
cation.

FIG. 2 showsa block diagram of one implementation of a
wireless device supporting peer-to-peer relay communica-
tion.

FIG. 3 showsa flowchart ofone implementation of sending
a relay message.

FIG. 4 showsa flowchart of one implementation ofselect-
ing a recipient using a recipient map.

FIG. 5 shows an example of one network configuration as
a graph of nodes and links.

FIG.6 showsa flowchart ofone implementation of sending
a relay message from an intermediary or relay device.

DETAILED DESCRIPTION

The present invention provides methods and apparatus for
relaying data in a peer-to-peer network. In one implementa-
tion, a first wireless device and a second wireless device
belong to an extended peer-to-peer network and are exchang-
ing data to support application programs executing on the
respective devices. However,the first wireless device and the
second wireless devices do not have a direct connection in the

peer-to-peer network. The first and second wireless devices
have direct connectionsto one or more other wireless devices

(local devices) and can trace a path through intermediary
devices to reach one another. To communicate, the first wire-
less device builds a relay message indicating the second wire-
less device as the intendedrecipient ofthe relay message. The
first wireless device sends the relay message to each ofits
local devices. The local devices receive the relay message and
pass the relay messageto their respective local devices, fol-
lowing a set of relay rules. The relay message propagates
through the peer-to-peer network and reaches the second
wireless device. Similarly, the second wireless device sends
data to the first wireless device using relay messages.

An illustrative example ofone implementationis presented
below. This example is not exhaustive and additional
examples and variations are also describedlater.

In one example, a user of a wireless game device brings the
wireless game device into an area (e.g., a shop) where an
extended wireless peer-to-peer network including other wire-
less game devices is active. In the extended peer-to-peer
network, some ofthe devices cannotestablish direct connec-
tions to one another. The wireless game devices support wire-
less connections of limited range, such as using interfaces
supporting the Wi-Fi protocol. For two devicesthat are out of
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range, the devices cannot establish a direct connection. How-
ever, the two devices can use another intermediary device (or
series of devices) as a conduit to send relay messages back
and forth.

The user activates his or her wireless game device and
requests a list ofavailable devicesto play a multiplayer game.
The user’s wireless game device builds a list of available
recipients, indicating each recipient by user nameoridenti-
fier, or by device identifier. The user’s wireless game device
builds the recipientlist by contacting the other wireless game
devices that are within range. These devices within range are
local devices for the user’s wireless game device. The local
devices propagate the list request through the peer-to-peer
network and accumulate information indicating the available
devices, returning the informationto the originatorof the list
request—theuser’s wireless game device (examples ofbuild-
ing the list are described below).

The user selects a recipient from the recipient list and
requests that the wireless game device contact the selected
recipient with an invitation to play a game. Theuser’s wire-
less game device checks whether the selected recipient is a
local device or not. If the selected recipient is a local device,
a direct connection is available between the user’s wireless

gamedevice andthe recipient and so the user’s wireless game
device will use direct communication with the selected recipi-
ent. The user’s wireless gamedevice sends an invitation mes-
sage to the recipient (not through other local devices) and
direct communication proceeds across the direct connection.
If the selected recipient is not a local device, a direct connec-
tion is not available and so the user’s wireless game device
will use relay messages for relay communication with the
selected recipient.

In relay communication, a wireless game device builds a
relay message indicating a selected recipient and including
data to be used by the selected recipient. A relay message also
includesdata to be used bythe recipient and a relay message
identifier to identify the relay message. To send an invitation
to the selected recipient, the wireless game device includes
appropriate information in the relay message to indicate the
game,the sending device andthe user, etc. For relay messages
used for the game, the wireless game device includes appro-
priate application information in the relay messages. The
user’s wireless game device builds a relay message for an
invitation and sendsthe relay messageto eachofthe wireless
game device’s local devices through direct wireless connec-
tions. None ofthe local devices are the intended recipient for
the relay message, and so these local devices are intermediary
or relay devices in this relay communication. Whenaninter-
mediary device receives the relay message, the intermediary
device checks whetherthe indicated recipient is a local device
ofthe intermediary device, using a list of its local devices. If
the recipientis a local device, the intermediary device sends
the relay messageto the recipient. Ifthe recipientis nota local
device, the intermediary device sends the relay messages to
all of its local devices accordingto a set of relay rules. In this
example, onerelay rule indicates that an intermediary device
does not send a relay message back to the local device from
whichthe relay message wasreceived. Anotherrule indicates
that an intermediary device does not send the same relay
message again (indicated by the same relay messageidenti-
fier). After sending the relay message, the intermediary
device does notretain the relay message, but does record the
relay message identifier to avoid re-sending the same relay
message.

The relay message propagates through the peer-to-peer
network and the wireless gamedevice indicatedas the recipi-
ent eventually receives the relay message. The recipient rec-
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ognizes that it is the recipient and uses the included data as
appropriate. Whenthe recipient device receives the invitation
from the user’s wireless game device, the recipient device
presents the invitation to the recipient’s user and accepts
appropriate instructions. The recipient device builds a relay
message indicating the user’s wireless game device as the
recipient of this relay message and including information
indicating the responseto the invitation. The recipient device
sends the relay message back through the peer-to-peer net-
workto the user’s wireless game device. The two devices can
then continue to communicate in the same way using relay
communication.

In this example, two wireless devices that do not have a
direct wireless connection use other wireless devices as inter-

mediary devices to create an indirect or relay connection. By
using relay communication, the wireless devices advanta-
geously can overcome limitations in range and expand the
area and devices available for communication. Furthermore,
the two wireless devices communicate through a series of
peer-to-peer connections without requiring an intermediary
server system. The two wireless devices can exchange data to
facilitate the joint operation of application programs(e.g., a
multi-player game application) without any of the intermedi-
ary devices being participants in the joint operations. For
example, two wireless devices can jointly play one game
using a third wireless device as a relay, while thatthird device
is playing some other gamewith yet another device. Different
implementations and applications can realize additional or
different advantages as well.

FIG. 1A showsthree wireless devices 105, 110, and 115
having respective wireless antennas 107, 112, and 117 in
communication in a peer-to-peer network. The wireless
devices 105, 110, 115 communicate as peers rather than
through a server. In one implementation, the wireless devices
105, 110, 115 are wireless-enabled game or general-purpose
computing devices (e.g., game devices, PDA’s, or laptop
computers supporting Wi-Fi interfaces, or cellular phones,
etc.). Using its antenna 107, the wireless device 105 estab-
lishes a direct wireless connection with the wireless device

110. Similarly, the wireless devices 110 and 115 establish a
direct wireless connection.In the configuration shown in FIG.
1A, the wireless device 105 and the wireless device 115 do
not have a direct connection, such as because they are out of
range for their wireless interfaces.

The wireless devices 105, 110, 115 exchange data (e.g.,
messages) across the wireless connections. The wireless
device 105 communicates directly with the wireless device
110. The wireless device 110 communicates directly with
both ofwireless devices 105 and 115. The wireless device 115

communicates directly with the wireless device 110. As
described below, the wireless device 105 can communicate
indirectly with the wireless device 115 using relay commu-
nication through the wireless device 110 as an intermediary or
relay device. In this way, the wireless device 110 canassist as
a relay while functioning as a peer in the extended network.

FIG. 1B shows another network environment where two

wireless devices 120, 125, a network device 130, and a server
system 135 communicate using direct and relay communica-
tion. The wireless devices 120 and 125 establish a direct

wireless connection using respective antennas 122 and 127.
The wireless device 125 also communicates acrossa wireless
connection with a network 140. The network device 130 and

server 135 communicate with the network 140 through wired
connections using respective network interfaces 132 and 137.
In one implementation, the network device 130 is a network-
enabled computing device, such as a laptop computer or a
gameconsole having a network interface. In one implemen-
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tation, the server 135 is a computing system providing data
and/or application serving to connecting clients (such as the
wireless devices 120, 125 and the network device 130). In one
implementation, the network 140 is a local area network
(LAN). In another implementation, the network 140 is a
wider network, such as the Internet or a private intranet.

The wireless device 125 canestablish direct connections to

the network device 130 and the server system 135 though the
network 140 (though data may pass through other network
equipment, such as a base station and routers). In this con-
figuration, a ‘direct’ connection is distinguished from an
“indirect” connection in that a direct connection is a peer-to-
peer connection and so a first device sends a message
addressed to a second device (e.g., using TCP/IP) across a
direct connection to the second device. An indirect connec-
tion includesa series of two or more direct connections. For

example, the wireless device 125 has a direct connection to
the wireless device 125 anda direct connectionto the network

device 130. Accordingly, when the wireless device 125 sends
messages to the network device 130, those messages are
addressed to the network device 130 as a peer. The wireless
device 120 has an indirect connection to the network device

130, through a first direct connection between the wireless
device 120 and the wireless device 125 and a second direct
connection between the wireless device 125 and the network

device 130. Whenthe wireless device 120 sends messages to
the network device 130, those messages are relay messages
addressed to the wireless device 125 andindicating the net-
work device 130 as the intended recipient. In turn, the wire-
less device 125 relays to the network device 130 those relay
messages from the wireless device 120 by sending to the
network device 130 new relay messages that include the same
payload data (e.g., non-addressing data) as the received relay
messagesbut are addressed to the network device 130 using
the direct connection. Alternatively, the wireless device 125
sends the same relay messages but changes the addressing
information.

Tn one implementation,the server 135 provides centralized
storage of information and so the devices provide and request
information to and from the server 135 (e.g., periodically or
upon demand). For example, in one implementation, the
server 135 stores a list of the devices participating in the
peer-to-peer network. In another example, the server 135
stores a list of local devices for each participant in the peer-
to-peer network. Alternatively, the server 135 provides dif-
ferent information that complements the communication
among the devices. For example, the server 135 stores user
profiles for users of devices indexed by device identifiers.

The wireless devices 120, 125, the network device 130, and
the server 135 can haveflexible roles. Each can act as a peer,
aclient, ora server as needed. For example, the server 135 can
meeta centralized storage request for the wireless device 120
and then interact as a peer with the wireless device 125.

While FIGS.1A and1Billustrate two network configura-
tions, in other implementations, other network configurations
can be used (see, e.g., FIG. 5). For example, in one imple-
mentation, a collection of wired network devices exchange
information through a LAN or wider network, without using
wireless connections. In one implementation using wired
devices, a participant limit is used to control the numberof
devices participating in a peer-to-peer network and a local
device limit is used to control the number of devices that a

device considers aslocal devices (available for direct connec-
tions). In another example, various types of wireless devices
are used, such as cellular phones and PDA’s.

FIG. 2 showsa block diagram of one implementation of a
wireless device 205 supporting peer-to-peer relay communi-
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cation. The wireless device 205 includes a wireless interface
210 connected to an antenna 215. The wireless interface 210

supports establishing a wireless connection to another wire-
less device using the antenna 215 and exchanging data across
an open connection. In one implementation, the wireless
interface 210 is a typical radio interface supporting an air
interface, such as a local wireless protocol like Wi-Fi or
Bluetooth. While the components of the wireless interface
210 are not shown in FIG. 2, those components and their
operation will be understood by oneofordinary skill in the art
(e.g., the appropriate filters, amplifiers, etc.). In another
implementation, a different air interface can be supported,
such as CDMA,or a non-radio interface, such as infrared. In
another implementation, multiple wireless interfaces are sup-
ported and/or one or more wiredinterfaces (e.g.,JIEEE-1394
or Ethernet).

A controller 220 is connected to the wireless interface 210.

The controller 220 controls the operation of the wireless
device 205 and its components. In one implementation, the
controller 220 is a microprocessor and related sub-systems.
The controller 220 provides an application service 225, a
message service 230, a relay service 235, and a recipient
selection service 240. The services of the controller 220 are

implemented as software programs stored in storage and
executed by the controller 220. Alternatively, one or more of
the services can be implemented partially or completely as
hardware or in a separate sub-system of the wireless device
205. In another implementation, the controller does not pro-
vide any of these services and instead the operation of the
wireless device is controlled manually by a user through the
user interface of the wireless device (e.g., the controller con-
trols the operation of the components according to the user
commands as a control processor rather than providing ser-
vices for automatic operation for sending messagesetc.).

The application service 225 supports the execution of
application programsaccessible to the wireless device 205
and management of corresponding application data. In one
implementation, the application service 225 supports execut-
ing game application programs.

The message service 230 supports building messages,
sending messages through the wireless interface 210, and
processing messages received through the wireless interface
210. The message service is primarily for messages used in
direct communication.

The relay service 235 supports building relay messages,
sending relay messages, and processing received relay mes-
sages, as described below (e.g., referring to FIGS. 3 and6).
The relay service 235 is primarily for messages used in relay
communication and operates in conjunction with the message
service (e.g., sharing sub-services such as address insertion or
lower protocol layer functions). In one implementation, the
relay service 235 builds and maintains a local device list
indicating the devices with which the wireless device 205 can
establish a direct connection.

Therecipient selection service 240 supports building a list
or mapofavailable recipients for communication andselect-
ing a recipient for communication, as described below (e.g.,
referring to FIGS.4 and 5). In one implementation, the recipi-
ent list is a list of devices, with corresponding addressing
information for local devices (as indicated by the local device
list). The recipient list can also indicate (or reference) addi-
tional information about the recipients (e.g., user name). In
another implementation, the recipient selection service 240
builds a map ofavailable recipients, indicating both the avail-
able recipients and for each recipient that is not a local device
indicating one or more intermediary devices (or connections)
used to reach that recipient. The recipient selection service
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240 builds the list or map by querying the local devices.
Building the recipient list or map is described further below.
In another implementation, the recipient selection service
240 builds a list or map using information received from a
server, or obtains a list or map from a server.

The wireless device 205 also includesa userinterface 245,
a media interface 250, storage 255, and a powersource 260.
Theuser interface 245 provides input controls to receive user
commands(e.g., a keypad, buttons, a directional pad or joy-
stick, etc.) and output components to provide data to the user
(e.g., a display and audio speakers). The media interface 250
provides components to connect to or accept media to
exchange data with the media, accordingto the type ofmedia.
In one implementation, the media interface 250 provides an
interface to removably receive an optical disc to read data
from the disc (e.g., a CD-ROMdrive) and another interface to
connect to aremovable memory componentto read data from
and write data to the memory component(e.g., a USB port to
accept a USB memory card, a removable hard disk drive
interface, or a Memory Stick™interface). The storage 255
provides storage for data used in the operation ofthe wireless
device 205 andin application execution. For example, in one
implementation, relay messages andrecipientlists are stored
in the storage 255. In one implementation,the storage 255 is
a combination of RAM andflash memory.In another imple-
mentation, the storage 255 also provides storage for data over
a longer period, such as user data and application data and
files, and includes appropriate long-term storage, such as
flash memory and/or a hard disk drive. The power source 260
provides powerto the components ofthe wireless device 205.
In one implementation, the power source 260 provides an
interface for drawing power from removable batteries and a
rechargeable internal power source with a corresponding
external power connection. In FIG. 2, the interconnections
among the user interface 245, media interface 250, storage
255, and powersource 260, and with the other components of
the wireless device 205 are not shownfor clarity, though these
connections will be appreciated by one of ordinary skill.

In another implementation, a network device that is not
wireless-enabled but does support an interface for communi-
cation with other devices provides similar componentsto the
wireless device shown in FIG.2. The network device includes

acontroller providing application, message, relay, and recipi-
ent selection services, and so also support relay communica-
tion as described below. As described abovereferring to FIG.
1B, a combination of wireless devices and network devices
can be used for relay communication.

FIG. 3 shows a flowchart 300 of one implementation of
sending a relay message.Initially, a wireless device support-
ing relay communication is participating in a peer-to-peer
network. The wireless device has built a list of local devices

(e.g., using a beacon) and openeddirect connectionsto those
local devices. The wireless device receives a request from a
user to select a recipient.

The wireless device selects a recipient for communication,
block 305. The wireless device builds a recipient map indi-
cating available recipients and corresponding paths of con-
nections, such as by using the techniques described below
referring to FIG. 4. In another implementation, the wireless
device builds a list without indicating connections, rather
than a map. In one implementation, the wireless device does
not build a new recipient map(orlist) if the wireless device
already has a recipient map and that map is current(e.g., as
determined using an expiration threshold and a creation or
last update timestamp of the map, or by querying local
devices). In another implementation, the wireless device
selects a recipient from a list or map provided bya server, or
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selects a recipient through a server (and optionally selecting
or receiving from the server a path to the recipient).

The wireless device presents the recipient map to the user
and receives a selection choice indicating a recipient. The
wireless device determines whetherthe selected recipientis a
local device or not by checking the local devicelist. In another
implementation,the recipientlist also indicates whether each
recipient is a local device or not (for the wireless device
storingthe particular recipientlist). Ifthe selected recipientis
a local device, the wireless device uses direct communication
to exchange data with the selected recipient. If the selected
device is nota local device, the wireless device will use relay
communication.

After selecting a recipient that is not a local device, the
wireless device builds a relay message, block 310. The relay
message includes information indicating the selected recipi-
ent, such as a recipientidentifier from the recipientlist. In one
implementation where the recipient list indicates a full or
partial path to the recipient, the wireless device includes the
path information in the relay message. In another implemen-
tation, after selecting a recipient from a list, the wireless
device discovers the path to the selected device and includes
the path information in the relay message. In another imple-
mentation, the relay message includes information indicating
multiple recipients (e.g., a list). The relay message includes a
relay message codeto identify the relay message as a relay
message. The wireless device assigns a relay message iden-
tifier to the relay messageto identify the relay message as the
messageis sent through the peer-to-peer network (to identify
the relay messagerelative to other relay messages). The wire-
less device includes the relay message identifier in the relay
message. In one implementation, the wireless device also
includes a hop countlimit to limit how far through the net-
work the relay message should propagate (hop counts are
described further below). The wireless device generates
appropriate additional data to be sent to the recipient and
includes that data as the payload data of the relay message.
For example, whenthe wireless device is going to play a game
with the recipient device, the wireless device includes appro-
priate gamedata in the relay message.

The wireless device sends the built relay message, block
315. In one implementation, the wireless device broadcasts
the relay message through the wireless interface of the wire-
less device, sending the relay messagetoall of the devices in
the local device list of the wireless device. In another imple-
mentation, the wireless device sends the relay message to one
or selected local devices according to path information in the
relay message.

After the wireless device has opened relay communication
with a recipient, the wireless device continues to build and
send relay messagesto the recipient as described aboverefer-
ring to blocks 310 and 315.

Wired devices or wireless devices including wired inter-
faces use similar techniques to send relay messages, selecting
the appropriate interface to send relay messages for corre-
sponding local devices.

In one implementation, the wireless device has amaximum
peer count to limit the numberoflocal devices to present as
available for selection as recipients or to use as intermediary
devices. The wireless device builds a first local device list

indicating all the local devices available (e.g., determined by
responses to a beacon). The wireless device builds a second
local device list by selecting a number of devices equal to or
less than the maximum peer count from the available local
devices. The wireless device can use variouscriteria to select

devices for the second list, such as response time or signal
strength. In one implementation, the maximum peer count
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value is dynamic. The wireless device adjusts the maximum
peer count based on the wireless device’s current perfor-
manceload(e.g., increasing the limit whenthe deviceis idle)
or based on network traffic (e.g., reducing the limit when
traffic is very high). In another implementation, the wireless
device sets the maximum peer count based on information
from the user or from a server.

FIG. 4 shows a flowchart 400 of one implementation of
selecting a recipient using a recipient map, such asto select a
recipient in block 305 of FIG.3. Initially, a wireless device
supporting relay communicationis participating in a peer-to-
peer network. The wireless device has built a list of local
devices (e.g., using a beacon) and openeddirect connections
to those local devices. The wireless device has received a

request from a userto select a recipient.
The wireless device requests a recipient map from each of

the local devices, block 405. A recipient map indicates one or
more devices andafull or partial path for each ofthe devices
that is not local to the ownerofthe map. The ownerofthe map
is the device that built the map and upon whichthe paths are
based. Accordingly, a path indicates one or more correspond-
ing connections or intermediary devices between the owner
ofthe map andtheparticular recipientfor that path. A full path
showsall the intervening connectionsor devices andapartial
path shows one or more of the intervening connections or
devices, suchasthe final one. In one implementation,a recipi-
ent map is a graph, with nodes indicating devices and links
indicating connections. In one implementation using a graph,
the map does not indicate an owner. In another implementa-
tion, a recipient mapis a table, with one entry for eachrecipi-
ent and a field indicating a path from the ownerto the corre-
sponding recipient. The local devices return their recipient
mapsto the wireless device. In one implementation, the local
devices update their maps before returning them. In one
implementation, the map request is a request for a map or
alternatively to build a new mapifthe current mapistoo old.
In another implementation, the map requestis sent as a broad-
cast, rather than to specific local devices. Examples of build-
ing mapsare described further below.

The wireless device builds a recipient map based on the
received responses to the map requests, block 410. The wire-
less device combines the received maps and its own local
device list to build a map with the wireless device as the owner
(so that paths are defined relative to the wireless device). In
another implementation, the wireless device does not send a
map request or build a new recipient map if the wireless
device already has a recipient map and that map is current
(e.g., as determined using an expiration threshold anda cre-
ation or last update timestamp of the map).

The wireless device selects a recipient from the map, block
415. The wireless device presents the map to the user through
the user interface of the wireless device. The user selects a

recipient and the wireless device selects a recipient corre-
sponding to the user selection.

Various techniques can be used to build recipient maps or
lists (the techniques may apply to either or both oflist and
maps,as appropriate). Several examples are described below,
including: propagation, hop count, network identifier, and
periodic updating. Combinations of these or other building
techniques can also be used.

In one implementation, a device updates its recipient map
using one or more update rules. One rule is to update the
recipient map upon joining the environment. Anotherrule is
to update the recipient map at regular intervals. The device
sends out a map request whenthe recipient map has expired,
based on a comparison of the elapsed time since the last
update of the recipient map. Another rule is to update the
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recipient map when a local device becomes unavailable.
When the device detects that a local device is no longer
available (e.g., based on regularpolling or a failure to respond
to arequest), the device sends out a map request. Another rule
is to update the recipient map when a new local device
becomesavailable. Anotherrule is to update the recipient map
when the device receives a refresh message from a local
device indicating that local device has updated its recipient
map. Whena device has changedits recipient map, the device
sends a refresh message to each of its local devices. The
devices receiving the refresh message then each send out map
requests to update their recipient maps. One or more of these
or various other rules can be used to build, update, and main-
tain recipient maps.

FIG.5showsan example ofone network configuration 500
as a graph of nodes and links. Example of map building are
described below referring to the configuration ofFIG. 5. Each
noderepresents a device and each link between nodesrepre-
sents a direct connection between two devices. Each of the

nodesare labeled withaletter for the corresponding device.
For example, a device X correspondsto the node labeled X. In
FIG. 5, the device X has direct connections with three
devices: A, B, and C. The device X is a wireless device and the
limit of the range of the device X is indicated by the dashed
circle 510 centered on the node X. The device X cannot
establish direct wireless connections with devices outside its

range. For example, the device D is outside the range of the
device X (as indicated by the node D being outside the dashed
circle 510). Similarly, the other devices have also established
direct connections with the devices that are in range. In
another configuration, some orall of the devices are wired
devices and limit establishing direct connections on some
otherbasis (e.g., an artificial limit such as a local device limit
set by a user).

Propagation

In one implementation ofbuilding a map, the devices in the
peer-to-peer network use propagation to build and update
maps. Initially, a device builds a map request and sends the
map request to each of its local devices. A map request
requests a map of available devices and has an identifier to
identify the request. Each of the local devices receiving the
map request in turn sends a map requestto that device’s local
devices using the same map request identifier, but does not
send a map request back to the sender of the map request and
does not send a map request whenthe device has already sent
amaprequest having the sameidentifier. The devices receiv-
ing the map request follow a similar process to send out map
requests. To send a map back to the sender of the request, a
device waits for a response from each of the local devices to
which the device sent the map request. If a device receives a
map request with the sameidentifier as a previously received
map request, the device sends back a failure message. If a
device has no available local devices to which to send the map
request (e.g., the only local device is the sender of the map
request), the device returns the device’s local devicelist to the
sender ofthe map requestorbuilds and returns a map based on
the local device list. After receiving responses from each of
the local devices to which the device sent the map request
(discarding failure messages), the device combinesthe infor-
mation of the received maps (if any) with the device’s local
device list to build (or update) its map. The device then returns
the new map to the sender of the map request. This process
continues until the original sender of the map request has
received maps from its local devices and built its own map.

Referring to FIG. 5, in an example ofbuilding a map using
the propagation technique described above, the device X
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sends a map request to eachofits local devices: to the devices
A, B, and C. The device A sends a map requestto its local
devices, except for the device X as the sender of the map
request: to the devices D and E. The map request sent by
device A includes the same map request identifier as that in
the map request sent by the device X, and so will all the map
requests propagated from the original map request sent by the
device X. The device D receives the request from the device A
and sends a map request to the device E (notto the device A
because the device D received the map request from the
device A). Similarly, the device E sends a map request to the
device D. Whenthe device D receives the map request from
the device EF, the device D recognizes that this map requestis
the same as the map request the device D received from the
device A and then sent to the device E (by matching map
request identifiers). Accordingly, the device D sendsa failure
message (or some message indicating the map request has
already been sent) back to the device E. Similarly, the device
E sends a failure message back to the device D. When the
device D receives the failure message from the device EF, the
device D recognizes that there are no more pending responses
(because the device D sent the map request only to device E).
The device D has not received any mapsas responses and so
sends back its local device list (indicating devices A and E) to
the device A as the response to the map request from the
device A. Similarly, the device E returns its local devicelist to
the device A (indicating the devices D and A). The device A
recognizesit has received all its pending responsesand builds
a map from the received responses andits local device list.
The mapthe device A builds indicates: the device D is avail-
able as a recipient through a connection from the device A to
the device D, the device E is available as a recipient through
a connection from the device A to the device E, and the device
Ais available as a recipient (e.g., as D-A, E-A, and A). When
two maps provide alternate paths to the same device, the
shorter path is used (measured by more intermediary devices
being considered longer). When two paths are the same
length, an arbitrary selection is made, or both paths are
included. Accordingly, the device A does not indicate in its
mapto return to the device X that a path is available from the
device D to the device E becausethereis a direct path from the
device A to the device E.

The device B receives the map request from the device X
and sends a map requestto the device C. However,the device
C hasalready received the map request from the device X and
so sends a failure message backto the device B. The device B
has no more pending responses and has not received any
maps,so the device B returnsits local devicelist to the device
X: the devices X and C. Alternatively, rather than sending
back the local devicelist, the device B returns a map indicat-
ing: the device C is available as a recipient through a connec-
tion from the device B to the device C, and the device B is
available as a recipient (e.g., C-B and B).

The device C receives the map request from the device X
and sends a map request to its local devices except the device
X: the devices B, F, and G. The device B returns a failure
message. The device F in turn sends a map requestto its local
devices: the devices H, I, and G. The device G sends a map
request to its local devices: the devices F, I, J, and K. The
devices continue to propagate the map requests, and build and
return maps as described above. When the device C has
received its pending responses to the send map requests, the
device C builds a map indicating (using the example notation
described above): L-H-F-C, M-H-G-C, H-F-C,I-F-C,J-G-C,
K-G-C, F-C, G-C, and C.

When the device X has received the pending responses
from the devices A, B, and C, the device X combines the
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responses and its local device list to build a map indicating
these recipients and paths: A, B, C, D-A, E-A, F-C, G-C,
H-F-C,I-F-C, J-G-C, K-G-C, L-H-F-C, and M-H-G-C.

Using this map, the device can present the available recipi-
ents in various ways: as a graphical map (e.g., showing con-
nections), as a list or recipients, as a list with a distance
indicator(e.g., numberofconnectionsto reach or color code).
If the user selects the device H as a recipient, for example, the
device X can include in the relay messageto the device H the
path to the device H: X to C to F to H. When the device X
sends the relay message, the device X uses the path informa-
tion and sendsthe relay message to the device C, and not to the
other local devices A and B. Similarly, the device C passes the
relay messageto the device F (not B or G), and so on.

In another implementation, the wireless device uses a
recipient list instead of a map. A recipient list indicates the
available recipients, but does not indicate path information
(explicitly). One type ofrecipient list does indicate whether a
recipientis a local device or not, relative to the ownerof the
list. Using the propagation technique described above, the
devices return lists rather than mapsand the device X builds
a list indicating the devices: A, B, C, D, FE, F, G, H, I, J, K, L,
and M.

In another implementation, the device maintains redundant
path information. The device stores a recipient map indicat-
ing available paths and applies a filter to remove redundant
paths when presenting the map for recipient selection. If
another device in the map becomes unavailable, the device
can use the redundant path informationto identify other paths
to devices that were shown as being connected through the
unavailable device. For example, in FIG. 5, there are two
paths from the device I to the device X: I-F-C-X and I-G-C-X.
If the filter of the device X has selectedthe first path through
the device F for display in recipient selection, the second path
through the device G is redundantandis not displayed. If the
device F becomes unavailable, the device X can display the
second path through the device G as available because the
device X has maintained the redundant path information.

Hop Count
In another implementation, the devices use a hop countas

a limit of how far out (across how many connections) to
propagate the map requestor list request. Various definitions
of “hop”can be used. In one definition, a hop is a connection
or link between two devices. Referring to the configuration
shown in FIG.5, the connection between the device X and the
device C is 1 hop. In the path between the device X and the
device H, there are 3 hops. In another definition, a hop is a
connection between two intermediary devices along a path.
Referring to FIG.5, in the path between the device X and the
device H,there is 1 hop. The connection between the device
X and the device C is not a hop because the device X is not an
intermediary device. The connection between the device C
and the device F is a hop because the devices C and F are
intermediary devices. The connection between the devices F
and His nota hop becausethe deviceHisthe recipient and not
an intermediary device. Accordingly, the hop count for the
path between the device X and the device H is 1. In other
implementations, different definitions of hop count can be
used, such as every connectionafter the first being counted as
a hop (in which case the hop count between the devices X and
H would be 2).

Whenthe hop count reaches a threshold, a device will not
send another map orlist request. In an example using list
requests and where the hop countis limited to 3, a device will
not send a list request when the hop count has reached 3. This
limit of3 will build a list where all ofthe recipients are 3 hops
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or less away. The hop count is included in the list request.
Using a definition of hops where each link is a hop, the hop
count is initially 1 and is incremented by 1 when a device
sends thelist request to another device (e.g., incremented by
the sender). Referring again to FIG. 5, when the device X
sends the list request to the device C, the hop countis incre-
mented by 1 to be 2. Whenthe device C sendsthe list request
to the device F, the hop count increases to 3. The hop count has
reachedthe limit of3. Accordingly,the device F does not send
the list request to its local devices (G, H, I), and instead
returns its local device list to the device C. Following that
pattern, when the device X hasreceived its pending responses
from thelist requests sent out to the devices A, B, and C, the
device X buildsa list indicating: A, B, C, D, E, F, G, H,1, J, and
K.Thelist does not include the devices L and M because the

device H did notreceive a list request.

Network Identifier

In another example of controlling the building ofrecipient
mapsorlists, the requests include a network identifier. Each
of the devices participating in the network stores the same
networkidentifier. When a device sends a maporlist request,
the device includes that network identifier in the request. Ifa
device receives a map orlist request indicating a network
identifier different from that of the device, the device returns
a decline message to the senderindicating the device is not a
participant in that network. When a device receives that
decline message, the device does not include the device send-
ing the decline messagein the list or map of available recipi-
ents. Network participation can be managed through a server
or through self-regulation of participating devices (e.g., by
invitation or request and acceptance).

Periodic Updating

In another implementation of building a recipient map or
list, a device uses periodic updating to build a maporlist by
periodically requesting a list from eachofits local devices (or
on demand). A device does not propagate the request. A
device returns its current recipient list to the requesting
device. When a device receives the responses, the device
updates its recipient list by combining the responses withits
local device list. When a device later receives a list request
from a local device, the device will return the updated recipi-
ent list. In this way the recipient lists for each of the devices
gradually develop and include all the available devices. A
similar approach can be used with maps. Using the path
information in a map, changes in available devices can be
applied to the map. Referring again to FIG.5, if the device X
has a complete recipient list (@ncluding devices A-M) and
receives an update indicating that device C is no longer avail-
able, the device X can use the path information to determine
that devices F-M are also not available because the device C

provided the link to those devices. In one implementation,
removing connected devices can prompt a device to send out
a new map request(e.g., using a propagation technique).

Various other techniques can be used to build and update
recipient mapsandlists. For example, in another approach,
wireless devices periodically broadcast their local device lists
or recipientlists (or maps) and other devices update their list
and maps accordingly. In another example, a server provides
lists, maps, and/or paths, though communication between
devices remains peer-to-peer (direct or relay).

FIG. 6 shows a flowchart 600 of one implementation of
sending a relay message from an intermediary orrelay device.
Initially, a wireless device supporting relay communication is
participating in a peer-to-peer network. The wireless device
may or may not be executing an application program. The
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wireless device has built a list of local devices (e.g., using a
beacon) and openeddirect connectionsto those local devices.

The wireless device receives a relay message from one of
the wireless device’s local devices, block 605. The wireless
device receives the relay message through the wireless inter-
face of the wireless device. The wireless device recognizes
that the relay message is a relay message because the relay
message includes a relay message code. For relay messages
including application program data, the wireless device is not
necessarily executing a local copy or version of the applica-
tion program corresponding to the application data in the
relay message, and may be executing an application program
different from the application program corresponding to the
application data included in the relay message. When appro-
priate, however, the wireless device can store or use applica-
tion data in the relay message(e.g., if the wireless device is
also executing that application program ora related applica-
tion program).

The wireless device checks whetherthe relay message has
already been received by the wireless device, block 610. The
wireless device retrieves the relay message identifier from the
relay message and compares the retrieved identifier to a
received relay messagelist of stored relay message identifiers
(stored from previously received relay messages). Ifthe iden-
tifier matches an identifier in the stored received relay mes-
sage list, the wireless determines that the relay message has
been received previously and discards the relay message.If
the identifier does not match any in the list, the wireless
device determines that this relay message is a new relay
message and addsthe relay messageidentifier to the received
relay messagelist.

If the relay message is a new relay message, the wireless
device checks whether the wireless device is the indicated

recipient for the relay message, block 615. The wireless
deviceretrieves the recipient information from the relay mes-
sage and compares that recipient information with informa-
tion identifying the wireless device. If the wireless device is
the indicated recipient, the wireless device does not relay the
relay message and proceeds with accessing and processing
the payload data ofthe relay message(e.g., using the payload
data as application data for an executing game application
program). If the relay message indicates multiple recipients
(e.g., the wireless device and at least one additional device),
the wireless device processes the payload data and sends the
relay message on, proceeding to block 620.

If the wireless device is not the indicated recipient for the
relay message, the wireless device checks whether the indi-
cated recipient is a local device for the wireless device, block
620. The wireless device comparesthe recipient information
with the wireless device’s local device list.

If the recipient is one of the local devices, the wireless
device sends the relay message to the recipient through the
wireless interface, block 625. If the recipient is not one ofthe
local devices, the wireless devices sends the relay message to
each ofthe local devices, except for the local device thatsent
the relay message to the wireless device, block 630. In an
implementation using paths, if the relay message includes
path information indicating the next intermediary device and
so to which local device the wireless is to send the relay
message, the wireless message sends the relay messageto the
indicated intermediary device.

The process described referring to FIG. 6 follows one set of
relay rules(e.g., do not send the same relay message twice). In
other implementations using a different set of rules (or only
one rule or no rules), the process for determining how to
handle a relay message can be different. For example, in one
implementation, before sending a relay messageon,the inter-
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mediary device checks an updated maporlist ofrecipients to
confirm that the indicated recipient is still available. In
another example, if an intermediary device has not already
sent the same relay message, the relay message is always
broadcast (e.g., not to specific devices, but to all devices in
range).

The various implementations of the invention are realized
in electronic hardware, computer software, or combinations
ofthese technologies. Some implementations include one or
more computer-programs executed by a programmable pro-
cessor or computer. For example, referring to FIG. 1A, in one
implementation, the wireless device 105 includes one or more
programmable processors (e.g., implementing the controller
220 of FIG. 2). In general, each computer includes one or
more processors, one or more data-storage components(e.g.,
volatile or non-volatile memory modules andpersistent opti-
cal and magnetic storage devices, such as hard andfloppy disk
drives, CD-ROM drives, and magnetic tape drives), one or
more input devices (e.g., mice and keyboards), and one or
more output devices (e.g., display consoles andprinters).

The computer programs include executable code that is
usually stored in a persistent storage medium and then copied
into memory at run-time. The processor executes the code by
retrieving program instructions from memory ina prescribed
order. When executing the program code, the computer
receives data from the input and/or storage devices, performs
operations on the data, and then delivers the resulting data to
the output and/or storage devices.

Variousillustrative implementations of the present inven-
tion have been described. However, one of ordinary skill in
the art will see that additional implementationsare also pos-
sible and within the scope of the present invention. For
example, while the above description focuses on implemen-
tations using wireless devices, wired or multi-interface
devices (e.g., wired and wireless) can be used.

In addition, rather than exchanging relay message to sup-
port gameapplication programs, other application programs
can also be supported, such as such as scientific, communi-
cations, etc. In that case, the payload data of the relay mes-
sages would reflect the nature of the application programs
being addressed (e.g., most recent network test results for
network analysis application programs).

Accordingly, the present invention is not limited to only
those implementations described above.

Whatis claimed is:

1. A wireless device, comprising:
an antenna;
a wireless communication interface connected to said

antenna and supporting wireless communication across
a wireless connection provided by said antenna, the
wireless communication interface enabled to contact

local devices, which are devices that are within range of
a sending device through the wireless interface, and
requesting identification of available devices;

storage supporting storing data; and
a controller connected to said wireless interface and to said

storage, supporting an application service, a message
service, and a relay service for relay messages, the con-
troller enabled to (1) propagate by the local devices the
request for identification of available devices through a
peer-to-peer network, (2) receive the identification of
available devices to the sending device, and (3) build a
list of available devices, the list including identification
of said local devices in a local devicelist;

wherein said application service provides execution and
management of one or more application programs
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accessible by said controller using application data
stored in said storage to support execution of a multi-
user application program,

wherein said message service provides building messages
and processing received messages, and

wherein said relay service provides building a new relay
message indicating a selected recipient to which the
wireless device does not have a direct wireless connec-

tion, sending a built new relay message, and sending a
received relay message that indicates a recipient other
than the wireless device, and

whensaid selected recipient is a local device, sending said
received relay message from said wireless device
addressed only to said selected recipient through said
wireless communication interface and not sending said
received relay message addressedto other local devices,

wherein said controller also supports a recipient selection
service, said recipient selection service provides build-
ing a list of at least one recipient, and selecting a recipi-
ent from saidlist, and said selected recipient used by said
relay service in building a new relay messageis a recipi-
ent selected by said recipient selection service,

wherein said recipient selection service responds to a map
request from another device by sending a request to at
least one other device,

wherein said map request indicates a hop count, and said
recipient selection service does not send said request if
said hop count has reached a threshold.

2. The wireless device of claim 1, wherein:

said recipient selection service provides sending said list to
a requesting device.

3. The wireless device of claim 1, wherein:

said recipient selection service supports building saidlist
using propagation.

4. The wireless device of claim 1, wherein:

said map request indicates a network identifier, and said
recipient selection service does not send said network
identifier does not match an identifier stored by the wire-
less device.

5. The wireless device of claim 1, wherein:

said recipient selection service periodically updates said
list.

6. The wireless device of claim 1, wherein:
said recipient selection service updates said list using one

or more update rules.
7. The wireless device of claim 1, wherein:
said controller also supports a recipient selection service,

said recipient selection service provides building a map
of at least one recipient and connections amongsaid at
least onerecipient andthe wireless device, and selecting
a recipient from said map, and said selected recipient
used by said relay service in building a new relay mes-
sage is a recipient selected by said recipient selection
service.

8. The wireless device of claim 7, wherein:

said built new relay message also indicates at least one
intermediary recipient providing an indirect connection
between said selected recipient and the wireless device.

9. The wireless device of claim 1, wherein:

said selected recipient used by said relay service in build-
ing a new relay messageis selected fromalist provided
by a server.

10. The wireless device of claim 1, wherein:

at least one of said one or more application programs
executed and managed bysaid application service is a
gameapplication program.
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11. The wireless device of claim 1, wherein:
said wireless interface is a Wi-Fiinterface.

12. A network device, comprising:
a network communication interface supporting network

communication across a network connection, the net-
work communication interface enabled to contact local

devices, which are devices that are within range of a
sending device through the network communication
interface, and requesting identification of available
devices;

storage supporting storing data; and
a controller connected to said network interface and to said

storage, supporting an application service, a message
service, and a relay service for relay messages, the con-
troller enabled to (1) propagate by the local devices the
request for identification of available devices through a
peer-to-peer network, (2) receive the identification of
available devices to the sending device, and (3) build a
list of available devices, the list including identification
of said local devices in a local devicelist;

wherein said application service provides execution and
management of one or more application programs
accessible by said controller using application data
stored in said storage to support execution of a multi-
user application program,

wherein said message service provides building messages
and processing received messages, and

wherein said relay service provides building a new relay
message indicating a selected recipient to which the
network device does not have a direct connection, send-
ing a built new relay message, and sending a received
relay message that indicates a recipient other than the
network device, and

whensaid selected recipient is a local device, sending said
received relay message from said wireless device
addressed only to said selected recipient through said
network communication interface and not sending said
received relay message addressedto other local devices,

wherein said controller also supports a recipient selection
service, said recipient selection service provides build-
ing a list of at least one recipient, and selecting a recipi-
ent from saidlist, and said selected recipient used by said
relay service in building a new relay messageis a recipi-
ent selected by said recipient selection service,

wherein said recipient selection service responds to a map
request from another device by sending a request to at
least one other device,

wherein said map request indicates a hop count, and said
recipient selection service does not send said request if
said hop count has reached a threshold.

13. The network device of claim 12, wherein:
said controller also supports a recipient selection service,

said recipient selection service provides building a map
of at least one recipient and connections amongsaid at
least one recipient and the network device, and selecting
a recipient from said map, and said selected recipient
used by said relay service in building a new relay mes-
sage is a recipient selected by said recipient selection
service.

14. The network device of claim 13, wherein:
said built new relay message also indicates at least one

intermediary recipient providing an indirect connection
between said selected recipient and the network device.

15. The network device of claim 12, wherein:
said selected recipient used by said relay service in build-

ing a new relay messageis selected from a list provided
by a server.
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16. The network device of claim 12, wherein:
at least one of said one or more application programs

executed and managed bysaid application service is a
gameapplication program.

17.A wireless game device, comprising:
an antenna;
a wireless communication interface connected to said

antenna and supporting wireless communication across
a wireless connection provided by said antenna, the
wireless communication interface enabled to contact

local devices, which are devices that are within range of
a sending device through the wireless interface, and
requesting identification of available devices;

storage supporting storing data;
a media interface connected to said storage supporting

reading a game application program from removable
media provided to said media interface; and

a controller connected to said wireless interface, to said
storage, and to said media interface, supporting an appli-
cation service, a message service, a relay service for
relay messages, and a recipient selection service, the
controller enabled to (1) propagate by the local devices
the request for identification of available devices
through a peer-to-peer network, (2) receive the identifi-
cation ofavailable devices to the sending device, and (3)
build a list of available devices, the list including iden-
tification of said local devices in a local devicelist;

wherein said application service provides execution and
managementofone or more gameapplication programs
accessible by said controller using application data
stored in said storage,

wherein said message service provides building messages
and processing received messages, and

wherein said relay service provides building a new relay
message indicating a selected recipient to which the
wireless game device does not have a direct wireless
connection, sending a built new relay message, and
sending a received relay messagethat indicates a recipi-
ent other than the wireless gamedevice,

whereinsaid recipient selection service provides building a
map ofatleast one recipient and connections amongsaid
at least one recipient and the wireless game device, and
selecting a recipient from said map,said selected recipi-
ent used by said relay service in building a new relay
message is a recipient selected by said recipient selec-
tion service, and said wireless interface is a Wi-Fi inter-
face, and

whensaid selected recipient is a local device, sending said
received relay message from said wireless device
addressed only to said selected recipient through said
wireless communication interface and not sending said
received relay message addressedto other local devices,

wherein said controller also supports a recipient selection
service, said recipient selection service provides build-
ing a list of at least one recipient, and selecting a recipi-
ent from saidlist, and said selected recipient used by said
relay service in building a new relay messageis a recipi-
ent selected by said recipient selection service,

wherein said recipient selection service responds to a map
request from another device by sending a request to at
least one other device,

wherein said map request indicates a hop count, and said
recipient selection service does not send said request if
said hop count has reached a threshold.
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MANAGING PARTICIPANTS IN AN ONLINE
SESSION

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation and claimsthe priority
benefit of U.S. patent application Ser. No. 11/375,526 filed
Mar. 13, 2006 and entitled “Managing Participants in an
Online Session,” which is a continuation and claimsthe pri-
ority benefit of U.S. patent application Ser. No. 10/211,128
filed Jul. 31, 2002 and entitled “Dynamic Player Manage-
ment,” which claimsthe priority benefit of U.S. provisional
patent application No. 60/381,736 filed May 17, 2002 and
entitled “Dynamic Player Management.” The disclosure of
these commonly owned applications are incorporated herein
by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to computer net-
works and, moreparticularly, to an application that is run by
multiple users on a computer network.

2. Description of the Related Art
Computer networks, such as local area networks and the

Internet, are increasingly being used as the backbone for
various transactions and interactions between parties. From
online banking, where bank customers can initiate financial
transactions on a computer network, to online gaming, where
garners can participate in various games over the Internet,
service providers are increasingly providing a variety of ser-
vices over computer networks. There are currently a variety
of different computer network configurations that facilitate
the transactions and interactions that take place.

Onetype ofconfiguration is a classic client-server configu-
ration, suchas is illustrated in FIG. 1. In this configuration, a
dedicated server computer 110 is communicatively linked to
one or more client computers 120 over a network, such as
through the Internet. The client computer 120 makes service
requests to the server computer 110 and the server computer
110 fulfills the request by transmitting data to the requesting
client computer 120 over the network. The server computer
110 can be connected to a data storage device or to other
computer devices that facilitate transactions betweenthecli-
ent and server computers. One characteristic of the client-
server configuration is that the client computers cannot com-
municate directly with one another, as the client computers
are limited to communicating with the server computer.

For example, where the client-server configuration is oper-
ated in an online gaming environment, the server computer
110 can be responsible for maintaining the various states that
are associated with the online game. The server computer can
be connected to other computers, such as a memory engine
140 that maintains one or more instances ofa game, while the
server computer 110 manages administrative matters such as
player matching and account management. A gameplayer on
the client computer 120 can log onto the server computer 110
and receive a list ofavailable gamesandparticipating players.
The player chooses a gametostart orjoin, thereby identifying
a memory engine with which the player’s computer estab-
lishes a client-server connection. In this manner, the server
computer 110 and the memory engine 140 collectively
administer the gaming environment for one or more client
computers 120.

Anothertype ofconfiguration is referred to as an integrated
server configuration, such as is shown in FIG. 2. This con-
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figuration includes a dedicated server computer 110 and one
or more client computers 120 that are each connected to the
server computer 110 over a computer network. As in the
previously-described configuration, the server computer 110
serves data to the client computers 120. However, one of the
client computers 120, such as the client computer 120a, func-
tions as an integrated server in that the client computer 120a
can serve data to the other client computers 120.In an online
gaming environment, the server computer 110 can perform
administrative functions, such as player matching, account
management, and chat room management, while the client
computer/integrated server 120a can perform the function of
the previously-described memory engine.

In yet another type of communication configuration, the
various computers are arranged in a peer-to-peer configura-
tion, such as is shown in FIG.3. In a peer-to-peer configura-
tion, each ofthe computers can communicate with the others,
so that all ofthe computers function as “peers.” In one form of
the peer-to-peer configuration, a dedicated server 110 is com-
municatively connected to a plurality of client computers 120
over a network. An online session is initially established by
each of the client computers 120 connecting to an adminis-
trative computer, such as the server computer 110. The client
computers 120 are then communicatively connected to one
another sothat each ofthe client computers 120 has the ability
to both serve and receive data to and from any of the other
client computers 120. In addition, each client computer 120
can operate in a client-server relationship with the dedicated
server 110. Those skilled in the art will appreciate that there
are other communication configurations in addition to the
configurations described above.

The various configurations described above enable com-
puterusers to interact over a computer network, such as in an
online game environment where gameplayers can play com-
puter games on a computer network. In such a scenario, at
least one of the computers typically functions as a game
manager that manages various aspects of the game, such as
coordinating the numberofplayers, keeping track of game
state, and sending out updates to the users regarding game
state. It can be appreciated that continuity ofgameplay can be
highly dependenton all of the users in a game continuing to
play throughout the entire game period. Game play can be
interrupted or even halted if one of the gameplayers exits
during the middle of a game, particularly where the exited
player was managing a portion of the game.

For example, sports gamestypically have a fixed start and
a fixed finish for the game, with at least two players compet-
ing in a game.In current configurations, there are often sev-
eral players that participate in an online sporting contest, with
each one of the players assuming the role of a player on a
sporting team. For example, in an online football game, play-
ers can assumethe roles of quarterback, receiver, defensive
back, running back,etc. Ifone ofthe players were to suddenly
leave during the middle of the game, then the gameplay
would be interrupted or halted. This couldalso be the case in
other types ofgames, where continuity ofgame play is depen-
dent on eachofthe players in the game environmentcontinu-
ing to play throughout a particular scenario.

Unfortunately, current multi-user applications are not con-
figured to account for when a participant in an online session
suddenly or unexpectedly leaves the online session. If a
player does leave an online session, then the session is unduly
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interrupted or terminated. In view of the foregoing,there is a
need for a multi-user application that overcomes the afore-
mentioned shortcomings.

SUMMARY OF THE INVENTION

The present invention relates to an application that is con-
figured to be operated in a multi-participant environment on a
computer network. The application managesparticipants in
an online session of a multi-user application so that if one of
the participants exits the session, the session can continue
without interruption. In accordance with one aspect of the
invention, the application initiates an online session of the
multi-user application, wherein the online session includes
two or more participants comprised of network computers
that are communicatively linked to a computer network.Ifthe
application detects that a first participant has disconnected
from the online session, wherein the first participant is
responsible for managing certain managerial functionality
associated with the runningofthe multi-user application, then
the application broadcasts a notification to existing partici-
pants of the online session over the communication network,
thereby notifying the existing participants that thefirst par-
ticipant has disconnected from the online session. The initi-
ating application then re-assigns the functionality associated
with the first participant to an existing participant of the
online session. The participants can be communicating in a
peer-to-peer arrangementor can be performingserver duties
in a client-server arrangement.

Other features and advantages of the present invention
should be apparent from the following description of the
preferred embodiment, which illustrates, by way of example,
the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1 is an illustration of a computer network arranged in
a client-server network communication configuration.

FIG.2 is an illustration of a computer network arranged in
an integrated network communication server configuration.

FIG.3 is an illustration of a computer network arranged in
a peer-to-peer network communication configuration.

FIG.4 is an illustration of a computer network system on
which is run a multi-user application configured in accor-
dance with the present invention.

FIG.5 is an illustration of a data structure that includes

computer index and session master informationfor the multi-
user application.

FIG. 6 is an illustration of a computer network system
wherein the multi-user application is arrangedina first type of
communication configuration.

FIG. 7 is an illustration of a computer network system
wherein the multi-user applicationis arranged in another type
of communication configuration.

FIG.8 is a flow diagram that represents a process of man-
aging the exiting of a participant in an online session of a
multi-user application.

FIG.9 is a flow diagram thatillustrates the operating steps
associated with the multi-user application establishing an
online session.

FIG. 10 is a block diagram of a computer in the network
illustrated in FIG.4, illustrating the hardware components.

FIG. 11 is a block diagram of a computer entertainment
system in the network illustrated in FIG. 4, illustrating the
hardware components.
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DETAILED DESCRIPTION

FIG.4 is a block diagram of a computer network system
400 comprised ofone or more network devices including one
or more client computers 410, 412 and one or more dedicated
server computers 420, 422, which are nodes of a computer
network 430. Thus, some of the network computers are con-
figured as servers and some are configured as clients. The
computer network 430 may comprise a collection of inter-
connected networks, such as the Internet, and may include
one or more local area networksat each ofthe nodes 410, 412,
420, 422. As used herein, the term “Internet” refers to a
collection of interconnected (public and/or private) networks
that are linked together by a set of standard communication
protocols to form a global, distributed network.

The client computers 410, 412 can transmit requests for
data over the network 430 to one ofthe server computers 420,
422, which are configured to serve data over the network 430
to the client computers in a well-known manner. The server
computers 420, 422 can include or can be communicatively
linked to each other and to other servers, such as a data base
server and/or an application server, as will be knownto those
skilled in the art. Although FIG. 4 shows only two client
computers 410, 412 and two server computers 420, 422, it
should be appreciated that the network system 400 could
include any numberof client computers 410, 412 and server
computers 420, 422. The server computers 420, 422 and
client computers 410, 412 are sometimesreferred to collec-
tively herein as network computers.

The network system 400 supports a multi-user application
440 comprised of a computer program with which multiple
users can interact in online sessions using network devices
(such as the client computers 410, 412) that are linked to the
computer network 430. The application 440 is installed at
each of the client computers, meaning that an operational
instanceofthe application is stored in memory ofeach ofthe
client computers 410, 412 that run (execute) the application
440. Each server computer that will be participating in an
online session of the multi-user application also stores an
instance ofthe application 440. For purposesofthis descrip-
tion, the first server computer 420 will be assumed to be a
server for the multi-user application being executed by the
client machines 410, 412, although both servers 420, 422 are
shownwith installed applications 440. An exchange of data
occurs between instances of the application 440 during
execution and is enabled through the establishment of net-
work sockets 445 at each of the network computers. The
sockets are represented in FIG. 4 as boxes at each respective
network computer. Those skilled in the art will understand
that a network socket is one end of a multi-way communica-
tion link between two or more programs that run on the
network system 400.

The application 440 can be run on the network devices of
the network system 400 according to a variety of communi-
cation configurations and the responsibilities for various
application-related processes can be assigned to different
computing devices of the network 430, as described in more
detail below. An application developmentinterface is prefer-
ably used to develop the application 440, as is also described
in more detail below. The application can be operated such
that the associated network computer can use a communica-
tions configuration to implement any of the communication
modesillustrated in FIG. 1, FIG. 2, and FIG.3.

The multi-user application 440 can be any type of applica-
tion that a user can run on a network computerthat is linked
to the computer network 430. Whenthe application 440 is run
onaclient computer 410, 412, the user can interact with other
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users through other network computers that are also running
the application 440. The server computer 420 can function as
a central network “meeting point” through which the users
can establish contact, maintain data, and initiate an online
session of the application 440. Typically, the application 440
causes the network device in whichit is operating to establish
communications with another network device, such as the
devices 410, 412, 420, thereby initiating an online session.
During the online session, the network computers will inter-
act and exchangedata pursuant to the programmedfeatures of
the application 440.

Whenthe application 440 is launched andan online session
is established among suitably configured computers, the
application enables the computers to interact in a variety of
configurations. Throughoutthis description, the application
440 is sometimes described in an online-gaming scenario,
wherein the application 440 comprises a computer gamethat
multiple users can access and run using the client computers
410, 412. In such a case, the application 440 establishes an
online session comprised of a game in which the network
computers participate. However, it should be appreciatedthat
the application 440 mayalsorelate to other scenarios besides
gaming, such as, for example, online banking or online travel
planning, that involve interactions between multiple comput-
ers on a computer network.

When an application 440 executes, it identifies a session
master, which is a network computer that performsa variety
ofmanagerial and administrative functions for the application
with respect to interactions between computers that occur
during an online session. An online session ofthe application
uses a registration or logon process with a data store contain-
ing information suchas useridentification. The logon process
authorizes further participation in the network environment
of the application. Preferably, the session master function is
assigned whena client computer running the application 440,
such as the client computer 410, logs onto the server com-
puter 420to initiate an online session. The applicationitself,
however, determinesthe details ofwhen and howsuch assign-
ments are made, so that a variety ofsession master assignment
schemes can be implemented without departing from the
teachings of the present invention.

The operating instance of the application on the client
computer 410 that initiates an online session of the applica-
tion is referred to as the host computer. The application at the
host computer assigns the session master function to either
the server computer 420 or to the host computer 410. As new
client computers log-on (register) with the server computer
420 to join the online session, the server computer 420 noti-
fies the new clients of the already-assigned identity of the
session master computer.

As described more fully below, the session master func-
tionality enables a smooth transition between the various
network communication configurations in which the applica-
tion 440 can operate. The session master function also
enables the application 440 to concentrate responsibility for
application-related tasks in a specific network computer, or to
distribute such responsibility among two or more network
computers. The assignmentof tasks can be performed by an
instance of the application 440 on one of the network com-
puters, at the same time when the session master function is
assigned, and the session mastertasks can be assigned to one
or more of the computers on the network 430 for providing
the requisite functionality. The computer or computers that
are assigned responsibility of the session masterare referred
to herein as the “owners’ of the respective session master
functions. References to a solitary session master will be
understood to apply to a group of computers, if those com-
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puters are collectively performing the session master func-
tions. Thus, the assignment of session master tasks is per-
formed in the manner specified by the application, in
accordance with the dictates of the application developer.

One category of responsibilities assigned to the session
master relates to application-specific functions, which are
functionsthatare peculiarto the particular type ofapplication
440 being executed. For example, if the application 440 is a
game-type application, then the session master or a group of
session masters can keep track of game-type data, such as the
game score and the time remaining in the game, and can
perform gamefunctions, such as terminating the onlineses-
sion when a gameends. A session master computer can also
be assigned the responsibility of keeping track of specific
gamedata, such as the state of an object in the game environ-
ment, such as a football, aircraft, ocean, tree, and so forth.
Eachofthese responsibilities can be concentrated in a single
session master computer or can be divided up amongseveral
session master computers, in accordance with the operation
of the application.

The host computer performs managerial functions related
to the computers that are participating in the online session.
For example, whenever a network computer joins an online
session of the application 440, the host computer assigns an
identification index number to the computer joining the ses-
sion. The host computer maintainsalist of the identification
index numbers andtheir associated network computers. The
index numberis used when sending messagesand 1s also used
to maintain ownership records regarding the session master
functionality.

As noted above, there can be more than one session master
in an online session. The way in which a session master is
assigned can be determinedbythe application in accordance
with the operation ofthe application. The application 440 can
also assign the session master with responsibility for sending
out update messagesto update the network computers regard-
ing the status of all network computers that are participating
in the online session. This responsibility entails the session
master notifying the participating network computers when a
new network computer joins the online session, or when a
current participant exits the online session of the application
440, as described morefully below.

The host computer that assigns the aforementioned index
numberto each of the computers also maintainsa list ofall
network computers that are participating in the online ses-
sion. The application 440 then keeps track of session master
ownership according to the index number assigned to the
computer. To keep track of the index numberand responsi-
bility assignments, the application 440 can maintain a data
structure such as in the form ofa table comprised ofa network
computer index list, such as the table 500 shown in FIG.5.
The table 500 contains an index numberassociated with each

network computerthat is participating in the online session,
and also contains an indication of whether the network com-

puter owns the session master function. The index list data
structure comprising the table 500 preferably also specities
the communication protocol that is being used for each net-
work computer. FIG. 5 showsthat different session master
tasks (C1, C2, C3) can be ownedby different network com-
puters.

In addition to specifying the communication protocol, the
data structure also specifies, for each network computer, the
port for which the communication protocol is associated.
Each instance of the application 440 enables the associated
network computerthat is participatingin the online session to
open multiple communication ports, with each port being
associated with a particular communication protocol. The
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network computers communicate with other network com-
puters using a particular port and a particular protocol, which
is specified in the data structure comprised of the table 500
shown in FIG. 5. The ports can comprise network sockets
through which the instances of the application 440 commu-
nicate over the network. The network computers preferably
communicate the port/protocol information, as well as the
other information containedin the indexlist, by periodically
sending communication messages to one another over the
network.

Preferably, all of the computersthat are participating in the
online session keep their own copyofthe table 500 indexlist.
It should be appreciated that the table 500 is merely exem-
plary andthatthe initiating host application 440 could keep
track ofclient index numbers and session master ownership in
other manners using a wide variety of data structure formats.
Alternatively, the session computers can share one or more
copies of the table.

Theinitiating application 440 can operate in various com-
munication configurations depending on howthe application
440 assigns ownership of the session master. In a first con-
figuration, shownin FIG.6,the initiating application 440 has
assigned ownership of a session master 600 to a single com-
puter, such as the dedicated server computer 420. Therefore,
this computer 420 has responsibility for all of the tasks asso-
ciated with the session master function as dictated by the
initiating application 440. Thus, the application 440 operates
in a client-server communication configuration with respect
to the functions of the session master, with the server com-
puter 420 serving data to the client computers 410 relating to
the session master responsibilities.

It should be appreciated that any of the computersthat are
participating in the online session of the application 440
could have ownership of one or more of the session master
tasks, such as where oneofthe client computers 410 is shown
owning a session master 600a, which is shown in FIG.6 using
phantom lines. This indicates that the client computer has
been assigned andis performing one or more session master
tasks, along with or in place of the nominal session master
server computer 420. Thatis, there can be several instances of
a session master among the computers participating in an
online session, with each instance of a session master being
assigned specific responsibilities and each session master
task being assignedto a different network computer, or mul-
tiple tasks being assignedto the same computer. For example,
FIG.6 showsa situation where there are two session masters

600 and 6002, each being assigned responsibility for certain
functionality relating to the online session of the application
440. The server computer 420 has certain responsibilities and
the client computer 410 also has certain responsibilities, as
determined by the application. This is an integrated server
configuration, where the client computer 410 that owns the
session master 600q is functioning as an integrated server. An
“integrated server” refers to a situation in whichall clients
send information to a client that is designated as an integrated
server, and where that integrated server propagates the infor-
mationto the other clients. The client acting as the integrated
server can also own one or more session mastertasks.

In another scheme, shown in FIG.7, the application 440
has distributed ownership of the session master 600 among
several computers. In the illustrated example, both of the
client computers 410 share ownership of the session master
600. In such a case, both of the computers could perform the
functions associated with the session master sothat the net-

work computers in FIG.7 are in a peer-to-peer configuration.
Regardless of the particular communication configuration in
whichthe application 440 operates, the online session of the
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application includes various network participants comprised
ofthe network computers that are running the application and
interacting pursuant to the online session. If one of the par-
ticipants in the online session were to exit the session, then
this may result in an interruption for the other participants that
remain in the session. In accordance with one aspect of the
invention, the application 440 is configured to handle situa-
tions where a participant exits an online session in order to
minimize the interruption for remaining participants.

This is described in more detail with reference to the flow

diagram shown in FIG. 8, which describes a process of man-
aging the exiting of a participant in an online session of the
multi-user application 440. In the first operation, represented
by the flow diagram box numbered 810,it is determined that
aparticipant ofthe online session ofthe application has exited
the online session. The determination that a participant has
exited the online session can be madein a variety ofmanners.
In one embodiment, the instance of the application 440 on a
network computer participating in the online session periodi-
cally causes the network computer to broadcast an update
message notifying the other network computers ofits pres-
ence in the online session. If no update message is received
from a particular network computer within a predetermined
amountof time, then it is deemed that the network computer
has exited the online session. During establishment of the
online session, the instance of the application 440 on the
computerthat starts the online session mayassign a particular
computer, such as the session master computer, with the
responsibility for making the determination that a participant
has exited the online session.

In the next operation, represented by the flow diagram box
numbered 820, the instance of the application 440 in one of
the computers causes a notification message to be broadcast
to all of the participants in the online session notifying them
that a participant (the “exited participant’) has exited the
session. Only one of the network computers, such as, for
example, the session master computer, broadcasts the notifi-
cation messageto all of the participants. Ifthe session master
computer is the exited computer, then one of the other net-
work computers broadcasts the message, such as the com-
puter with the next consecutive index after the session master
computer. The notification message preferably includes the
index that was previously assigned to the network computer
for the exited participant. In this manner, the other partici-
pants can identify the exited participant by consulting the
index table that was discussed above with respect to FIG.5.

The next operation differs based upon whetherthepartici-
pant that exited the session was responsible for performing
any session managerial functions that would affect the other
participants of the online session, as represented by the deci-
sion box numbered 830. The managerial functions include
functions suchas filtering communication messages, assign-
ing identification indices, score-keeping, keeping track of
session times, keeping track of items that are located in an
online world, keeping track of participant locations in an
online world, etc. Ifthe participantthat exited the session was
responsible for performing any such functions, a “Yes”result
from the decision box 830, then the process proceeds to the
operation represented by the flow diagram box numbered
840. In this operation, the application 440 reassigns the mana-
gerial responsibilities of the exited participant to a network
computer of another participant that is still present in the
online session. The reassignment ofmanagerial responsibili-
ties is preferably performed by an instanceofthe application
440 ona specific computer, such as the computer that has the
next consecutive index after the index of the computer that
exited the online session. For example, a computer witha first
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index mayexit the session. The instanceofthe application on
computer with the next consecutive index (as specified in the
table 500 showninFIG.5) then performsthe re-assignmentof
the exited computer’s duties.

The manner in which the application 440 re-assigns the
responsibilities can vary. In one embodiment, the application
440 automatically selects the participant that is re-assigned
the responsibilities based on certain factors, some of which
are related to the conditions of the network computers of the
participants. The conditions can include, for example, the
communication environment, geographical location, and
hardware specification of the network computers, as well as
user-specified preferences.

The communication environment relates to whether the

network computer of the participant has large bandwidth
capabilities, such as through a cable-modem or DSL.Prefer-
ably, those participants with higher bandwidth capabilities
are given higher preference for assuming the responsibilities
of the exited participant. The geographic location of the par-
ticipants can also be a factor in deciding which participantis
re-assigned the responsibilities of the exited participant. For
example, a participant that is centrally located to the other
participants may be given a higherpriority in order to mini-
mize the latency for communications. The hardware specifi-
cations of the network computers that are participating in the
online session are also a factor. The application 440 maygive
higher priority to network computers that have hardware
capabilities that are most highly suited for the responsibilities
that are being re-assigned, such as computers with powerful
data processing capabilities.

In another embodimentof the operations of flow diagram
box 840, the application 440 simply randomly re-assigns the
responsibilities of the exited participant to another of the
participants of the online session. The application 440 can
also consider user-specified preferences. Some users may
specify to the application 440 that they do not want to be
assignedthe responsibility ofmanaging any application func-
tionality. The users may also specify that a particular partici-
pant should be re-assigned responsibilities should another
participant exit the online session. Alternately, the application
440 may cause a messageto be broadcasttoall of the partici-
pants of the online session asking whetherany ofthepartici-
pants would like to take over the responsibilities that were
previously assignedto the exited participant.

The next operation is represented by the flow diagram box
numbered 850. This operation occurs after the application
440 has re-assigned the responsibilities of the exited partici-
pant. The operation offlow diagram box 850 also occursifthe
exited participant did not have any responsibilities that
needed re-assignment, which would have resulted in a “No”
outcome from the decision box numbered 830.In this opera-
tion, the application 440 attempts to obtain a new participant
to replace the exited participant. The attempt is preferably
performedbythe instanceofthe application 440 ona specific
computer, such as the session master computer. It should be
appreciated that this operation differs from the operation of
flow diagram box 840in that this operation relates to obtain-
ing areplacementparticipantfor the online sessionto take the
place of the exited participant, rather than re-assigning the
managerial functions of the exited participant.

For example, the online session may be an online football
game, wherethe participants are each a player on a common
team. Oneofthe participants may have been assigned mana-
gerial functions comprised of keeping track of the score and
of the game time. That sameparticipant may have played the
role ofthe quarterback in the game.Ifthe participantexits the
online game during the game, then the application 440 re-
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assigns the managerial functions (1.e., score keeping and
game time responsibilities) of the exited participant to
anotherparticipantin the operation 840 andthen, in operation
850, attempts to obtain a new participantto replace the exited
participant’s role as quarterback.

The mannerinwhichthe application 440 attempts to obtain
a replacementparticipant for the online session may vary.In
one embodiment, the application 440 automatically assigns a
network computer, rather than a human,as a replacementfor
the exited participant. The network computer thereby would
perform the functions of the exited participant. In another
embodiment, the application 440 maintainsa list of network
computer that might be able to participate in the online ses-
sion and then sends a message to those computers inviting
them to participate in the session. The application 440 may
put the online session in a pause mode while a replacement
participant is obtained.

The application 440 is preferably developed using a soft-
ware developmentkit (SDK)that provides a library of object
and communication message definitions that are used in the
application 440. The software development kit includes an
application interface through which applications that are
developed using the SDK can run on a network system, such
as the network system 400. The application interface can
reside in a central network server, such as the server 420, to
which network computers that have the application 440 can
log onto in order to operate an online session of the applica-
tion. By using the object and message types provided by the
SDK, the application 440 can be developed to include the
features described above. The SDK preferably includes an
object definition structure that provides a client-based defini-
tion of objects that are utilized by the application 440. The
object definition includes a plurality of characteristics asso-
ciated with each object and utilized by the application to
effect interaction with clients over the computer network.

Once the application 440 has been developed using the
SDK, the application 440 can be loaded onto one or more
network computers and an online session can be established
accordingto the operations shownin the flow diagram box of
FIG.9.In the first operation, represented by the flow diagram
box numbered 910, a network computer on which the appli-
cation 440 is loaded connects to a network computer that
includes in memory that application interface software. For
example, one or more of the client computers 410 of the
network system 400 shown in FIG. 4 may have the applica-
tion 440 loaded in memory andthe server computer 420 may
include the application interface. In such a case, the client
computers 410 establish a communication connection with
the server computer 410 over the network 430.

In the next operation, represented by the flow diagram box
numbered 920, the application 440 registers objects accord-
ing to the object definitions that are available in the library of
the application interface. The application 440 also registers
any message filters that will be utilized during the online
session, as represented by the flow diagram box numbered
930.

In the next operation, represented by the flow diagram box
numbered 940, the application 440 defines the session master
and assigns ownership of the session master to one of the
network computers. The ownership of the session master can
be assigned to one computer or can be assigned to plural
computers. The application 440 also specifies whether the
ownership of the session master is dedicated to a particular
computer or whether ownership can migrate to other comput-ers.

During this operation, the application 440 assigns client
indices to each of the network computersthat will participate
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in the online session and also establishes the index table

described above. The application 440 can be configured such
that the first network computer to log onto the server com-
puter will be the session master and also receive an initial
index, such as an index ofoneor zero. It should be appreciated
that the initial index may vary. Subsequent network comput-
ers to log on will then receive the next available index. After
the ownership of the session master or session masters has
been established, the online session of the application 440 is
commenced, as represented by the flow diagram box num-
bered 950.

Asnoted above, the network computers shownin the block
diagram of FIG. 4 comprise nodes of a computer network
system 400. FIG. 10 is a block diagram of a computerin the
system 400 of FIG.4, illustrating the hardware components
includedin one of the computers. Those skilled in the art will
appreciate that the devices 410 and 420 mayall have a similar
computer construction, or may have alternative constructions
consistent with the capabilities described herein.

FIG. 10 shows an exemplary computer 1000 such as might
comprise any ofthe network computers. Each computer 1000
operates under control of a central processor unit (CPU)
1002, such as a “Pentium” microprocessor and associated
integrated circuit chips, available from Intel Corporation of
Santa Clara, Calif., USA. A computer user can input com-
mandsand data from a keyboard and computer mouse 1004,
and can view inputs and computer output at a display 1006.
The display is typically a video monitororflat panel display.
The computer 1000 also includes a direct access storage
device (DASD)1008, such as a hard disk drive. The memory
1010 typically comprises volatile semiconductor random
access memory (RAM). Each computerpreferably includes a
program productreader 1012 that accepts a program product
storage device 1014, from which the program product reader
can read data (and to which it can optionally write data). The
program product reader can comprise, for example, a disk
drive, and the program product storage device can comprise
removable storage media such as a magnetic floppy disk, a
CD-R disc, a CD-RW disc, or DVD disc.

Each computer 1000 can communicate with the others over
a computer network 1020 (such asthe Internetor an intranet)
through a network interface 1018 that enables communica-
tion over a connection 1022 between the network 1020 and

the computer. The network interface 1018 typically com-
prises, for example, a Network Interface Card (NIC) or a
modem that permits communications over a variety of net-
works.

The CPU 1002 operates under control of programming
steps that are temporarily stored in the memory 1010 of the
computer 1000. When the programming steps are executed,
the computer performsits functions. Thus, the programming
steps implementthe functionality of the application 440. The
programming steps can be received from the DASD 1008,
through the program productstorage device 1014, or through
the network connection 1022. The program product storage
drive 1012 can receive a program product 1014, read pro-
grammingsteps recorded thereon, and transfer the program-
ming steps into the memory 1010 for execution by the CPU
1002. As noted above, the program product storage device
can comprise any one of multiple removable media having
recorded computer-readable instructions, including magnetic
floppy disks and CD-ROMstorage discs. Other suitable pro-
gram product storage devices can include magnetic tape and
semiconductor memory chips. In this way, the processing
steps necessary for operation in accordance with the inven-
tion can be embodied on a program product.
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Alternatively, the program steps can be received into the
operating memory 1010 over the network 1020. In the net-
work method, the computer receives data including program
steps into the memory 1010 through the network interface
1018 after network communication has been established over

the network connection 1022 by well-known methods that
will be understood by those skilled in the art without further
explanation. The program steps are then executed by the CPU
1002 thereby comprising a computer process.

It should be understoodthatall ofthe network computers of
the network system 400 illustrated in FIG. 4 may have a
construction similar to that shown in FIG.10, so that details
described with respect to the FIG. 10 computer 1000 will be
understood to apply to all computers of the system 400. It
should be appreciated that any of the network computers can
have an alternative construction, so long as the computer can
communicate with the other computers over a network as
illustrated in FIG. 4 and can support the functionality
described herein.

For example, with reference to FIG. 11, the client comput-
ers 420 can comprise a computer entertainment system, such
as a video game system 1100. FIG. 11 is a block diagram ofan
exemplary hardware configuration of the video game system
1100.

The video game system 1100 includesa central processing
unit (CPU) 1100 that is associated with amain memory 1105.
The CPU 1100 operates under control of programming steps
that are stored in the OS-ROM 1160 or transferred from a

game program storage medium to the main memory 1105.
The CPU 1100 is configured to process information and to
execute instructions in accordance with the programming
steps.

The CPU 1100 is communicatively coupled to an input/
output processor (IOP) 1120 via a dedicated bus 1125. The
JOP 1120 couples the CPU 1100 to an OS ROM 1160 com-
prised of a non-volatile memory that stores program instruc-
tions, such as an operating system. The instructionsare pref-
erably transferred to the CPU via the IOP 1120atstart-up of
the main unit 1100.

The CPU 1100 is communicatively coupled to a graphics
processing unit (GPU) 1110 via a dedicated bus 1115. The
GPU 1110 is a drawing processor that is configured to per-
form drawing processes and formulate images in accordance
with instructions received from the CPU 1100. For example,
the GPU 1110 mayrender a graphics image based on display
lists that are generated by and received from the CPU 1100.
The GPU mayinclude a buffer for storing graphics data. The
GPU1110 outputs images to an audio-visual output device.

The IOP 1120 controls the exchange of data among the
CPU 1100 anda plurality ofperipheral components in accor-
dance with instructions that are stored in an IOP memory
1130. The peripheral components may include one or more
input controllers 1122, amemory card 1140, a USB 1145, and
an IEEE 1394 serial bus 1150. Additionally, a bus 1155 is
communicatively coupled to the IOP 1120. The bus 1155 is
linked to several additional components, including the OS
ROM 1160, a sound processor unit (SPU) 1165, an optical
disc control unit 1175, and a hard disk drive (HDD) 1180.

The SPU 1165 is configured to generate sounds, such as
music, sound effects, and voices, in accordance with com-
mands received from the CPU 1100 and the IOP 1120. The

SPU 1165 may include a sound buffer in which waveform
data is stored. The SPU 1165 generates sound signals and
transmits the signals to speakers.

The dise control unit 1175 is configured to control a pro-
gram reader, which can comprise, for example, an optical disk
drive that accepts removable storage media such as a mag-
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netic floppy disk, an optical CD-ROM disc, a CD-R disc, a
CD-RW disc, a DVD disk, or the like.

The memory card 1140 may comprise a storage medium to
which the CPU 1100 maywrite andstore data. Preferably, the
memory card 1140 can be inserted and removed from the IOP
1120. A user can store or save data using the memory card
1140. In addition, the video game system 1100 is preferably
provided with at least one hard disk drive (HDD) 1180 to
which data may be written and stored.

A data I/O interface, such as an IEEE 1394serial bus 1150
or a universal serial bus (USB) 1145interface, is preferably
communicatively coupled to the IOP 1120 in order to allow
data to be transferred into and out of the video game system
1100, such as to the network 430 of FIG.4.

The system and method described above improve on the
situation where a network user of an application, such as a
gameplayer, is performingas an Integrated Server(IS) for the
application, thereby maintaining an application environment,
so that the application would end for a conventional imple-
mentation of the application whenthat IS user wishes to log
off. As described above, some applications (such as multi-
user gaming applications) alternatively permit the functions
(and data) of the departing user to be migrated from the
departing user to a different user, who will continue with the
online session andwill take over the duties ofthe IS. This type
of hand-off is typically rather cumbersome and mightnot be
accomplished smoothly.In the case ofa gaming environment,
for example, a departing player might abruptly disappear
from the game environment, thereby disrupting the gaming
experienceofthe other players. The multi-user application in
accordance with the invention permits continued use of the
application, even with users departing and joining, by notify-
ing all user machines whenanotheruserhas departed from the
session. Suitable adjustments can be made for a morepleas-
ing application environment. The notification occurs through
a Disconnect function that ensures proper IS operation and
communications. That is, an application server or IS of the
application can broadcast a messagetoall clients in an appli-
cation environmentto notify them that a user has departed or
has joined, and can ensure appropriate functionality, if nec-
essary, of the users.

For a system with a network device operating as an Inte-
grated Server (IS) as described above by serving application
data to other users, the failure or departure of an IS from the
application environmentis respondedto by assigning a dif-
ferent user as a new IS. The application can assign a new IS by
automatically carrying out a replacementprocess, or by send-
ing a broadcast messageto all users and awaiting replies. For
automatic selection, the application can assign the new IS in
accordance with considerations that include the bandwidth

available to the user, the geographic location of the potential
new IS, a user’s indicated preference for consideration as an
IS, the technical specification and resources available at the
user’s machine,or through a random selection process. If the
application is designed sothat it sends a broadcast message,
then the messagewill typically solicit voluntary agreement to
operate as the new IS.

In addition, a new user whologsin to the system after an IS
failure and who otherwise might have been registered with the
failed IS can insteadbe diverted to a differentIS, reducing the
workload of the group being served by the now-unavailable
IS. In this way, newcomers whowish to join the application
environment of an IS can instead be movedto a different IS

and different user group. Alternatively, the application can
respondto a failed IS by dissolving or disbanding the online
session of the group administered by the unavailable IS and
forming a new online group with a new IS. These alternatives
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can be selected by an application developer whois configur-
ing an application for operation in accordance with the
present invention.

If an individual user leaves during an online session, the
result can be somewhat more problematic. In the online gam-
ing context, for example, a certain minimum numberofusers
(players) are required for a gameto proceed. In accordance
with the invention, the application can respond by sending a
messageto other users on the network, inviting others to join
the online session and participate in the multi-user applica-
tion (such as a game). Alternatively, the application can be
configuredso as to invoke anArtificial Intelligence module to
carry out the duties of the Integrated Server.

The presentinvention has been described above in terms of
apresently preferred embodimentso that an understanding of
the present invention can be conveyed. There are, however,
many configurations for the system and application not spe-
cifically described herein but with which the present inven-
tion is applicable. The present invention should therefore not
be seen as limited to the particular embodiment described
herein, but rather, it should be understood that the present
invention has wide applicability with respect to multi-user
applications generally. All modifications, variations, or
equivalent arrangements and implementationsthat are within
the scope of the attached claims should therefore be consid-
ered within the scope of the invention.

Whatis claimedis:

1. A method ofmanagingparticipants in an online session,
comprising:

participating in an online session including a plurality of
participants communicatively linked to one another via a
gaming network, wherein each of the participants
includes a computing device;

detecting that a first participant responsible for certain
managerial functionality associated with the online ses-
sion has disconnected from the online session, wherein
detecting that the first participant has disconnected from
the online session occurs when an update messageperi-
odically broadcast bythe first participant is not received
within a predetermined amountof time;

broadcasting a notification to the remaining participants
from the plurality of participants in the online session
that thefirst participant has disconnected from the online
session, wherein the notification is broadcast following
detection of the first participant having disconnected
from the online session; and

accepting a new participantto the online session to replace
the disconnectedfirst participant.

2. The methodofclaim 1, further comprising re-assigning
the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneofthe remaining participants in
the online session and wherein the functionality associated
with the first participant and re-assigned to another partici-
pantin the online sessionis re-assignedto the new participant.

3. The methodofclaim 1, further comprising re-assigning
the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneofthe remaining participants in
the online session and wherein the one or more determina-

tions comprises a condition of the gaming network.
4. The method of claim 1, further comprising re-assigning

the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneofthe remaining participants in
the online session and wherein the one or more determina-
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tions comprises the geographical location of one or more of
the participants in the online session.

5. The methodofclaim 1, further comprising re-assigning
the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneof the remaining participants in
the online session and wherein the one or more determina-

tions comprises a hardware specification ofone or more ofthe
participants in the online session.

6. The methodofclaim 1, further comprising re-assigning
the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneof the remaining participants in
the online session and wherein the one or more determina-

tions comprises a preference specified by a user of one ofthe
participant computing devices.

7. The methodofclaim 1, further comprising re-assigning
the functionality associated with the first participant to
anotherparticipant in the online session based on one or more
determinations made by oneof the remaining participants in
the online session and wherein the re-assignmentoffunction-
ality associated with the first participant is random.

8. A system for managingparticipantsin an online session,
the system comprising:

a gaming network for establishing the online session
amongst a plurality of participant computing devices,
each ofthe plurality ofparticipant computing devices in
the online session are communicatively linked to one
another via the gaming network;

a first participant computing device from the plurality of
participant computing devices, whereinthefirst partici-
pant computing device is responsible for certain mana-
gerial functionality associated with the online session,
thefirst participant computing device configured to peri-
odically broadcast an update message to the other par-
ticipant computing devices in the online session; and

a secondparticipant computing device configured to:
receive the periodically broadcast update message,

wherein the second participant computing device will
determine thatthe first participant computing device
has disconnected from the online sessionifthe update
message is not received within a predetermined
period oftime,

broadcast a notification to the remaining participant
computing devices from the plurality of participant
computing devices in the online session that the first
participant computing device has disconnected from
the online session, wherein the notification is broad-
cast following the determination thatfirst participant
computing device has disconnected from the online
session, and

accept a new participant computing device to replace the
disconnectedfirst participant computing device.

9. The system of claim 8, wherein the second participant
computing device is further configured to re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the functionality associated with thefirst
participant computing device and re-assigned to anotherpar-
ticipant computing device in the online sessionis re-assigned
to the new participant computing device.

10. The system of claim 8, wherein the secondparticipant
computing device is further configured to re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
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session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the one or more determinations com-

prises a condition of the gaming network.
11. The system of claim 8, wherein the secondparticipant

computing device is further configuredto re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the one or more determinations com-

prises the geographical location of one or moreofthe partici-
pant computing devices in the online session.

12. The system of claim 8, wherein the secondparticipant
computing device is further configuredto re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the one or more determinations com-

prises a hardware specification of one or moreofthe partici-
pant computing devices in the online session.

13. The system of claim 8, wherein the secondparticipant
computing device is further configuredto re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the one or more determinations com-

prises a preference specified by a userofone ofthe participant
computing devices.

14. The system of claim 8, wherein the secondparticipant
computing device is further configuredto re-assign the func-
tionality associated with the first participant computing
device to another participant computing device in the online
session based on one or more determinations made by one of
the remaining participant computing devices in the online
session and wherein the re-assignmentof functionality asso-
ciated with the first participant computing device is random.

15.A computer readable storage medium having embodied
thereon a program, the program being executable by a com-
puter to perform a method for managing participants in an
online session, the method comprising:

detecting thata first participant from a plurality of partici-
pants in the online session has disconnected from the
online session, wherein each of the participants in the
online session includes a computing device communi-
catively linked to one anothervia a gaming network and
the first participant is responsible for certain managerial
functionality associated with the gaming network,
wherein detecting that the first participant has discon-
nected from the online session occurs when an update
messageperiodically broadcastbythefirst participantis
not received within a predetermined amountoftime;

broadcasting a notification to the remaining participants
from the plurality of participants in the online session
that thefirst participant has disconnected from the online
session, wherein the notification is broadcast following
detection of the first participant having disconnected
from the online session; and

accepting a new participantto the online session to replace
the disconnectedfirst participant.

16. The computer-readable storage medium of claim 15,
the method further comprising re-assigning the functionality
associated with the first participant to another participant in
the online session based on one or more determinations made

by one ofthe remainingparticipantsin the online session and
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wherein the functionality associated with thefirst participant
and re-assigned to another participant in the online session is
re-assigned to the new participant.

17. The computer-readable storage medium of claim 15,
the methodfurther comprising re-assigning the functionality
associated with the first participant to another participant in
the online session based on one or more determinations made

by one of the remainingparticipants in the online session and
wherein the one or more determinations comprises a condi-
tion of the gaming network.

18. The computer-readable storage medium of claim 15,
the methodfurther comprising re-assigning the functionality
associated with the first participant to another participant in
the online session based on one or more determinations made

by one of the remainingparticipants in the online session and
wherein the one or more determinations comprises the geo-
graphical location of one or more of the participants in the
online session.

19. The computer-readable storage medium of claim 15,
the methodfurther comprising re-assigning the functionality
associated with the first participant to another participant in

10

15

20

18
the online session based on one or more determinations made

by one ofthe remainingparticipantsin the online session and
wherein the one or more determinations comprises a hard-
ware specification of one or more ofthe participants in the
online session.

20. The computer-readable storage medium of claim 15,
the method further comprising re-assigning the functionality
associated with the first participant to another participant in
the online session based on one or more determinations made

by one ofthe remainingparticipantsin the online session and
wherein the one or more determinations comprises a prefer-
ence specified by a user of one of the participant computing
devices.

21. The computer-readable storage medium of claim 15,
the method further comprising re-assigning the functionality
associated with the first participant to another participant in
the online session based on one or more determinations made

by one ofthe remainingparticipantsin the online session and
wherein the re-assignment of functionality associated with
the first participant is random.

* * * * *
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cation network, thereby notifying the existing participants
that the first participant has disconnected from the online
session. The initiating application then re-assigns the func-
tionality associated with the first participant to an existing
participant of the online session. The participants can be
communicating in a peer-to-peer arrangementor can be per-
forming server duties in a client-server arrangement.

27 Claims, 11 Drawing Sheets

 
Re-assign managerialfunctions to other

participant. 840
 
 



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 324 of 549 PageID #: 40100

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 324 of 549 PagelD #: 40100

 

 
 

US 7,792,902 B2
Page 2

U.S. PATENT DOCUMENTS 2006/0253595 Al 11/2006 van Datta
2006/0288103 Al 12/2006 Gobara

5,841,980 A 11/1998 Watersetal. 2007/0058792 Al 3/2007 Chaudhari
5,893,106 A 4/1999 Brobstet al. 2007/0076729 Al 4/2007 Takeda
5,956,485 A 9/1999 Perlman 2007/0165629 Al 7/2007. Chaturvedi
5,984,787 A 11/1999 Redpath 2007/0191109 Al 8/2007 Crowder
5,987,376 A 11/1999 Olsonetal. 2007/0208748 Al 9/2007 Li
6,041,312 A 3/2000 Bickertonetal. 2008/0280686 Al* 11/2008 Dhupeliaet al. ..........0.. 463/42
6,152,824 A 11/2000 Rothschildet al. 2009/0077245 Al 3/2009 Smelyansky
6,154,782 A 11/2000 Kawaguchietal. 2009/0138610 Al 5/2009 Gobara
6,219,045 Bl 4/2001 Leahyetal. 2009/0240821 Al 9/2009 Juncker
6,311,209 BL* 10/2001 Olsonetal. vc... 709/204
6,487,678 Bl 11/2002 Briskeyetal. FOREIGN PATENT DOCUMENTS*

6,560,636 2 * 5/2003 Cohen etal. voce 709/203 wo Wo 00/05854 3/2000561, pozaetal. we 434/236
6,607,444 B2 8/2003. Takahashi etal. wo WO 01/82678 11/2001ay wo WO 02/35769 5/2002
6,631,412 BL* 10/2003 Glasser etal... 709/224

6,676,521 Bl 1/2004 La Muraet al. OTHER PUBLICATIONS
6,748,420 Bl 6/2004 Quatranoetal.
6,761,636 B2* 7/2004 Chungetal. ...... 463/42 Diot et al, “A Distributed Architecture for Multiplayer Interactive
6,931,446 Bl 8/2005 Cox etal. Applications on the Internet,” IEEE vol. 13, Issue 4, Aug. 1999.
7,003,550 BL* 2/2006 Cleasby et al. ........0. 709/205 European Search Report for EP 03 72 1413, Jun. 30, 2005.
7,016,942 Bl 3/2006 Odom Cisco Systems, Inc., “Network Flow Management: Resource Reser-
7,018,295 B2* 3/2006 Sakaguchi etal. ............ 463/42 vation for Multimedia Flows,” Mar. 19, 1999.
7,056,217 Bl 6/2006 Pelkey et al. “Brief of Appellants,” In re Masayuki Chataniet al., U.S. Court of
7,107,312 B2* 9/2006 Hackbarth etal. .......... 709/204 Appeals for the Federal Circuit (2007-1150) (Mar. 23, 2007).
7,290,264 BL* 10/2007 Powersetal. ..... wee T19/3 15 “Brief for Appellee,” In re Masayuki Chatani et al., U.S. Court of
7,587,465 BL* 9/2009 Muchow ........... we. 709/209 Appeals for the Federal Circuit (2007-1150) (May 21, 2007).

2001/0009868 Al* 7/2001 Sakaguchietal. w 463/42 “Reply BriefofAppellants,” In re Masayuki Chataniet al., U.S. Court
2001/0044339 A1* 11/2001 Cordero etal. wo... 463/42 ofAppeals for the Federal Circuit (2007-1150) (Jun. 4, 2007).
2002/0035604 Al 3/2002 Cohenet al. “Petition for Panel Rehearing,” In Re Masayuki Chatani and Glen
2002/0049086 Al* 4/2002 Otstl ..e.cecccceeeeeee 463/42 Van Datta, Appeal From the United States Patent and Trademark
2002/0062348 Al 5/2002 Mashiro Office, Boar ofPatent Appeals and Interferences,In the United States

2002/0075844 Al 6/2002 Hagen Court ofAppeals for the Federal Circuit, 2007-1150 (U.S. Appl. No.
2002/0133707 Al* 9/2002 Newcombe ............04. 713/183 10/211,128), Jan. 3, 2008.

2003/0073494 AL* 4/2003 Kalpakian etal. ............. 463/42. “In Re Masayuki Chatani and Glen Van Datta,” United States Court
2003/0217135 Al 11/2003 Chatanl of Appeals for the Federal Circuit, 2007-1150 (U.S. Appl. No.
2003/0217158 Al 11/2003 van Datta 11/211,128), Nov. 19, 2007. .
2004/0117443 A1* 6/2004 Barsness ....scccseessseees 709/204 Nagsand0 eractive MultiuserVisin theeeEEEMultimedia, ervice Center, New York, A vol. 3, No. 1,

poeooegesy ‘i tH ooos oe Mar. 21, 1996, pp. 30-39, XP000582951 ISSN:1070-986X.
2006/0100020 Al* 5/2006 Kasai w.c.ccccceceseseeeee 463/42 * cited by examiner



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 325 of 549 PageID #: 40101

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 325 of 549 PagelD #: 40101

U.S. Patent Sep. 7, 2010 Sheet 1 of 11 US 7,792,902 B2

 

 
 

 

 

 
 

Dedicated Server

Computer
110

 

 
Memory Engine

140

 Client Computer
120

 Client Computer
120

 

Figure 1

PRIOR ART



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 326 of 549 PageID #: 40102

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 326 of 549 PagelD #: 40102

U.S. Patent Sep. 7, 2010 Sheet 2 of 11 US 7,792,902 B2

 
  

 
  

Dedicated Server

Computer
410

Client Computer/
Integrated Server

120a

 Client Computer
120 
 

 
 

Client Computer
120

Figure 2

PRIOR ART



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 327 of 549 PageID #: 40103

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18

U.S. Patent Sep. 7, 2010 Sheet 3 of 11

Dedicated Server

Computer
410

Client Computer

Client Computer
120

Figure 3

PRIOR ART

 
Page 327 of 549 PagelD #: 40103

US 7,792,902 B2

Client Computer
120

Client Computer
120



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 328 of 549 PageID #: 40104

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 328 of 549 PagelD #: 40104

U.S. Patent Sep. 7, 2010 Sheet 4 of 11 US 7,792,902 B2

400

f

 
Application

440  Application
440

Network 430

Application Application
440 440 

Figure 4



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 329 of 549 PageID #: 40105

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 329 of 549 PagelD #: 40105

U.S. Patent Sep. 7, 2010 Sheet 5 of 11 US 7,792,902 B2

500

Session Master Active Port/Protocol Type

Owns C1 80/TCP, S0/UDP

Owns C2, C3 85/TCP, 95/UDP 
Figure 5



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 330 of 549 PageID #: 40106

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 330 of 549 PagelD #: 40106

U.S. Patent Sep. 7, 2010 Sheet 6 of 11 US 7,792,902 B2

 
  Session

Master

600

Application

440

 

  

 

Network 430

 Application
440

} Session

{ Master
L_ 600a——— J

Client

410

 
 
 

  

Application
440  

 
  
 
  

Figure 6



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 331 of 549 PageID #: 40107

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 331 of 549 PagelD #: 40107

U.S. Patent Sep. 7, 2010 Sheet 7 of 11 US 7,792,902 B2

  
Application

440

Network 430

Application Application
440 440

Master Master

Client

410

 
Figure 7



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 332 of 549 PageID #: 40108

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 332 of 549 PagelD #: 40108

U.S. Patent Sep. 7, 2010 Sheet 8 of 11 US 7,792,902 B2

Determine that participant
has exited online session.

810

Broadcastnotification

messageto all remaining
participants.

820

 
  
 

Re-assign managerial
functions to other

 

 
 

Wasparticipant
responsible for managerial

functionality?
830

  participant.
840 

No

Obtain new participant to
replace exited participant.

850 

Figure 8



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 333 of 549 PageID #: 40109

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 333 of 549 PagelD #: 40109

U.S. Patent Sep. 7, 2010 Sheet 9 of 11 US 7,792,902 B2

  Connectto server computer.
910

 
  Register objects.

920

  Register filters.
930

 
Establish session master

ownership.
 

 940

 
 
 

 Commence online session.

950

 
Continue 

Figure 9



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 334 of 549 PageID #: 40110

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 334 of 549 PagelD #: 40110

U.S. Patent Sep. 7, 2010 Sheet 10 of 11 US 7,792,902 B2

 
 Display

 
 
 

Keyboard
Mouse  

1004) 

 
 Program Product Reader  
 
 

Network Interface

 
1018

NETWORK 

Figure 10



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 335 of 549 PageID #: 40111

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 335 of 549 PagelD #: 40111

US 7,792,902 B2Sheet 11 of 11Sep. 7, 2010U.S. Patent

OSLSaltSOLLLLAYNSIS
wun

SSLFOLLL
NdS

 OSLE

 

SbbLb

 

snglEUSSPEELSSSI

OSLL

OZLLOOLLdolNdd

SvLl

GCLL

pieMowery

OvLL

ky SOLLow

Ja]}01}U0Dawwey
UZezbbOOLLKioway)do!

ao| 1 I >

OElt



Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 336 of 549 PageID #: 40112

Case 1:16-cv-00454-RGA Document 474-1 Filed 04/24/18 Page 336 of 549 PagelD #: 40112

US 7,792,902 B2
1

MANAGING PARTICIPANTS IN AN ONLINE
SESSION

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation and claimsthe priority
benefit of U.S. patent application Ser. No. 10/211,128 filed
Jul. 31, 2002 and entitled “Dynamic Player Management,”
which claimsthe priority benefit of U.S. provisional patent
application No. 60/381,736 filed May 17, 2002 and entitled
“Dynamic Player Management.” The disclosure of these
commonly owned applications are incorporated herein by
reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to computer net-
works and, moreparticularly, to an application that is run by
multiple users on a computer network.

2. Description of the Related Art
Computer networks, such as local area networks and the

Internet, are increasingly being used as the backbone for
various transactions and interactions between parties. From
online banking, where bank customers can initiate financial
transactions on a computer network, to online gaming, where
garners can participate in various games over the Internet,
service providers are increasingly providing a variety of ser-
vices over computer networks. There are currently a variety
of different computer network configurations that facilitate
the transactions and interactions that take place.

Onetype ofconfiguration is a classic client-server configu-
ration, suchas is illustrated in FIG. 1. In this configuration, a
dedicated server computer 110 is communicatively linked to
one or more client computers 120 over a network, such as
through the Internet. The client computer 120 makes service
requests to the server computer 110 and the server computer
110 fulfills the request by transmitting data to the requesting
client computer 120 over the network. The server computer
110 can be connected to a data storage device or to other
computer devices that facilitate transactions betweenthecli-
ent and server computers. One characteristic of the client-
server configuration is that the client computers cannot com-
municate directly with one another, as the client computers
are limited to communicating with the server computer.

For example, where the client-server configuration is oper-
ated in an online gaming environment, the server computer
110 can be responsible for maintaining the various states that
are associated with the online game. The server computer can
be connected to other computers, such as a memory engine
140 that maintains one or more instances ofa game, while the
server computer 110 manages administrative matters such as
player matching and account management. A gameplayer on
the client computer 120 can log onto the server computer 110
and receive a list ofavailable gamesandparticipating players.
The player chooses a gametostart orjoin, thereby identifying
a memory engine with which the player’s computer estab-
lishes a client-server connection. In this manner, the server
computer 110 and the memory engine 140 collectively
administer the gaming environment for one or more client
computers 120.

Anothertype ofconfiguration is referred to as an integrated
server configuration, such as is shown in FIG. 2. This con-
figuration includes a dedicated server computer 110 and one
or more client computers 120 that are each connected to the
server computer 110 over a computer network. As in the
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previously-described configuration, the server computer 110
serves data to the client computers 120. However, one of the
client computers 120, such as the client computer 120a, func-
tions as an integrated server in that the client computer 120a
can serve data to the other client computers 120.In an online
gaming environment, the server computer 110 can perform
administrative functions, such as player matching, account
management, and chat room management, while the client
computer/integrated server 120a can perform the function of
the previously-described memory engine.

In yet another type of communication configuration, the
various computers are arranged in a peer-to-peer configura-
tion, such as is shown in FIG.3. In a peer-to-peer configura-
tion, each ofthe computers can communicate with the others,
so that all ofthe computers function as “peers.” In one form of
the peer-to-peer configuration, a dedicated server 110 is com-
municatively connected to a plurality of client computers 120
over a network. An online session is initially established by
each of the client computers 120 connecting to an adminis-
trative computer, such as the server computer 110. The client
computers 120 are then communicatively connected to one
another sothat each ofthe client computers 120 has the ability
to both serve and receive data to and from any of the other
client computers 120. In addition, each client computer 120
can operate in a client-server relationship with the dedicated
server 110. Those skilled in the art will appreciate that there
are other communication configurations in addition to the
configurations described above.

The various configurations described above enable com-
puterusers to interact over a computer network, such as in an
online game environment where gameplayers can play com-
puter games on a computer network. In such a scenario, at
least one of the computers typically functions as a game
manager that manages various aspects of the game, such as
coordinating the numberofplayers, keeping track of game
state, and sending out updates to the users regarding game
state. It can be appreciated that continuity ofgameplay can be
highly dependenton all of the users in a game continuing to
play throughout the entire game period. Game play can be
interrupted or even halted if one of the gameplayers exits
during the middle of a game, particularly where the exited
player was managing a portion of the game.

For example, sports gamestypically have a fixed start and
a fixed finish for the game, with at least two players compet-
ing in a game.In current configurations, there are often sev-
eral players that participate in an online sporting contest, with
each one of the players assuming the role of a player on a
sporting team. For example, in an online football game, play-
ers can assumethe roles of quarterback, receiver, defensive
back, running back,etc. Ifone ofthe players were to suddenly
leave during the middle of the game, then the gameplay
would be interrupted or halted. This couldalso be the case in
other types ofgames, where continuity ofgame play is depen-
dent on eachofthe players in the game environmentcontinu-
ing to play throughout a particular scenario.

Unfortunately, current multi-user applications are not con-
figured to account for when a participant in an online session
suddenly or unexpectedly leaves the online session. If a
player does leave an online session, then the session is unduly
interrupted or terminated. In view of the foregoing, thereis a
need for a multi-user application that overcomesthe afore-
mentioned shortcomings.

SUMMARY OF THE INVENTION

The present invention relates to an application that is con-
figured to be operated in a multi-participant environment on a
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computer network. The application managesparticipants in
an online session of a multi-user application so that if one of
the participants exits the session, the session can continue
without interruption. In accordance with one aspect of the
invention, the application initiates an online session of the
multi-user application, wherein the online session includes
two or more participants comprised of network computers
that are communicatively linked to a computer network.Ifthe
application detects that a first participant has disconnected
from the online session, wherein the first participant is
responsible for managing certain managerial functionality
associated with the runningofthe multi-user application, then
the application broadcasts a notification to existing partici-
pants of the online session over the communication network,
thereby notifying the existing participants that thefirst par-
ticipant has disconnected from the online session. The initi-
ating application then re-assigns the functionality associated
with the first participant to an existing participant of the
online session. The participants can be communicating in a
peer-to-peer arrangementor can be performingserver duties
in a client-server arrangement.

Other features and advantages of the present invention
should be apparent from the following description of the
preferred embodiment, which illustrates, by way of example,
the principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1 is an illustration of a computer network arranged in
a client-server network communication configuration.

FIG.2 is an illustration of a computer network arranged in
an integrated network communication server configuration.

FIG.3 is an illustration of a computer network arranged in
a peer-to-peer network communication configuration.

FIG.4 is an illustration of a computer network system on
which is run a multi-user application configured in accor-
dance with the present invention.

FIG.5 is an illustration of a data structure that includes

computer index and session master informationfor the multi-
user application.

FIG. 6 is an illustration of a computer network system
wherein the multi-user application is arrangedina first type of
communication configuration.

FIG. 7 is an illustration of a computer network system
wherein the multi-user applicationis arranged in another type
of communication configuration.

FIG.8 is a flow diagram that represents a process of man-
aging the exiting of a participant in an online session of a
multi-user application.

FIG.9 is a flow diagram thatillustrates the operating steps
associated with the multi-user application establishing an
online session.

FIG. 10 is a block diagram of a computer in the network
illustrated in FIG.4, illustrating the hardware components.

FIG. 11 is a block diagram of a computer entertainment
system in the network illustrated in FIG. 4, illustrating the
hardware components.

DETAILED DESCRIPTION

FIG.4 is a block diagram of a computer network system
400 comprised of one or more network devices including one
or more client computers 410, 412 and one or more dedicated
server computers 420, 422, which are nodes of a computer
network 430. Thus, some of the network computers are con-
figured as servers and some are configured as clients. The
computer network 430 may comprise a collection of inter-
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connected networks, such as the Internet, and may include
one or more local area networksat each ofthe nodes 410, 412,
420, 422. As used herein, the term “Internet” refers to a

collection of interconnected (public and/or private) networks
that are linked together by a set of standard communication
protocols to form a global, distributed network.

The client computers 410, 412 can transmit requests for
data over the network 430 to one ofthe server computers 420,
422, which are configured to serve data over the network 430
to the client computers in a well-known manner. The server
computers 420, 422 can include or can be communicatively
linked to each other and to other servers, such as a data base
server and/or an application server, as will be knownto those
skilled in the art. Although FIG. 4 shows only two client
computers 410, 412 and two server computers 420, 422, it
should be appreciated that the network system 400 could
include any numberof client computers 410, 412 and server
computers 420, 422. The server computers 420, 422 and
client computers 410, 412 are sometimesreferred to collec-
tively herein as network computers.

The network system 400 supports a multi-user application
440 comprised of a computer program with which multiple
users can interact in online sessions using network devices
(such as the client computers 410, 412) that are linked to the
computer network 430. The application 440 is installed at
each of the client computers, meaning that an operational
instanceofthe application is stored in memory ofeach ofthe
client computers 410, 412 that run (execute) the application
440. Each server computer that will be participating in an
online session of the multi-user application also stores an
instance ofthe application 440. For purposesofthis descrip-
tion, the first server computer 420 will be assumed to be a
server for the multi-user application being executed by the
client machines 410, 412, although both servers 420, 422 are
shownwith installed applications 440. An exchange of data
occurs between instances of the application 440 during
execution and is enabled through the establishment of net-
work sockets 445 at each of the network computers. The
sockets are represented in FIG. 4 as boxes at each respective
network computer. Those skilled in the art will understand
that a network socket is one end of a multi-way communica-
tion link between two or more programs that run on the
network system 400.

The application 440 can be run on the network devices of
the network system 400 according to a variety of communi-
cation configurations and the responsibilities for various
application-related processes can be assigned to different
computing devices of the network 430, as described in more
detail below. An application developmentinterface is prefer-
ably used to develop the application 440, as is also described
in more detail below. The application can be operated such
that the associated network computer can use a communica-
tions configuration to implement any of the communication
modesillustrated in FIG. 1, FIG. 2, and FIG.3.

The multi-user application 440 can be any type of applica-
tion that a user can run on a network computerthat is linked
to the computer network 430. Whenthe application 440 is run
onaclient computer 410, 412, the user can interact with other
users through other network computers that are also running
the application 440. The server computer 420 can function as
a central network “meeting point” through which the users
can establish contact, maintain data, and initiate an online
session of the application 440. Typically, the application 440
causes the network device in which it is operating to establish
communications with another network device, such as the
devices 410, 412, 420, thereby initiating an online session.
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During the online session, the network computers will inter-
act and exchangedata pursuant to the programmedfeatures of
the application 440.

Whenthe application 440 is launched andan online session
is established among suitably configured computers, the
application enables the computers to interact in a variety of
configurations. Throughoutthis description, the application
440 is sometimes described in an online-gaming scenario,
wherein the application 440 comprises a computer gamethat
multiple users can access and run using the client computers
410, 412. In such a case, the application 440 establishes an
online session comprised of a game in which the network
computers participate. However, it should be appreciatedthat
the application 440 mayalsorelate to other scenarios besides
gaming, such as, for example, online banking or online travel
planning, that involve interactions between multiple comput-
ers on a computer network.

When an application 440 executes, it identifies a session
master, which is a network computer that performsa variety
ofmanagerial and administrative functions for the application
with respect to interactions between computers that occur
during an online session. An online session ofthe application
uses a registration or logon process with a data store contain-
ing information suchas useridentification. The logon process
authorizes further participation in the network environment
of the application. Preferably, the session master function is
assigned whena client computer running the application 440,
such as the client computer 410, logs onto the server com-
puter 420to initiate an online session. The applicationitself,
however, determinesthe details ofwhen and howsuch assign-
ments are made, so that a variety ofsession master assignment
schemes can be implemented without departing from the
teachings of the present invention.

The operating instance of the application on the client
computer 410 that initiates an online session of the applica-
tion is referred to as the host computer. The application at the
host computer assigns the session master function to either
the server computer 420 or to the host computer 410. As new
client computers log-on (register) with the server computer
420 to join the online session, the server computer 420 noti-
fies the new clients of the already-assigned identity of the
session master computer.

As described more fully below, the session master func-
tionality enables a smooth transition between the various
network communication configurations in which the applica-
tion 440 can operate. The session master function also
enables the application 440 to concentrate responsibility for
application-related tasks in a specific network computer, or to
distribute such responsibility among two or more network
computers. The assignmentof tasks can be performed by an
instance of the application 440 on one of the network com-
puters, at the same time when the session master function is
assigned, and the session mastertasks can be assigned to one
or more of the computers on the network 430 for providing
the requisite functionality. The computer or computers that
are assigned responsibility of the session masterare referred
to herein as the “owners” of the respective session master
functions. References to a solitary session master will be
understood to apply to a group of computers, if those com-
puters are collectively performing the session master func-
tions. Thus, the assignment of session master tasks is per-
formed in the manner specified by the application, in
accordance with the dictates of the application developer.

One category of responsibilities assigned to the session
master relates to application-specific functions, which are
functionsthatare peculiarto the particular type ofapplication
440 being executed. For example, if the application 440 is a
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game-type application, then the session master or a group of
session masters can keep track of game-type data, such as the
game score and the time remaining in the game, and can
perform gamefunctions, such as terminating the onlineses-
sion when a gameends. A session master computer can also
be assigned the responsibility of keeping track of specific
gamedata, such as the state of an object in the game environ-
ment, such as a football, aircraft, ocean, tree, and so forth.
Eachofthese responsibilities can be concentrated in a single
session master computer or can be divided up amongseveral
session master computers, in accordance with the operation
of the application.

The host computer performs managerial functions related
to the computers that are participating in the online session.
For example, whenever a network computer joins an online
session of the application 440, the host computer assigns an
identification index number to the computer joining the ses-
sion. The host computer maintainsalist of the identification
index numbers andtheir associated network computers. The
index numberis used when sending messagesand 1s also used
to maintain ownership records regarding the session master
functionality.

As noted above, there can be more than one session master
in an online session. The way in which a session master is
assigned can be determinedbythe application in accordance
with the operation ofthe application. The application 440 can
also assign the session master with responsibility for sending
out update messagesto update the network computers regard-
ing the status of all network computers that are participating
in the online session. This responsibility entails the session
master notifying the participating network computers when a
new network computer joins the online session, or when a
current participant exits the online session of the application
440, as described morefully below.

The host computer that assigns the aforementioned index
numberto each of the computers also maintainsa list ofall
network computers that are participating in the online ses-
sion. The application 440 then keeps track of session master
ownership according to the index number assigned to the
computer. To keep track of the index numberand responsi-
bility assignments, the application 440 can maintain a data
structure such as in the form ofa table comprised ofa network
computer index list, such as the table 500 shown in FIG.5.
The table 500 contains an index numberassociated with each

network computerthat is participating in the online session,
and also contains an indication of whether the network com-

puter owns the session master function. The index list data
structure comprising the table 500 preferably also specities
the communication protocol that is being used for each net-
work computer. FIG. 5 showsthat different session master
tasks (C1, C2, C3) can be ownedby different network com-
puters.

In addition to specifying the communication protocol, the
data structure also specifies, for each network computer, the
port for which the communication protocol is associated.
Each instance of the application 440 enables the associated
network computerthat is participatingin the online session to
open multiple communication ports, with each port being
associated with a particular communication protocol. The
network computers communicate with other network com-
puters using a particularport anda particular protocol, which
is specified in the data structure comprised of the table 500
shown in FIG. 5. The ports can comprise network sockets
through which the instances of the application 440 commu-
nicate over the network. The network computers preferably
communicate the port/protocol information, as well as the
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other information containedin the indexlist, by periodically
sending communication messages to one another over the
network.

Preferably, all of the computersthat are participating in the
online session keep their own copyofthe table 500 indexlist.
It should be appreciated that the table 500 is merely exem-
plary andthatthe initiating host application 440 could keep
track ofclient index numbers and session master ownership in
other manners using a wide variety of data structure formats.
Alternatively, the session computers can share one or more
copies of the table.

Theinitiating application 440 can operate in various com-
munication configurations depending on howthe application
440 assigns ownership of the session master. In a first con-
figuration, shownin FIG.6,the initiating application 440 has
assigned ownership of a session master 600 to a single com-
puter, such as the dedicated server computer 420. Therefore,
this computer 420 has responsibility for all of the tasks asso-
ciated with the session master function as dictated by the
initiating application 440. Thus, the application 440 operates
in a client-server communication configuration with respect
to the functions of the session master, with the server com-
puter 420 serving data to the client computers 410 relating to
the session master responsibilities.

It should be appreciated that any of the computersthat are
participating in the online session of the application 440
could have ownership of one or more of the session master
tasks, such as where oneofthe client computers 410 is shown
owning a session master 600a, which is shown in FIG.6 using
phantom lines. This indicates that the client computer has
been assigned andis performing one or more session master
tasks, along with or in place of the nominal session master
server computer 420. Thatis, there can be several instances of
a session master among the computers participating in an
online session, with each instance of a session master being
assigned specific responsibilities and each session master
task being assignedto a different network computer, or mul-
tiple tasks being assignedto the same computer. For example,
FIG.6 showsa situation where there are two session masters

600 and 6002, each being assigned responsibility for certain
functionality relating to the online session of the application
440. The server computer 420 has certain responsibilities and
the client computer 410 also has certain responsibilities, as
determined by the application. This is an integrated server
configuration, where the client computer 410 that owns the
session master 600q is functioning as an integrated server. An
“integrated server” refers to a situation in whichall clients
send information to a client that is designated as an integrated
server, and where that integrated server propagates the infor-
mationto the other clients. The client acting as the integrated
server can also own one or more session mastertasks.

In another scheme, shown in FIG.7, the application 440
has distributed ownership of the session master 600 among
several computers. In the illustrated example, both of the
client computers 410 share ownership of the session master
600. In such a case, both of the computers could perform the
functions associated with the session master sothat the net-

work computers in FIG.7 are in a peer-to-peer configuration.
Regardless of the particular communication configuration in
whichthe application 440 operates, the online session of the
application includes various network participants comprised
ofthe network computers that are running the application and
interacting pursuant to the online session. If one of the par-
ticipants in the online session were to exit the session, then
this mayresult in an interruptionfor the other participants that
remain in the session. In accordance with one aspect of the
invention, the application 440 is configured to handle situa-
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tions where a participant exits an online session in order to
minimize the interruption for remaining participants.

This is described in more detail with reference to the flow

diagram shown in FIG. 8, which describes a process of man-
aging the exiting of a participant in an online session of the
multi-user application 440. In the first operation, represented
by the flow diagram box numbered 810,it is determined that
aparticipant ofthe online session ofthe application has exited
the online session. The determination that a participant has
exited the online session can be madein a variety ofmanners.
In one embodiment, the instance of the application 440 on a
network computer participating in the online session periodi-
cally causes the network computer to broadcast an update
message notifying the other network computers ofits pres-
ence in the online session. If no update message is received
from a particular network computer within a predetermined
amountof time, then it is deemed that the network computer
has exited the online session. During establishment of the
online session, the instance of the application 440 on the
computerthat starts the online session mayassign a particular
computer, such as the session master computer, with the
responsibility for making the determination that a participant
has exited the online session.

In the next operation, represented by the flow diagram box
numbered 820, the instance of the application 440 in one of
the computers causes a notification message to be broadcast
to all of the participants in the online session notifying them
that a participant (the “exited participant’) has exited the
session. Only one of the network computers, such as, for
example, the session master computer, broadcasts the notifi-
cation messageto all of the participants. Ifthe session master
computer is the exited computer, then one of the other net-
work computers broadcasts the message, such as the com-
puter with the next consecutive index after the session master
computer. The notification message preferably includes the
index that was previously assigned to the network computer
for the exited participant. In this manner, the other partici-
pants can identify the exited participant by consulting the
index table that was discussed above with respect to FIG.5.

The next operation differs based upon whetherthepartici-
pant that exited the session was responsible for performing
any session managerial functions that would affect the other
participants of the online session, as represented by the deci-
sion box numbered 830. The managerial functions include
functions suchas filtering communication messages, assign-
ing identification indices, score-keeping, keeping track of
session times, keeping track of items that are located in an
online world, keeping track of participant locations in an
online world, etc. Ifthe participantthat exited the session was
responsible for performing any such functions, a “Yes”result
from the decision box 830, then the process proceeds to the
operation represented by the flow diagram box numbered
840. In this operation, the application 440 reassigns the mana-
gerial responsibilities of the exited participant to a network
computer of another participant that is still present in the
online session. The reassignment ofmanagerial responsibili-
ties is preferably performed by an instanceofthe application
440 ona specific computer, such as the computer that has the
next consecutive index after the index of the computer that
exited the online session. For example, a computer witha first
index mayexit the session. The instance ofthe application on
computer with the next consecutive index (as specified in the
table 500 showninFIG.5) then performsthe re-assignment of
the exited computer’s duties.

The manner in which the application 440 re-assigns the
responsibilities can vary. In one embodiment, the application
440 automatically selects the participant that is re-assigned
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the responsibilities based on certain factors, some of which
are related to the conditions of the network computers of the
participants. The conditions can include, for example, the
communication environment, geographical location, and
hardware specification of the network computers, as well as
user-specified preferences.

The communication environment relates to whether the

network computer of the participant has large bandwidth
capabilities, such as through a cable-modem or DSL.Prefer-
ably, those participants with higher bandwidth capabilities
are given higher preference for assuming the responsibilities
of the exited participant. The geographic location of the par-
ticipants can also be a factor in deciding which participantis
re-assigned the responsibilities of the exited participant. For
example, a participant that is centrally located to the other
participants may be given a higherpriority in order to mini-
mize the latency for communications. The hardware specifi-
cations of the network computers that are participating in the
online session are also a factor. The application 440 maygive
higher priority to network computers that have hardware
capabilities that are most highly suited for the responsibilities
that are being re-assigned, such as computers with powerful
data processing capabilities.

In another embodimentof the operations of flow diagram
box 840, the application 440 simply randomly re-assigns the
responsibilities of the exited participant to another of the
participants of the online session. The application 440 can
also consider user-specified preferences. Some users may
specify to the application 440 that they do not want to be
assignedthe responsibility ofmanaging any application func-
tionality. The users may also specify that a particular partici-
pant should be re-assigned responsibilities should another
participant exit the online session. Alternately, the application
440 may cause a messageto be broadcasttoall of the partici-
pants of the online session asking whetherany ofthepartici-
pants would like to take over the responsibilities that were
previously assignedto the exited participant.

The next operation is represented by the flow diagram box
numbered 850. This operation occurs after the application
440 has re-assigned the responsibilities of the exited partici-
pant. The operation offlow diagram box 850 also occursifthe
exited participant did not have any responsibilities that
needed re-assignment, which would have resulted in a “No”
outcome from the decision box numbered 830.In this opera-
tion, the application 440 attempts to obtain a new participant
to replace the exited participant. The attempt is preferably
performedbythe instanceofthe application 440 ona specific
computer, such as the session master computer. It should be
appreciated that this operation differs from the operation of
flow diagram box 840in that this operation relates to obtain-
ing areplacementparticipantfor the online sessionto take the
place of the exited participant, rather than re-assigning the
managerial functions of the exited participant.

For example, the online session may be an online football
game, wherethe participants are each a player on a common
team. Oneofthe participants may have been assigned mana-
gerial functions comprised of keeping track of the score and
of the game time. That sameparticipant may have played the
role ofthe quarterback in the game.Ifthe participantexits the
online game during the game, then the application 440 re-
assigns the managerial functions (i.e., score keeping and
game time responsibilities) of the exited participant to
anotherparticipantin the operation 840 and then,in operation
850, attempts to obtain a new participant to replace the exited
participant’s role as quarterback.

The mannerinwhichthe application 440 attempts to obtain
a replacementparticipant for the online session mayvary. In
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one embodiment, the application 440 automatically assigns a
network computer, rather than a human,as a replacementfor
the exited participant. The network computer thereby would
perform the functions of the exited participant. In another
embodiment, the application 440 maintainsa list of network
computer that might be able to participate in the online ses-
sion and then sends a message to those computers inviting
them to participate in the session. The application 440 may
put the online session in a pause mode while a replacement
participant is obtained.

The application 440 is preferably developed using a soft-
ware developmentkit (SDK)that provides a library of object
and communication message definitions that are used in the
application 440. The software development kit includes an
application interface through which applications that are
developed using the SDK can run on a network system, such
as the network system 400. The application interface can
reside in a central network server, such as the server 420, to
which network computers that have the application 440 can
log onto in order to operate an online session of the applica-
tion. By using the object and message types provided by the
SDK, the application 440 can be developed to include the
features described above. The SDK preferably includes an
object definition structure that provides a client-based defini-
tion of objects that are utilized by the application 440. The
object definition includes a plurality of characteristics asso-
ciated with each object and utilized by the application to
effect interaction with clients over the computer network.

Once the application 440 has been developed using the
SDK, the application 440 can be loaded onto one or more
network computers and an online session can be established
accordingto the operations shownin the flow diagram box of
FIG.9.In the first operation, represented by the flow diagram
box numbered 910, a network computer on which the appli-
cation 440 is loaded connects to a network computer that
includes in memory that application interface software. For
example, one or more of the client computers 410 of the
network system 400 shown in FIG. 4 may have the applica-
tion 440 loaded in memory andthe server computer 420 may
include the application interface. In such a case, the client
computers 410 establish a communication connection with
the server computer 410 over the network 430.

In the next operation, represented by the flow diagram box
numbered 920, the application 440 registers objects accord-
ing to the object definitions that are available in the library of
the application interface. The application 440 also registers
any message filters that will be utilized during the online
session, as represented by the flow diagram box numbered
930.

In the next operation, represented by the flow diagram box
numbered 940, the application 440 defines the session master
and assigns ownership of the session master to one of the
network computers. The ownership of the session master can
be assigned to one computer or can be assigned to plural
computers. The application 440 also specifies whether the
ownership of the session master is dedicated to a particular
computer or whether ownership can migrate to other comput-ers.

During this operation, the application 440 assigns client
indices to each of the network computersthat will participate
in the online session and also establishes the index table

described above. The application 440 can be configured such
that the first network computer to log onto the server com-
puter will be the session master and also receive an initial
index, such as an index ofoneorzero. It should be appreciated
that the initial index may vary. Subsequent network comput-
ers to log on will then receive the next available index. After
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the ownership of the session master or session masters has
been established, the online session of the application 440 is
commenced, as represented by the flow diagram box num-
bered 950.

Asnoted above, the network computers shownin the block
diagram of FIG. 4 comprise nodes of a computer network
system 400. FIG. 10 is a block diagram of a computerin the
system 400 of FIG.4, illustrating the hardware components
includedin one of the computers. Those skilled in the art will
appreciate that the devices 410 and 420 mayall have a similar
computer construction, or may have alternative constructions
consistent with the capabilities described herein.

FIG. 10 shows an exemplary computer 1000 such as might
comprise any ofthe network computers. Each computer 1000
operates under control of a central processor unit (CPU)
1002, such as a “Pentium” microprocessor and associated
integrated circuit chips, available from Intel Corporation of
Santa Clara, Calif., USA. A computer user can input com-
mandsand data from a keyboard and computer mouse 1004,
and can view inputs and computer output at a display 1006.
The display is typically a video monitororflat panel display.
The computer 1000 also includes a direct access storage
device (DASD)1008, such as a hard disk drive. The memory
1010 typically comprises volatile semiconductor random
access memory (RAM). Each computerpreferably includes a
program productreader 1012 that accepts a program product
storage device 1014, from which the program product reader
can read data (and to which it can optionally write data). The
program product reader can comprise, for example, a disk
drive, and the program product storage device can comprise
removable storage media such as a magnetic floppy disk, a
CD-R disc, a CD-RW disc, or DVD disc.

Each computer 1000 can communicate with the others over
a computer network 1020 (such asthe Internetor an intranet)
through a network interface 1018 that enables communica-
tion over a connection 1022 between the network 1020 and

the computer. The network interface 1018 typically com-
prises, for example, a Network Interface Card (NIC) or a
modem that permits communications over a variety of net-
works.

The CPU 1002 operates under control of programming
steps that are temporarily stored in the memory 1010 of the
computer 1000. When the programming steps are executed,
the computer performsits functions. Thus, the programming
steps implementthe functionality of the application 440. The
programming steps can be received from the DASD 1008,
through the program productstorage device 1014, or through
the network connection 1022. The program product storage
drive 1012 can receive a program product 1014, read pro-
grammingsteps recorded thereon, and transfer the program-
ming steps into the memory 1010 for execution by the CPU
1002. As noted above, the program product storage device
can comprise any one of multiple removable media having
recorded computer-readable instructions, including magnetic
floppy disks and CD-ROMstorage discs. Other suitable pro-
gram product storage devices can include magnetic tape and
semiconductor memory chips. In this way, the processing
steps necessary for operation in accordance with the inven-
tion can be embodied on a program product.

Alternatively, the program steps can be received into the
operating memory 1010 over the network 1020. In the net-
work method, the computer receives data including program
steps into the memory 1010 through the network interface
1018 after network communication has been established over

the network connection 1022 by well-known methods that
will be understood by those skilled in the art without further
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explanation. The program steps are then executed by the CPU
1002 thereby comprising a computer process.

It should be understoodthatall ofthe network computers of
the network system 400 illustrated in FIG. 4 may have a
construction similar to that shown in FIG.10, so that details
described with respect to the FIG. 10 computer 1000 will be
understood to apply to all computers of the system 400. It
should be appreciated that any of the network computers can
have an alternative construction, so long as the computer can
communicate with the other computers over a network as
illustrated in FIG. 4 and can support the functionality
described herein.

For example, with reference to FIG. 11, the client comput-
ers 420 can comprise a computer entertainment system, such
as a video game system 1100. FIG. 11 is a block diagram ofan
exemplary hardware configuration of the video game system
1100.

The video game system 1100 includesa central processing
unit (CPU) 1100 that is associated with amain memory 1105.
The CPU 1100 operates under control of programming steps
that are stored in the OS-ROM 1160 or transferred from a

game program storage medium to the main memory 1105.
The CPU 1100 is configured to process information and to
execute instructions in accordance with the programming
steps.

The CPU 1100 is communicatively coupled to an input/
output processor (IOP) 1120 via a dedicated bus 1125. The
JOP 1120 couples the CPU 1100 to an OS ROM 1160 com-
prised of a non-volatile memory that stores program instruc-
tions, such as an operating system. The instructionsare pref-
erably transferred to the CPU via the IOP 1120atstart-up of
the main unit 1100.

The CPU 1100 is communicatively coupled to a graphics
processing unit (GPU) 1110 via a dedicated bus 1115. The
GPU 1110 is a drawing processor that is configured to per-
form drawing processes and formulate images in accordance
with instructions received from the CPU 1100. For example,
the GPU 1110 mayrender a graphics image based on display
lists that are generated by and received from the CPU 1100.
The GPU mayinclude a buffer for storing graphics data. The
GPU1110 outputs images to an audio-visual output device.

The IOP 1120 controls the exchange of data among the
CPU 1100 anda plurality ofperipheral components in accor-
dance with instructions that are stored in an IOP memory
1130. The peripheral components may include one or more
input controllers 1122, amemory card 1140, a USB 1145, and
an IEEE 1394 serial bus 1150. Additionally, a bus 1155 is
communicatively coupled to the IOP 1120. The bus 1155 is
linked to several additional components, including the OS
ROM 1160, a sound processor unit (SPU) 1165, an optical
disc control unit 1175, and a hard disk drive (HDD) 1180.

The SPU 1165 is configured to generate sounds, such as
music, sound effects, and voices, in accordance with com-
mands received from the CPU 1100 and the IOP 1120. The

SPU 1165 may include a sound buffer in which waveform
data is stored. The SPU 1165 generates sound signals and
transmits the signals to speakers.

The dise control unit 1175 is configured to control a pro-
gram reader, which can comprise, for example, an optical disk
drive that accepts removable storage media such as a mag-
netic floppy disk, an optical CD-ROM disc, a CD-R disc, a
CD-RWdisc, a DVD disk, or the like.

The memory card 1140 may comprise a storage medium to
which the CPU 1100 maywrite andstore data. Preferably, the
memory card 1140 can be inserted and removed from the IOP
1120. A user can store or save data using the memory card
1140. In addition, the video game system 1100 is preferably
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provided with at least one hard disk drive (HDD) 1180 to
which data may be written and stored.

A data I/O interface, such as an IEEE 1394serial bus 1150
or a universal serial bus (USB) 1145interface, is preferably
communicatively coupled to the IOP 1120 in order to allow
data to be transferred into and out of the video game system
1100, such as to the network 430 of FIG.4.

The system and method described above improve on the
situation where a network user of an application, such as a
gameplayer, is performingas an Integrated Server(IS) for the
application, thereby maintaining an application environment,
so that the application would end for a conventional imple-
mentation of the application whenthat IS user wishes to log
off. As described above, some applications (such as multi-
user gaming applications) alternatively permit the functions
(and data) of the departing user to be migrated from the
departing user to a different user, who will continue with the
online session andwill take over the duties ofthe IS. This type
of hand-off is typically rather cumbersome and mightnot be
accomplished smoothly.In the case ofa gaming environment,
for example, a departing player might abruptly disappear
from the game environment, thereby disrupting the gaming
experienceofthe other players. The multi-user application in
accordance with the invention permits continued use of the
application, even with users departing and joining, by notify-
ing all user machines whenanotheruserhas departed from the
session. Suitable adjustments can be made for a morepleas-
ing application environment. The notification occurs through
a Disconnect function that ensures proper IS operation and
communications. That is, an application server or IS of the
application can broadcast a messagetoall clients in an appli-
cation environmentto notify them that a user has departed or
has joined, and can ensure appropriate functionality, if nec-
essary, of the users.

For a system with a network device operating as an Inte-
grated Server (IS) as described above by serving application
data to other users, the failure or departure of an IS from the
application environmentis respondedto by assigning a dif-
ferent user as a new IS. The application can assign a new IS by
automatically carrying out a replacementprocess, or by send-
ing a broadcast messageto all users and awaiting replies. For
automatic selection, the application can assign the new IS in
accordance with considerations that include the bandwidth

available to the user, the geographic location of the potential
new IS, a user’s indicated preference for consideration as an
IS, the technical specification and resources available at the
user’s machine,or through a random selection process. If the
application is designed sothat it sends a broadcast message,
then the messagewill typically solicit voluntary agreement to
operate as the new IS.

In addition, a new user whologsin to the system after an IS
failure and who otherwise might have been registered with the
failed IS can insteadbe diverted to a differentIS, reducing the
workload of the group being served by the now-unavailable
IS. In this way, newcomers whowish to join the application
environment of an IS can instead be movedto a different IS

and different user group. Alternatively, the application can
respondto a failed IS by dissolving or disbanding the online
session of the group administered by the unavailable IS and
forming a new online group with a new IS. These alternatives
can be selected by an application developer whois configur-
ing an application for operation in accordance with the
present invention.

If an individual user leaves during an online session, the
result can be somewhat more problematic. In the online gam-
ing context, for example, a certain minimum numberofusers
(players) are required for a gameto proceed. In accordance
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with the invention, the application can respond by sending a
messageto other users on the network, inviting others to join
the online session and participate in the multi-user applica-
tion (such as a game). Alternatively, the application can be
configuredso as to invoke anArtificial Intelligence module to
carry out the duties of the Integrated Server.

The presentinvention has been described above in terms of
apresently preferred embodimentso that an understanding of
the present invention can be conveyed. There are, however,
many configurations for the system and application not spe-
cifically described herein but with which the present inven-
tion is applicable. The present invention should therefore not
be seen as limited to the particular embodiment described
herein, but rather, it should be understood that the present
invention has wide applicability with respect to multi-user
applications generally. All modifications, variations, or
equivalent arrangements and implementationsthat are within
the scope of the attached claims should therefore be consid-
ered within the scope of the invention.

Whatis claimedis:

1. A method ofmanagingparticipants in an online session,
comprising:

participating in an online session including a plurality of
participants communicatively linked to one another via a
gaming network, wherein each of the participants
includes a computing device;

detecting that a first participant responsible for certain
managerial functionality associated with the online ses-
sion has disconnected from the online session, wherein
detecting that the first participant has disconnected from
the online sessions occurs when an update messageperi-
odically broadcast bythe first participant is not received
within a predetermined amountof time;

broadcasting a notification to the remaining participants
from the plurality of participants in the online session
that thefirst participant has disconnected from the online
session, wherein the notification is broadcast following
detection of the first participant having disconnected
from the online session; and

reassigning the functionality associated with the first par-
ticipant based on one or more determinations made by
one or more of the remaining participants in the online
session.

2. The method of claim 1, wherein each of the participant
computing devices are identified by an index identification
number.

3. The methodofclaim 2, wherein the broadcast indicating
that the first participant has disconnected from the online
sessionis initiated by the participant computing device with
the next consecutive index identification number after the

index identification numberof the disconnectedfirst partici-
pant.

4. The method of claim 1, wherein the one or more deter-
minations comprises a condition of the gaming network.

5. The method of claim 1, wherein the one or more deter-
minations comprises the geographical location ofone or more
of the participant network computers in the online session.

6. The method of claim 1, wherein the one or moredeter-
minations comprises a hardware specification of one or more
of the participant network computers in the online session.

7. The method of claim 1, wherein the one or more deter-
minations comprises a preference specified by a user ofone of
the participant network computers in the online session.

8. The methodof claim 1, further comprising accepting a
new participant to the online session to replace the discon-
nected first participant.
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9. The method of claim 8, wherein the new participant is
controlled by a user.

10. The method of claim 9, wherein the new user-con-
trolled participant joins a pre-existing team of participants in
the online session.

11. The method of claim 8, wherein the new participantis
an automatedparticipant not under the controlof a user.

12. A system for managing participants in an online ses-
sion, the system comprising:

a gaming network for establishing the online session
amongst a plurality of participant computing devices,
wherein each ofthe participant computing devicesin the
online session are communicatively linked to one
another via the gaming network;

a first participant computing device from the plurality of
participant computing devices, whereinthefirst partici-
pant computing device is responsible for certain mana-
gerial functionality associated with the online session,
thefirst participant computing device configured to peri-
odically broadcast an update message to the other par-
ticipant computing devices in the online session; and

a secondparticipant computing device configured to:
receive the periodically broadcast update message,

wherein the second participant computing device will
determine thatthe first participant computing device
has disconnected from the online sessionifthe update
message is not received within a predetermined
period oftime,

broadcast a notification to the remaining participant
computing devices from the plurality of participant
computing devices in the online session that the first
participant computing device has disconnected from
the online session, wherein the notification is broad-
cast following the determination that thefirst partici-
pant computing device has disconnected from the
online session, and

re-assign the functionality associated with the first par-
ticipant computing device based on one or more deter-
minations made by one or more of the remaining
participant computing devices in the online session.

13. The system of claim 12, wherein the one or more
determinations comprises a condition ofthe gaming network.

14. The system of claim 12, wherein the one or more
determinations comprises the geographical location ofone or
moreof the participant computing devices in the online ses-
sion.

15. The system of claim 12, wherein the one or more
determinations comprises a hardware specification of one or
moreof the participant computing devices in the online ses-
sion.

16. The system of claim 12, wherein the one or more
determinations comprises a preference specified by a user of
one of the participant computing devices in the online ses-sion.
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17. The system of claim 12, wherein the re-assignment of
functionality is random.

18. The system ofclaim 12, wherein the secondparticipant
computing device is further configured to accept a new par-
ticipant computing device to replace the disconnectedpartici-
pant computing device.

19. The system of claim 18, wherein the new participant
computing device is controlled by a user.

20. The system of claim 19, wherein the new user-con-
trolled participant computing device joins a team ofpartici-
pant computing devices in the online session.

21. The system of claim 18, wherein the new participant
computing device is an automated participant computing
device not under the control ofa user.

22. A computer-readable storage medium having embod-
ied thereon a program, the program being executable by a
computer to perform a method for managing participants in
an online session, the method comprising:

detecting that a first participant responsible for certain
managerial functionality associated with the online ses-
sion has disconnected from the online session, wherein
detecting that the first participant has disconnected from
the online sessions occurs when an update messageperi-
odically broadcast bythe first participant is not received
within a predetermined amountof time;

broadcasting a notification to the remaining participants
from the plurality of participants in the online session
that thefirst participant has disconnected from the online
session, wherein the notification is broadcast following
detection of the first participant having disconnected
from the online session; and

reassigning the functionality associated with the first par-
ticipant based on one or more determinations made by
one or more of the remaining participants in the online
session.

23. The computer-readable storage medium of claim 22,
wherein the functionality is re-assigned to an existing partici-
pantin the online session.

24. The computer-readable storage medium of claim 22,
wherein the broadcast indicating thatthe first participant has
disconnected from the online session is initiated by a partici-
pant computing device with a next consecutive index identi-
fication numberafter the index identification number of the

disconnectedfirst participant, each ofthe participant comput-
ing devices having been assigned an index identification
number atthe initiation of the online session.

25. The computer-readable storage medium of claim 22,
the method further comprising accepting a new participant to
the online session to replace the disconnectedfirst participant.

26. The computer-readable storage medium of claim 25,
wherein the new participant is controlled by a user.

27. The computer-readable storage medium of claim 25,
wherein the new participant is an automated participant not
under the control of a user.

* * * * *
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IN THE UNITED STATES DISTRICT COURT 
FOR THE EASTERN DISTRICT OF TEXAS 

TYLER DIVISION 
 

 
 
UNILOC USA, INC. and UNILOC 
LUXEMBOURG S.A., 
 

Plaintiffs, 
 

v. 
 
ELECTRONIC ARTS, INC., 
 

Defendant. 

 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
§ 
 
 

 

 

CIVIL ACTION NO. 6:13-cv-259 

JURY TRIAL DEMANDED 

PLAINTIFFS’ ORIGINAL COMPLAINT FOR PATENT INFRINGEMENT 
 

 Plaintiffs Uniloc USA, Inc. (“Uniloc USA”) and Uniloc Luxembourg S.A. (“Uniloc 

Luxembourg”) (collectively, “Uniloc”) file this Original Complaint against Defendant Electronic 

Arts, Inc. for infringement of U.S. Patent No. 5,490,216 (“the ‘216 patent”).  

THE PARTIES 

1. Uniloc USA, Inc. (“Uniloc USA”) is a Texas corporation with its principal place 

of business at Legacy Town Center I, Suite 380, 7160 Dallas Parkway, Plano, Texas 75024.  

Uniloc USA also maintains a place of business at 102 N. College, Ste. 806, Tyler, Texas 75702. 

2. Uniloc Luxembourg S.A. (“Uniloc Luxembourg”) is a Luxembourg public limited 

liability company, with its principal place of business at 75, Boulevard Grande Duchesse 

Charlotte, L-1331, Luxembourg. 

3. Uniloc researches, develops, manufactures and licenses information security 

technology solutions, platforms and frameworks, including solutions for securing software 

applications and digital content.  Uniloc’s patented technologies enable software and content 
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publishers to securely distribute and sell their high-value technology assets with minimum 

burden to their legitimate end users.  Uniloc’s technology is used in several markets, including 

software and game security, identity management, intellectual property rights management, and 

critical infrastructure security. 

4. Electronic Arts, Inc. (“EA” or “Defendant”) is a Delaware corporation with its 

principal place of business in Redwood City, California.  EA may be served with process 

through its registered agent, the Corporation Trust Company, Corporation Trust Center, 1209 

Orange St, Wilmington, DE, 19801.  Upon information and belief, EA does business in the State 

of Texas and in the Eastern District of Texas. 

JURISDICTION AND VENUE 

5. Uniloc brings this action for patent infringement under the patent laws of the 

United States, namely 35 U.S.C. §§ 271, 281, and 284-285, among others.  This Court has 

subject matter jurisdiction pursuant to 28 U.S.C. §§ 1331, 1338(a), and 1367. 

6. Venue is proper in this judicial district pursuant to 28 U.S.C. §§ 1391(c) and 

1400(b).  On information and belief, EA is deemed to reside in this judicial district, has 

committed acts of infringement in this judicial district, has purposely transacted business 

involving its accused products in this judicial district and/or, has regular and established places 

of business in this judicial district. 

7. EA is subject to this Court’s specific and general personal jurisdiction pursuant to 

due process and/or the Texas Long Arm Statute, due at least to its substantial business in this 

State and judicial district, including: (A) at least part of its infringing activities alleged herein; 

and (B) regularly doing or soliciting business, engaging in other persistent conduct, and/or 

deriving substantial revenue from goods sold and services provided to Texas residents.   

 

Case 6:13-cv-00259-RWS   Document 1   Filed 03/21/13   Page 2 of 6 PageID #:  2Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 511 of 549 PageID #: 40287



3 

 

COUNT I 
(INFRINGEMENT OF U.S. PATENT NO. 5,490,216) 

 
8. Uniloc incorporates paragraphs 1 through 7 herein by reference. 

9. Uniloc Luxembourg is the owner, by assignment, of the ‘216 patent, entitled 

“SYSTEM FOR SOFTWARE REGISTRATION.”  A true and correct copy of the ‘216 patent is 

attached as Exhibit A. 

10. Uniloc USA is the exclusive licensee of the ‘216 patent with ownership of all 

substantial rights in the ‘216 patent, including the right to grant sublicenses, exclude others and 

to enforce, sue and recover damages for past and future infringements. 

11. The ‘216 patent is valid, enforceable and was duly issued in full compliance with 

Title 35 of the United States Code. 

12. EA is directly infringing one or more claims of the ‘216 patent in this judicial 

district and elsewhere in Texas, including but not necessarily limited to claims 1-5, 7-19, and 19, 

without the consent or authorization of Uniloc, by or through making, using, offering for sale, 

selling and/or importing a system, device and/or method for reducing software piracy, reducing 

casual copying and/or reducing the unauthorized use of software, including without limitation 

EA’s product activation systems and processes that permit customers to activate and/or register 

software (the “accused instrumentality”), including but not limited to EA’s SecuROM based 

product activation systems.   

13. Upon information and belief, EA also may be infringing the ‘216 patent through 

other product activation systems and processes that permit customers to activate and/or register 

software not presently known to Uniloc, such as but not limited to those product activation 

systems utilized by games such as (1) Alice: Madness Returns, (2) Dragon Age II, and (3) 
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Darkspore: Limited Edition.  Uniloc reserves the right to discover and pursue relief against all 

infringing instrumentalities. 

14. Uniloc has been damaged as a result of EA’s infringing conduct described in this 

Count.  EA is, thus, liable to Uniloc in an amount that adequately compensates it for EA’s 

infringements, which, by law, cannot be less than a reasonable royalty, together with interest and 

costs as fixed by this Court under 35 U.S.C. § 284.  

15. Any allegation of infringement against any defendant herein was not made on the 

basis of its use, sale, offer for sale, making or importing of any product, software, system, 

method or service provided by Flexera Software LLC or Rovi Solutions Corporation or any of 

their present or former affiliates or predecessors (including Flexera Software, Inc. Acresso 

Software Inc., Installshield Software Corporation, Flexco Holding Company, Inc., Installshield 

Co Inc.,  Globetrotter Software, Inc., C-Dilla Limited and Macrovision Corporation) (each a 

“Licensee Product”), including any product, software, system, method or service incorporating 

or using the activation, licensing, or registration functionality provided by such Licensee 

Product. 

JURY DEMAND 

Uniloc hereby requests a trial by jury pursuant to Rule 38 of the Federal Rules of Civil 

Procedure. 

PRAYER FOR RELIEF 

Uniloc requests that the Court find in its favor and against EA, and that the Court grant 

Uniloc the following relief: 

a. Judgment that one or more claims of the ‘216 patent has been infringed, either 
literally and/or under the doctrine of equivalents, by EA; 
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b. Judgment that EA account for and pay to Uniloc all damages to and costs incurred 
by Uniloc because of EA’s infringing activities and other conduct complained of 
herein; 

c. Judgment that EA account for and pay to Uniloc a reasonable, on-going, post 
judgment royalty because of EA’s infringing activities and other conduct 
complained of herein; 

d. That Uniloc be granted pre-judgment and post-judgment interest on the damages 
caused by EA’s infringing activities and other conduct complained of herein; and 

e. That Uniloc be granted such other and further relief as the Court may deem just 
and proper under the circumstances. 

 
Dated:   March 21, 2013    Respectfully submitted, 
 

     
 /s/ Edward Casto, Jr. w/permission Wes Hill 
 Edward E. Casto, Jr. 

Lead Attorney 
Texas State Bar No. 24044178 
Barry J. Bumgardner 
Texas State Bar No. 00793424 
Steven W. Hartsell 
Texas State Bar No. 24040199 
Jaime K. Olin 
Texas State Bar No. 24070363 
R. Casey O’Neill 
Texas State Bar No. 24079077 

       NELSON BUMGARDNER CASTO, P.C. 
3131 West 7th Street, Suite 300 
Fort Worth, Texas 76107 
Phone:  (817) 377-9111 
Fax:  (817) 377-3485 
ecasto@nbclaw.net 
barry@nbclaw.net 
shartsell@nbclaw.net 
jolin@nbclaw.net 
coneill@nbclaw.net 

 
James L. Etheridge 
Texas State Bar No. 24059147 
ETHERIDGE LAW GROUP, PLLC 
2600 E. Southlake Blvd., Suite 120 / 324 
Southlake, Texas 76092 
Telephone: (817) 470-7249 
Facsimile: (817) 887-5950 
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Jim@EtheridgeLaw.com 
 

T. John Ward, Jr. 
Texas State Bar No. 00794818 
J. Wesley Hill 
Texas State Bar No. 24032294 
WARD & SMITH LAW FIRM 
P.O. Box 1231 
1127 Judson Road, Ste. 220 
Longview, Texas  75606-1231 
(903) 757-6400 
(903) 757-2323 (fax) 
jw@wsfirm.com 
wh@wsfirm.com 

 
ATTORNEYS FOR PLAINTIFFS 
UNILOC USA, INC. AND UNILOC 
LUXEMBOURG S.A. 
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United States Patent [19] 

Richardson, III 

[54] SYSTEM FOR SOFTWARE REGISTRATION 

[75] Inventor: Frederic B. Richardson, III, 
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[57] ABSTRACT 

A registration system allows digital data or software to run 
in a use mode on a platform if and only if an appropriate 
licensing procedure has been followed. Preferably, the sys
tem detects when part of the platform on which the digital 
data has been loaded has changed in part or in entirety, as 
compared with the platform parameters, when the software 
or digital data to be protected was last booted or run. The 
system relies on a portion of digital data or code which is 
integral to the digital data to be protected by the system. This 
integral portion is termed the code portion and may include 
an algorithm that generates a registration number unique to 
an intending licensee of the digital data based on informa
tion supplied by the licensee which characterizes the lic
ensee. The algorithm in the code portion is duplicated at a 
remote location on a platform under the control of the 
licensor or its agents, and communication between the 
intending licensee and the licensor or its agent is required so 
that a matching registration number can be generated at the 
remote location for subsequent communication to the 
intending licensee as a permit to licensed operation of the 
digital data in a use mode. The code portion can be identical 
for all copies of the digital data. The algorithm provides a 
registration number which can be "unique" if the details 
provided by the intending licenses upon which the algorithm 
relies when executed upon the platform are themselves 
"unique". 

20 Claims, 12 Drawing Sheets 
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SYSTEM FOR SOFTWARE REGISTRATION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
This invention relates to improvements in systems for 

software registration and, more particularly, to improve
ments in arrangements where software is transferable by 
media such as magnetic disks, CD ROMS and the like. 

2. Description of the Related Art 
Much commercially available software is provided at time 

of purchase (or license) on a magnetic media, typically a 
floppy disk. Frequently the only security feature attached to 
the software is a simple registration number stored on the 
media. This registration number identifies that particular 
copy of the software and it is often required at the time of 
installation of the software onto any given computer that the 
installer must provide the registration number independently 
to the installation routines. 

However, such simple security arrangements for the dis
tribution of software on media suffer from at lest two 
disadvantages: (1) each copy of the software made on any 
given media at the time of manufacture must include an 
individual, unique number, programmed into the media, and 
(2) this arrangement does not prevent copying of the soft
ware, once installed on any given computer, to another 
computer by means of file transfer (as opposed to reinstal
lation). 

WO 92/09,160 to Tan Systems Corporation discloses a 
registration system which is relatively sophisticated which 
relies for its security on a requirement that an intending 
software licensee must obtain from a remote location by file 
transfer significant and essential portions of the program 
which the licensee desires to execute. The arrangement 
disclosed in WO 92109,160 suffers from a number of defi
ciencies including: 

a. the shell program which the intending licensee initially 
executes requires a unique identity embodied within the 
shell prior to distribution of the shell program; 

b. the shell program is not, itself, a functional program-
that is, it does not include all of the code which the 
intending licensee wishes to execute. That program 
must be obtained remotely with all the delays, incon
veniences and possibilities of corruption during transit 
that that entails; 

c. the prior art system appears to require and indeed, rely 

2 
closes a computer software security system which relies for 
its security on a "machine identification code unique to the 
machine" upon which the software to be protected is to be 
run. Again, the disclosure is limited to identification of the 

5 platform and there is no suggestion or contemplation of 
linking platform identification with unique user identifica
tion. 

Also this arrangement does not allow the flexibility of 
transfer of copies of the program from platform to platform 

10 which can be run in a demonstration mode. 
It is an object of the present invention to address or reduce 

the above-mentioned disadvantages. 
Definitions 

Throughout this specification the term "software" is to be 
15 interpreted broadly so as to include all forms of digital data 

which are executable on a platform (as to be later defined). 
The digital data comprising the software can, for example, 
be code comprising a word processing program adapted to 
run on a PC or the like. The software can also, for example, 

20 be digital data stored on a CD ROM adapted for playback as 
music on a CD ROM audio drive. The digital data can be 
displayable information or information which is otherwise 
usable by a licensed user. 

Throughout this specification the term "platform" denotes 
25 an environment to be associated with a computing device 

such as a microprocessor or other data processing device 
which permits execution of the digital data (to which refer
ence has previously been made in relation to the term 
"software") whereby the computer can perform functions on 

30 input and output devices associated therewith. 
In some circumstances, the "software" or digital data may 

itself be the operating system environment. Typically, but by 
no means exclusively, examples of operating system envi
ronments include the MicroSoft DOS operating system, the 

35 IBM OS/2 operating system or the Macintosh System 7 
environment. In the degenerate case of microcontrollers 
operating from ROM, the operating system environment 
may be the microcode of the microcontroller which enables 
the microcontroller to execute machine code. 

40 In this specification, "use mode" refers to use of the 
digital data or software by its execution on a platform so as 
to fulfill the seller' s/licensor' s obligations in relation to the 
sale or license of the right to execute the digital data or 
software in the use mode. The use mode is to be distin-

45 guished from what might generally be termed unlicensed 
modes of operation (which is not to say unauthorized modes 
of operation) as typified by the demonstration modes later 
described in this specification. on, encryption to ensure that the program material 

which is communicated from a remote location is not 
intercepted for utilization in an unauthorized manner; 50 

and 
SUMMARY OF THE INVENTION 

d. it is unclear whether the system can accommodate and 
react appropriately to the situation where the program, 
once registered, is transferred in its entirety from one 
platform to another so as to avoid the requirement for 
payment of a further registration fee. 

U.S. Pat. No. 4,796,220, assigned to Pride Software 
Development Corporation, discloses a system for unique 
recognition of a platform on which licensed software is to be 
executed. However, U.S. Pat. No. 4,796,220 does not con
template or disclose utilization of information which is 
unique to the user or intended licensee as part of the 
registration process which is to be distinguished from iden
tification of the platform upon which the software is pro
posed to be run. 

U.S. Pat. No. 4,688,169 to Joshi broadly discloses the 
same principles as U.S. Pat. No. 4,796,220 in that it dis-

In broad terms, the system according to the invention is 
designed and adapted to allow digital data or software to run 
in a use mode on a platform if and only if an appropriate 

55 licensing procedure has been followed. In particular forms, 
the system includes means for detecting when parts of the 
platform on which the digital data has been loaded has 
changed in part or in entirety as compared with the platform 
parameters when the software or digital data to be protected 

60 was for example last booted or run or validly registered. 
The system relies on digital data or code which forms part 

of the digital data to be protected by the system. This portion 
of the digital data which preferably is integral to the digital 
data to be protected has been termed the "code portion" 

65 elsewhere in this specification. The code portion includes an 
algorithm adapted to generate a registration number which is 
unique to an intending licensee of the digital data based on 
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information supplied by the licensee which characterizes the 
licensee. 

The algorithm in the code portion is duplicated at a remote 
location on a platform under the control of the licensor or its 
agents and communication between the intending licensee 5 
and the licensor or its agent is required so that a matching 
registration number can be generated at the remote location 
for subsequent communication to the intending licensee as a 
permit to licensed operation of the digital data in a use mode. 

Preferably, the code portion is integral with the digital 10 
data and can be identical for all copies of the digital data. It 
is the algorithm embedded within the code portion (and 
which is duplicated at the remote location) which provides 
a registration number which can be "unique" if the infor
mation provided by the intending licensee upon which the 15 
algorithm relies when executed upon the platform is itself 
"unique." 

In any event, in particular preferred forms, a serial num
ber (see further on) is included in the registration number 
generation algorithm which introduces an additional level of 20 

uniqueness into the registration number calculation process. 
Accordingly, in one broad form of the invention there is 

provided a system for licensing use of digital data in a use 
mode, the digital data executable on a platform, the system 
including local licensee unique ID generating means and 25 

remote licensee unique ID generating means, the system 
further including mode switching means operable on the 
platform which permits use of the digital data in the use 
mode on the platform only if a licensee unique ID generated 
by the local licensee unique ID generating means has 30 

matched a licensee unique ID generated by the remote 
licensee unique ID generating means. 

Preferably, the system further includes platform unique 
ID generating means, wherein the mode switching means 
will permit the digital data to run in the use mode in 35 

subsequent execution of the digital data on the platform only 
if the platform unique ID has not changed. 

Preferably, the mode switching means permits operation 
of the digital data in the use mode in subsequent execution 
of the digital data only if the licensee unique ID generated 40 

by the local licensee unique ID generating means has not 
changed. 

4 
security key from information input to the software which 
uniquely identifies an intended registered user of the soft
ware on a computer on which the software is to be installed. 

Preferably, the security key is generated by a registration 
number algorithm. 

Preferably, the registration number algorithm combines 
information entered by a prospective registered user unique 
to that user with a serial number generated from information 
provided by the environment in which the software to be 
protected is to run (e.g., system clock, last modify date, user 
name). 

Preferably, the registration means is replicated at a reg
istration authority and used for the purposes of checking by 
the registration authority that the information unique to the 
user is correctly entered at the time that the security key is 
generated by the registration means. 

Preferably, the registration means checks at the time of 
boot of the software as to whether it is a first boot of the 
software to be protected or a subsequent boot. If a subse
quent boot is detected, then environment and user details are 
compared to determine whether the program reverts to a 
demonstration mode and a new user registration procedure 
is to commence, or a full version run. 

Preferably, the environment details comprise one or more 
of disc volume name, user name or computer, initialization 
date of hard disk, hardware identifier (e.g., ROM checksum) 
or other elements which are generally not user-configurable 
on the platform. 

In a further broad form of the invention, there is provided 
a method of control of distribution of software, the method 
comprising providing mode-switching means associated 
with the software adapted to switch the software between a 
fully enabled mode and a partly enabled or demonstration 
mode; the method further comprising providing registration 
key generating means adapted to generate an enabling key 
which is a function of information unique to an intending 
user of the software; the mode-switching means switching 
the software into fully enabled mode only if an enabling key 
provided to the mode-switching means by the intending user 
at the time of registration of the software has matched 
identically with the registration key generated by the regis
tration key generating means. Preferably, the mode switching means includes part of the 

digital data. 
Preferably, the remote licensee unique ID generating 

means comprises software which includes the algorithm 
utilized by the local licensee unique ID generating means to 
produce the licensee unique ID. 

Preferably, the enabling key is communicated to the 
45 intending user at the time of registration of the software by 

a third party operating a duplicate copy of the registration 
key generating means. 

Preferably, the information utilized by the local licensee 50 

unique ID generating means to produce the licensee unique 
ID comprises prospective licensee credit card number, date 
of birth and full name and address. 

Preferably, the platform unique ID generating means 
forms part of the digital data. 55 

In yet a further broad form of the invention, there is 
provided digital data incorporating registration code, the 
digital data executable on a platform; the registration code 
comprising a portion of the digital data executable on the 
platform so as to switch the digital data between a demon
stration mode and a use mode. 

Preferably, the registration code when executed on the 
platform provides local licensee unique ID generating means 
whereby the digital data can be switched from the demon
stration mode to the use mode by execution of the registra
tion code only if a licensee unique ID generated by the local 

Preferably, the platform unique ID generating means 
utilizes hard disk information and/or other computer hard
ware or firmware information to determine the platform 
unique ID. 

Preferably, the platform comprises a computer operating 
system environment. 

60 licensee unique ID generating means has matched a licensee 
unique ID generated by remote licensee unique ID gener
ating means. 

Preferably, the digital data comprises a software program 
adapted to run under the operating system environment. 

In a further broad form of the invention, there is provided 65 

a security routine or registration means attachable to soft
ware to be protected, the registration means generating a 

BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of the invention will now be described with 
reference to the accompanying drawings wherein: 
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FIG. 1 is a schematic diagram of the relationship and 
interaction between an intending registered user and a 
registration authority of software on media secured accord
ing to a first embodiment of the invention; 

FIGS. 2a, 2b and 2c are segments of a flow chart of the 5 

procedure to be followed during registration of software by 
a user according to a first embodiment of the invention; 

FIG. 3 is a flow chart of alternative boot processes 
according to a second embodiment of the invention; 

10 
FIG. 4 is a personal information dialogue box relating to 

the procedure of FIGS. 2a, 2b, 2c in accordance with a third 
embodiment; 

FIG. 5 is a schematic diagram of a system according to a 
fourth embodiment of the invention; 

FIG. 6 is an implementation of the fourth embodiment of 
FIG. 5 in relation to a CD ROM drive; 

15 

6 
The algorithm in the code portion is duplicated at a remote 

location on a platform 67 under the control of the licensor or 
its agents, and communication between the intending lic
ensee and the licensor or its agent is required so that a 
matching registration number or enabling key can be gen
erated at the remote location for subsequent communication 
to the intending licensee as a permit to licensed operation of 
the digital data 39 in a use mode. 

Execution of the duplicated code portion on platform 67 
comprises, in this instance, the remote licensee unique ID 
generating means. 

Mode switching means can comprise execution of the 
code portion which additionally performs a comparison of 
the locally and remotely generated registration numbers. 

Preferably, the code portion 38 is integral with the digital 
data and can be identical for all copies of the digital data. It 
is the algorithm embedded within the code portion (and 
which is duplicated at the remote location) which provides 
a registration number which can be "unique" if the infor-

FIG. 7 is a logic flow chart in relation to the decoder box 
of FIG. 6; 

FIG. 8 is a block diagram of a generalized system 
according to a fifth embodiment of the invention; 

20 mation provided by the intending licensee upon which the 
algorithm relies when executed upon the platform is itself 
"unique". 

FIG. 9 is a block diagram indicating one particular 
example of generation of a registration number for the 
system of FIG. 8; and 

FIG. 10 is a schematic diagram of a sixth embodiment 
comprising a particular example of the generalized system 

In any event, in particular preferred forms, a serial num
ber (see further on) is included in the registration number 

25 generation algorithm which introduces an additional level of 
uniqueness into the registration number calculation process. 

of FIG. 8. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

30 

With particular reference to FIG. 1, a program comprising 
digital data protected according to a first embodiment of the 
invention is supplied recorded on a magnetic disk 10. 

Included as part of the software on that disk 10 is a 
registration and re-registration routine which executes 
whenever the program protected by the arrangement of the 
first embodiment "boots". 

With reference to FIG. 1 and FIGS. 2a, 2b and 2c, the 
It is to be understood that, in its various embodiments, the 

present invention is for the protection of digital code/ 
software by control of permission to use the digital code/ 
software. A hardware platform and a remote registration 
station implemented at least partially by means of electronic 
hardware are required by the various embodiments. 

35 operation of the security routine will be described on the 
assumption that the program on the disk 10 protected by the 
registration routine has not been registered on the platform 
or is otherwise being loaded for the first time. 

The code/software to be protected requires at least some 
adaption to be usable with the invention in its various 
embodiments. The adaptation can be universal for all copies 
of the code/software to be protected. 

The prospective new user 11 inserts disk 10 into the user 
40 PC 12 so as to be read by PC 12. 

As part of the software installation procedure, the regis
tration routine is activated causing a series of dialogue boxes 
to appear on the display 13 of the user PC 12. Having 

First Embodiment 
45 checked to ensure that the software has not previously been 

registered on the PC 12, a dialogue box A (in FIG. 2a) is 
displayed which provides the user with a choice of either 
seeing a demonstration of the software (which typically has 
features such as save and/or print disabled) or alternatively 

With reference to FIGS. 1 and 8, the system according to 
embodiments of the invention is designed and adapted to 
allow digital data 39 or software to run in a use mode on a 
platform 31 if and only if an appropriate licensing procedure 
has been followed. In particular forms, the system includes 
means for detecting when parts of the platform 31 on which 
the digital data 39 has been loaded has changed in part or in 
entirety as compared with the platform parameters when the 
software or digital data to be protected was, for example, last 55 

booted or run or validly registered. 

50 an invitation to register ownership/licensee of the software 
(after which all features of the software are made available 
to the user). 

The system relies on digital data or code 38 which forms 
part of the digital data to be protected by the system. This 
portion of the digital data, which preferably is integral to the 
digital data to be protected, has been termed the code portion 60 

38 elsewhere in this specification. The code portion 38 
includes an algorithm adapted to generate a registration 
number 66 or local licensee unique ID or registration key 
which characterizes the licensee. In this instance, the local 
licensee unique ID generator which generates the registra- 65 
tion number comprises the execution of code 38 on 
platform 31. 

If the register option is selected or if the user cancels the 
demonstration in favor of registration, then a contact dia
logue box B (in FIG. 2a) is presented on the display 13 
which provides a list (stored on disk 10 as part of the 
registration routine) which provides for example, names and 
contact numbers of the software publishing company 
together with other general product information. 

Following the user's indication of agreement during dis
play of license details (box Bl) to proceed to register, the 
user can contact the registration center after filling out the 
registration dialogue box C as detailed below. After selecting 
"continue", the registration routine begins the first step in the 
generation of a security key which will be unique to the 
current copy of the software and to certain features of the 
environment in which it runs. 
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time of distribution of the disk. Each copy has exactly the 
same registration number algorithm located upon it. A 
unique registration number or "security key" is generated 
only at the time of registration from the details supplied by 

As shown in FIG. 2b, the first step in the generation of the 
security key comprises the generation of a serial number 
generated from the current time on the system and, in this 
example, the last modify date of the software and other 
information from the computer environment. The serial 
number is encrypted and rearranged and then presented as a 
number in the registration dialogue box on the display 13. 

5 the prospective new user 11. 
The registration routine behaves generally as follows 

where any copy of the protected software boots. In this 
situation, the registration routine checks at the time of boot 
to see what registration details are present for that particular 

10 copy of the software. If no details are present, then it is 
assumed that the PC is booting from a newly distributed 
magnetic disk and registration is to occur for the first time. 
The registration procedure in that case is that followed in 

The registration dialogue box C (in FIG. 2b) prompts the 
user for details unique to that user (including, for example, 
name, company, address, state, contact number) together 
with financial details for payment for the purpose of be com
ing a registered user of the software protected by the 
registration routine (for example Mastercard or corporate 
account number details). This information, unique to the 
user, is passed through a registration number algorithm 14 15 

(represented symbolically in FIG. 1) which generates a 
registration number or security key from the information 
unique to the user together with the serial number previously 
generated. The registration number or security key is not 
made available to the user of the PC 12 by the PC 12. 

respect of FIGS. 2a, 2b and 2c. 

In the event that registration details are present, then the 
registration routine checks a number of parameters which 
are expected to be unique to the environment in which the 
software to be protected operates. In this embodiment, the 
parameters checked are hard disk volume name, user name, 

An identical registration number algorithm 14 resides on 
the registration authority PC 15. As an integrlll part of the 
registration procedure, the prospective new user 11 commu
nicates the information unique to the user which was entered 

20 and computer name and user password and hard disc ini
tialization date (not generally user configurable on the Apple 
Macintosh computer). The registration routine then checks 
these parameters against the corresponding details that it 
finds from the operating environment of the computer on 

by the user on the user PC 12, along with the serial number 
generated by the user's algorithm, to the registration author

25 which the software is running. If a designated combination 
of these details matches then it is assumed that a properly 
authorized and registered copy of the software is running 
and full access to the software is allowed. 

ity 16. The registration authority feeds this information into 
the registration authority PC 15 wherein the registration 
number algorithm 14 should produce an identical registra
tion number or security key to that produced by the user PC 30 

12 if the details communicated to the registration authority 
by the prospective new user 11 match with the details that 
have been entered on the user PC 12. Optionally, the user 
can communicate the information to the registration author
ity electronically, e.g., by fax or modem or tone phone. 

As a final stage in registration (refer to FIG. 2d), the 
registration authority 16 provides the registration number 
generated by the registration authority PC 15 to the user 11. 
The user 11 enters the registration number into the user PC 

In this manner, it is quite in order for users to provide 
other users with copies of the software protected by the 
security routine. The security routine attached to the soft
ware to be protected determines from the environment in 
which it operates whether an additional registration fee is 
required. If it is determined by the registration routine that 

35 this is the case, then the registration routine has the capa
bility to provide a fresh registration number as part of an 
authorized registration procedure pending which the pro
tected software reverts to demonstration mode. 

12 where the registration routine checks to see whether the 40 

entered registration number matches the calculated registra
tion number. If the two match, then a valid registration has 
taken place and access is provided by the registration routine 
to a full operating version of the software protected by the 
registration routine. If there is no match and a preference file 45 

(which stores the user details) does not exist then a dialogue 
box D (FIG. 2c) appears on the display 13 of user PC 12 
providing the prospective new user 11 with the opportunity 
to check hislher details or switch to the demonstration 
version of the software protected by the registration routine. 50 

Again, the registration authority PC 15 can provide to PC 
12 the registration number which it generates by electronic 
means such as modem communication. 

It will be evident that it is not obvious to the prospective 55 
new user 11 that the registration number which unlocks the 
full version of the software protected by the registration 
routine is, in fact, generated from an algorithm residing on 
the magnetic disk 10 and that it forms part of the software 
to which access is desired. 60 

In this manner, the registration procedure outlined above 
ensures that exactly the same details entered by the prospec
tive new user on hislher user PC 12 are those details 
recorded by the registration authority 16. It will also be 
evident that the procedure does not require each magnetic 65 

disk 10 containing a copy of the software to be protected to 
have a unique registration number recorded on the disk at the 

Second Embodiment 

(Auto re-registration) 
According to a second embodiment, a more sophisticated 

procedure suitable for checking at first boot and at subse
quent boot is shown in flowchart form in FIG. 3. 

This procedure incorporates redundancy to cope with 
situations where the key file containing the information from 
which the current use has been authorized may have been 
deleted or does not exist on a subsequent boot. 

The distinction as against the first embodiment is that a 
"key file" is created at the time of registration of the software 
and a duplicate key file is also created at the same time. The 
duplicate key file is arranged to be stored on the computer 
at a location separate from the program to be protected. In 
the case of the Apple Macintosh computer the duplicate key 
file can be stored in the "system" folder. 

Both the key file (stored with the software) and the 
duplicate key file are encrypted and both contain identical 
information. The information contained comprises: 

1. The user registration details including the serial num
ber, 

2. The environment details of the computer, and 
3. Details of the application protected by the security 

routine for which registration is to be or has been 
obtained. 

With reference to FIG. 3, whenever the protected appli
cation boots, a check is made by the registration routine to 
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determine whether registration details exist in the key file of 
the protected application. If they do, a comparison is made 
by the registration routine between what is stored in the key 
file and the environment to determine whether a change has 
taken place to the environment as compared with what is 5 

stored in the key file. If no change is detected, then the 
protected application is permitted to run normally. 

If there are no registration details present in the key file or 
if the above-referenced comparison between the key file 
contents and the application does not show a match, then the 10 

re-registration routine of FIG. 3 looks for the existence of a 
duplicate key file within the environment. If a duplicate key 
file exists, then the information contained within that dupli
cate key file is copied to the application key file and 
comparisons as previously described as between the key file 15 
details and the environment and application are made. If the 
comparison is positive, then the protected application is 
allowed to run normally. If the comparison proves negative, 
then the protected application is permitted to run by the 
registration routine in demonstration mode only. If a dupli- 20 

cate key file is found not to exist at all and the internal key 
file, if present, brings a negative result, then the protected 
application is allowed to run in demonstration mode only. 

This arrangement provides improved durability for the 
registration routine in the sense that it is less likely that the 25 

protected application will be caused to run in demonstration 
mode for incorrect reasons. 

Third Embodiment 

Tracking System 
With reference to FIG. 4, a modified form of the dialogue 

box C of FIG. 2b is shown which includes provision for 
entry of "your user number" in box 21. 

30 

10 
platform. The serial number 50 generated by the self
serialization process can be a required input to the registra
tion algorithm from which the registration number is gen
erated. Clearly, the serial number 50, as determined and 
displayed to the user, will then be required to be commu
nicated to the registration authority for input to the regis
tration authority's registration number generating algorithm. 

It will be observed that a serial number 50 generated in 
this manner is likely to be displayed as a different number on 
each platforni on which the software to be protected is to be 
run and comprises a randomized input to the registration 
algorithm which is determined and determinable only at the 
time of registration. 

Fifth Embodiment 

With reference to FIG. 5, there is shown in schematic 
form a microprocessor 30 adapted to operate under an 
operating system or upon a platform 31 such as, for example, 
MicroSoft DOS or Macintosh System 7. The platform 31 
allows relatively high level commands to be used to cause 
the microprocessor 30 to interact with input/output devices 
such as keyboard 32, monitor 33, loudspeaker 34, memory 
35 and magnetic or CD ROM disk 36. 

By way of example a word processing program compris
ing a length of code or digital data 37 has been copied onto 
disk 36. 

The digital data 37 includes registration code portion 38 
and use code portion 39. 

The digital data 37 is arranged in such a way that when 
microprocessor 30 seeks to first execute the digital data 37 
by way of operating system or platform 31 the digital data 
comprising the registration code portion 38 is caused to 
execute first in a manner previously described in reference 

At the time a prospective new user enters his/her details 
into the other boxes comprising the dialogue box C, there is 
an option for the user to enter a user number into box 21. The 
user number is provided by the registration authority 16 as 
a number unique to that particular registered user. If the box 

35 to the first embodiment of the invention. The execution of 
the digital data comprising the registration code portion 38 
in conjunction with the operating system or platform 31 
comprises a mode switcher which will permit the micropro
cessor 30 to execute the use code portion 39 of digital data 

21 has the user number details inserted into it, then the 
registration routine, When the next copy of the protected 
application is made, will transfer the user number details 
from box 21 to the "last user number" box 22. A similar 
transfer will take place when next a copy is made of the 
protected application if and only if the person wishing to 45 

register the next copy enters their user number details in box 
21. If they do not, then the last user number details in box 
22 remain as before. In this manner, a tracking system is 
available to the registration authority in the form of a tree 
where any given copy is identified by its ancestry based on 
current and previous user number as entered into boxes 21 
and 22. 
Self-Serialization 

In a particular embodiment, a process termed "self-seri
alization" can be utilized to produce the serial number 50 
which is displayable to the userllicensee as illustrated in 
FIG. 4. 

The serial number 50 is disguised by use of a random or 
pseudorandom number input to the algorithm which gener
ates the serial number at the time of first boot of the software 

40 37 only in a demonstration mode unless and until registra
tion involving reference to an external registration authority 
is first completed successfully. This registration procedure is 
as previously described with reference to the first embodi-
ment. 

The digital data 37 can comprise, for example, a word 
processing program such as Wordperfect 6.0 available from 
Wordperfect Corporation. The registration code portion 38 is 
integral with the digital data 37 comprising the word pro
cessing program. The registration code portion 38 includes 

50 the algorithm for calculation of the registration number as 
previously described in respect of other embodiments of the 
invention. 

It will be appreciated that the registration code portion 38 
55 effectively forms simply a part of the software or digital data 

37 to be protected/registered and that the digital data 37 will 
be or can be identical for all copies of the word processing 
program produced. The registration code portion 38 allows 
a unique link to be made between the digital data 37 and an 

60 individual authorized or licensed to use the digital data 37 by 
way of initial execution of a copy of the digital data 
comprising registration code portion 38. 

as part of the initial registration procedure. For example, the 
serial number, when generated by the self-serialization pro
cess, can be generated by a random number routine forming 
part of the registration software or it can be generated by the 
registration software with reference to data which is avail- 65 

able in a widely varying fashion on the platform on which 
the software is located-for example, a time reference on the 

With reference to FIGS. 6 and 7, a specific realization of 
the fifth embodiment will be described. 

With particular reference to FIG. 6, a decoder 51 is 
interposed in the datapath from the CD in CD player 52 and 
a digital-to-analog converter 53. The digital-to-analog con-
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verter 53 is the device by which digitally encoded musical 
or video information residing on CD ROM 54 is converted 
to analog form suitable for playback on current mass pro
duced television sets (video) or hi-fi sets (audio). 

12 
changed as provided to it by platform unique ID generator 
70. 

In this embodiment, serial number 50 is comprised of two 
components, namely system information 71 and a variable 

The decoder 51 comprises part of the platform upon 
which the digital data 37 is executed and includes means to 
interpret the code portion 38 of the digital data 37 whereby 
the registration system is implemented such that the digital 
data 37 and, more particularly, the use code portion 39 of 
that digital data 37 can be executed on the platform in a use 
mode only if the registration procedure to which reference 
has been made in respect of previous embodiments has been 
performed. 

5 key portion 72. The variable key portion 72 provides the 
characteristic of self serialization described earlier in the 
specification and, in this embodiment, is generated at the 
time of registration on platform 31 by reference to a variable 
platform parameter, in this case reference to system time 

10 information, although other parameters which are variable 
can be utilized in other embodiments. 

The registration code portion 38 can include a preview or 
demonstration related to a subset of the balance of the digital 15 

data on the CD 54 which can be executed by the platform 
without license. 

The decoder 61 includes LCD display 55 and keypad 56 
whereby the licensee can enter information via keypad 56 20 

and receive information via the LCD display 55 for the 
purpose of the registration procedure. 

System information 71 can include information which 
identifies the hardware comprising the platform 31 on which 
the user program 39 is to be executed such as, for example, 
CPU number (where available), or unique parameters asso
ciated with the firmware in use. The system information, 
optionally, can further include system configuration infor
mation such as amount of memory, type of processor etc. 

It will be noted, therefore, that serial number 50 will 
appear to an intending licensee when it appears on screen as 
per box C in FIG. 4 as an apparently random variable having 
no obvious link to the platform 31 or the user program 39. 

However, when the serial number 50 is communicated to 
In addition a smart card (SRAM) 57 is receivable by the 

decoder 81 for the purpose of customizing or amending 
operation of the decoder 51. 25 the remote licensee unique ID generator 67 a secondary 

algorithm complementary to the algorithm which generated 
the serial number including variable key portion 72 and 
system information 71 is able to "decode" or otherwise strip 

With reference to FIG. 7, the registration procedure 
following insertion of CD 54 into CD player 52 is as follows. 
The user operates the play control and decoder 51 reads from 
CD 54 code portion 38 of digital data 37 located thereon and 
executes this code so as to determine whether the digital data 30 

is already licensed for the platform. If not, a demonstration 
is communicated via digital-to-analog converter 63 whilst 
the user determines whether to register as a licensee of the 
digital data 37 in the manner indicated in the flowchart of 
FIG. 7. 35 

Sixth Embodiment 

With reference to FIG. 8, there is shown a block diagram 
of a system according to a further embodiment of the 40 
invention which is to be read in the context of the earlier 
generalized description in respect of FIG. 1. 

The system illustrated in FIG. 8 operates in the manner 
generally described in respect of previous embodiments and 
as generally outlined in the diagram. In the context of the 45 

block C illustrated in FIG. 4, and with reference to FIG. 9, 
the algorithm, which generates the unique user identification 
and which is resident both as the registration code portion 38 
in digital data 37 integrally bound to use code portion 39 for 
execution on local platform 31 and also as remote algorithm 50 

61, is attached to registration database program 62 for 
execution on the remote platform 63. 

The algorithm, in this embodiment, combines by addition 
the serial number 50 with the software product name 64 and 55 

customer information 65 and previous user identification 22 
to provide registration number 66. 

away the variable key portion 72 so as to make use of the 
system information 71 if allowable and desirable in the 
circumstances. 

Whether the system information 71 is utilized or not, the 
serial number 50 generated in this manner provides an input 
to the algorithm which generates registration number 66 
which presents as an apparently variable parameter thereby 
rendering "cracking" of the software registration system 
more difficult and unlikely. 

Seventh Embodiment 

The schematic diagram of FIG. 10 illustrates a substan
tially hardware implementation of the invention applicable, 
for example, for implementation of the CD arrangement of 
FIG. 6 or the more generalized arrangement of FIGS. 8 and 
9. 

In this embodiment, a prospective user 80 of digital code 
81 on media 82 by its execution on platform 83 firstly inserts 
the media 82 into an appropriate digital code reading device 
within platform 83 (e.g., a floppy disk drive or a CD ROM 
drive). 

Customer information C is provided by user 80 both 
direct to local encoder/decoder 84 and also to local adder or 
summer 85. 

Additionally, product information P derived from media 
82 (typically via platform 83) or else via the intermediary of 
the user (signified by the small man symbol) is provided to 
encoder/decoder 84 and to summer 85. As discussed earlier, all of the items to be summed, 

namely items 50, 64, 65 and 22 must be communicated to 
the remote licensee unique ID generator 67 by the intending 
licensee whereby algorithm 51 causes the production of a 
registration number 66 which matches identically with the 
locally produced registration number. When mode switcher 

Finally, a serial number S derived from platform 83 is 
60 supplied either directly or via the intermediary of user 80 to 

encoder/decoder 84 and to summer 85. 

68 verifies the match, then the mode switcher 68 allows 
execution on platform 31 of the full user program 39. 

Prior to allowing execution of the full program, mode 
switcher 68 will also check whether platform ID 69 has 

Summer 85 acts as a local licensee unique ID generating 
means by combining, by addition, customer information C, 
product information P and serial number S in order to 

65 provide a local licensee unique ID here designated Y. 
Encoder/decoder 84 transmits the serial number S, the 

customer information C and the product information P via 
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modems 86, 87 over the public switched telephone network 
14 

ensee unique ID. 
2. The system of claim 1, wherein said local licensee 

unique ID generating means generates said local licensee 
unique ID by execution of a registration algorithm which 
combines information in accordance with said algorithm, 
said information uniquely descriptive of an intending lic-

to a remote encoder/decoder 88 which, in turn, supplies 
signals S, C and P to the inputs of remote summer 89. 
Remote summer 89 combines these signals by addition 
(thereby acting as a remote license unique ID generating 5 
means) so as to provide a summed output, here termed X, 
which represents a licensee unique ID or enabling key which 
should match identically with the local licensee unique ID or 
registration key or registration number Y if inputs S, C and 

ensee of said digital data to be executed in said use mode. 
3. The system of claim 2, wherein said mode switching 

means permits operation of said digital data in said use mode 
10 in subsequent execution of said digital data only if said 

licensee unique ID generated by said local licensee unique 
ID generating means has not changed. 

P to summers 85 and 89 are identical. 
The licensee unique ID termed X is transmitted back via 

encoder/decoders and modems 84, 86, 87, 88 to comparator 
90 which outputs a high signal if X equals Y. This condition 
corresponds to the local licensee unique ID matching with 
the licensee unique ID generated at the remote location by 
the remote licensee unique ID generating means generally 
comprising summer 89. 

4. The system of claim 3, wherein said local licensee 
unique ID generating means comprises part of said digital 

15 data when executed on said platform. 
5. The system of claim 4, wherein said mode switching 

means comprises part of said digital data when executed on 
said platform. 

6. The system of claim 5, wherein the information utilized 
Digital code 81 on media 82 comprises code identified as 

a demonstration portion D together with code identified as a 
use portion U. There may be other kinds of code designated 
o as well. 

Code 81 is executed on platform 83 (for example, a 
microprocessor or a substantially hardware based, dedicated 
playback device such as a CD drive) with the code being 
passed through a mode switcher comprising first gate 91 and 
second gate 92 together with relay 93. 

20 by said local licensee unique ID generating means to pro
duce said licensee unique ID comprises prospective licensee 
details including at least one of payment details, contact 
details and name. 

7. The system of claim 1, said system further including 

First gate 91 energizes relay 93 so as to permit execution 
of code of type D but not code of any other type such as of 

25 platform unique ID generating means, wherein said mode 
switching means will permit said digital data to run in said 
use mode in subsequent execution of said digital data on said 
platform only if said platform unique ID has not changed. 

~~u. ~ 
Second gate 92 permits execution of any kind of code by 

closure of relay 93 provided only that the output of com
parator 90 is high (which is to say that X equals Y or that the 
local licensee unique ID matches with the licensee unique 
ID generated by the remote licensee unique ID generating 35 
means comprising summer 89). 

Comparator 90 together with gates 91, 92 and relay 93 
comprise one particular form of mode switcher or switching 
platform 83 of various kinds of code such as the code of 
types D and U. 40 

Industrial Applicability 
The aforementioned may be applied either in dedicated 

electronic hardware or by means of more generalized digital 
computation devices such as microprocessors and the like 
whereby digital code or software (which may incorporate at 45 

least part of the code which, when executed, acts as a 
licensee unique ID generator) is fully enabled only after 
following a specified licensing procedure. 

The above describes only some embodiments of the 
present invention and modifications, obvious to those skilled 50 
in the art, can be made thereto without departing from the 
scope and spirit of the present invention. 

What is claimed is: 
1. A registration system for licensing execution of digital 

data in a use mode, said digital data executable on a 55 
platform, said system including local licensee unique ID 
generating means and remote licensee unique ID generating 
means, said system further including mode switching means 
operable on said platform which permits use of said digital 
data in said use mode on said platform only if a licensee 60 
unique ID first generated by said local licensee unique ID 
generating means has matched a licensee unique ID subse
quently generated by said remote licensee unique ID gen
erating means; and wherein said remote licensee unique ID 
generating means comprises software executed on a plat- 65 

form which includes the algorithm utilized by said local 
licensee unique ID generating means to produce said lic-

8. The system of claim 7, wherein said platform unique ID 
generating means comprises part of said digital data when 
executed on said platform. 

9. The system of claim 8, wherein said platform unique ID 
generating means utilizes hard disc or other platform infor
mation to determine said platform unique ID. 

10. The system of claim 1, wherein said platform com
prises a computer operating system environment. 

11. The system of claim 10, wherein said digital data 
comprises a software program adapted to run under said 
operating system environment. 

12. A registration system attachable to software to be 
protected, said registration system generating a security key 
from information input to said software which uniquely 
identifies an intended registered user of said software on a 
computer on which said software is to be installed; and 
wherein said registration system is replicated at a registra
tion authori~ and used for the purposes of checking by the 
registration authori~ that the information unique to the user 
is correctly entered at the time that the security key is 
generated by the registration system. 

13. The registration system of claim 12, wherein said 
security key is generated by a registration number algorithm. 

14. The registration system of claim 13, wherein said 
registration number algorithm combines information entered 
by a prospective registered user unique to that user with a 
serial number generated from information provided by the 
environment in which the software to be protected is to run. 

15. The registration system of claim 12, wherein said 
registration system checks at the time of boot of said 
software as to whether it is a first boot of the software to be 
protected or a subsequent boot, and, if a subsequent boot is 
detected, then environment and user details are compared to 
determine whether the program reverts to a demonstration 
mode and a new user registration procedure is to commence 
or a full version run. 

16. The registration system of claim 15, wherein said 
environment details comprise at least one element which is 
not user-configurable on the platform. 

Case 6:13-cv-00259-RWS   Document 1-2   Filed 03/21/13   Page 21 of 22 PageID #:  29Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 536 of 549 PageID #: 40312



5,490,216 
15 

17. A method of control of distribution of software, said 
method comprising providing mode-switching means asso
ciated with said software adapted to switch said software 
between a fully enabled mode and a partly enabled or 
demonstration mode, said method further comprising pro
viding registration key generating means adapted to generate 
a registration key which is a function of information unique 
to an intending user of the software; said mode-switching 
means switching said software into fully enabled mode only 

16 
only if a licensee unique ID generated by said local licensee 
unique ID generating means has matched a licensee unique 
ID generated by said remote licensee unique ID generating 
means; and wherein said remote licensee unique ID gener-

5 ating means comprises software executed on a platform 
which includes the algorithm utilized by said local licensee 
unique ID generating means to produce said licensee unique 
ID. 

if an enabling key provided to said mode-switching means 10 

by said intending user at the time of registration of said 
software has matched identically with said registration key; 
and wherein said enabling key is communicated to said 
intending user at the time of registration of said software; 
said enabling key generated by a third party means of 15 

operation of a duplicate copy of said registration key gen-

20. A method of registration of digital data so as to enable 
execution of said digital data in a use mode, said method 
comprising an intending licensee operating a registration 
system for licensing execution of digital data in a use mode, 
said digital data executable on a platform, said system 
including local licensee unique ID generating means and 
remote licensee unique ID generating means, said system 
further including mode switching means operable on said 
platform which permits use of said digital data in said use 
mode on said platform only if a licensee unique ID generated 

erating means. 
18. The method of claim 17, wherein said registration key 

is also a function of the environment in which said software 
is installed. 

19. A remote registration station incorporating remote 
licensee unique ID generating means, said station forming 
part of a registration system for licensing execution of 
digital data in a use mode, said digital data executable on a 
platform, said system including local licensee unique ID 
generating means, said system further including mode 
switching means operable on said platform which permits 
use of said digital data in said use mode on said platform 

20 by said local licensee unique ID generating means has 
matched a licensee unique ID generated by said remote 
licensee unique ID generating means; and wherein said 
remote licensee unique ID generating means comprises 
software executed on a platform which includes the algo-

25 rithm utilized by said local licensee unique ID generating 
means to produce said licensee unique ID. 

* * * * * 

Case 6:13-cv-00259-RWS   Document 1-2   Filed 03/21/13   Page 22 of 22 PageID #:  30Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 537 of 549 PageID #: 40313



  

EXHIBIT 96 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 538 of 549 PageID #: 40314



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 539 of 549 PageID #: 40315



  

EXHIBIT 97 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 540 of 549 PageID #: 40316



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 541 of 549 PageID #: 40317



  

EXHIBIT 98 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 542 of 549 PageID #: 40318



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 543 of 549 PageID #: 40319



  

EXHIBIT 99 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 544 of 549 PageID #: 40320



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 545 of 549 PageID #: 40321



  

EXHIBIT 100 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 546 of 549 PageID #: 40322



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 547 of 549 PageID #: 40323



  

EXHIBIT 101 

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 548 of 549 PageID #: 40324



THIS EXHIBIT HAS BEEN
REDACTED ,IN ITS ENTIRETY

Case 1:16-cv-00454-RGA   Document 474-1   Filed 04/24/18   Page 549 of 549 PageID #: 40325


